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Preface

The Fifth International Conference on Computational Science (ICCS 2005) held
in Atlanta, Georgia, USA, May 22–25, 2005, continued in the tradition of pre-
vious conferences in the series: ICCS 2004 in Krakow, Poland; ICCS 2003 held
simultaneously at two locations, in Melbourne, Australia and St. Petersburg,
Russia; ICCS 2002 in Amsterdam, The Netherlands; and ICCS 2001 in San
Francisco, California, USA.

Computational science is rapidly maturing as a mainstream discipline. It is
central to an ever-expanding variety of fields in which computational methods
and tools enable new discoveries with greater accuracy and speed. ICCS 2005
was organized as a forum for scientists from the core disciplines of computational
science and numerous application areas to discuss and exchange ideas, results,
and future directions. ICCS participants included researchers from many appli-
cation domains, including those interested in advanced computational methods
for physics, chemistry, life sciences, engineering, economics and finance, arts and
humanities, as well as computer system vendors and software developers. The
primary objectives of this conference were to discuss problems and solutions in
all areas, to identify new issues, to shape future directions of research, and to help
users apply various advanced computational techniques. The event highlighted
recent developments in algorithms, computational kernels, next generation com-
puting systems, tools, advanced numerical methods, data-driven systems, and
emerging application fields, such as complex systems, finance, bioinformatics,
computational aspects of wireless and mobile networks, graphics, and hybrid
computation. Keynote lectures were delivered by John Drake – High End Simu-
lation of the Climate and Development of Earth System Models; Marian Bubak
– Towards Knowledge – Based Computing: Personal Views on Recent Develop-
ments in Computational Science and the CrossGrid Project; Alok Choudhary –
Large Scale Scientific Data Management; and David Keyes – Large Scale Scien-
tific Discovery through Advanced Computing.

In addition, four invited presentations were delivered by representatives of
industry: David Barkai from Intel Corporation, Mladen Karcic from IBM, Steve
Modica from SGI and Dan Fay from Microsoft. Seven tutorials preceded the main
technical program of the conference: Tools for Program Analysis in Computa-
tional Science by Dieter Kranzlmüller and Andreas Knüpfer; Computer Graph-
ics and Geometric Modeling by Andrés Iglesias; Component Software for High
Performance Computing Using the CCA by David Bernholdt; Computational
Domains for Explorations in Nanoscience and Technology, by Jun Ni, Deepak
Srivastava, Shaoping Xiao and M. Meyyappan; Wireless and Mobile Communi-
cations by Tae-Jin Lee and Hyunseung Choo; Biomedical Literature Mining and
Its Applications in Bioinformatics by Tony Hu; and Alternative Approaches to
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Grids and Metacomputing by Gunther Stuer. We would like to thank all keynote,
invited and tutorial speakers for their interesting and inspiring talks.

Aside from the plenary lectures, the conference included 10 parallel oral ses-
sions and 3 poster sessions. Ever since the first meeting in San Francisco, ICCS
has attracted an increasing number of researchers involved in the challenging
field of computational science. For ICCS 2005, we received 464 contributions
for the main track and over 370 contributions for 24 originally-proposed work-
shops. Of these submissions, 134 were accepted as full papers accompanied by
oral presentations, and 89 for posters in the main track, while 241 papers were
accepted for presentations at 21 workshops. This selection was possible thanks
to the hard work of the 88-member Program Committee and 362 reviewers. The
author index contains 1395 names, and over 500 participants from 41 countries
and all continents attended the conference. The ICCS 2005 proceedings consists
of three volumes. The first volume, LNCS 3514, contains the full papers from the
main track of the conference, while volumes 3515 and 3516 contain the papers
accepted for the workshops and short papers. The papers cover a wide range of
topics in computational science, ranging from numerical methods, algorithms,
and computational kernels to programming environments, grids, networking and
tools. These contributions, which address foundational and computer science as-
pects are complemented by papers discussing computational applications in a
variety of domains. ICCS continues its tradition of printed proceedings, aug-
mented by CD-ROM versions for the conference participants. We would like to
thank Springer for their cooperation and partnership. We hope that the ICCS
2005 proceedings will serve as a major intellectual resource for computational sci-
ence researchers for many years to come. During the conference the best papers
from the main track and workshops as well as the best posters were nominated
and commended on the ICCS 2005 Website. A number of papers will also be
published in special issues of selected journals.

We owe thanks to all workshop organizers and members of the Program Com-
mittee for their diligent work, which led to the very high quality of the event.
We would like to express our gratitude to Emory University and Emory Col-
lege in general, and the Department of Mathematics and Computer Science in
particular, for their wholehearted support of ICCS 2005. We are indebted to
all the members of the Local Organizing Committee for their enthusiastic work
towards the success of ICCS 2005, and to numerous colleagues from various
Emory University units for their help in different aspects of organization. We
very much appreciate the help of Emory University students during the confer-
ence. We owe special thanks to our corporate sponsors: Intel, IBM, Microsoft
Research, SGI, and Springer; and to ICIS, Math & Computer Science, Emory
College, the Provost’s Office, and the Graduate School at Emory University for
their generous support. ICCS 2005 was organized by the Distributed Computing
Laboratory at the Department of Mathematics and Computer Science at Emory
University, with support from the Innovative Computing Laboratory at the Uni-
versity of Tennessee and the Computational Science Section at the University of
Amsterdam, in cooperation with the Society for Industrial and Applied Mathe-
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matics (SIAM). We invite you to visit the ICCS 2005 Website (http://www.iccs-
meeting.org/ICCS2005/) to recount the events leading up to the conference, to
view the technical program, and to recall memories of three and a half days of
engagement in the interest of fostering and advancing computational science.

June 2005 Vaidy Sunderam
on behalf of

G. Dick van Albada,
Jack J. Dongarra,
Peter M.A. Sloot
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Jemal Abawajy – Deakin University, Australia



Organization XVII

Modelling of Complex Systems by Cellular Automata

Jiri Kroc – Helsinki School of Economics, Finland
S. El Yacoubi – University of Perpignan, France
M. Sipper – Ben-Gurion University, Israel
R. Vollmar – University of Karlsruhe, Germany

International Workshop on Computational Nanoscience and
Technology

Jun Ni – The University of Iowa, USA
Shaoping Xiao – The University of Iowa, USA

New Computational Tools for Advancing Atmospheric and Oceanic
Sciences

Adrian Sandu – Virginia Tech, USA

Collaborative and Cooperative Environments

Vassil Alexandrov – University of Reading, UK
Christoph Anthes – GUP, Joh. Kepler University Linz, Austria
David Roberts – University of Salford, UK
Dieter Kranzlmüller – GUP, Joh. Kepler University Linz, Austria
Jens Volkert – GUP, Joh. Kepler University Linz, Austria



Table of Contents – Part I

Numerical Methods

Computing for Eigenpairs on Globally Convergent Iterative Method for
Hermitian Matrices

Ran Baik, Karabi Datta, Yoopyo Hong . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2D FE Quad Mesh Smoothing via Angle-Based Optimization
Hongtao Xu, Timothy S. Newman . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Numerical Experiments on the Solution of the Inverse Additive Singular
Value Problem

G. Flores-Becerra, Victor M. Garcia, Antonio M. Vidal . . . . . . . . . . . 17

Computing Orthogonal Decompositions of Block Tridiagonal or Banded
Matrices

Wilfried N. Gansterer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

Adaptive Model Trust Region Methods for Generalized Eigenvalue
Problems

P.-A. Absil, C.G. Baker, K.A. Gallivan, A. Sameh . . . . . . . . . . . . . . . . 33

On Stable Integration of Stiff Ordinary Differential Equations with
Global Error Control

Gennady Yur’evich Kulikov, Sergey Konstantinovich Shindin . . . . . . . 42

Bifurcation Analysis of Large Equilibrium Systems in Matlab
David S. Bindel, James W. Demmel, Mark J. Friedman,
Willy J.F. Govaerts, Yuri A. Kuznetsov . . . . . . . . . . . . . . . . . . . . . . . . . 50

Sliced-Time Computations with Re-scaling for Blowing-Up Solutions to
Initial Value Differential Equations

Nabil R. Nassif, Dolly Fayyad, Maria Cortas . . . . . . . . . . . . . . . . . . . . . 58

Application of the Pseudo-Transient Technique to a Real-World
Unsaturated Flow Groundwater Problem

Fred T. Tracy, Barbara P. Donnell, Stacy E. Howington,
Jeffrey L. Hensley . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Optimization of Spherical Harmonic Transform Computations
J.A.R. Blais, D.A. Provins, M.A. Soofi . . . . . . . . . . . . . . . . . . . . . . . . . . 74



XX Table of Contents – Part I

Predictor-Corrector Preconditioned Newton-Krylov Method for Cavity
Flow

Jianwei Ju, Giovanni Lapenta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

Algorithms and Computational Kernels

A High-Order Recursive Quadratic Learning Algorithm
Qi Zhu, Shaohua Tan, Ying Qiao . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

Vectorized Sparse Matrix Multiply for Compressed Row Storage Format
Eduardo F. D’Azevedo, Mark R. Fahey, Richard T. Mills . . . . . . . . . . 99

A Multipole Based Treecode Using Spherical Harmonics for Potentials
of the Form r−λ

Kasthuri Srinivasan, Hemant Mahawar, Vivek Sarin . . . . . . . . . . . . . . 107

Numerically Stable Real Number Codes Based on Random Matrices
Zizhong Chen, Jack Dongarra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

On Iterated Numerical Integration
Shujun Li, Elise de Doncker, Karlis Kaugars . . . . . . . . . . . . . . . . . . . . . 123

Semi-Lagrangian Implicit-Explicit Two-Time-Level Scheme for
Numerical Weather Prediction

Andrei Bourchtein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

Occlusion Activity Detection Algorithm Using Kalman Filter for
Detecting Occluded Multiple Objects

Heungkyu Lee, Hanseok Ko . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

A New Computer Algorithm Approach to Identification of
Continuous-Time Batch Bioreactor Model Parameters

Suna Ertunc, Bulent Akay, Hale Hapoglu, Mustafa Alpbaz . . . . . . . . . . 147

Automated Operation Minimization of Tensor Contraction Expressions
in Electronic Structure Calculations

Albert Hartono, Alexander Sibiryakov, Marcel Nooijen,
Gerald Baumgartner, David E. Bernholdt, So Hirata,
Chi-Chung Lam, Russell M. Pitzer, J. Ramanujam,
P. Sadayappan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

Regularization and Extrapolation Methods for Infrared Divergent Loop
Integrals

Elise de Doncker, Shujun Li, Yoshimitsu Shimizu, Junpei Fujimoto,
Fukuko Yuasa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165



Table of Contents – Part I XXI

Use of a Least Squares Finite Element Lattice Boltzmann Method to
Study Fluid Flow and Mass Transfer Processes

Yusong Li, Eugene J. LeBoeuf, P.K. Basu . . . . . . . . . . . . . . . . . . . . . . . 172

Nonnumerical Algorithms

On the Empirical Efficiency of the Vertex Contraction Algorithm for
Detecting Negative Cost Cycles in Networks

K. Subramani, D. Desovski . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

Minimal Load Constrained Vehicle Routing Problems
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J.M. Górriz, C.G. Puntonet, J.D. Morales, J.J. delaRosa . . . . . . . . . . 585

A DNA Coding Scheme for Searching Stable Solutions
Intaek Kim, HeSong Lian, Hwan Il Kang . . . . . . . . . . . . . . . . . . . . . . . . 593

Study on Asymmetric Two-Lane Traffic Model Based on Cellular
Automata

Xianchuang Su, Xiaogang Jin, Yong Min, Bo Peng . . . . . . . . . . . . . . . 599

Simulation of Parasitic Interconnect Capacitance for Present and
Future ICs

Grzegorz Tosik, Zbigniew Lisik, Malgorzata Langer, Janusz Wozny . . 607

Self-optimization of Large Scale Wildfire Simulations
Jingmei Yang, Huoping Chen, Salim Hariri, Manish Parashar . . . . . . 615



XXVI Table of Contents – Part I

Modeling and Simulation

Description of Turbulent Events Through the Analysis of POD Modes
in Numerically Simulated Turbulent Channel Flow

Giancarlo Alfonsi, Leonardo Primavera . . . . . . . . . . . . . . . . . . . . . . . . . . 623

Computational Modeling of Human Head Conductivity
Adnan Salman, Sergei Turovets, Allen Malony, Jeff Eriksen,
Don Tucker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 631

Modeling of Electromagnetic Waves in Media with Dirac Distribution
of Electric Properties
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Elżbieta Kasperska, Elwira Mateja-Losa . . . . . . . . . . . . . . . . . . . . . . . . . . 1040

Analysis of the Chaotic Phenomena in Securities Business of China
Chong Fu, Su-Ju Li, Hai Yu, Wei-Yong Zhu . . . . . . . . . . . . . . . . . . . . . 1044

Pulsating Flow and Platelet Aggregation
Xin-She Yang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1048

Context Adaptive Self-configuration System
Seunghwa Lee, Eunseok Lee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1052

Modeling of Communication Delays Aiming at the Design of Networked
Supervisory and Control Systems. A First Approach

Karina Cantillo, Rodolfo E. Haber, Angel Alique, Ramón Galán . . . . 1056

Architecture Modeling and Simulation for Supporting Multimedia
Services in Broadband Wireless Networks

Do-Hyeon Kim, Beongku An . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1060



LXII Table of Contents – Part III

Visualization for Genetic Evolution of Target Movement in Battle Fields
S. Baik, J. Bala, A. Hadjarian, P. Pachowicz, J. Cho, S. Moon . . . . 1064

Comfortable Driver Behavior Modeling for Car Following of Pervasive
Computing Environment

Yanfei Liu, Zhaohui Wu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1068

A Courseware Development Methodology for Establishing
Practice-Based Network Course

Jahwan Koo, Seongjin Ahn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1072

Solving Anisotropic Transport Equation on Misaligned Grids
J. Chen, S.C. Jardin, H.R. Strauss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1076

The Design of Fuzzy Controller by Means of Evolutionary Computing
and Neurofuzzy Networks

Sung-Kwun Oh, Seok-Beom Roh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1080

Boundary Effects in Stokes’ Problem with Melting
Arup Mukherjee, John G. Stevens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1084

A Software Debugging Method Based on Pairwise Testing
Liang Shi, Changhai Nie, Baowen Xu . . . . . . . . . . . . . . . . . . . . . . . . . . . 1088

Heuristic Algorithm for Anycast Flow Assignment in
Connection-Oriented Networks

Krzysztof Walkowiak . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1092

Isotropic Vector Matrix Grid and Face-Centered Cubic Lattice Data
Structures

J.F. Nystrom, Carryn Bellomo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1096

Design of Evolutionally Optimized Rule-Based Fuzzy Neural Networks
Based on Fuzzy Relation and Evolutionary Optimization

Byoung-Jun Park, Sung-Kwun Oh, Witold Pedrycz, Hyun-Ki Kim . . 1100

Uniformly Convergent Computational Technique for Singularly
Perturbed Self-adjoint Mixed Boundary-Value Problems

Rajesh K. Bawa, S. Natesan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1104

Fuzzy System Analysis of Beach Litter Components
Can Elmar Balas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1108

Exotic Option Prices Simulated by Monte Carlo Method on Market
Driven by Diffusion with Poisson Jumps and Stochastic Volatility

Magdalena Broszkiewicz, Aleksander Janicki . . . . . . . . . . . . . . . . . . . . . 1112



Table of Contents – Part III LXIII

Computational Complexity and Distributed Execution in Water
Quality Management

Maria Chtepen, Filip Claeys, Bart Dhoedt, Peter Vanrolleghem,
Piet Demeester . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1116

Traffic Grooming Based on Shortest Path in Optical WDM Mesh
Networks

Yeo-Ran Yoon, Tae-Jin Lee, Min Young Chung, Hyunseung Choo . . . 1120

Prompt Detection of Changepoint in the Operation of Networked
Systems

Hyunsoo Kim, Hee Yong Youn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1125

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1131



Computing for Eigenpairs on Globally
Convergent Iterative Method for Hermitian

Matrices

Ran Baik1, Karabi Datta2, and Yoopyo Hong2

1 Department of Computer Engineering, Honam University,
Gwangju 506-090, Korea

2 Department of Mathematical Sciences, Northern Illinois University,
DeKalb, IL 60115, USA

baik@honam.ac.kr, {dattak, hong}@math.niu.edu

Abstract. Let A = A∗ ∈ Mn and L = {(Uk, λk)| Uk ∈ C
n
, ||Uk|| =

1 and λk ∈ R} for k = 1, · · · , n be the set of eigenpairs of A. In this
paper we develop a modified Newton method that converges to a point
in L starting from any point in a compact subset D ⊆ C

n+1
,L ⊆ D.

1 Introduction

We denote by Mn the space of n-by-n complex matrices. We denote by σ(A) the
set of eigenvalues of A ∈Mn. Let A ∈Mn be Hermitian. Then there is a unitary

U = [U1 · · ·Un] ∈Mn such that A = U

⎡⎢⎣λ1 0
. . .

0 λn

⎤⎥⎦ U∗, λk ∈ R.

We assume that the eigenvalues λk of A are arranged in decreasing order,
i.e., λ1 ≥ · · · ≥ λn [3, chapter 4].

Let L =
{[

Uk

λk

]
| Uk ∈ C

n
, ||Uk|| = 1, and λk ∈ R

}
k=1,...,n

be the set of eigen-

pairs of A, and suppose D =
{[

X
α

]
| X ∈ C

n
, ||X||2 = 1, and α ∈ [a, b]

}
be

a compact subset of C
n × R such that L ⊆ D. The purpose of this paper is to

compute on globally convergent iteration method which converges to an eigen-

pair of A, i.e., an element of L, starting from any arbitrary point
[

X
α

]
∈ D. The

following is the usual Newton method for obtaining an eigenpair of a hermitian
matrix A ∈Mn[4] : Consider G : C

n ×R→ C
n ×R such that

G (
[

X
α

]
) =

[
(αI −A)X
X∗X − 1

]
. (1)

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 1–8, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Then L is the set of solutions for G (
[

X
α

]
) = 0. Assuming the matrix

[
αI −A X
2X∗ 0

]
∈ Mn+1 is invertible, then the usual newton iteration is

[
X ′

α′

]
=

[
X
α

]
−

[
αI −A X
2X∗ 0

]−1 [
(αI −A)X
X∗X − 1

]
(2)

It is well known that the newton’s method has a local quadratic convergence rate

[2], that is there is a small neighborhood N∈k
for each eigenpair

[
Uk

λk

]
such that

if
[

X
α

]
≡

[
X(0)

α(0)

]
∈ N∈k

then ||
[

X(i+1)

α(i+1)

]
−

[
Uk

λk

]
||2 ≤ C||

[
X(i)

α(i)

]
−

[
Uk

λk

]
||22

for all i = 0, 1, · · · , where C <∞ is a positive constant.

We call N∈k
the quadratic convergence neighborhood of the eigenpair

[
Uk

λk

]
.

Although the specific determination of each N∈k
is an extremely difficult task,

if the method converges to a point in L then we know the rate of convergence
will eventually be quadratic. It can be shown easily that the newton’s method
is not global. We provide an example:

Example 1. Let A =
[

1.1 + ε 0
0 0.9

]
, ε > 0 be the objective matrix with eigen-

pairs
[

U1

λ1

]
=

⎡⎣ 1
0

1.1 + ε

⎤⎦ and
[

U2

λ2

]
=

⎡⎣ 0
1

0.9

⎤⎦ . Suppose the initial points are

[
X1

α1

]
=

⎡⎣ 1√
2

1√
2

1

⎤⎦ and
[

X2

α2

]
=

⎡⎣ −1√
2

1√
2

1

⎤⎦ .

Then the newton iteration (2) becomes[
X ′

1

α′
1

]
=

[
X1

α1

]
−

[
α1I −A X1

2X∗
1 0

]−1 [
(α1I −A)X1

X∗
1X1 − 1

]

=

⎡⎣ 1√
2

1√
2

1

⎤⎦−
⎡⎢⎣−0.1− ε 0 1√

2

0 0.1 1√
2

2√
2

2√
2

0

⎤⎥⎦
−1 ⎡⎢⎣

−(0.1+ε)√
2

0.1√
2

0

⎤⎥⎦
=

⎡⎣ 1√
2

1√
2

1

⎤⎦− 1/ε

⎡⎢⎣ −1 1 −0.1√
2

1 −1 0.1+ε√
2

−0.2√
2

2(0.1+ε)√
2
−0.1(0.1 + ε)

⎤⎥⎦
⎡⎢⎣

−(0.1+ε)√
2

0.1√
2

0

⎤⎥⎦

=

⎡⎣ 1√
2

1√
2

1

⎤⎦− 1/ε

⎡⎢⎣
(0.2+ε)√

2
−(0.2+ε)√

2

0.02 + 0.2ε

⎤⎥⎦
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Thus if ε goes to zero, the iteration diverges. Similarly, for the initial eigenpair[
X2

α2

]
. We modify the newton method in order to have a global convergence.

There are several considerations to give for the modification. First, under the

modification we desire the pair
[

X(i)

α(i)

]
gets closer to an eigenpair at each step

of the iteration, i.e., dL

([
X(i+1)

α(i+1)

])
≤ dL

([
X(i)

α(i)

])
where dL is a suitable

distance measure from a point to L. It will ensure the points under the iteration
remain in D. Second, we want to modify the method the least amount as possible
in order to preserve the original properties of the newton’s Method, for example,
local quadratic convergence. Third, the modified method should be simple to
implement, requires almost the same procedures as the original newton iteration.

2 Modification for Global Newton Iteration

Consider the newton iteration (2):
[

X ′

α′

]
=

[
X
α

]
−
[

αI −A X
2X∗ 0

]−1 [
(αI −A)X
X∗X − 1

]
Then, assuming α 	= 0 and α /∈ σ(A)[

X ′

α′

]
=

(
I −

[
αI −A X
2X∗ 0

]−1 [
αI −A 0

X∗ −1/α

])[
X
α

]
=

[
αI −A X
2X∗ 0

]−1 [
0 X

X∗ 1/α

] [
X
α

]
, or

[
αI −A X
2X∗ 0

] [
X ′

α′

]
=

[
0 X

X∗ 1/α

] [
X
α

]
.

Choose a parameter t > 0 so that the method takes the form [1][
αI −A X
2X∗ 0

] [
X ′

α′

]
=

[
I 0
0 t

] [
0 X

X∗ 1/α

] [
X
α

]
. (3)

Then
(αI −A)X ′ + α′X = αX (4)

and
2X∗X ′ = t(X∗X + 1) (5)

From (4), we have X ′ = (α − α′)(αI − A)−1X, and hence from (5) X∗X ′ =
1
2 t(X∗X + 1) = (α − α′)X∗(αI − A)−1X. Set β ≡ X∗(αI − A)−1X. Then
t

2
(X∗X + 1) = β(α− α′), or (α− α′) =

t

2
(X∗X + 1)

1
β

. Thus, X ′ = t
2 (X∗X +

1) 1
β (αI−A)−1X , and α′ = α− t

2 (X∗X+1) 1
β . If we normalize the vector X ∈ C

n

in each step of the iteration, 1
2 (X∗X + 1) = 1.

Thus we have X ′ =
1

|| tβ (αI −A)−1X||2
t

β
(αI − A)−1X, and α′ = α − t

β . Set

∧
β ≡ ||(αI −A)−1X||2 = (X∗(αI −A)−2X)

1
2 .
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Then we have X ′ = 1
∧
β

|β|
β (αI − A)−1X, and α′ = α − t

β . Since |β|
β = ±1, we

ignore the sign. Then the parameterized newton method takes a form:

X ′ =
1
∧
β

(αI −A)−1X, and (6)

α′ = α− t

β
. (7)

Now, suppose
[

X
α

]
∈D and Let L =

{[
Uk

λk

]
| Uk∈C

n
, ||Uk||2 = 1, and λk∈R

}
be the set of all eigenpairs of A. Define a distance measure from a point

[
X
α

]
to L by

dL

([
X
α

])
≡ ||(αI −A)X||2. (8)

Clearly, dL

([
X
α

])
≥ 0, dL

([
X
α

])
= 0 implies

[
X
α

]
∈ L, and dL : D → R

+

is continuous (since D is compact, dL is actually uniformly continuous)[5].
We have the following.

Lemma 1. Let A ∈ Mn be Hermitian. Consider the parameterized newton’s

method X ′ = 1
∧
β
(αI−A)−1X and α′ = α− t

β , where β = X∗(αI−A)−1X and
∧
β=

||(αI − A)−1X||2 = (X∗(αI − A)−2X)1/2. Then dL

([
X ′

α′

])
is minimized at

t =

⎛⎝β
∧
β

⎞⎠2

with mint dL

([
X ′

α′

])
= 1

∧
β

(
1−

(
β
∧
β

)2
) 1

2

.

Proof: Suppose X ′ =
1
∧
β

(αI −A)−1X and α′ = α− t

β
. Then

d2
L

([
X ′

α′

])
= ||((α− t

β
)I −A)

1
∧
β

(αI −A)−1X||22

=
1
∧
β

2 X∗(I − 2
t

β
(αI −A)−1 + (

t

β
)2(αI −A)−2)X

=
1
∧
β

2 (1− 2
t

β
· β + t2

⎛⎝ ∧
β

β

⎞⎠2

.

Thus, d2
L

((
X ′

α′

))
is minimized at t =

(
β
∧
β

)2

with mint dL

([
X ′

α′

])
=

1
∧
β

(
1−

(
β
∧
β

)2
) 1

2

. �
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Therefore, we have the following modification of the newton’s method:

X ′ =
1
∧
β

(αI −A)−1X. (9)

α′ = α− β

∧
β

2 . (10)

The following result shows that the modified iteration (9), (10) is bounded.

Lemma 2. Let A ∈ Mn be a Hermitian such that σ(A)= {λ1 ≥· · ·≥ λn, λk ∈
R}. Let D =

{[
X
α

]
|X ∈ C

n
, ||X||2 = 1, and α ∈ [a, b]

}
be such that a ≤ λn

and b ≥ λ1. Suppose D′ =
{[

X(i)

α(i)

]}
〉=′,∞,···

is the sequence of iterates of (9)

and (10), i.e., X(i+1) =
1

∧
β

(i)
(α(i)I −A)−1X(i), and α(i+1) = α(i) − β(i)(

∧
β

(i)
)2

.

Then D′ ⊂ D whenever
[

X(0)

α(0)

]
∈ D.

Theorem 3. Suppose D′ =
{[

X(i)

α(i)

]}
〉=′,∞,···

is the sequence of iterates of (9)

and (10). Then the sequence
{

dL

([
X(i)

α(i)

])}
i=0,1,···.

is convergent.

Note from Theorem 3 that since
{

dL

([
X(i)

α(i)

])}
is a monotone decreasing

sequence that is bounded below by zero, The sequence
{

dL

([
X(i)

α(i)

])}
con-

verges to either (i) zero, or (ii) a positive constant L.

Suppose limi→∞ dL

([
X(i)

α(i)

])
= 0. Then clearly,

{
dL

([
X(i)

α(i)

])}
converges to an

eigenpair of A. In the following section we discuss the case limi→∞ dL

([
X(i)

α(i)

])
=

L > 0 which requires some detailed analysis. We summarize the results. Under
the modified newton iteration, the sequence {dL} converges to either zero or

L > 0. If {dL} converges to L > 0, then iterates
{[

X(i)

α(i)

]}
has an accumulation

point
[

X
α

]
where dL

([
X
α

])
= L > 0 such that the point α ∈ R lies exactly at

the midpoint of two distinct eigenvalues (each eigenvalue may have the algebraic
multiplicity more than one) such that corresponding components of the vector

U∗X have equal weights that are
1
2

each, see Figure 1.
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. . .
λt α λs

(U∗X)2t =
1
2

(U∗X)2s =
1
2

Fig. 1.

Therefore, d2
L =

1
∧
β

2

=
n∑

k=1

(α − λk)2|yk|2 = (α − λk)2 =
(λs − λt)2

2
, λs > λt.

We conclude this section with the following consequence of above results and an
example.

Theorem 4. Suppose dL

([
X
α

])
= L. Then both α +

1
∧
β

and α − 1
∧
β

are the

eigenvalues of A and
1
∧
β
′ [(α +

1
∧
β

)I − A]−1X and
1
∧
β
′′ [(α −

1
∧
β

)I − A]−1X are

the corresponding eigenvector of A, where
∧
β
′
=

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
⎡⎣(α +

1
∧
β

)I −A

⎤⎦−1

X

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

, and

∧
β
′′
=

∣∣∣∣∣∣
∣∣∣∣∣∣
⎡⎣(α− 1

∧
β

)I −A

⎤⎦−1X

∣∣∣∣∣∣
∣∣∣∣∣∣
2

.

Example 2. Consider the Example 1. Let A =
[

1.1 + ε 0
0 0.9

]
, ε > 0. Suppose

we start with initial eigenpair

[
X

(0)
1

α
(0)
1

]
=

⎡⎣ 1√
2

1√
2

1

⎤⎦ . Then

β = X∗(αI −A)−1X = [
1√
2

1√
2
]
[−(0.1− ε) 0

0 0.1

]−1
[

1√
2

1√
2

]

= [
1√
2

1√
2
]
[−1/(0.1 + ε) 0

0 10

] [
1√
2

1√
2

]

=
−1

2(0.1 + ε)
+ 5 = 5− 1

0.2 + 2ε
, and

∧
β= ||(αI −A)−1X||2 = ||

[−1/(0.1 + ε) 0
0 10

] [
1√
2

1√
2

]
||2

=

(
1
2

( −1
0.1 + ε

)2

+ 50

)1/2

=
(

1
0.02 + 0.4ε + ε2

+ 50
)1/2

.
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If ε goes to zero, then β → 0 and
∧
β→ 10. Notice that for ε ∼= 0

dL

([
X(0)

α(0)

])
= dL

([
X(m)

α(m)

])
= ... = 0.1.

Therefore by Theorem 4, we have dL

([
X(n)

α(n)

])
= 1

∧
β
.

Hence λ1(A) = 1 + 1/
∧
β = 1 + .1 = 1.1 and λ2(A) = 1− 1/

∧
β = 1 - .1 = .9 .

We obtain X1 =
[

1
0

]
and X2 =

[
0
1

]
by solving (A − λ1I)X1 = 0 and (A −

λ2I)X2 = 0.

3 Examples with Modified Newton’s Iterations

Example 3. Let H =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 1
2

1
3 · · · 1

n

1
2

1
3

...
...

. . .
...

. . .
1
n

1
n+1 · · · · · · 1

2n−1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
be a n by n Hilbert matrix H.

The Hilbert matrix is a well-known example of an ill-conditioned positive
definite matrix. Because the smallest eigenvalue λ12 of H ∈ M12 is so near
zero, many conventional algorithms produce λ12 = 0. Our method gives the
following expermental results: Set the convergence criterion, ε = 2× 10−16, i.e.,
||(H − α

(i)
k I)X(i)

k ||2 < ε.

Suppose D =
{[

X
α

]
|X ∈ {e1, · · · , e12}, and α ∈ {h1,1, · · · , h12,12}

}
is the

initial set of points where ei is the ith column of the identity matrix and hi,i is
the ith diagonal entry of H.

Table 1. Eigenvalues of H12 by Modified Newton Iteration

Eigenvalues Eigenvalues of H ||(H − α
(i)
k I)X(i)

k ||2
1st 1.7953720595620 4.5163365159057D-17
2nd 0.38027524595504 9.5107769421299D-17
3rd 4.4738548752181D-02 9.3288777118150D-17
4th 3.7223122378912D-03 9.5107769421299D-17
5th 2.3308908902177D-04 6.5092594645258D-17
6th 1.1163357483237D-05 6.6374428417771D-17
7th 4.0823761104312D-07 1.9236667674542D-16
8th 1.1228610666749D-08 4.9553614188006D-17
9th 2.2519644461451D-10 6.0015952254039D-17
10th 3.1113405079204D-12 6.5125904614112D-17
11th 2.6487505785549D-14 1.0932505712948D-16
12th 1.1161909467844D-16 6.0015952254039D-17
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Example 4. Let H3 =

⎡⎣1040 1019 1019

1019 1020 109

1019 109 1

⎤⎦ be a 3 by 3 graded matrix. Suppose

D =
{[

X
α

]
|X ∈ {e1, e2, e3}, and α ∈ {h1,1, h2,2, h3,3}

}
is the initial set of

points where ei is the ith column of the identity matrix and hi,i is the ith diagonal
entry of H. The graded matrix is a well-known example of an ill-conditioned
symmetric matrix. The following is the result obtained by MATLAB and our
method.

Table 2. Eigenvalues of H3 by Modified Newton Iteration

Modified Newton Method MATLAB
Eigenvalues Eigenvalues of H Iteration Eigenvalues of H

λ1 1.0000000000000D+40 2 9.999999999999999e+39
λ2 1.0000000000000D+20 1 0
λ3 0.98000000000020 2 -1.000000936789517+20
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2D FE Quad Mesh Smoothing via Angle-Based
Optimization

Hongtao Xu and Timothy S. Newman

Department of Computer Science, University of Alabama in Huntsville,
Huntsville, Alabama 35899
{hxu, tnewman}@cs.uah.edu

Abstract. A new mesh smoothing algorithm that can improve quadri-
lateral mesh quality is presented. Poor quality meshes can produce in-
accurate finite element analysis; their improvement is important. The
algorithm improves mesh quality by adjusting the position of the mesh’s
internal nodes based on optimization of a torsion spring system using a
Gauss-Newton-based approach. The approach obtains a reasonably op-
timal location of each internal node by optimizing the spring system’s
objective function. The improvement offered by applying the algorithm
to real meshes is also exhibited and objectively evaluated using suitable
metrics.

1 Introduction

Finite element (FE) analysis acts on mesh elements that are usually generated
by applying mesh generation algorithms. Accurate FE analysis results depend
on the mesh being valid (i.e., having valid elements), having no slivers, and
conforming to the given domain’s boundary. It is also best if the mesh’s density
varies smoothly.

Meshes generated by mesh generation algorithms can often be optimized
with a mesh smoothing algorithm. A smoothing algorithm relocates nodes so
that the mesh will be of a higher quality. Mesh smoothing is usually done in
an iterative process that does not change element connectivity. One popular 2D
mesh smoothing algorithm is the Laplacian Smoothing Algorithm [1]. Lapla-
cian smoothing often produces satisfactory smoothing results. However, it can
sometimes generate meshes with sliver-like elements or with invalid elements.

In this paper, we consider an alternate smoothing algorithm, Zhou and Shi-
mada’s [2] torsion spring-based algorithm, that is better at avoiding generation
of slivers and invalid elements. The Zhou and Shimada algorithm can be im-
plemented easily, but it does not optimally utilize the torsion spring system
it is based on. The new smoothing approach presented here smooths a mesh
of quadrilateral elements in a manner that is provably optimal for the torsion
spring formulation proposed by Zhou and Shimada.

This paper is organized as follows. Section 2 discusses related work. Section
3 introduces the new algorithm. Section 4 presents results and an evaluation of
the algorithm. Section 5 presents the conclusion.

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 9–16, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Previous Work

A number of mesh smoothing methods for producing acceptable quality meshes
have been presented previously (e.g., [1, 3, 4, 5, 6, 7, 8]), including approaches that
minimize a distortion metric (e.g., as in [3]), that disconnect invalid elements
from the remaining mesh (e.g., as in [4]), that solve a generalized linear program-
ming problem (e.g., as in [5]), that combine constrained Laplacian smoothing to-
gether with an optimization-based smoothing algorithm (e.g., as in [1, 6]), that
use parallel algorithms (e.g., as in [7]), and that generalize Laplacian smoothing
(e.g., as in [8]). In this section, we describe the Laplacian smoothing and Zhou
and Shimada’s smoothing, which are relevant to our work.

The Laplacian Smoothing Algorithm [9] is an iterative method. It is widely
used due to its relative efficiency and simplicity in application, although it may
generate slivers or invalid elements in some cases. In 2D meshes, the Laplacian
Smoothing Algorithm attempts to improve mesh quality by moving internal
mesh nodes in one or more smoothing passes. In each pass, it moves each internal
node to the centroid (x̄, ȳ) of the polygon about the internal node. By polygon
about the internal node, we mean the polygon whose vertices are the nodes
connected to the internal node.

Zhou and Shimada [2] have presented a physically-based mesh smoothing
algorithm. It accomplishes smoothing by moving each internal node to a better
location based on modeling the edges that connect nodes as a torsion spring
system. For a set of nodes connected to an internal node, if the edges that
connect these nodes to the internal node are viewed as a torsion spring system,
then this torsion spring system’s energy can be expressed as:

E =
2(n−1)∑

i=0

1
2
kθi

2, (1)

where n is the number of nodes that are connected to the internal node by an
edge, k is a constant, and θi is the angle between a polygon edge and the line
from the internal node to the i-th connected node.

Zhou and Shimada’s algorithm minimizes the energy of the torsion spring
system (i.e., that was shown in Eqn. 1) and then uses a heuristic to relocate the
interior nodes of the mesh. More detail can be found in [2].

3 Angle-Based Optimization Smoothing

As described earlier, the Laplacian smoothing can generate slivers and invalid
elements. Other mesh smoothing methods, such as optimization-based methods
including the Zhou and Shimada algorithm, can often give better quality meshes
than Laplacian smoothing, especially for meshes that contain badly shaped finite
elements. However, the Zhou and Shimada algorithm uses a non-optimal heuris-
tic. It is possible to instead use an optimization approach to optimally relocate
each internal node. In this section, our optimization approach that accurately
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minimizes the energy of the torsion spring system to produce a well-smoothed
quadrilateral mesh is presented. The approach better-optimizes the new loca-
tions of all internal nodes. The approach is an extension of our earlier work on
triangular meshes [10].

3.1 Objective Function for Optimal Angle

The energy of a torsion spring system model on the edges that connect nodes
is provably minimal when the angle at each vertex is divided by a bisecting
line. However, the bisectional lines for a polygon about an internal node seldom
intersect at the same point. Zhou and Shimada’s heuristic estimates an internal
node’s new location using averaging, which is not optimal. To find the optimal
new location of nodes, our approach uses the following objective function s:

s =
n−1∑
i=0

[distance(D̂′, Li)]2, (2)

where Li is the bisectional line of the internal angle at node Di, Di is one node of
the polygon about an internal node D̂, and where D̂′ is the new (i.e., optimized)
position of the internal node.

We can define t = (p, q) as the coordinate of an internal node. Since the
function distance(D̂′, Li) is a function of the coordinates of an internal node,
the distance can be expressed as a function fi of the coordinate t, allowing the
objective function s in Eqn. 2 to be re-written as:

s =
n−1∑
i=0

fi(t)2. (3)

The least squares formulation for an objective function s is:

min s(t) =
1
2
f(t)T f(t), (4)

where t = (t1,t2,..., tn) is a vector with n components, f(t) is a column vector of
m functions fi(t) and f(t)T is the row vector f(t)T = (f1(t), ..., fm(t)).

The formulation of Eqn. 4 can be solved by any optimization that minimizes
the objective function s(t). When m = n, this problem becomes a set of non-
linear equations in the form f(t) = 0.

3.2 Derivation of Linear Equation System

By taking the derivative of s in Eqn. 4, the following equation can be obtained:

P =
∂s

∂t
=

n∑
i=1

fi
∂fi

∂t
=

∂fT

∂t
f = JT f, (5)

using JT = ∂fT

∂t ,where JT is the transpose of the Jacobi matrix, and using

P =
(

∂s
∂t1

∂s
∂t2

... ∂s
∂tn

)T
. Thus, the Jacobi matrix can be expanded as:
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J =

⎛⎜⎝ J11 ... J1n

... ...
...

Jm1 ... Jmn

⎞⎟⎠ , (6)

where Jij = ∂fi

∂tj
.

To minimize the objective function in Eqn. 4, we should have P = 0. By ex-
panding P at point t = tn with a Taylor series that deletes derivatives of second
and above order, we obtain

P (t) = P (tn) +
∂P

∂t

∣∣∣∣∣
tn

(t− tn). (7)

Then, substituting P = 0 into Eqn. 7, we can obtain

t = tn − (
∂P

∂t

∣∣∣∣∣
tn

)−1P (tn). (8)

Clearly,
∂P

∂t

∣∣∣∣∣
tn

=
∂(JT f)

∂t

∣∣∣∣∣
tn

. (9)

Deleting the derivatives of second and above order, as is done in Eqn. 7, we
obtain

∂P

∂t

∣∣∣∣∣
tn

= Jn
T Jn, (10)

where Jn is the value of J at t = tn.
By substituting Eqns. 10 and 5 into Eqn. 8, and using tn+1 as the next step
value, the following equation can be obtained:

tn+1 = tn − (Jn
T Jn)−1Jn

T fn. (11)

Next, we define

dn = −(Jn
T Jn)−1Jn

T fn, (12)

which allows Eqn. 11 to be simplified to

tn+1 = tn + dn. (13)

In Eqn. 13, it is possible to prove that dn is always negative. Thus, tn decreases
with increasing n [11]. Although dn can be very small, there are still chances that
a better point exists in the interval [0, dn].To further optimize Eqn. 13 in the
interval, a scalar λn with domain [0, 1] can be introduced into Eqn. 13, leading
to the following equation:

tn+1 = tn + λndn. (14)
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Iterative search for a solution t is then used until a specified precision is reached.
In each iteration, a one dimensional search of λ is made. The solution t can be
substituted into Eqn. 4 to find an optimal s, solving the problem.

3.3 Optimization Algorithm

Next, we describe our approach’s use of Gauss-Newton optimization to optimize
the objective function s. Optimization of s requires finding vector t. To solve
Eqn. 3, it is necessary to find the optimal λn in Eqn. 14. Therefore, the following
problem, where only λn is unknown, needs to be solved:

min s(tn + λndn). (15)

To solve this problem, the following steps are used. These steps require the
solution’s precision ε to be pre-specified. That is

∣∣∣ s(tn+dn)−s(tn)
s(tn)

∣∣∣ < ε.

Step 1. Calculate s(tn + dn) and s(tn).
Step 2. If solution’s ε has been reached or it is iteration jmax, go to Step 8.
Step 3. Set λn = 1.
Step 4. If s(tn + dn) < s(tn), set tn = tn + dn and go to Step 1.
Step 5. Assume s(tn + λndn) with respect to λn is quadratic and find the co-

efficients of the quadratic polynomial using the values of s at λn = 0,
λn = 1, and the derivative of s at λn = 0.

Step 6. Find minimum value of s(tn + λndn) for 0 ≤ λn ≤ 1.
Step 7. a. If s(tn + dn) < s(tn), go to Step 1.

b. Set λn = λn/2.
c. Set tn = tn + λndn.
d. Go to Step 7a.

Step 8. Stop.

In practice, we have used 10 iterations (jmax = 10) which has led to reason-
able solutions.

4 Results and Discussion

In this section, the qualitative characteristics and computational results of the
new smoothing algorithm are presented. The algorithm’s characteristics and per-
formance are also compared with the Laplacian smoothing algorithm.

The comparison uses mesh angle and length ratios. An element’s angle ratio
is the ratio of the minimum angle (of the four angles of an element) to the
maximum angle (of the four angles of the same element). The length ratio is the
ratio of an element’s minimum side length to its maximum side length.

Metrics that are derived from the angle and length ratios are used to evaluate
mesh quality. The basic derived metric is the metric ratio. The metric ratio is
the product of the angle ratio and the length ratio.
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The element area is also used to determine quality. The metrics derived from
this measure and used in evaluation are the maximum and minimum element
areas for the whole mesh.

Next, we report experiments that test mesh quality for three scenarios, which
we call Cases 1, 2, and 3.

Shape Improvement. The meshes for the Case 1, 2, and 3 scenarios are shown
in Figure 1 (a), (b), and (c), respectively. Figure 1(d), (e), and (f) show the
meshes created by applying Laplacian smoothing to the original mesh. Figure
1(g), (h), and (i) show the meshes created by applying the new smoothing al-
gorithm to the original mesh. In all three cases, the meshes produced by both
Laplacian smoothing and the new smoothing appear to be more uniform in
shape than the original mesh. The mesh quality metrics for the scenarios are
shown in Table 1. In this table, the worst metric ratios of the original mesh,
the mesh generated by Laplacian smoothing, and the mesh generated by the
new smoothing algorithm are shown. The metric values for Laplacian smooth-
ing are all greater than the metric values for the original mesh, which means
that the overall mesh uniformity in shape is improved by Laplacian smooth-
ing. In particular, the larger worst metric value means that the worst elements
are better in the mesh smoothed by the Laplacian algorithm than they are
in the original mesh. The new smoothing algorithm’s worst metric values are
greater than the metric values for Laplacian smoothing in all three cases, which
means that the new algorithm produced a mesh with a less extreme worst
element.

Fig. 1. Case 1, 2, 3 meshes and results of smoothings on them
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Table 1. Mesh Quality Metrics for Case 1, 2 and 3 Scenario

Metric Name Original Mesh Laplacian New Smoothing

Case 1 Worst metric ratio 0.0017 0.0586 0.0591

Case 2 Worst metric ratio 0.0011 0.0793 0.0912

Case 3 Worst metric ratio 0.0019 0.0111 0.0127

In summary, the new algorithm appears to produce reasonable meshes whose
worst elements are of a much higher quality than in the Laplacian smoothing;
the new algorithm’s worst elements are less sliver-like.

Size Improvement. Minimum and maximum element areas are used to mea-
sure the size uniformity for the quadrilateral meshes produced by Laplacian
smoothing and the new smoothing. Table 2 reports these metrics for the original
mesh, the mesh generated with Laplacian smoothing and the mesh generated
with the new smoothing for the three cases discussed here. With the exception
of the Case 2 scenario minimum area, the new smoothing’s meshs’ minimum
areas are all greater than the minimum areas from Laplacian smoothing. The
maximum areas for the new smoothing are also all less than the maximum areas
from Laplacian smoothing. More importantly, the variation in extreme size is
lowest for the new algorithm. Thus, the meshes generated by the new smoothing
algorithm tend to have less extreme element sizes. While our examples demon-
strate that Laplacian smoothing can improve mesh quality, it can be further
seen that the new smoothing algorithm can generate a mesh with less extreme
variation in element size than does Laplacian smoothing.

Table 2. Mesh Quality Metrics for 3 Scenarios

Original Mesh Laplacian New Smoothing

Case 1 Min. area 0.0251 0.0516 0.0676
Max. area 0.6954 0.4405 0.4125

Case 2 Min. area 2.8810 6.9078 6.8607
Max. area 94.979 50.102 44.036

Case 3 Min. area 0.0141 0.0285 0.0326
Max. area 14.960 14.199 12.967

5 Conclusion

In this paper, a new smoothing algorithm for quadrilateral mesh smoothing has
been presented. The new smoothing algorithm uses an angle-based optimization
method to optimize a torsion spring system. The formulation is set up to optimize
the locations of all internal nodes. The solution is found based on the Gauss-
Newton optimization.
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Here, the new mesh smoothing algorithm’s performance in reducing sliver
elements was also reported. The testing results lead to the following conclusions.
First, the new smoothing algorithm produces better quadrilateral element shapes
than does the Laplacian Smoothing Algorithm. Furthermore, the new algorithm
gives better mesh uniformity than that generated with Laplacian smoothing.
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Abstract. The work presented here is an experimental study of four
iterative algorithms for solving the Inverse Additive Singular Value Pro-
blem (IASVP). The algorithms are analyzed and evaluated with respect
to different points of view: memory requirements, convergence, accuracy
and execution time, in order to observe their behaviour with different
problem sizes and to identify those capable to solve the problem effi-
ciently.

1 Introduction

Inverse problems are of interest for different applications in Science and Engi-
neering, such as Geophysics, Computerized Tomography, Simulation of Mechan-
ical Systems, and many more [4] [9] [11] [12]. Two specific inverse problems are
the Inverse Eigenvalue Problem (IEP) and the Inverse Singular Value Problem
(ISVP). The goal of these problems is to build a matrix with some structure
features, and with eigenvalues (or singular values) previously fixed. In this pa-
per we study a particular case of the ISVP, the Inverse Additive Singular Value
Problem (IASVP), which can be defined as:

Given a set of matrices A0, A1, ..., An ∈ m×n (m ≥ n) and a set of real
numbers S∗ = {S∗

1 , S∗
2 , ..., S∗

n}, where S∗
1 > S∗

2 > ... > S∗
n, find a vector c =

[c1, c2, ..., cn]t ∈ n, such that S∗ are the singular values of

A(c) = A0 + c1A1 + ... + cnAn. (1)

There are several well known methods for the IEP. Friedland et al. [8] pro-
pose several methods for the IEP based in Newton‘s method, named Method
I, Method II, Method III and Method IV. Chen and Chu [2] proposed the
Lift&Project method, where the IEP is solved as a series of minimum squares
problems.

The methods for the IASVP are usually derived from those for the IEP. In
[3], Chu proposes two methods for the IASVP, one of them (The ”discrete”

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 17–24, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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method) is obtained by adapting the Method III for the IEP to the IASVP; we
shall name this method as MIII. The convergence of MIII was proved in [5].

The MI [7] and LP [6] methods for the IASVP are other methods derived of
Method I and Lift&Project, respectively. On the other hand, the simplest way
to set up a Newton iteration for resolution of the IASVP is to write directly
the problem as a system of nonlinear equations; we call this a Brute Force (BF)
approach.

Some experimental results of IASVP resolution were given for size of problem
smaller than 6 (by example, m = 5 and n = 4 in [3] and [5]); so, it is necesary
to study the behaviour of the algorithms for greater sizes.

The goal of this work has been to make a fair comparison among some of
these methods with larger problem sizes than those used in previous studies. To
do so, we have implemented FB, MI, MIII and LP methods. The performances
of these algorithms have been analyzed and evaluated, for different values of
m and n, regarding memory requirements, convergence, solution accuracy and
execution time, through an experimental study, to determine those of better
characteristics to solve the IASVP.

In section 2 the algorithms are briefly described; the performance of the
algorithms is analyzed in section 3, and, finally, the conclusions are given in
section 4.

2 Resolution Methods for IASVP

2.1 Brute Force (BF)

Let c∗ be a solution of the IASVP; then, the singular value decomposition of
A(c∗), must be

A(c∗) = Pdiag(S∗)Qt (2)

with P ∈ m×n and Q ∈ n×n, orthogonals.
A system of nonlinear equations of the form F (z) = 0, can be built by using

(2) and the orthogonality of P and Q. In this system, the unknown vector would
be z = [Q1,1, Q1,2, ..., Qn,n, P1,1, P1,2, ..., Pm,n, c1, c2, ..., cn, ]t, n unknowns of c,
mn unknowns of P 1 and n2 unknowns of Q, then F (z) = 0 is F (Q,P, c) = 0,
where

F(i−1)n+j(Q,P, c) = (A0 + c1A1 + · · ·+ cnAn − PS∗Qt)i,j ; i = 1 : m; j = 1 : n;
(3)

Fmn+(i−1)n+j−i+1(Q,P, c) = (P tP − Im)i,j ; i = 1 : n; j = i : n; (4)

Fmn+n n+1
2 +(i−1)n+j−i+1(Q,P, c) = (QtQ− In)i,j ; i = 1 : n; j = i : n; (5)

A nonlinear system with mn + n2 + n equations and mn + n2 + n unknowns
has been defined from (3), (4) and (5); its solution can be approximated through
Newton’s method, computing a succession of (Q(0), P (0), c(0)), (Q(1), P (1), c(1)),

1 Only mn unknowns of P because we need only min{m, n} singular values.
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..., (Q(k), P (k), c(k)) that approximates to the solution of F (Q,P, c) = 0. Then,
if z(k) is the k-th element of this succession, the (k + 1)-th element is given by
the expression [10]:

z(k+1) = z(k) − J(z(k))−1F (z(k)) (6)

where J(z(k)) is the Jacobian matrix of F (z) evaluated at z(k). The Jacobian
matrix of F (Q,P, c) is

J(Q,P, c) =
[

∂Fr(z)
∂zt

]
r=1:mn+n2+n ; t=1:mn+n2+n

=

⎡⎣J1,1 0 0
0 J2,2 0

J3,1 J3,2 J3,3

⎤⎦
where J1,1, J2,2, J3,1, J3,2 y J3,3 are blocks of size nn+1

2 × n2, nn+1
2 × mn,

mn× n2, mn×mn and mn× n, respectively, such that

for i = 0 : n− 1; j = 1 : n; row = 1 +
∑i−1

k=0(n− k); col = i + (j − 1)n + 1

(J1,1)row,col = 2Qj,i+1

(J1,1)row+1:row+n−i−1,col = Qt
j,i+2:n

(J1,1)row+a,col+a = Qj,i+1 a = 1 : n− i− 1;

for i = 0 : n− 1; j = 1 : m; row = 1 +
∑i−1

k=0(n− k); col = i + (j − 1)n + 1

(J2,2)row,col = 2Pj,i+1

(J2,2)row+1:row+n−i−1,col = P t
j,i+2:n

(J2,2)row+a,col+a = Pj,i+1 a = 1 : n− i− 1;

and for i = 1 : m; j = 1 : n; t = 1 : n

(J3,1)(i−1)n+j,(j−1)n+t = S∗
t Pi,t

(J3,2)(i−1)n+j,(i−1)n+t = S∗
t Qj,t

(J3,3)(i−1)n+j,t = (At)i,j

This iterative method converges quadratically to the solution of F (Q,P, c) if
the initial guess Q(0), P (0) and c(0) is close enough to the solution [10].

2.2 MI

As mentioned before, the MI method for the IASVP follows the ideas from
Method I for IEP [8]. First, for any c we can obtain the singular value decom-
position of (1) as A(c) = P (c)S(c)Q(c)t. Then, the IASVP can be stated as
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finding the solution of the nonlinear system in c: F (c) = [Si(c)− S∗
i ]i=1,n = 0. If

Newton’s method is applied to solve this nonlinear system, the Jacobian matrix
is needed; it can be obtained as in [7]: J = [pt

iAjqi]i,j=1,n, and the Newton’s
iteration (6) is given by the expression [7]

J (k)c(k+1) = b(k) (7)

where b(k) = S∗ −
[
p
(k)t
i A0q

(k)
i

]
i=1,n

. MI converges quadratically to c∗ if c(0) is

close enough to c∗ [10].

2.3 LP

LP is developed in a similar way to Lift&Project in [2]. Let us define Γ (S∗), the
set of matrices in m×n, (m ≥ n), which can be written in the form PS∗Qt,
where P ∈ m×n and Q ∈ n×n are orthogonal matrices; and let Λ(c) be the set
of matrices that can be expressed as in (1). The goal is to find the intersection
of both sets, using distance minimization techniques. The distance between two
matrices U and V is defined as d(U, V ) = ‖U − V ‖F .

LP is an iterative algorithm, with two stages for each iteration:
1) The Lift stage, which consists in, given c(k) (given A(c(k)) ∈ Λ(c)) find

X(k) ∈ Γ (S∗) such that d(A(c(k)), X(k)) = d(A(c(k)), Γ (S∗)). This is achieved by
computing the singular value decomposition of A(c(k)), P (k)S(k)Q(k)t, and then
computing X(k) = P (k)S∗Q(k)t, which turns out to be the element of Γ (S∗)
closest to A(c(k)) [7].

2) The Projection stage consist in, given X(k) ∈ Γ (S∗), find c(k+1) (find
A(c(k+1)) ∈ Λ(c)) such that d(X(k), A(c(k+1))) = d(X(k), Λ(c(k+1))). This is
achieved by finding c(k+1) as the solution of the nonlinear least squares prob-
lem minc(k+1) ‖A(k+1)−P (k)S∗Q(k)t‖2F . This problem can be solved by equating
the gradient of ‖A(k+1) − P (k)S∗Q(k)t‖2F to zero and solving the linear sys-
tem resulting Atrc

(k+1) = b
(k)
tr , where [7] Atr = [tr (At

iAr)]r,i=1,l and btr =[
tr

(
At

r

(
X(k) −At

0

))]
r=1,l

. This LP algorithm converges to a stationary point

in the sense that [7] ‖A(k+1) −X(k+1)‖F ≤ ‖A(k) −X(k)‖F .

2.4 MIII

The method MIII described here is the method presented in [3] by Chu. This
method finds the intersection of Γ (S∗) and Λ(c), defined in (2.3), using an it-
erative Newton-like method. In the iteration k, given X(k) ∈ Γ (S∗), there exist
matrices P (k) and Q(k) such that X(k) = P (k)S∗Q(k)t and the tangent vector to
Γ (S∗) which starts from the point X(k) and crosses A(c(k+1)), can be expressed
as

X(k) + X(k)L(k) −H(k)X(k) = A(c(k+1)) (8)

where L(k) ∈ n×n and H(k) ∈ m×m are skew-symmetric matrices. Because
X(k) = P (k)S∗Q(k)t , (8) can be expressed as

S∗ + S∗L̃(k) − H̃(k)S∗ = W (k), (9)
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where L̃(k) = Q(k)tL(k)Q(k), H̃(k) = P (k)tH(k)P (k), W (k) = P (k)tA(c(k+1))Q(k).
Equating the diagonal elements of (9), we obtain the linear system (7), that
calculate c(k+1) (A(c(k+1)) and W (k)). Equating the off-diagonal elementos of
(9), we calculate H̃(k) and L̃(k) [3].

In order to calculate X(k+1) from A(c(k+1)), e.g. P (k+1) and Q(k+1), ma-
trix A(c(k+1)) must be lifted to a point in Γ (S∗). Then X(k+1) is defined as
X(k+1) = P (k+1)S∗Q(k+1)t and P (k+1) and Q(k+1) are orthogonal matrices
which can be approximated by P (k+1) ≈ P (k)R and Q(k+1) ≈ Q(k)T , being
R and T the Cayley transforms: R =

(
I + 1

2H(k)
) (

I − 1
2H(k)

)−1
and T =(

I + 1
2L(k)

) (
I − 1

2L(k)
)−1

. See [1] and [3] for details.

3 Numerical Experiments

In order to observe the behaviour of the algorithms when m,n > 5, they are an-
alyzed experimentally, evaluating memory requirements, convergence, accuracy
and efficiency. By each analyzed aspect, we compare the algorithms to determine
those most suitable to solve the IASVP.

The numerical experiments have been carried out taking matrices sizes of
m = n = {5, 10, 15, 20, 25, 30, 50}, using random values for matrices and vectors
of the IASVP and taking different initial guesses c(0).

The algorithms have been implemented in Matlab and executed in a 2.2 GHz
Intel Xeon biprocessor with 4 GBytes of RAM and operating system Linux Red
Hat 8.

Memory Requirements. The storage required for n+1 matrices of size m×n
(Ai, i = 1 : n), two vectors of size n (S∗, c) and the vectors and matrices
required by each algorithm (singular values and vectors, Jacobians matrices,
skew-symmetric matrices, ...), can be seen in Table 1. The FB method has the
greatest memory needs, thereby is hardly feasible to implement for m > 50. The
best algorithms from this point of view are MI and LP.

Table 1. Memory Requirements in KBytes(KB), MBytes(MB), GBytes(GB) and
TBytes(TB)

m = n 4 10 30 50 100 500 1000
BF 12 KB 366 KB 28 MB 205 MB 4 GB 2 TB 32 TB
MI 1.2 KB 12 KB 250 KB 1.1 MB 8.3 MB 1 GB 8 GB
LP 1.2 KB 12 KB 250 KB 1.1 MB 8.3 MB 1 GB 8 GB
MIII 1.7 KB 15 KB 270 KB 1.2 MB 8.6 MB 1 GB 8.1 GB

Convergence. The convergence of the algorithms BF, MI and MIII is really
sensitive to the initial guess. When the initial guess is taken as c

(0)
i = c∗i + δ

(i = 1 : n), for small δ such as δ = 0.1 all of them converge; but when δ = 1.0
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Fig. 1. Accuracy of Algorithms for different values of m, with c
(0)
i = c∗i +0.1 (i = 1 : n)

they only converge for sizes m < 50 and when δ = 10.0 they only converge for
m < 10. Then, as, the initial guess is farther from the solution, these algorithms
converge only for smaller problem sizes. This phenomenon is not suffered by LP,
since it has the property ‖A(k+1) −X(k+1)‖F ≤ ‖A(k) −X(k)‖F [7].

Solution Accuracy. The accuracy of the solution is measured by obtaining the
relative errors of the obtained singular values with respect to the correct ones
(Figure 1), with δ = 0.1. MIII gives the approximations S∗, while LP gives the
worst; however, the LP errors are smaller than 1e− 6.

Time Complexity estimates and Execution Times. The time complexity
estimates are a function of the problem size (m,n) and of the number of iter-
ations to convergence (K); this estimates can be split in two, the cost of the
start-up phase (T (m,n)startUp) and the cost of each iteration inside the main

Fig. 2. Execution times (seconds) required to reach convergence, with different values
of m and δ = 0.1
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Table 2. Number of iterations required for convergence with δ = 0.1

m = n 4 5 10 15 20 25 30 40 50
BF 3 2 3 3 3 3 3 3 3
MI 2 2 2 3 3 3 3 3 3
LP 365 206 561 3398 2629 1998 4048 6304 5303
MIII 3 2 2 3 3 3 3 3 4

loop (T (m,n)loop) so that the time complexity can be written as: T (m,n,K) =
T (m,n)startUp+KT (m,n)loop. Then, the estimates for each method (for m = n)
can be written as:

T (m,K)BF ≈ (62/3)m3 + O(m2) + K{(16/3)m6 + O(m5)}

T (m,K)MI ≈ (44/3)m3 + O(m) + K{2m4 + (m3)}

T (m,K)LP ≈ m4 + O(m3) + K{(56/3)m3 + O(m2)}

T (m,K)MIII ≈ (56/3)m3 + O(m2) + K{2m4 + O(m3)}

The time estimate of BF shows that it is not an acceptable algorithm. On
the other hand, LP has the smallest time estimate in the iterative part, but it
needs many more iterations for convergence (and execution time) than the other
methods. This can be checked in Table 2, where the number of iterations K is
shown for some experiments, and in Figure 2, where the execution times are
shown.

4 Conclusions

We have implemented and analyzed a set of algorithms for resolution of the
IASVP and we have analized their behaviour for different values of m (m > 5).

The study carried out shows that the FB approach must be discarded as a
practical algorithm given its high costs, both in memory (O(m4)) and execution
time (O(m6)).

From the memory point of view, MI and LP are those of smaller requirements
of memory; from the execution time point of view, MI is most efficient. The
highest accuracy of the solutions, in most of the tested cases, is reached with
MIII.

However, MI and MIII, like BF, have the drawback of being too sensitive to
the quality of the initial guess. This sensitivity becomes worse as the size of the
problem increases. In contrast, LP does not suffer this problem.

Since none of the algorithms possess properties good enough on its own, it
seems desirable to combine several algorithms in a single one. A possible follow-
up of this work is the development of this kind of algorithms; some approaches
can be found in [2] and [7].
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The problem of the high costs of storage and execution times for problems of
larger size (m > 50) can be tackled by parallelizing the algorithms, so that any
processor involved stores only a part of the data structures and executes part of
the calculations.
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Computing Orthogonal Decompositions of
Block Tridiagonal or Banded Matrices
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Abstract. A method for computing orthogonal URV/ULV decomposi-
tions of block tridiagonal (or banded) matrices is presented. The method
discussed transforms the matrix into structured triangular form and has
several attractive properties: The block tridiagonal structure is fully ex-
ploited; high data locality is achieved, which is important for high effi-
ciency on modern computer systems; very little fill-in occurs, which leads
to no or very low memory overhead; and in most practical situations ob-
served the transformed matrix has very favorable numerical properties.
Two variants of this method are introduced and compared.

1 Introduction

In this paper, we propose a method for computing an orthogonal decomposition
of an irreducible symmetric block tridiagonal matrix

Mp :=

⎛⎜⎜⎜⎜⎜⎜⎝

B1 C1

A1 B2 C2

A2 B3
. . .

. . . . . . Cp−1

Ap−1 Bp

⎞⎟⎟⎟⎟⎟⎟⎠ ∈ R
n×n (1)

with p > 1. The blocks Bi ∈ R
ki×ki (i = 1, 2, . . . , p) along the diagonal are

quadratic (but not necessarily symmetric), the off-diagonal blocks Ai ∈ R
ki+1×ki

and Ci ∈ R
ki×ki+1 (i = 1, 2, . . . , p − 1) are arbitrary. The block sizes ki satisfy

1 ≤ ki < n and
∑p

i=1 ki = n, but are otherwise arbitrary.
We emphasize that the class of matrices of the form (1) comprises banded

symmetric matrices, in which case the Ci are upper triangular and Ci = A�
i .

Alternatively, given a banded matrix with upper and lower bandwidth b, a
block tridiagonal structure is determined by properly selecting the block
sizes ki.

Motivation. Banded matrices arise in numerous applications. We also want to
highlight a few situations where block tridiagonal matrices occur. One example
from acoustics is the modelling of vibrations in soils and liquids with different
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layers using finite elements [1]. Every finite element is only linked to two other
elements (a deformation at the bottom of one element influences the deformation
at the top of the next element). Consequently, when arranging the local finite
element matrices into a global system matrix, there is an overlap between these
local matrices resulting in a block tridiagonal global matrix. Another example
is the block tridiagonalization procedure introduced by Bai et al. [2]. Given
a symmetric matrix, this procedure determines a symmetric block tridiagonal
matrix whose eigenvalues differ at most by a user defined accuracy tolerance
from the ones of the original matrix.

In this paper, we present two orthogonal factorizations of Mp—a URV and a
ULV factorization, where U and V are orthogonal matrices, and R and L have
special upper and lower triangular structure, respectively. These decompositions
are important tools when block tridiagonal or banded linear systems have to be
solved. This aspect is discussed in more detail in Section 3.

Although many research activities on ULV/URV decompositions have been
documented in the literature (see, for example, [3, 4, 5]), we are not aware of work
specifically targeted towards block tridiagonal matrices. A distinctive feature of
the approach described in this paper is that it fully exploits the special structure
defined in Eqn. (1).

Synopsis. The algorithm for computing the two orthogonal decompositions and
their properties are described in Section 2, important applications are summa-
rized in Section 3, and concluding remarks are given in Section 4.

2 Factorization of Block Tridiagonal Matrices

In this section, we summarize two closely related methods for computing an
orthogonal factorization of the block tridiagonal matrix Mp defined by
Eqn. (1).

The basic idea behind the algorithms is to eliminate off-diagonal blocks one
after the other by computing singular value decompositions of submatrices and
performing the corresponding update. Depending on how the submatrices are
chosen, there are two basic variants of this factorization, a URV and a ULV
factorization. In the first one, Mp is transformed into upper triangular struc-
ture, whereas in the second one, Mp is transformed into lower triangular struc-
ture. A comparison between the two variants for specific applications is given in
Section 3.2.

2.1 URV Decomposition

Based on the SVD of the block comprising the first diagonal and the first sub-
diagonal block of Mp,(

B1

A1

)
= U1

(
Σ1

0

)
V �

1 =
(

U1
1 U3

1

U2
1 U4

1

)(
Σ1

0

)
V �

1

we can transform Mp into
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Σ1 C̃1 F̃1

0 B̃2 C̃2

A2 B3
. . .

. . . . . . Cp−1

Ap−1 Bp

⎞⎟⎟⎟⎟⎟⎟⎠
by updating with U�

1 from the left and with V1 from the right. The existing
blocks C1, B2, and C2 are modified in this process (indicated by a tilde),

C̃1 = U1
1
�

C1 + U2
1
�

B2 (2)

B̃2 = U3
1
�

C1 + U4
1
�

B2 (3)

C̃2 = U4
1
�

C2, (4)

and one block in the second upper diagonal is filled in:

F̃1 = U2
1
�

C2. (5)

Next, we continue with the SVD of the subblock comprising the updated
diagonal block and the subdiagonal block in the second block column:(

B̃2

A2

)
= U2

(
Σ2

0

)
V �

2 .

Again, we perform the corresponding updates on C̃2, B3, C3, the fill-in of F̃2

with U�
2 from the left, and the update of the second block column with V2 from

the right. Then, we compute the SVD of(
B̃3

A3

)
,

update with U�
3 and with V3, and so on.

After p− 1 such steps consisting of SVD and update operations, followed by
the SVD of the diagonal block in the bottom right corner

B̃p = UpΣV �
p

we get a factorization
Mp = URV � (6)

with upper triangular R (see Fig. 1). More specifically,

R =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

Σ1 C̃1 F̃1

Σ2 C̃2 F̃2

. . . . . . . . .
Σp−2 C̃p−2 F̃p−2

Σp−1 C̃p−1

Σp

⎞⎟⎟⎟⎟⎟⎟⎟⎠
, (7)
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Fig. 1. URV decomposition of Mp

U is orthogonal and represented as the product

U =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

U1
1 U3

1

U2
1 U4

1

I
I

. . .
I

⎞⎟⎟⎟⎟⎟⎟⎟⎠
×

⎛⎜⎜⎜⎜⎜⎜⎜⎝

I
U1

2 U3
2

U2
2 U4

2

I
. . .

I

⎞⎟⎟⎟⎟⎟⎟⎟⎠
× · · ·

· · · ×

⎛⎜⎜⎜⎜⎜⎜⎜⎝

I
I

. . .
I

U1
p−1 U3

p−1

U2
p−1 U4

p−1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
×

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

I
. . .

. . .
I

I
Up

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

and V is also orthogonal and block diagonal:

V = block-diag(V1, V2, . . . , Vp).

The correctness of this decomposition algorithm can be verified directly by multi-
plying out (6) and taking into account the respective relationships corresponding
to Eqns. (2, 3, 4, 5).

2.2 ULV Decomposition

We may as well start the process described in the previous section with the SVD
of the block comprising the first diagonal and the first superdiagonal block of
Mp,

(
B1 C1

)
= U1

(
Σ1 0

)
V �

1 = U1

(
Σ1 0

)(
V 1

1 V 3
1

V 2
1 V 4

1

)�
.
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Fig. 2. ULV decomposition

The corresponding updates with U�
1 from the left and with V1 from the right

will transform Mp into ⎛⎜⎜⎜⎜⎜⎜⎝

Σ1 0
Ã1 B̃2 C2

F̃1 A2 B3
. . .

. . . . . . Cp−1

Ap−1 Bp

⎞⎟⎟⎟⎟⎟⎟⎠ .

Next, we compute the SVD(
B̃2 C2

)
= U2

(
Σ2 0

)
V �

2 ,

update again, compute the next SVD in the next block row, etc.
After p − 1 such steps, again consisting of SVD and update operations, fol-

lowed by the SVD of the diagonal block in the bottom right corner

B̃p = UpΣV �
p ,

this time we get a factorization

Mp = ULV � (8)

with lower triangular L and orthogonal U and V (see Fig. 2).

2.3 Properties

The decompositions produced by the algorithms described in the previous section
have the following important properties.

– p − 1 lower or upper off-diagonal blocks are “pushed” onto the other side
of the diagonal blocks, filling in the p − 2 blocks Fi in the second upper
or lower block diagonal. This implies that there is no increase in memory
requirements, except when the transformation matrices U or V need to be
stored.
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– The blocks along the diagonal of R and L are diagonal matrices, whose
entries are non-increasing in each block (because they are computed as the
singular values of another matrix).

– In the URV decomposition, explicit representation of U requires considerable
computational effort because of the overlap between consecutive block rows,
whereas explicit representation of V is available directly because of its simple
block diagonal structure.

– In the ULV decomposition, we have the opposite situation: Analogously to
the previous argument, explicit representation of V requires considerable
computational effort, whereas explicit representation of U is available di-
rectly.

– The factorizations (6) and (8) are not guaranteed to be rank-revealing (cf. [3]).
However, our experience and current work shows that in practice it turns
out to be rank-revealing in most cases and that it is very useful even if it
turns out not to be rank-revealing [6].

– The arithmetic complexity of the algorithms described in Sections 2.1 and 2.2
is roughly c1nmaxi k2

i + c2 maxi k3
i with moderate constants c1 and c2. Con-

sequently, the factorizations (6) and (8) can be computed highly efficiently,
especially so for small block sizes ki (“narrow” Mp).

3 Applications

The investigation of various applications of the orthogonal decompositions de-
scribed in this paper is work in progress. In the following, we summarize the
basic directions of this approach.

Clearly, one idea is to utilize the decompositions described here in the con-
text of solving linear systems. Compared to standard methods for solving block
tridiagonal (in particular, banded) linear systems, the approaches proposed in
this paper do not involve pivoting. Consequently, they are expected to have
important advantages in terms of efficiency in most practical situations. Some
rare numerically “pathological” cases, which may require slightly more expensive
techniques, are currently subject of intense research.

Our motivation comes from very specific linear systems arising in the context
of the block divide-and-conquer eigensolver.

3.1 Block Divide-and-Conquer Eigensolver

The block divide-and-conquer (BD&C ) eigensolver [7, 8] was developed in recent
years for approximating the eigenpairs of symmetric block tridiagonal matrices
Mp (Bi symmetric and Ci = A�

i in Eqn. (1)).
This approach proved to be highly attractive for several reasons. For example,

it does not require tridiagonalization of Mp, it allows to approximate eigenpairs
to arbitrary accuracy, and it tends to be very efficient if big parts of the spectrum
need to be approximated to medium or low accuracy. However, in some situations
eigenvector accumulation may become the bottleneck of BD&C—when accuracy
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requirements are not low and/or when not the entire spectrum, but only small
parts of it have to be approximated.

With this in mind, we are currently developing a new approach for computing
approximate eigenvectors of a symmetric block tridiagonal matrix as an alter-
native to eigenvector accumulation [6]. This new approach has the potential of
significantly improving arithmetic complexity, proportionally reducing the com-
putational effort if only a (small) part of the spectrum but not the full spectrum
needs to be computed, and being highly parallelizable and scalable for large
processor numbers.

3.2 Eigenvector Computation

We know that the eigenvector x corresponding to a eigenvalue λ of Mp is the
solution of

(Mp − λI)x = 0. (9)

Since the shift operation preserves block tridiagonal structure, we can use one
of the algorithms presented in this paper compute an orthogonal decomposition
of the matrix S := Mp − λI and exploit it for solving the linear system (9)
efficiently.

URV vs. ULV. In this specific context, there is a clear preference for one of
the variants discussed in Section 2, as outlined in the following.

If we want to solve Eqn. (9) based on one of the decompositions described
in this paper, we need to first solve Ry = 0 or Ly = 0 for the URV or the ULV
decomposition, respectively. Then, we need to form x = V y to find a solution of
Eqn. (9).

As discussed in Section 2.3, in the URV decomposition explicit representa-
tion of V is available directly and it has simple block diagonal structure, whereas
multiplication with V from the ULV decomposition requires considerably higher
computational effort. This clearly shows that the URV decomposition is prefer-
able for this application context.

Backsubstitution. The rich structure of the matrix R resulting from the or-
thogonal decomposition described in this paper obviously allows for a very effi-
cient backsubstitution process when solving a system Ry = b.

In the special context of eigenvector computations, many specific numerical
aspects have to be taken into account in order to achieve certain requirements in
terms of residuals and orthogonality properties (cf. [9] and several publications
resulting from this work).

4 Conclusion

We have presented two related algorithms for computing orthogonal URV or
ULV decompositions of general block tridiagonal matrices. We have shown that
the matrices R and L can not only be computed efficiently, but that they also
have very attractive structural properties.
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Because of these properties the methods introduced in this paper are expected
to have numerous applications. In particular, we expect them to be integral part
of a new approach for computing approximate eigenvectors of symmetric block
tridiagonal matrices.

Current and Future Work

Our current work focusses on reliable and efficient methods exploiting the decom-
positions presented in this paper for approximating eigenvectors in the context
of the block divide-and-conquer eigensolver for symmetric block tridiagonal ma-
trices. This goal requires careful investigation of several important numerical
aspects of the decompositions described here, especially in the backsubstitution
process. Our findings will be summarized in [6].

Moreover, we are also investigating other application contexts for the decom-
positions presented here.
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Abstract. Computing a few eigenpairs of large-scale matrices is a sig-
nificant problem in science and engineering applications and a very ac-
tive area of research. In this paper, two methods that compute extreme
eigenpairs of positive-definite matrix pencils are combined into a hybrid
scheme that inherits the advantages of both constituents. The hybrid
algorithm is developed and analyzed in the framework of model-based
methods for trace minimization.

1 Introduction

We consider the computation of a few smallest eigenvalues and the corresponding
eigenvectors of the generalized eigenvalue problem

Ax = λBx, (1)

where A and B are n×n symmetric positive-definite matrices. Positive definite-
ness of A and B guarantees that all the eigenvalues are real and positive. This
eigenvalue problem appears in particular in the computation of the lower modes
of vibration of a mechanical structure, assuming that there are no rigid-body
modes and that all the degrees of freedom are mass-supplied: A is the stiffness
matrix, B is the mass matrix, x is a mode of vibration and λ is the square of
the circular frequency associated with the mode x.

Inverse iteration (INVIT) and Rayleigh quotient iteration (RQI) are the con-
ceptually simplest methods for the generalized eigenvalue problem [1–§15-9]. In-
terestingly, they have complementary properties: unshifted INVIT converges to
the smallest (or leftmost) eigenpair for almost all initial conditions but with lin-
ear local convergence only; RQI has cubic local convergence but it can converge
to different eigenpairs depending on the initial condition.

� This work was supported by NSF Grants ACI0324944 and CCR9912415, and by the
School of Computational Science of Florida State University.
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It is therefore quite natural to try to combine these two methods and obtain
a hybrid method that enjoys strong global convergence and fast local conver-
gence; see in particular Szyld [2] for the problem of finding an eigenvalue in a
given interval. For the computation of the leftmost eigenpair, such a hybrid
method would use INVIT until reaching the basin of attraction of the left-
most eigenvector under RQI; then the method would switch to RQI in order
to exploit its superlinear convergence. However, to our knowledge, a practi-
cal and reliable switching criterion between the two methods has yet to be
found that guarantees global convergence of the hybrid method: if the switch
is made too early, RQI may not converge to the leftmost eigenspace. A second
drawback of exact INVIT and RQI is their possibly high computational cost,
since large-scale linear systems with system matrix (A− σB) have to be solved
exactly.

In this paper, we propose a remedy to these two difficulties. In Phase I,
in order to reduce the computational cost, we replace INVIT with the Basic
Tracemin algorithm of Sameh et al. [3, 4]. Basic Tracemin proceeds by succes-
sive unconstrained approximate minimization of inexact quadratic local models
of a generalized Rayleigh quotient cost function, using the stiffness matrix A
as the model Hessian. This method is closely related to INVIT: if the model
minimizations are carried out exactly (which happens in particular when an
exact factorization of A is used for preconditioning), then Basic Tracemin is
mathematically equivalent to (block) INVIT.

Extending an observation made by Edelman et al. [5–§4.4], we point out that
the stiffness matrix used as the model Hessian is quite different from the true
Hessian of the generalized Rayleigh quotient—this is why the model is called “in-
exact”. However, we emphasize that the choice of an inexact Hessian in Phase I
does not conflict with the findings in [5]: using the exact Hessian is important
only when the iteration gets close to the solution, in order to achieve superlinear
convergence. Therefore, using an inexact Hessian in Phase I is not necessarily
a liability. On the contrary, the stiffness matrix as the model Hessian offers a
useful property: as shown in [3, 4], any decrease in the inexact model induces
a decrease in the cost function (i.e., the Rayleigh quotient). Therefore, in the
presence of an inexact preconditioner, Basic Tracemin can be thought of as an
inexact INVIT, that reduces computational cost per step while preserving the
global convergence property. Due to its link with INVIT, it quickly purges the
eigenvectors whose eigenvalues are well separated from the leftmost eigenvalues.
This is particularly true when a good preconditioner is available, as is often the
case in the very sparse problems encountered in structural mechanics. Conse-
quently, the Basic Tracemin iteration is efficient when the iterates are still far
away from the solution.

On the other hand, close to the solution, Basic Tracemin suffers from the lin-
ear rate of convergence (due to the use of an inexact Hessian), especially when
the leftmost eigenvalues are not well separated from the immediately higher ones.
This is why a superlinear method, like RQI, is required in Phase II. However, we
want to remedy both drawbacks of convergence failure and high computational
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cost mentioned above. This motivates the use of the recently proposed Rieman-
nian trust-region (RTR) algorithm [6, 7, 8]. Unlike Basic Tracemin, this method
uses the true Hessian as the model Hessian (for superlinear convergence), along
with a trust-region safeguard that prevents convergence to non-leftmost eigen-
pairs that could otherwise occur if switching takes place too early. Moreover,
the computational cost is reduced by using a truncated conjugate-gradient al-
gorithm to solve the trust-region problems inexactly while preserving the global
and locally superlinear convergence.

However, in spite of its convergence properties (which make it an excel-
lent choice for Phase II), there is a reason not to use the trust-region method
in Phase I: far from the solution, the trust-region confinement often makes
it difficult to exploit the full power of a good preconditioner—efficient pre-
conditioned steps are likely to be rejected for falling outside of the trust re-
gion. A possible remedy, which we are currently investigating, is to relax the
trust-region requirement so as to accept efficient preconditioned steps. Another
remedy, which we study in this paper, is to use a Basic Tracemin / RTR
hybrid.

In summary, we use Basic Tracemin in Phase I (far away from the solu-
tion) and the RTR algorithm with exact Hessian in Phase II (close to the
solution). In this work, we develop and analyze the hybrid scheme by unify-
ing the two constituents and their combination using the framework of adap-
tive model-based algorithms for the minimization of the generalized Rayleigh
quotient.

2 Model-Based Scheme for Trace Minimization

We want to compute the p leftmost eigenpairs of the generalized eigenprob-
lem (1), where A and B are positive definite n × n matrices. We denote the
eigenpairs by (λ1, v1), . . . , (λn, vn) with 0 < λ1 ≤ . . . ≤ λn and take v1, . . . , vn

B-orthonormal; see, e.g., [9] for details. The methods presented here aim at
computing the leftmost p-dimensional eigenspace V of (A,B), namely, V =
span(v1, . . . , vp). To ensure uniqueness of V, we assume that λp < λp+1. When
p is small, which is inherent in most applications, it is computationally inex-
pensive to recover the eigenvectors v1, . . . , vp from V by solving a reduced-order
generalized eigenvalue problem.

It is well known (see for example [4]) that the leftmost eigenspace V of (A,B)
is the column space of any minimizer of the Rayleigh cost function

f : R
n×p
∗ → R : Y �→ trace((Y T BY )−1(Y T AY )), (2)

where R
n×p
∗ denotes the set of full-rank n×p matrices. It is readily checked that

the right-hand side only depends on colsp(Y ). Therefore, f induces a well-defined
real-valued function on the set of p-dimensional subspaces of R

n.
The proposed methods iteratively compute the minimizer of f by (approx-

imately) minimizing successive models of f . The minimization of the models
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themselves is done via an iterative process, which is referred to as inner iter-
ation, to distinguish it with the principal, outer iteration. We present here the
process in a way that does not require a background in differential geometry; we
refer to [7] for the mathematical foundations of the technique.

Let Y , a full-rank n× p matrix, be the current iterate. The task of the inner
iteration is to produce a correction S of Y such that f(Y + S) < f(Y ). A diffi-
culty is that corrections of Y that do not modify its column space do not affect
the value of the cost function. This situation leads to unpleasant degeneracy if it
is not addressed. Therefore, we require S to satisfy some complementarity condi-
tion with respect to the space VY := {Y M : M p× p invertible}. Here, in order
to simplify later developments, we impose complementarity via B-orthogonality,
namely S ∈ HY where

HY := {Z ∈ R
n×p : Y T BZ = 0}.

Consequently, the inner iteration aims at minimizing the function

f̂Y (S) := trace
((

(Y + S)T B(Y + S)
)−1 (

(Y + S)T A(Y + S)
))

, S ∈ HY .

(3)
A Taylor expansion of f̂Y around S = 0 yields the “exact” quadratic model

mexact
Y (S) = trace((Y T BY )−1(Y T AY )) + trace

(
(Y T BY )−1ST 2AY

)
+

1
2
trace

(
(Y T BY )−1ST 2

(
AS −BS(Y T BY )−1Y T AY

))
, S ∈ HY . (4)

Throughout this paper, we let P := I−BY (Y T B2Y )−1Y T B denote the orthog-
onal projector onto HY , where Y is the current iterate. From (4), and using the
inner product

〈Z1, Z2〉 := trace
(
(Y T BY )−1ZT

1 Z2

)
, Z1, Z2 ∈ HY , (5)

we identify 2PAY to be the gradient of f̂Y at S = 0 and the operator S �→
2P

(
AS −BS(Y T BY )−1Y T AY

)
to be the Hessian of f̂Y at S = 0; see [7] for

details. In the sequel, we will use the more general form

mY (S) = trace((Y T BY )−1(Y T AY )) + trace
(
(Y T BY )−1ST 2AY

)
+

1
2
trace

(
(Y T BY )−1ST HY [S]

)
, S ∈ HY (6)

to allow for the use of inexact quadratic expansions.
The proposed general algorithm is a model trust-region scheme defined as

follows.

Algorithm 1 (outer iteration)
Data: symmetric positive-definite n× n matrices A and B.
Parameters: Δ̄ > 0, Δ0 ∈ (0, Δ̄], and ρ′ ∈ [0, 1

4 ).
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Input: initial iterate Y0 (full-rank n× p matrix).
Output: sequence of iterates {Yk}.
for k = 0, 1, 2, . . . until an outer stopping criterion is satisfied:

– Using Algorithm 2, obtain Sk that (approximately) solves the trust-region
subproblem

min
S∈HYk

mYk
(S) s.t. ‖S‖2M := trace

(
(Y T

k BYk)−1ST MS
) ≤ Δ2

k, (7)

where m is defined in (6) and M is a preconditioner.
– Evaluate

ρk :=
f̂Yk

(0)− f̂Yk
(Sk)

mYk
(0)−mYk

(Sk)
(8)

where f̂ is defined in (3).
– Update the trust-region radius:

if ρk < 1
4

Δk+1 = 1
4Δk

else if ρk > 3
4 and ‖Sk‖ = Δk

Δk+1 = min(2Δk, Δ̄)
else

Δk+1 = Δk;
– Update the iterate:

if ρk > ρ′,
Yk+1 = orth(Yk + Sk), where orth denotes an orthonormalization process

which prevents loss of rank;
else

Yk+1 = Yk;

end (for).

The inner iteration (Algorithm 2) employed to generate Sk is a precondi-
tioned truncated conjugate gradient method, directly inspired from the work of
Steihaug [10] and Toint [11]. The notation (PMP )†R below denotes the solution
R̃ of the system PMPR̃ = R, PR̃ = R̃, PR = R, which is given by the Olsen
formula R̃ = M−1R−M−1BY (Y T BM−1BY )−1Y T BM−1R.

Algorithm 2 (inner iteration)
Set S0 = 0, R0 = PAYk = AYk−BYk(Y T

k B2Yk)−1Y T
k BAYk, R̃0 = (PMP )†R0,

δ0 = −R0;
for j = 0, 1, 2, . . . until an inner stopping criterion is satisfied, perform the
following operations, where 〈, 〉 denotes the inner product (5) and HYk

denotes
model Hessian in (6).

if 〈δj ,HYk
δj〉 ≤ 0

Compute τ such that S = Sj + τδj minimizes m(S) in (6)
and satisfies ‖S‖M = Δ;

return S;
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Set αj = 〈Rj , R̃j〉/〈δj ,HYk
δj〉; Set Sj+1 = Sj + αjδj;

if ‖Sj+1‖M ≥ Δ
Compute τ ≥ 0 such that S = Sj + τδj satisfies ‖S‖M = Δ;
return S;

Set Rj+1 = Rj + αHYk
δj; Set R̃j+1 = (PMP )†Rj+1;

Set βj+1 = 〈Rj+1, R̃j+1〉/〈Rj , R̃j〉; Set δj+1 = −R̃j+1 + βj+1δj;
end (for).

We refer to [7] for a convergence analysis of Algorithm 1.
The two-phase scheme outlined in Section 1 can now be formalized.

Algorithm 3 Phase I: Iterate Basic Tracemin—or, formally, Algorithm 1 with
H[S] := PAPS, Δ0 := +∞ and ρ′ := 0—until some switching criterion is sat-
isfied.
Phase II: Continue using Algorithm 1 with H[S] :=P (AS−BS(Y TBY )−1Y TAY ),
some initial Δ and some ρ′ ∈ (0, 1

4 ).

In the algorithms above, stopping and switching criteria, as well as the choices
of some parameters and preconditioner, were left unspecified: depending on
the information available about the structure of the problem and on the ac-
curacy/speed requirements, various choices may be appropriate. We refer to the
next section for examples of specific choices.

3 Numerical Experiments

In order to illustrate the practical relevance of the scheme proposed in Algo-
rithm 3, we conducted experiments on the Calgary Olympic Saddledome arena
matrices (n = 3562) available on Matrix Market: A = BCSSTK24 and B =
BCSSTM24. The task was to compute the p = 5 leftmost eigenpairs of (A,B),
which correspond to the lower modes of vibration.

With a view to achieving superlinear convergence when the exact model (4)
is utilized, we used an inner stopping criterion of the form

‖Rj‖ ≤ ‖R0‖min(‖R0‖θ, κ), (9)

for some θ > 0 and κ > 0. We chose θ = 1 (striving for quadratic local con-
vergence) and κ = .5. Several other choices are possible, notably based on the
discussion in [3] in the case of Phase I.

In the first step of Phase II, we chose Δ := ‖S−‖M , where S− is the last S
computed in Phase I, and we chose ρ′ = .1. The outer stopping criterion was a
threshold on the norm of PAYk. Transition between Phase I and Phase II was
forced after various prescribed numbers of outer iterations, to illustrate the effect
of different switching points on the behaviour of the algorithm. An initial iterate
Y0 was selected from a normal distribution. In all experiments, the preconditioner
was kept constant throughout the iteration.
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In the first set of experiments (Figure 1–left), the preconditioner M was
chosen as an incomplete Cholesky factorization of A with relative drop toler-
ance set to 10−6. Basic Tracemin converges linearly and (relatively) slowly. RTR
(curve ‘0’) is eventually faster that Basic Tracemin but it is initially slower,
due to the trust-region constraint. Curves ‘5’ and ‘10’ show that there is a
rather large “sweet-spot” for efficient switching from Basic Tracemin to RTR
such that the hybrid method performs better than both of its pure compo-
nents. If switching is done too late (curve ‘20’), then superlinear convergence
is still observed and the problem is solved, but with less efficiency than the
properly switched versions. Preliminary results suggest that the evolution of
the trace function (2) gives valuable information on when switching should
take place. Note that all that is at stake in the choice of the switching cri-
terion between Basic Tracemin and RTR is efficiency, and neither success nor
accuracy.

In a second set of experiments (Figure 1–right), we initially applied a per-
mutation on A and B as returned by the the Matlab function symamd(A). The
preconditioner was then defined to be the exact Cholesky factorization of A,
which is very sparse due to the approximate minimum degree permutation. Con-
sequently, all algorithms converged (much) faster. Note that Phase I is mathe-
matically equivalent to INVIT in this case. We observe a similar sweet-spot for
the switching and the superiority of the global superlinear convergence of the
trust-region-based method.
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Fig. 1. Left: Experiments on Algorithm 3 with an incomplete Cholesky factorization of
A as preconditioner. The distance to the solution is measured as the largest principal
angle between the column space of Y and the leftmost p-dimensional eigenspace. Since
the numerical cost of inner iterations differs in both phases, the distance is plotted
versus an estimation of the number of operations. Circles and stars correspond to
outer iterations of Basic Tracemin and RTR, respectively. The numbers on the curves
indicate after how many steps of Basic Tracemin switching occurred to RTR. Right:
Same, with exact preconditioner after approximate minimum degree permutation. Note
that the formation of the preconditioner does not appear in the operation count
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Finally, we conducted experiments where RTR was replaced by a block RQI.1

Because RQI does not have global convergence to the leftmost eigenspace, con-
vergence to a non-leftmost eigenspace may occur if switching is done too early.
This was observed in the experiments. To our knowledge, there is no switching
criterion that guarantees convergence to the leftmost eigenspace when RQI is
used. This is a major reason for using RTR instead of RQI in Phase II (an-
other reason is to reduce the computational cost with the truncated CG inner
iteration).

4 Conclusion

We have shown that an appropriate combination of the Basic Tracemin algo-
rithm of [3, 4] and the Riemannian trust-region algorithm of [8] yields an efficient
method for high precision computation of the smallest eigenpairs of positive-
definite generalized eigenproblems. In future work, we will further investigate
the choice of the inner stopping criterion and the switching criterion between
the two algorithms. For the latter, there is evidence that the decrease of the
trace function (2) provides an useful guideline.
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Abstract. In the paper we design an adaptive numerical method to
solve stiff ordinary differential equations with any reasonable accuracy
set by the user. It is a two-step second order method possessing the
A-stability property on any nonuniform grid [3]. This method is also
implemented with the local-global step size control developed earlier in
[8] to construct the appropriate grid automatically. It is shown that we
are able to extend our technique for computation of higher derivatives
of fixed-coefficient multistep methods to variable-coefficient multistep
methods. We test the new algorithm on problems with exact solutions
and stiff problems as well, in order to confirm its performance.

1 Introduction

The problem of an automatic global error control for the numerical solution of
ordinary differential equations (ODEs) of the form

x′(t) = g
(
t, x(t)

)
, t ∈ [t0, t0 + T ], x(t0) = x0, (1)

where x(t) ∈ Rn and g : D ⊂ Rn+1 → Rn is a sufficiently smooth function, is
one of the challenges of modern computational mathematics. ODE (1) is quite
usual in applied research and practical engineering (see, for example, [1], [4],
[6], [7]). Often, problem (1) is stiff and requires numerical methods with special
properties of stability. A-stable methods are desired in such a situation (see, for
example, [1], [4], [7]).

Unfortunately, there are very few algorithms with the property indicated
above among linear multistep formulas because of the Dahlquist’s second bar-
rier [2]. It says that there exist no A-stable multistep methods of any order higher
than two (even on uniform grids). The problem becomes more complicated on
nonuniform grids. Thus, the only known now family of multistep formulas which

� This work was supported in part by the National Research Foundation of South
Africa.

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 42–49, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



On Stable Integration of Stiff Ordinary Differential Equations 43

are A-stable on any grid is the one-parameter family of two-step methods de-
rived by Dahlquist et al. [3]. Note there is no sense to consider ”longer” methods
because, anyway, they will be of order two at most. We concentrate on two par-
ticular choices of the parameter. One of them was made in the paper mentioned
above (see [3]). Another one is our own choice. We compare both algorithms on
numerical examples.

The methods presented in [3] are the good choice for a variable step size im-
plementation. They have no step size restriction with a point of view of stability.
Our idea is to supply these methods with the local-global step size control [8]
aiming to attain any reasonable accuracy for the numerical solution of problem
(1) in automatic mode. We also extend the technique of computation of higher
derivatives [9] to variable-coefficient multistep methods. It imposes a weaker
condition on the right-hand side of problem (1) for the step size selection to be
correct, than in [8], where we differentiated interpolating polynomials.

The paper is organized as follows: Sect. 2 presents the family of A-stable two-
step methods on uniform and nonuniform grids. Sect. 3 is devoted to the local
and global errors estimation technique for the numerical methods mentioned
above. The last section in the paper gives us numerical experiments confirming
practical importance of the algorithms under consideration.

2 A-Stable Two-Step Methods

Further, we suppose that ODE (1) possesses a unique solution x(t) on the whole
interval [t0, t0 + T ]. To solve problem (1) numerically, we introduce a uniform
grid wτ with step size τ on the interval [t0, t0 +T ] and apply the A-stable linear
two-step method of order 2 in the form

2∑
i=0

aixk+1−i = τ

2∑
i=0

big(tk+1−i, xk+1−i), k = 1, 2, . . . , K − 1, (2)

where
a0 =

1
γ + 1

, a1 =
γ − 1
γ + 1

, a2 = − γ

γ + 1
,

b0 =
3γ + 1

2(γ + 1)2
, b1 =

(γ − 1)2

2(γ + 1)2
, b2 =

γ(γ + 3)
2(γ + 1)2

and the free parameter satisfies the condition 0 < γ ≤ 1. Note that we have used
a slightly different way to present the family of stable two-step methods from
[3]. The starting values xk, k = 0, 1, are considered to be known.

We apply the following idea in order to fix the parameter γ. Let us consider
the linear test equation x′ = λx where λ is a complex number. We want to
provide the best stability at infinity for method (2). This property is close to
L-stability of Ehle [5] and useful when integrating very stiff ODEs. It means for
multistep methods that we need to minimize the spectral radius of the companion
matrix of method (2) (see [7]).
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The companion matrix of method (2) when Re μ → −∞ has the following
form:

C∞(γ) def= lim
Re μ→−∞

⎛⎝ μb1 − a1

a0 − μb0

μb2 − a2

a0 − μb0

1 0

⎞⎠ =

⎛⎝−b1

b0
−b2

b0
1 0

⎞⎠
where μ = τλ. Unfortunately, ρ(C∞(γ)) > 0 (i.e., the spectral radius of the
matrix C∞(γ) is greater than zero) for any 0 < γ ≤ 1 because both coeffi-
cients b1 and b2 cannot vanish simultaneously (see (2)). Nevertheless, a simple
computation shows that eigenvalues of the matrix C∞(γ) are

λ1,2 =
−(γ − 1)2 ± (γ + 1)

√
γ2 − 18γ + 1

6γ + 2
.

Then, we easily calculate that the minimum of the expression max{|λ1|, |λ2|}
will be achieved when γ = γ1 = 9 − 4

√
5 ≈ 0.055. Thus, we conclude that

ρ(C∞(γ1)) = |λ1| = |λ2| = |18− 8
√

5|/|3√5− 7| ≈ 0.381.
We remark that Dahlquist et al. [3] suggested another choice for γ. They

tried to minimize the error constant of method (2) and preserve good stability
properties. Their choice was γ2 = 1/5.

Formula (2) implies that the step size τ is fixed. Unfortunately, the latter re-
quirement is too restrictive for many practical problems. Therefore we determine
continuous extensions to nonuniform grids for both methods (2) with different
γ’s and come to the following formulas:

xk+1 + (8− 4
√

5)xk + (4
√

5− 9)xk−1 = τk

(
θ2

k + (2θk + 1)(9− 4
√

5)
2θk(θk + 9− 4

√
5)

×g(tk+1, xk+1) +
θ2

k(2
√

5− 4) + 76− 34
√

5
θk(θk + 9− 4

√
5)

g(tk, xk)

+
(9− 4

√
5)(θ2

k + 2θk + 9− 4
√

5)
2θk(θk + 9− 4

√
5)

g(tk−1, xk−1)
)

,

(3)

xk+1 − 4
5
xk − 1

5
xk−1 = τk

(
5θ2

k + 2θk + 1
2θk(5θk + 1)

g(tk+1, xk+1)

+
10θ2

k − 2
5θk(5θk + 1)

g(tk, xk) +
5θ2

k + 10θk + 1
10θk(5θk + 1)

g(tk−1, xk−1)
) (4)

where τk is a current step size of the nonuniform grid wτ with a diameter τ (i.e.,
τ

def= maxk{τk}) and θk
def= τk/τk−1 is a ratio of adjacent step sizes. We have

used our choice for γ, i.e. γ1, in formula (3) and γ2 to obtain method (4).

3 Local and Global Errors Estimation

We recall that both methods (3) and (4) are A-stable on an arbitrary nonuniform
grid. Thus, we control step sizes by the accuracy requirement only. With this
idea in mind, we impose the following restriction on the step size change:
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τ/τmin ≤ Ω <∞. (5)

Formula (5) implies that the ratio of the maximum step size to the minimum one
is bounded with the constant Ω. We need the latter formula for the local-global
step size control to be correct (see, for example, [10]). On the other hand, any
code solving real life problems must be provided with bounds for the maximum
step size and for the minimum one, that is equivalent to (5), because of an
asymptotic form of the theory of ODE methods and round-off errors. Thus,
condition (5) gives us nothing new in practice.

Further, we present the theory of local and global errors computation for
methods (3) and (4) together. So, it is convenient to consider the family of
numerical methods [3] in the general form

θk

θk + γ
xk+1 +

θk(γ − 1)
θk + γ

xk − θkγ

θk + γ
xk−1

= τk
θ2

k + (2θk + 1)γ
2(θk + γ)2

g(tk+1, xk+1) + τk
(1− γ)(θ2

k − γ)
2(θk + γ)2

g(tk, xk)

+τk
γ(θ2

k + 2θk + γ)
2(θk + γ)2

g(tk−1, xk−1)

(6)

where γ is the free parameter and θk is the most recent step size ratio.
For method (6), the standard theory in [8] gives

Δx̃k+1 ≈ −1
6

(
a0(k)In − τkb0(k)∂xg(tk+1, x̃k+1)

)−1

x̃
(3)
k+1

×τ3
k

2∑
i=1

(
ai(k)ψ3

i (θk) + 3bi(k)ψ2
i (θk)

)
,

(7)

Δxk+1 ≈
(
a0(k)In − τkb0(k)∂xg(tk+1, xk+1)

)−1

×
2∑

i=1

(
τkbi(k)∂xg(tk+1−i, xk+1−i)− ai(k)In

)
Δxk+1−i + Δx̃k+1,

(8)

k = l − 1, l, . . . , K − 1, where ai(k) and bi(k), i = 0, 1, 2, are the correspon-
dent coefficients of method (6), and functions ψi in formula (7) are defined as
follows:

ψi(θk) def= 1 +
i−1∑
m=1

θ−1
k , i = 1, 2.

Here, the corrected numerical solution x̃k+1
def= xk+1 + Δxk+1 is of order 3,

∂xg(tk+1, xk+1) denotes a partial derivative of the mapping g(tk+1, xk+1) with
respect to the second variable, In is the identity matrix of dimension n. The
starting errors Δxk, k = 0, 1, . . . , l − 1, are considered to be zero because the
starting values are computed accurately enough (see the starting procedure in
[10] or [11]).
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Note that formulas (7) and (8) have been derived with errors of O(τ4) and
O(τ3), respectively. We also point out that formula (3) has been given in a
slightly different form than it was presented in [8]. Here, we have derived the
local error of method (6) with respect to the more recent step size τk and the
necessary step size ratio θk rather than with respect to the step sizes τk and
τk−1. We have done that for a convenience of presentation of further results
concerning derivative computation.

To calculate the approximate derivative x̃
(3)
k+1 (at most with an error of O(τ))

one can use a Newton (or Hermite) interpolation formula of sufficiently high de-
gree [8]. On the other hand, it imposes an unnecessarily stiff smoothness require-
ment. Therefore we show how to adapt the method of derivative computation in
[9] to variable-coefficient method (6).

First of all we introduce the matrix

Vk(l, s) def=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 · · · 0
1
(−ψ1(Θk)

)1 (−ψ1(Θk)
)2 · · · (−ψ1(Θk)

)s

1
(−ψ2(Θk)

)1 (−ψ2(Θk)
)2 · · · (−ψ2(Θk)

)s

...
...

...
. . .

...
1

(−ψl(Θk)
)1 (−ψl(Θk)

)2 · · · (−ψl(Θk)
)s

0 1 0 · · · 0
0 1 2

(−ψ1(Θk)
)1 · · · s

(−ψ1(Θk)
)s−1

0 1 2
(−ψ2(Θk)

)1 · · · s
(−ψ2(Θk)

)s−1

...
...

...
. . .

...
0 1 2

(−ψl−s+1(Θk)
)1 · · · s(−ψl−s+1(Θk)

)s−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(9)

where

ψi(Θk) def= ψi(θk, θk−1, . . . , θk−l+1)
def= 1+

i−1∑
m=1

m∏
j=1

θ−1
k+1−j , i = 1, 2, . . . , l, (10)

for any l-step method of order s, when computing the (s + 1)-th derivative of a
numerical solution. Formula (9) is a generalization of the extended Vandermonde
matrices in [9] to nonuniform grids. The principal point for us is that the matrix
Vk(l, s) is nonsingular for any grid. The latter follows from Lemma 2 in the
paper mentioned above, formula (10) and the fact that all the step size ratios
are positive. Then, the way presented in [9] gives a formula for computation
of the necessary derivative x̃

(3)
k+1 with an error of O(τ). Thus, formula (7) is

transformed to the convenient form

Δx̃k+1 ≈
(
a0(k)In − τkb0(k)∂xg(tk+1, x̃k+1)

)−1

τk

2∑
i=1

ci(k)g
(
tk+1−i, x̃k+1−i

)
where

c0(k) =
−P (θk)

6θ2
k(θk + 1)(θk + γ)

, c1(k) =
P (θk)

6θ2
k(θk + γ)

, c2(k) =
−P (θk)

6θk(θk + 1)(θk + γ)
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and P (θk) = θ4
k + 4γθ3

k + 6γθ2
k + 4γθk + γ2 is a polynomial with respect to the

parameter γ, being a fixed number, and the most recent step size ratio θk.
We further refer to [10] or [11] for the local-global step size control algorithm

and for the starting procedure. The step size selection is based on the error
estimates presented above.

4 Numerical Experiments

In this section, we give a number of numerical examples confirming the efficiency
of the methods presented above for nonstiff and stiff integrations as well. We
start with numerical experiments on problems with known solutions. They are
nonstiff, and our goal is to check the capacity of both algorithms with the local-
global step size control to attain the set accuracy of computation in automatic
mode.

The first test problem is taken from [6] and it has the form

x′
1(t) = 2tx2(t)

1
5 x4(t), x′

2(t) = 10t exp
(
5
(
x3(t)− 1

))
x4(t), (11a)

x′
3(t) = 2tx4(t), x′

4(t) = −2t ln
(
x1(t)

)
, t ∈ [0, 3] (11b)

with x(0) = (1, 1, 1, 1)T . Problem (11) possesses the exact solution

x1(t) = exp
(
sin t2

)
, x2(t) = exp

(
5 sin t2

)
, x3(t) = sin t2 + 1, x4(t) = cos t2.

Therefore it is convenient to verify how our adaptive methods will reach the
required accuracy.

The second problem is quite practical. This is the restricted three body prob-
lem (see, for example, [6]):

x′′
1(t) = x1(t) + 2x′

2(t)− μ1
x1(t) + μ2

y1(t)
− μ2

x1(t)− μ1

y2(t)
, (12a)

x′′
2(t) = x2(t)− 2x′

1(t)− μ1
x2(t)
y1(t)

− μ2
x2(t)
y2(t)

, (12b)

y1(t) =
(
(x1(t)+μ2)2 +x2(t)2

)3/2

, y2(t) =
(
(x1(t)−μ1)2 +x2(t)2

)3/2

, (12c)

where t ∈ [0, T ], T = 17.065216560157962558891, μ1 = 1 − μ2 and μ2 =
0.012277471. The initial values of problem (12) are: x1(0) = 0.994, x′

1(0) = 0,
x2(0) = 0, x′

2(0) = −2.00158510637908252240. It has no analytic solution, but
its solution-path is periodic. Thus, we are also capable to observe the work of
both methods in practice.

Having fixed the global error bounds and computed the local tolerances by
the formula εl = ε

3/2
g , we apply methods (3) and (4) with the local-global step

size control to problems (11) and (12) and come to the data collected in Ta-
bles 1, 2. We see that both choices of the parameter γ in the family of numerical



48 G.Y. Kulikov and S.K. Shindin

Table 1. Global errors obtained for variable-coefficient methods (3) and (4) (with the
local-global step size control) applied to problem (11)

Method required accuracy
εg = 10−01 εg = 10−02 εg = 10−03 εg = 10−04 εg = 10−05

(3) 8.005 × 10−02 7.305 × 10−03 7.281 × 10−04 9.702 × 10−05 9.823 × 10−06

(4) 7.191 × 10−02 9.041 × 10−03 8.648 × 10−04 7.758 × 10−05 7.566 × 10−06

Table 2. Global errors obtained for variable-coefficient methods (3) and (4) (with the
local-global step size control) applied to problem (12)

Method required accuracy
εg = 10−01 εg = 10−02 εg = 10−03 εg = 10−04 εg = 10−05

(3) 2.083 × 10+00 9.445 × 10−03 7.113 × 10−04 7.077 × 10−05 7.081 × 10−06

(4) 9.092 × 10−02 9.373 × 10−03 7.704 × 10−04 7.703 × 10−05 7.714 × 10−06

methods (6) lead to quite nice results. Both methods have computed the numer-
ical solutions with the set accuracy. We only want to point out that our choice
(method (3)), when γ = 9− 4

√
5, gives the required numerical solutions faster.

The average execution time for method (3) is less by a factor of 1.4 for the first
test problem and by a factor of 1.3 for the second test problem compared with
method (4).

Now we try methods (3) and (4) on the Van der Pol’s equation

x′
1(t) = x2(t), x′

2(x) = μ2
((

1− x1(t)2
)
x2(t)− x1(t)

)
, t ∈ [0, 2] (13)
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Fig. 1. The components x1 and x2 of the Van der Pol’s equation calculated by methods
(3) and (4) with εg = 10−1
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where x(0) = (2, 0)T , and μ = 100. Problem (13) is considered to be very stiff
when the parameter μ is a big number. Despite the small order of the methods
under consideration the results obtained are quite promising. The components of
the numerical solution of problem (13) are given in Figure 1. Both methods have
produced the same result (up to an error of 10−1) which completely corresponds
to the picture in [7].

The final point to mention is that our choice of γ (method (3)) has again
computed the numerical solution of Van der Pol’s equation faster (with a factor
of 1.4). This is a good reason to implement it in practice.
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Abstract. The Continuation of Invariant Subspaces (CIS) algorithm
produces a smoothly varying basis for an invariant subspace R(s) of a
parameter-dependent matrix A(s). In the case when A(s) is the Jacobian
matrix for a system that comes from a spatial discretization of a partial
differential equation, it will typically be large and sparse. Cl matcont is
a user-friendly matlab package for the study of dynamical systems and
their bifurcations. We incorporate the CIS algorithm into cl matcont
to extend its functionality to large scale bifurcation computations via
subspace reduction.

1 Introduction

Parameter-dependent Jacobian matrices provide important information about
dynamical systems

du

dt
= f(u, α), where u ∈ R

n, α ∈ R, f(u, α) ∈ R
n. (1)
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For example, to analyze stability at branches (u(s), α(s)) of steady states

f(u, α) = 0, (2)

we look at the linearization fu(u(s), α(s)). For general background on dynam-
ical systems theory we refer to the existing literature, in particular [15]. If the
system comes from a spatial discretization of a partial differential equation, then
fu will typically be large and sparse. In this case, an invariant subspace R(s)
corresponding to a few eigenvalues near the imaginary axis provides information
about stability and bifurcations. We are interested in continuation and bifurca-
tion analysis of large stationary problems (2).

Numerical continuation for large nonlinear systems of this form is an active
area of research, and the idea of subspace projection is common in many meth-
ods being developed. The continuation algorithms are typically based on Krylov
subspaces, or on recursive projection methods which use a time integrator in-
stead of a Jacobian multiplication as a black box to identify the low-dimensional
invariant subspace where interesting dynamics take place; see e.g. [17, 5, 11, 4, 6],
and references there.

Cl matcont [9] and its GUI version Matcont [8] are matlab packages for
the study of dynamical systems and their bifurcations for small and moderate
size problems. The matlab platform is attractive because it makes them user-
friendly, portable to all operating systems, and allows a standard handling of
data files, graphical output, etc.

Recently, we developed the Continuation of Invariant Subspaces (CIS) al-
gorithm for computing a smooth orthonormal basis for an invariant subspace
R(s) of a parameter-dependent matrix A(s) [7, 10, , 3]. The CIS algorithm uses
projection methods to deal with large problems. See also [12] for similar results.

In this paper we consider integrating the CIS algorithm into cl matcont.
Standard bifurcation analysis algorithms, such as those used in cl matcont,
involve computing functions of A(s). We adapt these methods to large problems
by computing the same functions of a much smaller restriction C(s) := A(s)|R(s)

of A(s) onto R(s). Note, that the CIS algorithm ensures that only eigenvalues
of C(s) can cross the imaginary axis, so that C(s) provides all the relevant
information about bifurcations. In addition, the continued subspace is adapted
to track behavior relevant to bifurcations.

2 Bifurcations for Large Systems

Let x(s) = (u(s), α(s)) ∈ R
n × R be a smooth local parameterization of a

solution branch of the system (2). We write the Jacobian matrix along this path
as A(s) := fu(x(s)). A solution point x(s0) is a bifurcation point if Re λi(s0) = 0
for at least one eigenvalue λi(s0) of A(s0).

A test function φ(s) := ψ(x(s)) is a (typically) smooth scalar function that
has a regular zero at a bifurcation point. A bifurcation point between consecutive
continuation points x(sk) and x(sk+1) is detected when

ψ (x(sk)) ψ (x(sk+1)) < 0. (3)

12
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Once a bifurcation point has been detected, it can be located by solving the
system {

f(x) = 0,
g(x) = 0, (4)

for an appropriate function g.
We consider here the case of a (generic codimension-1 bifurcation) fold or

limit point (LP) and a branch point (BP), on a solution branch (2). For both
detecting and locating these bifurcations, cl matcont uses the following test
functions (see e.g. [15], [13], [9]):

ψM
BP (x(s)) := det

[
A fα

u̇T α̇

]
, (5)

ψM
LP (x(s)) := det (A(s)) =

n∏
i=1

λi (s) , (6)

where ẋ := dx/ds. The bifurcations are defined by:

BP : ψM
BP = 0, LP : ψM

LP = 0, ψM
BP 	= 0. (7)

For some m� n, let

Λ1(s) := {λi(s)}mi=1 , Re λm ≤ . . . ≤ Re λmu+1 < 0 ≤ Re λmu
≤ . . . ≤ Re λ1,

(8)

be a small set consisting of rightmost eigenvalues of A(s) and let Q1(x(s)) ∈
R

n×m be an orthonormal basis for the invariant subspace R(s) corresponding
to Λ1(s). Then an application of the CIS algorithm to A(s) produces

C(x(s)) := QT
1 (x(s))A(s)Q1(x(s)) ∈ R

m×m, (9)

which is the restriction of A(s) onto R(s). Moreover, the CIS algorithm ensures
that the only eigenvalues of A(s) that can cross the imaginary axis come from
Λ1(s), and these are exactly the eigenvalues of C(x(s)). We use this result to
construct new methods for detecting and locating bifurcations. Note, that Λ1(s)
is computed automatically whenever C(x(s)) is computed.

2.1 Fold

Detecting Fold. We replace ψM
BP (x(s)) and ψM

LP (x(s)), respectively, by

ψBP (x(s)) := sign
(

det
[

A fα

u̇T α̇

])
, (10)

ψLP (x(s)) :=
m∏

i=1

λi (s) . (11)

Then LP is detected as:

LP : ψBP (x(sk)) ψBP (x(sk+1)) > 0 and ψLP (x(sk)) ψLP (x(sk+1)) < 0. (12)
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Locating Fold. Let x0 = x(s0) be a fold point. Then A(s0) has rank n− 1. To
locate x0, we use a minimally augmented system (see [13], [9]), with A replaced
by C, whenever possible. The system consists of n + 1 scalar equations for n + 1
components x = (u, α) ∈ R

n × R,{
f(x) = 0,
g (x) = 0, (13)

where g = g (x) is computed as the last component of the solution vector (v, g) ∈
R

m × R to the (m + 1)-dimensional bordered system:[
C(x) wbor

vT
bor 0

] [
v
g

]
=

[
0m×1

1

]
, (14)

where vbor ∈ R
m is close to a nullvector of C(x0), and wbor ∈ R

m is close to
a nullvector of CT(x0) (which ensures that the matrix in (14) is nonsingular).
For g = 0, system (14) implies Cv = 0, vT

borv = 1. Thus (13) and (14) hold at
x = x0, which is a regular zero of (13).

The system (13) is solved by the Newton method, and its Jacobian matrix
is:

J :=
[

fx

gx

]
=

[
A fα

gu gα

]
∈ R

(n+1)×(n+1), (15)

where gx is computed as
gx = −wTCxv, (16)

with w obtained by solving[
CT(x) vbor

wT
bor 0

] [
w
g

]
=

[
0
1

]
. (17)

Here Cxv is computed as

Cx(x)v ≈ QT
1

fx(u + δ z
‖z‖ , α)− fx(u− δ z

‖z‖ , α)

2δ
‖z‖ , z := Q1v ∈ R

n. (18)

Finally we note that at each Newton step for solving (13), linear systems
with the matrix (15) should be solved by the mixed block elimination (see [13]
and references there), since the matrix (15) has the form

M :=
[

A b
cT d

]
, (19)

where A ∈ R
n×n is large and sparse, b, c ∈ R

n, d ∈ R, and A can be ill condi-
tioned.

Once the fold point x0 = (u0, α0) is computed, the corresponding quadratic
normal form coefficient

a :=
1
2
ŵTfuu [v̂, v̂]

is computed approximately as

a ≈ 1
2δ2

ŵT [f (u0 + δv̂, α0) + f (u0 − δv̂, α0)] , v̂ ≈ Q1v

‖Q1v‖ , ŵ ≈ Q1w

v̂TQ1w
. (20)
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Fold Continuation. We use again the system (13) of n + 1 scalar equations,
but for n+2 components x = (u, α) ∈ R

n×R
2, in this case. Again g is obtained

by solving (14), where gx is computed using (16), (17), and (18).
There are four generic codimension-2 bifurcations on the fold curve: Bogdanov-

Takens (or double zero) point (BT), Zero - Hopf point (ZH), Cusp point (CP),
and a branch point (BP). These are detected and located by the correspond-
ing modifications of cl matcont test functions. For example, test function to
detect ZH is

ψZH (x(s)) :=
∏

m≥i>j

(Re λi (s) + Reλj (s)) . (21)

2.2 Branch Points

Detecting Branching. The branch point is detected as:

BP : ψBP (x(sk)) ψBP (x(sk+1)) < 0, (22)

where ψBP is defined by (10).

Locating Branching. Let x0 = x(s0) be a branch point such that f0
x = fx(x0)

has rank n− 1 and

N (
f0

x

)
= Span

{
v0
1 , v0

2

}
, N

((
f0

x

)T
)

= Span
{
ψ0

}
.

We use a minimally augmented system ([14], [2], [1]) of n + 2 scalar equations
for n + 2 components (x, μ) = (u, α, μ) ∈ R

n × R× R,

f(x) + μwbor = 0,
g1 (x) = 0,
g2 (x) = 0,

(23)

where μ is an unfolding parameter, wbor ∈ R
n is fixed, and g1 = g1 (x), g2 =

g2 (x) ∈ R are computed as the last row of the solution matrix
[

v1 v2

g1 g2

]
, v1, v2 ∈

R
n+1, to the (n + 2)-dimensional bordered system:[

fx(x) wbor

V T
bor 02×1

] [
v1 v2

g1 g2

]
=

[
0n×2

I2

]
, Vbor =

[
v1,bor v2,bor

]
, (24)

where v1,bor, v2,bor ∈ R
n+1 are close to an orthonormal basis of N (

f0
x

)
, and wbor

is close to the nullvector of
(
f0

x

)T.
The system (23) is solved by the Newton method [14] with the modifications

in [2]. The Newton method is globalized by combining it with the bisection on
the solution curve.
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3 Examples

All computations are performed on a 3.2 GHz Pentium IV laptop.

Example 1. 1D Brusselator, a well known model system for autocatalytic chem-
ical reactions with diffusion:

d1
l2 u′′ − (b + 1)u + u2v + a = 0,
u(0) = u(1) = a,

d2
l2 v′′ + bu− u2v = 0, in Ω = (0, 1),
v(0) = v(1) = b

a .
(25)

This problem exhibits many interesting bifurcations and has been used in
the literature as a standard model for bifurcation analysis (see e.g. [16]). We
discretize the problem with a standard second-order finite difference approxima-
tion for the second derivatives at N mesh points. We write the resulting system,
which has dimension n = 2N , in the form (2). This discretization of the Brus-
selator is used in a cl matcont example [9]. In Figure 1 a bifurcation diagram
in two parameters (l, b) is shown in the case n = 2560. We first continue an
equilibrium branch with a continuation parameter l (15 steps, 13.5 secs) and
locate LP at l = 0.060640. We next continue the LP branch in two parameters
l, b (200 steps, 400.8 secs) and locate ZH at (l, b) = (0.213055, 4.114737).

Example 2. Deformation of a 2D arch. We consider the snap-through of an elas-
tic arch, shown in Figure 2. The arch is pinned at both ends, and the y displace-
ment of the center of the arch is controlled as a continuation parameter.

Let Ω0 ⊂ R
2 be the interior of the undeformed arch (Figure 2, top left),

and let the boundary Γ = ΓD ∪ ΓN , where ΓD consists of the two points where
the arch is pinned, and ΓN is the remainder of the boundary, which is free. At
equilibrium, material points X ∈ Ω0 in the deformed arch move to positions
x = X + u. Except at the control point Xcenter in the center of the arch, this
deformation satisfies the equilibrium force-balance equation [18]

2∑
J=1

∂SIJ

∂XJ
= 0, X ∈ Ω0, I = 1, 2. (26)
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Fig. 1. Bifurcation diagram for a 1D Brusselator



56 D.S. Bindel et al.

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
1: 00

               

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
2: BP

               

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
3: 99

               

−0.012 −0.01 −0.008 −0.006 −0.004 −0.002 0
−0.25

−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

BP

Fig. 2. Top left: the undeformed arch, top right: the arch at the bifurcation point,
bottom left: the arch at the end of continuation, bottom right: the bifurcation diagram

where the second Piola-Kirchhoff stress tensor S is a nonlinear function of the
Green strain tensor E, where E := 1

2 (FT F − I), F := ∂u
∂X . Equation (26) is thus

a fully nonlinear second order elliptic system. The boundary and the control
point Xcenter are subject to the boundary conditions

u = 0 on ΓD, SN = 0 on ΓN , where N is an outward unit normal, (27)

e2 · u = α, e1 · (FSN) = 0. (28)

The first condition at Xcenter says that the vertical displacement is determined;
the second condition says that there is zero force in the horizontal direction.

We discretize (26) with biquadratic isoparametric Lagrangian finite elements.
Let m be the number of elements through the arch thickness, and n be the
number of elements along the length of the arch; then there are (2m+1)(2n+1)
nodes, each with two associated degrees of freedom. The Dirichlet boundary
conditions are used to eliminate four unknowns, and one of the unknowns is used
as a control parameter, so that the total number of unknowns is N = 2(2m +
1)(2n + 1) − 5. Figure 2 displays the results in the case when the continuation
parameter is y displacement of node in middle of arch; m = 4, n = 60, N = 2173
unknowns; 80 steps took 258.4 secs, one BP was found.
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Abstract. In this paper, we present a new approach to simulate time-
dependent initial value differential equations which solutions have a com-
mon property of blowing-up in a finite time. For that purpose, we intro-
duce the concept of “sliced-time computations”, whereby, a sequence
of time intervals (slices) {[Tn−1, Tn]|n ≥ 1} is defined on the basis of a
change of variables (re-scaling), allowing the generation of computational
models that share symbolically or numerically “similarity” criteria. One
of these properties is to impose that the re-scaled solution computed on
each slice do not exceed a well-defined cut-off value (or threshold) S. In
this work we provide fundamental elements of the method, illustrated
on a scalar ordinary differential equation y′ = f(y) where f(y) verifies∫ ∞
0

f(y)dy < ∞. Numerical results on various ordinary and partial dif-
ferential equations are available in [7], some of which will be presented
in this paper.

1 Introduction

Let Ω be an open domain of IRn with boundary Γ , sufficiently regular. We
consider in this work some numerical aspects related to the blow-up in finite
time, of the solution of the semi-linear parabolic equation consisting in finding
{Tb, u} where 0 < Tb <∞, u : Ω × [0, Tb) such that:

ut −Δu = f(u), x ∈ Ω, 0 ≤ t < Tb, u(x, 0) = u0(x) ≥ 0,∀x ∈ Ω,

u(x, t) = 0,∀x ∈ Γ, 0 < t < Tb. (1)

The function f is such that f(y) = O(yp) or f(y) = O(eky) as y → ∞ and
verifies:

f : IR → IR+, with f ∈ C1, f and f ′ strictly monotone increasing on IR+.
(2)

Under (2), there exists a unique solution to (1) such that, if u0 ≥ 0, then
u(., t) ≥ 0, for all t in the time domain of existence for u. Furthermore, it is
easy to verify that under (2.3), then

∫ ∞
a

1
f(x)dx <∞ for some a ≥ 0. In fact, it is

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 58–65, 2005.
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shown in ([4] pp. 55-56), that this condition is necessary for finite blow-up time to
problem (1). Thus, the solution {Tb, u} is assumed to satisfy a blowing-up prop-
erty, specifically the existence of a time Tb, such that limt→T−

b
||u(., t)||∞ = ∞.

where the L∞-norm is defined by ||g||∞ = maxx∈Ω |g(x)|, for all functions g : IR
→ IR . Under (2), the blow-up time Tb, verifies (see [4]),

∫ ∞
0

[ f(z)]−1dz <

Tb <
∫ ∞
0

[f(z) − λ1z]−1dz, with δ∗ = λ1 sup{ u
f(u) , u ≥ 0} < 1, u0 =, λ1 be-

ing the first eigenvalue of the problem −ΔΦ = λΦ. As to the points of Ω
where the explosion occurs, Friedman et McLeod ([10]) proved that the set
E of blow up points of (1), form a compact subset E in Ω. In case the do-
main Ω satisfies a radial symmetry property around the origin o, and u0 is
a radial function, then E reduces to a single point which is the origin itself.
This property is confirmed by [4] who gives also the asymptotic behavior of
the solution when t → Tb. Space discretization of (1) leads naturally to very
stiff solutions that demonstrate rapid growth in a short range of time, partic-
ularly when numerical time integration gets close to the blow-up time. This
rapid growth imposes major restrictions on the time step. It is easily verified
in such case, that even adaptive numerical procedures (available for example
in the various ode MATLAB solvers) fail to provide an acceptable approxima-
tion to either the solution or to the blow-up time. Thus, our objective in this
work is to obtain numerical algorithms for finding an approximation to u and
as well an estimate of the blow-up time Tb, using a new rescaling technique.
In previous papers (see [8], [9]) we have implemented a numerical method to
solve (1) based on an ε-perturbation that transforms the system into an equiv-
alent one that possesses a “mass conservation property” (see [13]). The solu-
tion of this resulting problem is known to be global, thus subject to be solved
using standard numerical methods for stiff systems. Several authors have at-
tempted to solve numerically finite blow-up time problems. To our knowledge,
initial work can be found in [11],[12], when f(u) = λeu. The authors com-
pute an approximation to the blow-up time, for several values of λ, through a
semi-discretization of the space variables, then solve the resulting ordinary dif-
ferential system of equations using Runge-Kutta methods. More sophisticated
algorithms based on rescaling techniques have been considered by Chorin [6],
and also Berger and Kohn [5] when f(u) = uγ . Such technique can describe
accurately the behavior of the solution near the singularity. However, one of
its main disadvantages is a varying mesh width and time step at each point
in space-time, linked to the rapid growth in the magnitude of the solution.
Consequently, this requires simultaneously the adjustment of boundary con-
ditions to avoid the loss of accuracy far from the singularity. In References
[1],[2], the authors analyze the blow-up behavior of semidiscretizations of re-
action diffusion equations. More recently, Acosta, Duran and Rossi derived in
[3] an adaptive time step procedure for a parabolic problem with a non-linear
boundary condition that causes blow-up behavior of the solution. They used
also an explicit Runge Kutta scheme on the resulting system of ordinary dif-
ferential equations, obtained from the semi-discretization of the space variable
using a standard piecewise linear finite element method followed by lumping
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the mass matrix. A time rescaling procedure is also introduced with neces-
sary and sufficient conditions for the existence of blow-up for the numerical
solution.

Our approach in this paper differs from those just cited in the sense that we
attempt to rescale simultaneously the time and space variables, aiming at the
generation of a sequence of “slices” of time intervals {[Tn−1, Tn] : n = 1, 2, ...},
such that on each of these subintervals, the computation of the solution can be
easily controlled by a preset threshold (or cut-off) value S, avoiding thus
overflow in the global computations. We illustrate the method on an elementary
differential equation y′ = f(y) having blow-up under (2). In fact, the technique
we are presenting was motivated by an invariance property in the cases when
f(y) = ey or f(y) = yp. The scalar problem consists in finding {Tb, y}, where
0 < Tb <∞, y : [0, Tb)→ R such that:

dy

dt
= f(y), 0 < t < Tb, y(0) = y0, lim

t→Tb

y(t) =∞. (3)

In order to determine the first time subinterval [0, T1], we start by normalizing
(3), by introducing the normalizing parameters α(1) and β(1) through the change
of variables y(t) = y0+α(1)z(s), t = β(1)s. Thus, the base Model corresponding
to (3), is given by:

dz

ds
= g1(s) =

β(1)

α(1)
f(y0 + α(1)z), 0 < s ≤ s1, z(0) = 0, z(s1) = S. (4)

where s1 =
∫ S

0
dz

g1(z) . Stepping up the solution forward, we define the nth slice
by rescaling both variables y and t in the initial value problem

dy

dt
= f(y), Tn−1 < t, y(Tn−1) = yn−1,

using the change of variables:

t = Tn−1 + β(n)s, y(t) = yn−1 + α(n)z(s) (5)

Thus, the subinterval [Tn−1, Tn] is determined recurrently for n ≥ 2 using the
rescaled model:

dz

ds
= gn(z), 0 < s ≤ sn, z(0) = 0, z(sn) = S. (6)

The function gn(.) is given by gn(z)=[f(yn−1)+α(n)z]β(n)

α(n) , with sn =
∫ S

0
gn(z)dz.

Note that, the base and rescaled models are respectively defined by the param-
eters: {g1, s1, g1(0), g1(S)} and {gn, sn, gn(0), gn(S)}. When gn = g1, both the
rescaled and base models are identical. Such is the case when f(y) = ey or
f(y) = yp, with respectively αn = 1βn = e−yn−1 and αn = yn−1 βn = (yn−1)1−p.
In general, the sequences {Tn} and {yn = y(Tn)} verify:

Tn = Tn−1 + β(n)sn, yn = yn−1 + α(n)S (7)
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Determining the sequences {α(n)} and {β(n)} appears to be crucial in the im-
plementation of our rescaling method. This will be done in sections 2 and 3
respectively. More precisely, the sequence {α(n)} is determined consistently with
the explosive behavior of the solution of the initial value problem (3). In section
3, we analyze the sequence {β(n)} which allows the computation of the sequence
{Tn}, using (5.2), Tn = Tn−1 + β(n)sn. In this view, we start by defining a
“similarity” criterion between the base and rescaled models identified by the
parameters:

Definition 1. The rescaled model (6) is said to be similar to the base model (4),
if there exists two positive constants c and C independant of n, such that:

cg1(0) ≤ gn(0) ≤ gn(z) ≤ gn(S) ≤ Cg1(S).

The sequences {α(n)} and {β(n) are determined as follows.

1. The main criteria on which we rely to determine the adequate values of the
parameters {α(n)} is the explosive behavior of the initial problem (3). That
is, the sequences {Tn} and {yn} generated by (7) should satisfy the blow-up
behavior of the solution, limn→∞ yn =∞, yn = y(Tn), limn→∞ Tn = Tb. On
that basis and given the estimate α(n)S

f(yn) ≤ Tn−Tn−1 ≤ α(n)S
f(yn−1)

, the sequence
{αn} must verify the necessary conditions: (i) the infinite series

∑∞
n=1 α(n)

is divergent and (ii) limn→∞ ( α(n)

f(yn) ) = 0.

Note that the 2 cases, α(n) = 1 and α(n) = yn−1 (corresponding to gn = g1,
when respectively, f(y) = ey and f(y) = yp) verify such necessary conditions.
Moreover, the resulting sequences {yn} reveal to be respectively geometric or
arithmetic, which significantly simplifies the implementation of the rescaling
method. Although conditions (i) and (ii) provide a wide range of choices for
the sequence {α(n)} we restrict ourselves to the choices α(n) = yn−1 in the
case f(y) = O(yp) and α(n) = 1 if f(y) = O(ey).

2. For the sequence {β(n)}, we rely on the estimate gn(0) ≤ gn(z) ≤ gn(S)
which implies S

gn(S) ≤ sn ≤ S
gn(0) , ∀n. Thus, fixing the bounds on sn can

be obtained directly by fixing those of gn. Since gn(0) = β(n)

α(n) f(yn−1) and

gn(S) = β(n)

α(n) f(yn), hence gn(z) depends directly on the ratio β(n)

α(n) and
the sequence {yn}. Since we cannot fix simultaneously gn(0) and gn(S),
we let rn = f(yn)

f(yn−1)
= gn(S)

gn(0) and choose gn(0) = g1(0), implying that

β(n) = α(n) g1(0)
f(yn−1)

= α(n) β(1)

α(1)
f(0)

f(yn−1)
. Thus g1(0) ≤ gn(z) ≤ g1(0)rn im-

plying S
rng1(0)

≤ sn ≤ S
g1(0)

. If f(y) = O(yp), α(n) = yn−1 or f(y) =
O(ey), α(n) = 1, the sequence {rn} is uniformly bounded and one has simi-
larity between the base and rescaled models according to Definition 1. Fur-
thermore, Tn−Tn−1

T1
= β(n)sn ≤ β(n) S

T1g1(0)
.



62 N.R. Nassif, D. Fayyad, and M. Cortas

Thus, re-scaling Algorithm Main features are described by the following steps:

1. Choice of the cut-off value S, and of the computational tolerance εTol

2. Given yf
max the maximum acceptable argument for f(.) in the computa-

tional environment, verify Compatibility Test to insure no overflows
would cause process interruption. When α(n) = 1, Test is given by:
� 1

S f−1
(

S
εT ol

)
�+ 1 < �yf

max

S �.
3. Using RK4 (or other method) solve the base model to determine [0, T1] and

y(t) on [0, T1] using cut-off value S.
(a) Start the recurrence for n > 1
(b) Re-scaling the variables (t = Tn−1 + β(n)s y(t) = yn−1 + α(n)z(s))
(c) Specify and program the function gn.
(d) Solve the re-scaled model using RK4: Determine sn using cut-off value

S.
(e) Deduce Tn = Tn−1 + β(n)sn and y(t) on [Tn−1, Tn].
(f) End recurrence when Tn−Tn−1

T1
≤ εTol. nSTOP := n

4. Set the approximation blow-up as Tb := TnST OP

5. Compile the global solution y(t) on [0, Tb].
6. Visualize the numerical solutions.

2 Application to a Blowing-Up Semi-linear Parabolic
System

Applying the method of sliced-time computations on the problem (1) is done
through a first step consisting of a semi-discretization in space of this system.
This leads to a system of ordinary differential equations. In fact, finding an
invariance, or even defining a similarity on (1) seems to be a very complex
task. On the other hand, dealing with a a first order semi-discretized system
resulting from (1), allows an eventual track to applying the method of sliced-
time computations. We introduce some notations.

Definition 2. If V = (V1, V2, ..., Vk)T ∈ IRk, then F (V ) = (f(V1), f(V2), ...,
f(Vk)T ∈ IRk. On the other hand, DV is the diagonal matrix whose diagonal
elements are the components of the vector V , i.e. DV = Diag(V ) ∈ IRk×k.

We choose the finite differences method for discretization. Let h = (h1, h2, ...,
hd)T ∈ IRd , (|h| = maxi |hi|), the discretization parameter. k = k(h) is the
number of nodes in Ω as well as the dimension of the semi-discretized problem.
The solution u of (1) being known on the boundaries Γ , the approached solution
U(t) of (8) is only about the nodes in Ω. k(h) = O(|h|−d) and lim|h|→0 k(h) =
∞. Under such conditions, the ith component of Ui(t) is an approximation of
the solution u on the node xi ∈ Ω and on the time t. Let ui(t) = u(xi, t),
∀i = 1, ..., k and let u(t) = {ui(t) : 1 ≤ i ≤ k} the resulting vector of IRk. The

semi-discretization leads to the following problem:

dU

dt
+ AU = F (U), U(0) = U0, (8)
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having U(t) ∈ IRk and F : IRk → IRk, and A ∈ IRk×k, A is a square ma-
trix representing the standard finite differences discretization corresponding to
−Δ on Ω. An nth slice [Tn−1, Tn] for (8), starts with the initial value problem
dU
dt = −AU + F (U), Tn−1 ≤ t, U(Tn−1) = Un−1. If we consider the change of
variables:

Ui(t) = Ui,n−1 + α
(n)
i Zi(s), α

(n)
i 	= 0, ∀i, ∀n, t = Tn−1 + β(n)s, β(n) 	= 0. (9)

Written in matrix, this is equivalent to:

U(t) = Un−1 + Dα(n) Z(s). (10)

which gives the following form for the rescaled model:

dZ

ds
= −An(Z) + Gn(Z), Z(0) = 0, ‖Z(sn)‖∞ = S. (11)

where
Gn(Z) := β(n)D−1

α(n) [F (Un−1 + Dα(n) Z)] , (12)

and An(Z) := β(n)D−1
α(n) [A(Un−1 + Dα(n)Z)]. Using (9) and (10), we have

for s = sn, Un = U(Tn) = Un−1 + Dα(n)Z(sn), Tn = Tn−1 + β(n)sn. For
n = 1, (11) defines the base model. No invariance can be found between the
base model and the rescaled model. We will therefore be looking for similarity
criteria, with f(.) verifying (2). Since our numerical tests are limited to the case
of a single blow-up point, we assume the explosion of the vector U(t) occurs for
the component i0, i.e. we assume the existence of i0 independent of h such that
the solution U(t) of (8) verifies ‖U(t)‖∞ = |Ui0(t)|. As for {α(n)

i , 1 ≤ i ≤ k}, we
discern two cases: (i) f(.) is exponential order leading to α

(n)
i = 1 , ∀i . and (ii)

f(.) is polynomial order in which case we choose α
(n)
i = Ui,n−1 , ∀i , (α(1)

i = 1,
lorsque U0 = 0) . In fact, (9) added to the last identity lead respectively to
‖Un‖∞ = ‖U0‖∞ + nS or ‖Un‖∞ = (1 + S)n ‖U0‖∞. Using (9), we have
respectively |Ui,n| ≤ |Ui,0| + nS, if α

(n)
i = 1 and |Ui,n| ≤ (1 + S)n|Ui,0|, if

α
(n)
i = Ui,n−1. Both relations are consistent with limn→∞ ‖Un‖∞ =∞. We aim

now to define the similarity for (11). In order to obtain {β(n)}, we noted that
in (11), dZ

ds is the sum of a diffusion term−An(Z), and a reaction term Gn(Z).
Since the reaction term rules the behavior of the solution, β(n) will be obtained
through a lower similarity property of the form ‖Gn(0)‖∞ = ‖G1(0)‖∞. This
leads to: β(n)‖D−1

α(n)F (Un−1)‖∞ = β(1)‖D−1
α(1)F (U0)‖∞, which can also be

written as:

β(n) = β(1)
‖D−1

α(1)‖∞ ‖F (U0)‖∞
‖D−1

α(n)‖∞ ‖F (Un−1)‖∞
= β(1) ‖Dα(n)‖∞ ‖F (U0)‖∞

‖Dα(1)‖∞ ‖F (Un−1)‖∞ . (13)

Thus, β(n) = β(1) f(Ui0,0)

f(Ui0,n−1)
if α

(n)
i = 1 and β(n) = β(1) |Ui0,n−1|

|Ui0,0|
f(Ui0,0)

f(Ui0,n−1)
if

α
(n)
i = Ui,n−1. Computing Z(s) on the nth slice [Tn−1, Tn] gives Sn = Z(sn).
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Fig. 1. Variation of the single point of the solution u and of ln(u) against the time
t. Ω is unidimensional, S = 3, h = 1

4
and τ = h2

2
= 1

16
. Note the equal slices due to

α
(n)
i = 1

Fig. 2. Variation of the solution u of the problem u
′
= Δu+ ey , over the slices having

u(0) = 0, S = 2, Ω is bidimensionnel −1 ≤ x ≤ 1 et −1 ≤ y ≤ 1 having 15 × 15 = 225
nodes

Under the validity of (12), we conclude that Gn(Sn) = β(n)D−1
α(n)F (Un).

Consequently, ‖Gn(Sn)‖∞ = β(n)‖D−1
α(n)‖∞‖F (Un−1)‖∞ |f(Ui0,n)|

|f(Ui0,n−1)|
= ‖Gn(0)‖∞ f(Ui0,n)

f(Ui0,n−1)
. Furthermore, since Un(t) = Un−1 + Dα(n)Z(s), one

has: ‖Gn(Z)‖∞ = β(n) ‖D−1
α(n)‖∞‖F (Un−1)‖∞ f(Ui0 (t))

f(Ui0,n−1)
and ‖Gn(Z)‖∞ =

‖Gn(0)‖∞ f(Ui0 (t))

f(Ui0,n−1)
≤ ‖Gn(0)‖∞ f(Ui0,n)

f(Ui0,n−1)
. Since f(Ui0(t)) ≤ f(Ui0,n), one has

under the assumptions on f(.) added to (13), limn→∞ β(n) = 0 and ‖Gn(Z)‖∞ ≤
C ‖Gn(0)‖∞ if f(Ui0,n)

f(Ui0,n−1)
≤ C, ∀n.
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A numerical application is conducted on ∂u
∂t = Δu + eu. The rescaled models

(11) are given by

dZ

ds
= β(n)D−1

α(n) [−(AUn−1 + Dα(n) Z)]

+ β(n)D−1
α(n) [e

(Un−1+D
α(n) Z)] = −An(Z) + Gn(Z), 0 < s ≤ sn,

Z(0) = 0, ‖Z(sn)‖∞ = S. We pick α
(n)
i = 1, ∀i, ∀n, implying Dα(n) = I,

and from (13), β(n) ‖D−1
α(n)e

Un−1‖∞ = β(1)‖D−1
α(1)e

U0‖∞, leading to β(n) =

β(1) e‖U0‖∞

e
‖Un−1‖∞ . The figures below are few results of numerical experiments con-

ducted on blow-up problems. (See [7]).
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Abstract. Modeling unsaturated flow using numerical techniques such
as the finite element method can be especially difficult because of the
highly nonlinear nature of the governing equations. This problem is even
more challenging when a steady-state solution is needed. This paper
describes the implementation of a pseudo-transient technique to drive the
solution to steady-state and gives results for a real-world problem. The
application discussed in this paper does not converge using a traditional
Picard nonlinear iteration type finite element solution. Therefore, an
alternate technique needed to be developed and tested.

1 Introduction

Modeling unsaturated flow using numerical techniques such as the finite ele-
ment method can be especially difficult because of the highly nonlinear nature
of the governing equations. This challenge is even more exacerbated when (1)
a steady-state solution is needed, (2) soil properties such as relative hydraulic
conductivity go from almost horizontal to almost vertical (see Fig. 1), (3) an
influx of water from rainfall occurs at the top of very dry, low hydraulic con-
ductivity unsaturated soil, (4) injection wells are in the unsaturated zone (see
IG-1 in Fig. 2), and (5) some pumped wells become totally above the water table
or in the unsaturated zone. An early version of the data set for the application
discussed in this paper has all of these traits, and the steady-state solution does
not converge using a traditional Picard nonlinear iteration finite element solu-
tion. The data set needed to be modified to relieve some of the above problems,
but a converged solution was needed to know what changes to make. Therefore,
an alternate solution was developed and tested. This paper describes the im-
plementation of a modified version of a pseudo-transient technique described in
[3] to drive the solution to steady-state and gives computational results for this
real-world application.

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 66–73, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. This figure illustrates the relative hydraulic conductivity versus pressure head
curve for soils such as sand where the curve goes from almost horizontal to near vertical
rather quickly

Fig. 2. This figure shows the top twenty layers of the mesh. There are 18 different
material types. A large injection well, IG-1, in the unsaturated zone is also shown

The computer model used in this study is the parallel version [7] of FEMWA-
TER [5], which is a groundwater flow and transport code. The finite element
mesh is partitioned using METIS [2].
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2 Description of the Application

The problem consists of modeling the remediation of a military site using a
pump-and-treat system. The finite element mesh uses 402,628 nodes and 779,328
three-dimensional prism finite elements. There are 18 different soil types, 9 in-
jection wells, 1 chimney drain which also injects water, and 38 extraction wells.
Once the model is properly calibrated with observed data, it is then used to
predict the efficiency of a proposed pump-and-treat system. Table 1 shows the
saturated hydraulic conductivities for the three material types at the top of the
ground (16-18 in Fig.2). The incredibly small kz = 0.0001 ft/hour where the
ground is very dry and water from precipitation is coming into the system adds
significantly to the difficulty of convergence.

Table 1. Saturated hydraulic conductivities (ft/hour)

Material Number kx ky kz

16 1.042 1.042 0.008

17 0.08 0.08 0.008

18 0.01 0.01 0.0001

3 Flow Equations

Pressure head for steady-state conditions in FEMWATER is modeled by apply-
ing conservation of mass to obtain,

∇ ·
[
kr (h)ks ·

(
∇h +

ρ

ρ0
∇z

)]
+

Nss∑
m=1

ρ∗m
ρ0

Qmδ (r− rm) = 0 , (1)

h =
p

ρ0g
. (2)

where δ is the Dirac delta function, g is the acceleration due to gravity, h is the
pressure head, kr (h) is the highly nonlinear relative hydraulic conductivity, ks

is the saturated hydraulic conductivity tensor, Nss is the number of source/sink
nodes for flow, Qm is the quantity of flow at the mth source/sink node, p is the
pressure, ρ is the density with contaminant, ρ0 is the density without contami-
nant, ρ∗m is the density of the mth source/sink fluid, r is a vector from the origin
to an (x, y, z) point in space, and rm is the location of the mth source/sink node.

The Galerkin finite element method is then applied to obtain

K (h)h = Q
′
(h) . (3)

Here K (h) is the stiffness matrix, h is a vector of pressure heads at the finite
element nodes, and Q′ (h) is a collection of flow type terms for the right-hand
side. Eq. 3 is the resulting system of nonlinear equations to be solved.
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4 Solution of the System of Nonlinear Equations

A Newton iteration [4] to reduce the nonlinear residual,

F (h) = Q
′
(h)−K (h)h . (4)

is given by
hn+1 = hn − F

′
(hn)−1 F (hn) , (5)

F
′
(h)ij =

∂ (F)i

∂ (h)j

(h) . (6)

where F
′
(h) is the Jacobian matrix. FEMWATER uses a Picard iteration, which

is equivalent to approximating the Jacobian matrix by −K. This produces

hn+1 = hn + K−1
n

(
Q

′
n −Knhn

)
= K−1

n Q
′
n . (7)

The disadvantage of the Picard approximation is the loss of potentially im-
portant terms, but the advantage is that the system of simultaneous, linear
equations to be solved (Eq. 7) remains symmetric and positive-definite. Thus, a
parallel preconditioned conjugate gradient solver works quite well.

4.1 Convergence of the Steady-State Problem

Because of factors such as the severe relative hydraulic conductivity curve shown
in Fig. 1, the steady-state solution for this data set did not converge. Convergence
is helped somewhat by adding a dynamic type relaxation to the Picard iteration
as follows:

hn+1 = (1− αn+1)hn + αn+1h̄n+1 0 < αn+1 ≤ 1 , (8)

h̄n+1 = K−1
n Q

′
n . (9)

where the relaxation factor αn+1 is adjusted based on whether the maximum
absolute value of the pressure head change |�h|max

n+1 between hn and h̄n+1 for
all the N finite element nodes,

|�h|max
n+1 =

N
max
i=1

∣∣(h̄n+1

)
i
− (hn)i

∣∣ . (10)

decreased or increased from |�h|max
n . The adjustment used is

αn+1 = min (αn + εα, αmax) |�h|max
n+1 ≤ |�h|max

n , (11)

αn+1 = max (fααn, αmin) |�h|max
n+1 > |�h|max

n , 0 < fα < 1 . (12)

where εα, fα, αmin, and αmax are input variables. Values that worked well for
this application are εα = 0.005, fα = 0.667, αmin = 0.01, and αmax = 0.5.
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4.2 Pseudo Time-Step Implementation

For those problems such as the initial data set used in this study where the
steady-state Picard iteration would not converge, an additional term is added
to Eq. 3 to produce

fm+1M
(
hm+1

) (
hm+1 − hm

)
+ K

(
hm+1

)
hm+1 = Q

′ (
hm+1

)
. (13)

where fm+1 is a multiplication factor equivalent to the reciprocal of a time
increment for pseudo time-step m + 1, hm is pressure head for pseudo time-step
m, and after some experimentation, M was chosen to be the diagonal of K.
Adding this term is acceptable because eventually steady-state will be achieved,
and thus hm+1 ≈ hm, causing the additional term to vanish. The Picard iteration
for this implicit Euler approximation now becomes,

hm+1
n+1 =

(
fm+1Mm+1

n + Km+1
n

)−1
(
Q

′m+1
n + fm+1Mm+1

n hm
)

. (14)

To compute fm+1, the norm of the residual must first be computed. The
residual is computed from

Fm+1
1 = Q

′m+1
1 + fm+1Mm+1

1 hm − (
fm+1Mm+1

1 + Km+1
1

)
hm+1

1 . (15)

But since the pressure head at time-step m is the same as that of the first
nonlinear iteration of time-step m + 1,

hm+1
1 = hm , (16)

Eq. 15 becomes
Fm = Q

′m −Kmhm . (17)

Using the discrete l2 norm on RN ,

‖Fm‖ =

√√√√ 1
N

N∑
i=1

(Fm)2i , (18)

fm+1 is computed by using a version of the switched evolution relaxation (SER)
algorithm [6] as follows:

fm+1 = fm ‖Fm‖
‖Fm−1‖ . (19)

In most cases, the nonlinear iteration for a pseudo time-step converged in
a few Picard iterations. However, occasionally the same instability that caused
the need for the pseudo time-step algorithm in the first place generated a lack
of convergence after 50 iterations. If that happened, fm+1 was modified by

fm+1 = fm+1 +
1
2
f0 . (20)
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every 50 iterations until convergence occurred. f0 is computed from the input
value of �t by

f0 =
1
�t

. (21)

Also,
f1 = f0 . (22)

The advantage of this approach is that each new pseudo time-step brings the
solution closer to steady-state, and the added term in Eq. 13 is simpler than
the real transient term that could be used. Doing only one nonlinear iteration
per pseudo time-step was also tried, but for this application, the instability so
dominated that a full convergence of each pseudo time-step seemed best. For this
data set, fm+1 always became so small that the inherent instability reemerged
such that fm+1 would become bigger. However, the residual gradually became
smaller for most pseudo time-steps. Initially, a number of traditional Picard
nonlinear iterations (fm+1 = 0) are done, and only if convergence is not achieved
the traditional way is the pseudo time-stepping started. This way, only isolated
areas in the unsaturated zone need further adjustment.

5 Results

The application data set was run on the ERDC MSRC SGI 3900 with 32 pro-
cessors using the material properties given in Table 1 with additional data de-
scribed in Table 2. Time required to do the computation was 19,593 seconds
(5.4425 hour). It was not practical to do a true transient solution with the ma-
terial properties given in Table 1, as convergence was so difficult, even when
increasing the pumping rates and precipitation flux gradually. Thus the mate-
rial properties were modified as shown in Table 3 to an easier problem. The
consequence of changing the material data is that a different problem is solved.
It will, however, allow the comparison of errors between a true transient solution
and a more difficult problem solved by the pseudo time-stepping technique.

To determine accuracy, six wells in the unsaturated zone are examined for
error between the input pumping rates and those produced after the solution
process. The true transient solution was run for a simulation time of 288 hours

Table 2. Computational data

Number of traditional Picard iterations 1,000

Tolerance for convergence of Picard iterations 0.0005

Number of pseudo time-steps 1,000

�t for computing f0 0.05
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Table 3. Modified saturated hydraulic conductivities (ft/hour)

Material Number kx ky kz

16 1.042 1.042 0.1042

17 0.04 0.04 0.004

18 0.02 0.02 0.002

Table 4. Errors in well pumping rates

Well Number Pseudo time-stepping True transient

1 3.12E-09 1.52E-05

2 -3.22E-07 1.20E-05

3 -4.67E-05 7.39E-06

4 4.15E-09 4.64E-06

5 2.31E-09 -1.86E-04

6 -6.67E-07 2.63E-05

using the relaxed soil properties. Table 4 shows a comparison of the error in the
well pumping rates for the two different techniques.

6 Conclusions

The pseudo time-stepping algorithm gives an acceptable alternative to achiev-
ing a steady-state solution to the highly nonlinear unsaturated flow groundwater
problem when convergence is not obtained by traditional methods. Further, au-
tomatic determination of the pseudo time-step size is easily found. Results also
show that accuracy can be achieved easier than doing a true transient compu-
tation. For this application, the pseudo time-stepping algorithm is currently the
only way found thus far to achieve a solution because of the complexities of the
true transient term which is also highly nonlinear.

7 Future Work

As described in [1], alternate approaches will next be investigated. One example
is to use Newton iterations with line search after a given number of Picard itera-
tions have been completed. Also, the nonlinear Newton-Krylov solvers described
in [8] will be investigated.
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Abstract. Spherical Harmonic Transforms (SHTs) which are essentially Fourier 
transforms on the sphere are critical in global geopotential and related 
applications. Discrete SHTs are more complex to optimize computationally 
than Fourier transforms in the sense of the well-known Fast Fourier Transforms 
(FFTs). Furthermore, for analysis purposes, discrete SHTs are difficult to 
formulate for an optimal discretization of the sphere, especially for applications 
with  requirements in terms of near-isometric grids and special considerations in 
the polar regions. With the enormous global datasets becoming available from 
satellite systems, very high degrees and orders are required and  the implied 
computational efforts are very challenging. The computational aspects of SHTs 
and their inverses to very high degrees and orders (over 3600) are discussed 
with special emphasis on information conservation and numerical stability. 
Parallel and grid computations are imperative for a number of geodetic, 
geophysical and related applications, and these are currently under 
investigation.  

1   Introduction 

On the spherical Earth and neighboring space, spherical harmonics are among the 
standard mathematical tools for analysis and synthesis (e.g., global representation of 
the gravity field and topographic height data). On the celestial sphere, COBE, WMAP 
and other similar data are also being analyzed using spherical harmonic transforms 
(SHTs) and extensive efforts have been invested in their computational efficiency and 
reliability (see e.g. [6], [7] and [17]). 

In practice, when given discrete observations on the sphere, quadrature schemes 
are required to obtain spherical harmonic coefficients for spectral analysis of the 
global data.  Various quadrature strategies are well known, such as equiangular and 
equiareal. In particular, Gaussian quadratures are known to require the zeros of the 
associated Legendre functions for orthogonality in the discrete computations.  As 
these zeros are not equispaced in latitude, the Gaussian strategies are often secondary 
in applications where some regularity in partitioning the sphere is critical. Under such 
requirements for equiangular grids in latitude and longitude, different optimization 
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schemes are available for the computations which become quite complex and 
intensive for high degrees and orders. The approach of Driscoll and Healy [5] using 
Chebychev quadrature with an equiangular grid is advantageous in this context.  

2   Continuous and Discrete SHTs 

The orthogonal or Fourier expansion of a function f(θ, λ) on the sphere S2 is given by 

m
n,m n

n 0 |m| n

f ( , ) f Y ( , )
∞

= ≤

θ λ = θ λ (1)

using colatitude θ and longitude λ, where the basis functions m
nY ( , )θ λ  are called the 

spherical harmonics satisfying the (spherical) Laplace equation 2

m
nS

Y ( , ) 0Δ θ λ = , for 

all |m| < n  and n = 0, 1, 2, ….  This is an orthogonal decomposition in the Hilbert 
space 2 2( )SL  of functions square integrable with respect to the standard rotation 

invariant measure dσ = sin θ dθ dλ  on S2.  In particular, the Fourier or spherical 
harmonic coefficients appearing in the preceding expansion are obtained as inner 
products 

2

2

2

m
n,m n

S

m im
n

S

m im
nm

S

f f ( , ) Y ( , ) d

(2n 1)(n m)!
f ( , ) P (cos ) e d

4 (n m)!

(2n 1)(n m)!
( 1) f ( , ) P (cos ) e d

4 (n m)!

λ

λ

= θ λ θ λ σ

+ −= θ λ θ σ
π +

+ −= − θ λ θ σ
π + (2)

in terms of the associated Legendre functions m m
nm nP (cos ) ( 1) P (cos )θ = − θ , with the 

overbar denoting the complex conjugate.  In most practical applications, the functions 
f(θ,λ) are band-limited in the sense that only a finite number of those coefficients are 
nonzero, i.e. n,mf 0≡ for all n > N. 

The usual geodetic spherical harmonic formulation is slightly different with 
n

nm nm nm
n 0 m 0

f ( , ) [C cos m S sin m ] P (cos )
∞

= =

θ λ = λ + λ θ (3)

where 

2

nm
nm

Snm

cos mC 1
f ( , ) P (cos ) d

sin m4S

λ
= θ λ θ σ

λπ (4)

and 

nm nm

n n

2(2n 1)(n m)!
P (cos ) P (cos )

(n m)!

P (cos ) 2n 1 P (cos )

+ −θ = θ
+

θ = + θ (5)
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In this geodetic formulation, the dashed overbars refer to the assumed normalization.  
Colombo [1981] has discretized this formulation with θj = j π / N, j = 1, 2, …, N  and  
λk = k π / N, k = 1, 2, …, 2N. 

Legendre quadrature is however well known to provide an exact representation of 
polynomials of degrees up to 2N – 1 using only N data values at the zeros of the 
Legendre polynomials.  This, for example, was the quadrature employed by 
Mohlenkamp [12] in his sample implementation of a fast Spherical Harmonic 
Transform (SHT). Driscoll and Healy [5] have exploited these quadrature ideas in an 
exact algorithm for a reversible SHT using the following (2N)2 grid data for degree 
and order N - 1: 

Given discrete data  f(θ,λ)  at  θj = π j / 2N  and  λk = π k / N,  j,k = 0,…,2N-1, the 
analysis using a discrete SHT gives 

2N 1 2N 1
m

n,m j j k n j k
j 0 k 0

1
f a f ( , ) Y ( , )

N 2

− −

= =

π= ⋅ θ λ θ λ (6)

with the following explicit expressions for the Chebychev quadrature weights aj,
assuming N to be a power of 2, 

N 1

j
h 0

2 j 1 j
a sin sin (2h 1)

N 2N 2h 1 2N

−

=

π π= +
+

(7)

and for the synthesis using an inverse discrete SHT  (or SHT-1),

N 1
m

j k n,m n j k
n 0 m n

f ( , ) f Y ( , ).
−

= ≤
θ λ = θ λ (8)

These Chebychev weights aj are the analytical solution of the following equations 

2N 1

j k k0
j 0

j
a P (cos ) 2 , k 0,1,..., 2N 1

2N

−

=

π = δ = − (9)

which are also considered in the so-called (second) Neumann method where the 
corresponding numerical solutions are evaluated for different choices of  distinct 
parallels θj, not necessarily equispaced in latitude [18]. Other related formulations are 
briefly discussed in [2], [3], and also in [15]. 

3   Optimization of Discrete SHTs 

A number of modifications have been developed for the preceding Driscoll and Healy 
[5] formulation in view of the intended applications. 

First, the geodetic normalization and conventions have been adopted and 
implemented in the direct and inverse discrete SHTs.  Geopotential and gravity 
models usually follow the geodetic conventions.  However, software packages such as 
SpherePack [1] and SpharmonKit [14] use the mathematical normalization 
convention.  Also, the requirement that N be a power of 2 as stated explicitly by 
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Driscoll and Healy [5] does not seem to be needed in the included mathematical 
derivation of the Chebychev weights.  

Second, the latitude partition has been modified to avoid polar complications, 
especially in practical geodetic and geoscience applications.  Two options have been 
experimented with: First, using the previous latitude partition,   θj = π j / 2N,  with  j = 
1, …, 2N-1, as for j=0, the weight a0 = 0, and hence the North pole (θ = 0) needs not 
be carried in the analysis and synthesis computations.  Second, the latitude partition 
can be redefined using   θj = π (j + ½) / 2N  for   j = 0, …, 2N-1, with the same 
longitude partition, i.e.,   λk = π k / N,  k = 0, …, 2N-1.  In this case, the Chebychev 
weights aj  (when N is not necessarily a power of 2) are redefined as dj, where 

N 1

j
h 0

2 ( j ½) 1 ( j ½)
d sin sin (2h 1)

N 2N 2h 1 2N

−

=

π + π += +
+

(10)

for j = 0,…,2N-1, which are symmetric about mid-range.   The grids of 2Nx2N nodes 
with   = ½   have also been modified to 2Nx4N nodes with  =   for the 
majority of practical applications. 

Third, hemispherical symmetries have been implemented. The equatorial 
symmetry of this latitude partition is also advantageous to exploit the symmetries of 
the associated Legendre functions, i.e. 

Pnm (cos (  - θ)) = (-1)n+m Pnm (cos θ) . (11)

This can be verified using the definition of the associated Legendre functions [19] 
and is important for the efficiency of SHTs computations. 

Fourth, the computations along parallels involve functions of longitude only and 
lend themselves to Discrete Fourier Transforms (DFTs), and hence Fast Fourier 
Transforms (FFTs) for computational efficiency in practice.  

Fifth, to ensure numerical stability for degrees over 2000, quadruple precision 
computation has been implemented.  Also, parallel and grid computations are under 
development.  

4   Numerical Analysis Considerations 

For high degrees and orders, the normalized associated Legendre functions  

nmP (cos )θ  have to be used.  However, as the normalizing factors in 

nm nm

n n

2(2n 1)(n m)!
P (cos ) P (cos )

(n m)!

P (cos ) 2n 1 P (cos )

+ −θ = θ
+

θ = + θ (12)

get quite large for large n, it is important to use the recursive formulas directly in 
terms of the normalized associated Legendre functions  nmP (cos )θ . Otherwise, 

significant loss in numerical accuracy is observed for degrees over 60 even with such 
software as the intrinsic spherical harmonic and Legendre functions in Mathematica©.
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The normalized associated Legendre functions nmP (cos )θ  are computed following 

Rapp [16] formulation. These recursive formulas have been used in geodesy for all 
kinds of geopotential field applications for degree and order up to 1800, e.g. [20].  
Attempts to exceed this limit using FORTRAN compilers available at the time found 
that numerical accuracy which ranged from 10-11 to 10-13 for all colatitudes, degraded 
substantially beyond that point. Wenzel observed accuracy of only 10-3 by degree 
2000, which has been confirmed using REAL*8 specifications in Win 32 and AMD 
64 environments. Experimentation with REAL*16 in AMD 64 and DEC Alpha 
environments has demonstrated numerical stability for degrees over 3600. Other 
recursive formulas are discussed in [15] and other publications, such as [10], [12] 
and [19].  

5   Numerical Experimentation 

As indicated earlier, there are several formulations for employing spherical harmonics 
as an analysis tool.  One popular code that is readily available is Spherepack [1] of 
which a new version has been released recently. Other experimental codes are those 
of Driscoll and Healy [5] and the follow-ons, such as [8] and [14], plus the example 
algorithm described by Mohlenkamp [11][12] and offered as a partial sample 
implementation in  [13].  Experimentation with these codes has shown scaling 
differences from that which is expected in a geodetic context [15].  

Using the Driscoll and Healy [5] formulation modified as described in Section 3,  
extensive experimentation using different grids on several computer platforms in 
double precision (i.e. REAL*8) and quadruple precision (i.e. REAL*16) has been 
carried out. The first synthesis started with unit coefficients, 

anm =  bnm =  1,  except for bn0 = 0, (13)

for all degrees n and orders m,  which corresponds to white noise.  Then, following 
analysis of the generated spatial grid values, the coefficients are recomputed and root-
mean-square (RMS) values are given for this synthesis/analysis. Then after another 
synthesis using these recomputed coefficients, RMS values of recomputed grid 
residuals are given for the second synthesis. Hence, starting with arbitrary coefficients 
{cnm}, the procedure can be summarized as follows: 

SHT[SHT-1[{cnm}]]  - [{cnm}]             →   RMS of first synthesis/analysis,  
and 

SHT-1[SHT[SHT-1[{cnm}]]] - SHT-1[{cnm}] →    RMS of second synthesis. 

Notice that the first RMS is in the spectral domain while the second is in the spatial 
domain. The SHTs and  SHT-1s  are evaluated and re-evaluated explicitly to study 
their numerical stability and the computational efficiency. The only simplification 
implemented is in not recomputing the Fourier transforms in the second synthesis 
following the inverse Fourier transforms in the second part of the analysis.  The above 
procedure is repeated for  coefficients corresponding to 1/degree2, i.e. explicitly, 
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Fig. 1. Results from computation with  = ½   in REAL*8 Precision on AMD 64 Athlon 
FX-53 PC.  Left:.SHT RMS Values for Synthesis/Analysis [a] and Synthesis [b] of Simulated 
Series (unit coefficients [RMS1] and 1/degree2 coefficients [RMS2]).  Right:.SHT Time Values 
for Synthesis/Analysis [S/A] and Synthesis [S] of  Simulated Series (unit coefficients [TIME1] 
and 1/degree2 coefficients [TIME2]) 

Fig. 2. Results from computation with  =   in REAL*16 Precision on DEC Alpha 
Computer. Left:  SHT RMS Values for Synthesis/Analysis [a] and Synthesis [b] of  Simulated 
Series (unit coefficients [RMS1] and 1/degree2 coefficients [RMS2]).  Right: SHT Time Values 
for Synthesis/Analysis [S/A] and Synthesis [S] of Simulated Series (unit coefficients [TIME1] 
and 1/degree2 coefficients [TIME2]) 

anm =  1/(n+1)2, (14)

bnm =  0 for m=0,  and 1/(n+1)2, otherwise, (15) 
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for all degrees n and orders m, which simulate a physically realizable 
situation.Figures 1 show the plots of the RMS values in logarithmic scale and the 
computation times for double precision computation with grid  = ½  . The above 
procedure is repeated for quadruple precision computations and for the grid  = .
The results of the RMS values and the computation times are plotted in Figures 2. 

The analysis and synthesis numerical results in double precision are stable up to 
approximately degrees and orders 2000, as previously mentioned, and with quadruple 
precision, the computations are very stable at least up to degree and order 3600.  
Spectral analysis of the synthesis/analysis results can be done degree by degree to 
study the characteristics of the estimated spectral harmonic coefficients. The results of 
the second synthesis also enable a study of the spatial results parallel by parallel, 
especially for the polar regions. Such investigations are currently underway to better 
characterize the numerical stability and reliability of the SHT and SHT-1.  Ongoing 
experimentation is attempting to carry out the computations to higher degrees and 
orders. 

6   Concluding Remarks  

Considerable work has been done on solving the computational complexities, and 
enhancing the speed of calculation of spherical harmonic transforms.  The approach 
of Driscoll and Healy [5] is exact for exact arithmetic, and with a number of 
modifications, different implementations have been experimented with, leading to 
RMS errors of orders 10-16 to 10-12 with unit coefficients of degrees and orders up to 
1800.  Such RMS errors have been seen to increase to 10-3 with degrees and orders 
around 2000.  With quadruple precision arithmetic, RMS errors are of orders 10-31 to 
10-29 with unit coefficients of degrees and orders 3600. Starting with spherical 
harmonic coefficients corresponding to 1/degree2, the previously mentioned analysis 
and synthesis results are improved to 10-17-10-16 and 10-35-10-34, respectively. The 
latter simulations are perhaps more indicative of the expected numerical accuracies in 
practice.

Computations for even higher degrees and orders are under consideration assuming 
the availability of parallel FFT code in quadruple precision. As enormous quantities of 
data are involved the intended gravity field applications, parallel and grid computations 
are imperative for these applications. Preliminary experimentation with parallel 
processing in other applications has already been done and spherical harmonic 
computations appear most appropriate for parallel and grid implement tations. 
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Predictor-Corrector Preconditioned
Newton-Krylov Method or Cavity Flow
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Abstract. The Newton-Krylov method is used to solve the incompress-
ible Navier-Stokes equations. In the present study, two numerical schemes
are considered for the method: employing the predictor-corrector method
as preconditioner, and solving the equations without the preconditioner.
The standard driven cavity flow is selected as the test problem to demon-
strate the efficiency and the reliability of the present preconditioned
method. It is found that the Newton-Krylov method becomes more effi-
cient if combined with the preconditioner.

1 Introduction

A classic problem of computational science and engineering is the search for an ef-
ficient numerical scheme for solving the incompressible Navier-Stokes equations.
Explicit and semi-implicit methods can provide simple solution techniques but
are seriously limited by the time step limitations for stability (explicit methods)
and accuracy (implicit methods).

Recently, significant progress has been made in the development of a new fully
implicit approach for solving nonlinear problems: the inexact Newton method [1,
2, 3]. The method is developed from the Newton iterative method, by applying
a linear iterative method to the Jacobian equation for the Newton step and
terminating that iteration when the convergence criterion holds [4]. The rapid
increases in both speed and memory capacity of computing resources makes it
practical to consider inexact Newton methods for incompressible flow problem.

For the solution of the linear Jacobian equation, Krylov methods are often
the choice, leading to the Newton-Krylov (NK) approach. However, for most
cases, Krylov solvers can be extremely inefficient solvers. The need for good
preconditioners techniques becomes a constraining factor in the development of
NK solvers.

In the field of incompressible and geophysical flows, recent work based on
the multi-grid preconditioners [7, 9] have shown near ideal scaling, resulting in
extremely competitive alternatives to classic explicit and semi-implicit methods.

In the present study, we present a new approach to preconditioning: the
predictor-corrector (PC) preconditioner. The approach has two novelties. First,
it preconditions directly the non-linear equations rather than the linear Jacobian
equation for the Newton step. The idea is not new [4], but it is implemented here
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in a new way that leads to great simplification of the implementation. We note
that this simplification is designed also to minimize the effort in refitting existing
semi-implicit codes into full fledged implicit codes, representing perhaps a greater
advance in software engineering than in computational science. Second, we test
new ways of preconditioning the equations by using a combination of predictor-
corrector semi-implicit preconditioning.

The fundamental idea is to use a predictor to advance a semi-implicit dis-
cretization of the governing equations and use a corrector Newton step to correct
for the initial state of the predictor step. In substance, the Newton method iter-
ates for a modification of the actual initial state to find a modified initial state
that makes the semi-implicit predictor step give the solution of the fully implicit
method.

Two advantages are obvious. First, the initial step is likely to be a better
first guess for the modified initial step of the predictor than it is for the fi-
nal state of the corrector step. Second, by modifying the non-linear function,
the PC preconditioner gives the same type of speed-up of the Krylov conver-
gence without requiring to formulate an actual preconditioning of the Krylov
solver.

We use the standard driven cavity flow problem as the test problem to demon-
strate the efficiency and the reliability of the present preconditioned method.

2 Governing Equations and Numerical Method

In the present study, we selected the standard driven 2-D incompressible cavity
flow as the test example. The geometry and the velocity boundary conditions
are shown in Fig. 1. The following non-dimensional variables are introduced:

Fig. 1. Standard driven cavity flow and the velocity boundary conditions



84 J. Ju and G. Lapenta

(u, v) =
(û, v̂)

U
, (x, y) =

(x̂, ŷ)
L

(1)

where the hatted variables represent the dimensional variables. The scales are
the cavity width L and the upper boundary velocity U . Time is normalized
according to eq.(1). The governing equation, in term of the vorticity ω, and the
stream function ψ, can be expressed as:

∂2ψ

∂x2
+

∂2ψ

∂y2
= −ω (2)

∂ω

∂t
+ u

∂ω

∂x
+ v

∂ω

∂y
=

1
Re

(
∂2ω

∂x2
+

∂2ω

∂y2

)
(3)

where u = ∂ψ/∂y, v = −∂ψ/∂x, ω = ∂v/∂x − ∂u/∂y , and Re = UL/ν is
the Reynolds number based on the viscosity ν. Dirichlet boundary conditions
are applied for the stream function and the boundary conditions for vorticity is
determined by the physical boundary conditions on the velocity [11]. Thus, at
the left wall ω = ∂v/∂x = −∂2ψ/∂y2. We can obtain expressions for ω at other
walls in an analogous manner.

Eqs. (2) and (3) are discretized using the centered difference scheme in
space. Two types of discretization are considered in time, the semi-implicit Euler
scheme (where the velocity in eq.(3) is taken at the initial time level of the time
step) and the fully implicit Euler scheme.

The resulting set of coupled non-linear difference equations are solved using
the Newton-Krylov method. As Krylov solver we use GMRES since the Jacobian
system is non-symmetric. The resulting method is completely matrix-free as
only matrix-vector products, rather than details of the matrix itself are needed.
This circumstance greatly simplifies the application of the method to complex
problems. We design the preconditioner to maintain this property.

3 Preconditioners

In the present study, a preconditioner is constructed by using the predictor-
corrector method. The key idea lies on modifying the target point of the Newton
iteration.

Most discretization schemes can be expressed as a set of difference equations
for a set of unknowns x representing the unknown fields on a spatial grid. Once
the time is discretized, the state vector x is computed at a sequence of discrete
time levels. We label the initial state of a time step as x0 and the final time
as x1.

When the time discretization scheme is fully implicit, the most general two-
level scheme can be formulated as:

x1 = x0 + f(x0,x1) (4)

where the vector function f depends both on the initial and the final states. The
implicit nature of the scheme resides in the fact that the function f is a function
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of the new time level, requiring the solution of a set of non-linear (if the function
f is non-linear) coupled equations. As noted above this can be accomplished
with the NK method [4]. The method is based on solving the Jacobian equation
obtained linearizing the difference eq. (4) around the current available estimate
x1

k of the solution in the Newton iteration:

δx + x1
k = x0 + f(x0,x1

k) + Jδx (5)

where J = ∂f/∂x is the Jacobian matrix and δx is the correction leading to the
new estimation by the Newton iteration: x1

k+1 = x1
k + δx.

The solution of eq. (5) is conducted with a Krylov solver, we use here GMRES
since the Jacobian matrix is non symmetric. While the pure inexact NK method
works in giving a solution, the number of Krylov iterations required for each
Newton step to solve eq. (5) can be staggering. In particular, as the grid is
refined and the size of the unknown vector x1 is increased the number of Krylov
iterations tends to increase. This is the reason why a preconditioner is needed.

Here we propose to use the predictor-corrector method as a preconditioner.
The approach requires to design alongside the fully implicit scheme in eq. (4), a
second semi-implicit method. We note that this is typically no hardship as semi-
implicit methods were developed and widely used before the implicit methods
became tractable. Using the same notation, we can write the most general two-
level semi-implicit algorithm as:

x1 = x0 + Ax1 + fSI(x0) (6)

where A is a linear operator (matrix) and the function fSI depends only on the
initial state x0. The semi-implicit nature of the scheme resides on the fact that
the difference eq. (6) depends non-linearly on the (known) initial state x0 but
only linearly on the new (unknown) state x1.

In the classic implementation of preconditioners [8], the equation for the semi-
implicit scheme (6) is rewritten in terms of the modification δx in a given Newton
iteration, essentially leading to the matrix A of the semi-implicit scheme to be
used as a preconditioner for the Jacobian matrix J of eq. (5). The approach has
been extremely successful in terms of providing a robust and effective solution
scheme. For example in the case of incompressible flows, the number of Krylov
iteration has been shown [9, 7] to be reduced drastically and to become nearly
independent of the grid size.

However, a substantial modification of existing codes follows from the need
to modify the GMRES solver to use the matrix A as a preconditioner, especially
when the method is formulated in a matrix-free form where the matrix J and
the matrix A are not explicitly computed and stored.

We propose a different approach. We consider the following predictor-corrector
algorithm: {

(P) x1 = x� + Ax1 + fSI(x0)
(C) r = x1 − x0 − f(x0,x1)

(7)

The predictor step uses the semi-implicit scheme to predict the new state x1

starting from a modification of the initial state x∗. The corrector step computes
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the residual r for the fully implicit scheme when x1 from the predictor step
is used.

We propose to use scheme (7) by using x0 as the initial guess of x∗ and
using the NK method to find the solution for x∗ that makes the residual r of the
corrector equation vanish. Once r = 0 (within a set tolerance), the fully implicit
scheme is solved, but it is solved not iterating directly for x1 but iterating for
the x∗ that makes the predictor step predict the correct solution x1 of the
corrector step.

Two points are worth noting.
First, we have modified the task of the NK iteration changing our unknown

variable from x1 to x∗. This corresponds to change the non-linear residual func-
tion that the Newton method needs to solve. To first order in the Taylor series
expansion leading to the Jacobian equation this practice is identical to applying
the traditional preconditioners directly to the Jacobian equation [4]. However, to
higher order this might be a better approach as it reduces the distance between
the initial guess (x0) and the solution for x∗. If the semi-implicit method works
properly, x0 is closer to the converged x∗ than to the final state x1.

Second, programming the PC preconditioner is easier. The NK solver can
be used as a black box, without any need to formally go into it and modify
the Jacobian eq. (5) by adding a preconditioner. The semi-implicit method can
be used directly on the actual states and not on their variation δx between
two subsequent Newton iterates. This latter operation is complex as boundary
conditions and source terms in equations need to be treated differently.

The approach described above is ideally suited for refitting an existing semi-
implicit code by simply taking an off the shelf NK solver and wrapping it around
the semi-implicit method already implemented. The only change being that in
the semi-implicit scheme the initial state x0 is replaced by the guess of x∗ pro-
vided by the NK solver. We have indeed proceeded in this fashion by wrapping
the standard NK solver provided in the classic textbook by Kelley [5] around our
previously written semi-implicit solver for the incompressible flow equations.

4 Results and Discussion

In the example below we present results for a case with a mesh of 129×129 cells.
The classic cavity flow solution is computed starting from a stagnant flow and
allowing the boundary conditions to drive the cavity to a steady state. The time
evolution of the vorticity at the center of the cavity is shown in Fig. 2.

The flow condition at steady state is shown in Fig. 3. The figure is generated
using the same contour lines used in the reference benchmark solution presented
by Chia et al. [10]. We compared visually our solution with the published refer-
ence benchmark obtaining complete agreement.

We have compared the efficiency of the NK solver with and without the PC
preconditioner described above. The number of GMRES iterations per Newton
iteration for the two simulations are shown in Fig. 4 as a function of time. At
the beginning of the simulation when the flow is in a transient state and is
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Fig. 2. Evolution of the vorticity at the cavity center as a function of time step

Fig. 3. (a) Contours of stream function, (b) Contours of vorticity. Flow structure at
steady state for Re=1000

adjusting to the driving upper boundary condition, the evolution is dynamical.
In that condition, the solver needs more Krylov iterations. The average number
of iterations before 2000 time steps is 5.3.

At later stages of the simulation, the system reaches a steady state and flow
remains unchanged from time step to time step. In this very favorable condition
for the NK method, the average number of Krylov iterations after 2000 time steps
is 1.3 for the preconditioned simulation and 2.5 for un-preconditioned simulation.

We should point out that the test provides confirmation that the precon-
ditioning approach presented here is promising. But it cannot test how well it
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Fig. 4. Number of GMRES iterations per Newton iteration

will do in more realistic situations. As Fig. 4 shows, the Krylov solver is already
working remarkably well and the space for improvement was rather limited.
Nevertheless, the preconditioner reduced the number of iterations by a factor
of 2.

5 Conclusions

We have presented a new numerical approach for the solution of incompressible
flows based on the Newton-Krylov method. A new approach to preconditioning
based on using a predictor semi-implicit time differencing step followed by a fully
implicit corrector step has been presented. The results for the standard driven
flow indicate that the preconditioner can reduce the number of Krylov iterations
by a factor of 2. Future work will focus on more complex flows to investigate the
generality of the approach presented here.
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Abstract. A k-order Recursive Quadratic learning algorithm is pro-
posed and its features are described in detail in this paper. Simulations
are carried out to illustrate the efficiency and effectiveness of this new
algorithm by comparing the results with both the projection algorithm
and the conventional least squares algorithm.

1 Introduction

The Least Squares (LS) algorithm [3] and its adaptive version Recursive Least
Squares (RLS) algorithm [2] are well-known algorithms widely used in areas
such as Data Compression [8], Neural Network [5], Parameter identification [10],
Pattern Recognition [4], Graphics [7], and Gene/DNA studies[9]. RLS is of-
ten used in linear-in-the-parameter (LIP) models. However, some undesirable
features of RLS algorithm are that the regression matrix should be of full
rank, convergence slows down considerably at certain low level error, and it
persists over a considerable number of iteration steps before dropping even-
tually below the prescribed error bound. This is due to the fact that at low
error level, RLS algorithm takes very small step sizes to ensure the
convergence.

This paper develops a high-order Recursive Quadratic (RQ for short) learn-
ing algorithm, initially proposed in [11], which avoids the problem of RLS for
identifying a general class of linear and nonlinear LIP models. RQ algorithm is
thoroughly investigated and we reveal its features as a high-order extension of
the Projection algorithm with a quadratic cost function. The convergence and
accuracy analysis of the algorithm is performed along with the simulations to
demonstrate various specialized properties of the algorithm.
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2 The RQ Algorithm

2.1 Preliminaries

The Linear-in-the-Parameters (LIP) is one of the most widely used model struc-
tures with the following general form [12]:

y(t) =
m∑

l=1

ξl(x(t))ωl = ϕT (x(t))θ� (1)

where {x(t), y(t)}(t > 0) is a set of sample data, θ� = [ω1, ..., ωl, ...]T is the
desired weight, and ϕ(x(t)) = [ξ1(x(t)), ..., ξl(x(t)), ...]T is an m-vector of basis
functions.

We define a kt-dimensional matrix Λt to be the system forgetting factor:

Λt =
[

0k(t−1) 0
0 Λ(kt, k)

]
(2)

where Λ(kt, k) is a k-dimensional diagonal matrix Λ(kt, k) = diag[λ1, ..., λk] and
λi (i = 1, 2, ..., k) are some positive real scalars. The constant k is the order of
the algorithm.

2.2 RQ Learning Algorithm for LIP Models

For a particular k, we define the abbreviated notations of input matrix, output
vector, and output error vector as follows:

Φt = Φt(kt, k)
�
= [ϕt(x(k(t− 1) + 1)), ϕt(x(k(t− 1) + 2)), ..., ϕt(x(k(t−1)+k))]T

(3)
Yt = Yt(kt, k)

�
= [yt(k(t− 1) + 1), yt(k(t− 1) + 2), ..., yt(k(t− 1) + k) ]T (4)

Et = Et(kt, k)
�
= Yt(kt, k)− Φt(kt, k)θ̂t−1

= [et(k(t− 1) + 1), et(k(t− 1) + 2), ..., et(k(t− 1) + k) ]T (5)

where et(kt) = yt(kt)− ϕT
t (x(kt))θ̂t−1, subscript t denotes that the parameters

are estimated at time t. Introduce Jt to be the quadratic function:

Jt = Jt(kt, k)
�
=

1
2
ET

t Λ(kt, k)Et =
1
2
(Yt − Φtθ̂t−1)T Λ(kt, k)(Yt − Φtθ̂t−1)

=
1
2
θ̂T

t−1Φ
T
t Λ(kt, k)Φtθ̂t−1 − θ̂T

t−1Φ
T
t Λ(kt, k)Yt +

1
2
Y T

t Λ(kt, k)Yt

=
1
2
θ̂T

t−1Ptθ̂t−1 − θ̂T
t−1Qt +

1
2
Rt (6)

where Λ(kt, k) is a k-dimensional identity matrix if we select λi = 1(∀i =
1, 2, ..., k), and

Pt = Pt(kt, k)
�
= ΦT

t (kt, k)Λ(kt, k)Φt(kt, k) = ΦT
t Φt

Qt = Qt(kt, k)
�
= ΦT

t (kt, k)Λ(kt, k)Yt(kt, k) = ΦT
t Yt

Rt = Rt(kt, k)
�
= Y T

t (kt, k)Λ(kt, k)Yt(kt, k) = Y T
t Yt
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Using the above notations we can introduce the k-order RQ algorithm as
follows:

θ̂t = = θ̂t−1 +
αJt(Qt − Ptθ̂t−1)

β + (Qt − Ptθ̂t−1)T (Qt − Ptθ̂t−1)
(7)

where t = 1, 2, ...; and β > 0 , 0 < α < 4.

Theorem 1. The algorithm (7) is obtained by solving the following optimization
problem: Given θ̂t−1 and Yt, determine θ̂t so that Jθ̂ = 1

2‖θ̂t−θ̂t−1‖2 is minimized
subject to

(Yt − Φtθ̂t−1)T Yt = (Yt − Φtθ̂t−1)T ΦT
t θ̂t (8)

Proof. Introducing a Lagrange multiplier λ for the constraint (8), we have the
augmented function as J ′

θ̂
= 1

2‖θ̂t − θ̂t−1‖2 + 2λ[Yt − Φtθ̂t−1]T [Yt − Φtθ̂t]. The

necessary conditions for an optimization are ∂J ′
θ̂
/∂θ̂t = 0 and ∂J ′

θ̂
/∂λ = 0,

which are

θ̂t − θ̂t−1 − 2λΦT
t [Yt − Φtθ̂t−1] = 0 (9)

[Yt − Φtθ̂t−1]T [Yt − Φtθ̂t] = 0 (10)

From (9) we obtain θ̂t = θ̂t−1 + 2λΦT
t [Yt − Φtθ̂t−1], substituting into (10) gives

λ =
1
2 [Yt − Φtθ̂t−1]T [Yt − Φtθ̂t−1]

[Yt − Φtθ̂t−1]T ΦtΦT
t [Yt − Φtθ̂t−1]

(11)

And we have ΦT
t (Yt − Φtθ̂t−1) = ΦT

t Et = Qt − Ptθ̂t−1, then substituting this as
well as (5),(6), and (11) into (9) gives

θ̂t = θ̂t−1 +
2Jt(Qt − Ptθ̂t−1)

(Qt − Ptθ̂t−1)T (Qt − Ptθ̂t−1)

To avoid division by zero, a small constant β is added to the denominator of
the above formula. In order to adjust the convergence rate of the algorithm,
we multiply a constant α to the numerator of the algorithm that erases the
constant 2. This leads to the slightly modified form (7) of the new high-order
RQ algorithm. �

Figure 1 illustrates the geometric interpretation of the RQ algorithm with
parameter of two dimensions θ̂ = (θ0 θ1) and the order k = 4. The parameters
θ0 and θ1 span a plane if they are linearly independent. The input matrix Φt =
{ϕt1, ϕt2, ϕt3, ϕt4} and each vector ϕ has two dimensions. Through Figure 1, we
know that θ̂t is convergent to the desired parameter value θ� using the shortest
path, and it eventually reaches θ�, i.e., ‖θ̂t− θ̂t−1‖ is minimized by RQ learning
algorithm.
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Fig. 1. Geometric interpretation of the Recursive Quadratic learning algorithm

2.3 Properties of RQ Learning Algorithm

Lemma 1 provides the convergent assessment of the RQ algorithm.

Lemma 1. For any given initial value θ̂0, (7) has the following properties:

(i)

‖ θ̂t − θ� ‖≤‖ θ̂t−1 − θ� ‖≤ · · · ≤‖ θ̂0 − θ� ‖ for any t ≥ 1.

(ii)

lim
t→∞ Jt = 0

(iii)

limt→∞ ‖ θ̂t − θ̂t−s ‖= 0 for any finite positive integer s.

Proof. The complete proof is given in [11].
In Lemma 2, we consider the k-order RQ algorithm in the presence of a

Gaussian noise.

Lemma 2. Modify the system model (1) into :

yt = ϕT
t θ� + wt (12)

wt is a sequence of Gaussian noise, so that limt→∞ E[wt] = 0 and limt→∞ E[w2
t ] =

σ2. Define the k-order noise vector Wt
�
= [wk(t−1)+1, wk(t−1)+2, ..., wk(t−1)+k]T ,

then the RQ algorithm in (7) has the following properties:

(i) The output error converges in the mean

lim
t→∞E[et] = 0
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(ii)

lim
t→∞E[eT

t et] = σ2

Proof. (i)

et = yt − ϕT
t θ̂t−1 = −ϕT

t θ̃t−1 + wt

Then

lim
t→∞E[et] = lim

t→∞E[−ϕtθ̃t−1 + wt]

= − lim
t→∞E[ϕt] lim

t→∞E[θ̃t−1] + lim
t→∞E[wt]

As wt is white noise, limt→∞ E[wt] = 0, with the parameter θ̂t being unbiased
and the parameter error converging to zero, i.e. limt→∞ θ̃t−1 = limt→∞(θ̂t−1 −
θ�) = 0, then limt→∞ E[et] = 0.

To prove (ii), we observe first that

kt∑
i=k(t−1)+1

e2
i = ET

t Et = (Yt − Φtθ̂t−1)T (Yt − Φtθ̂t−1)

= (−Φtθ̃t−1 + Wt)T (−Φtθ̃t−1 + Wt)
= θ̃T

t−1Φ
T
t Φtθ̃t−1 − θ̃T

t−1Φ
T
t Wt −WT

t Φtθ̃t−1 + WT
t Wt

The covariance estimate of the output error is:

lim
t→∞E[ET

t Et] = lim
t→∞E[θ̃T

t−1Φ
T
t Φtθ̃t−1]− lim

t→∞E[θ̃T
t−1Φ

T
t ] lim

t→∞E[Wt]

− lim
t→∞E[WT

t ] lim
t→∞E[Φtθ̃t−1] + lim

t→∞E[WT
t Wt]

As the vector Wt is composed of a sequence of white noise wt, we can conclude
that limt→∞ E[Wt] = 0k is a k-order zero vector, and limt→∞ E[WT

t Wt] = kσ2.
Since limt→∞ θ̃t−1 = 0, and limt→∞{θ̃T

t−1Φ
T
t Φtθ̃t−1} is a scalar, we have

lim
t→∞E[θ̃T

t−1Φ
T
t Φtθ̃t−1] = lim

t→∞E[tr{θ̃T
t−1Φ

T
t Φtθ̃t−1}]

= lim
t→∞E[tr{θ̃T

t−1θ̃t−1Φ
T
t Φt}]

= lim
t→∞ tr{E[θ̃T

t−1θ̃t−1]E[ΦT
t Φt}] = 0

Therefore

lim
t→∞E[ET

t Et] = lim
t→∞

kt∑
i=k(t−1)+1

E[e2
i ] = kσ2

Finally

lim
t→∞E[e2

t ] = σ2
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Lemma 2 allows us to conclude that (7) converges under the white noisy data
as well. �

Lemma 3. When k = 1, the new 1st-order RQ learning algorithm is equivalent
to the Projection algorithm in [1].

θ̂t = θ̂t−1 +
αφt

β + φT
t φt

[yt − φT
t θ̂t−1] (13)

Proof. When k = 1, the 1st-order RQ learning algorithm becomes:

θ̂t = θ̂t−1 +
α′e2

t ϕt

β + e2
t ϕ

T
t ϕt

(yt − ϕT
t θ̂t−1) (14)

where t > 0,β > 0, 0 < α′ = 1
2α < 2, and et = yt − ϕT

t θ̂t−1.
Since β can be chosen as any positive number for preventing the denominator

to be zero, selecting β′ = β/e2
t , (14) can be interpreted in terms of (13). Thus,

the Projection algorithm is a special case of the new RQ learning algorithm when
we choose a set of specific parameters. �

3 Simulations

In this section, we present an example 1 to assess the computational features of
the RQ algorithm. We provide the performance comparisons among the k-order
RQ learning algorithm, the projection algorithm, and the conventional Recursive
Least Squares algorithm as well as the data statistics.

Example. The moving average (MA) model

xt = 0.1(t− 1)

yt = 5 sin xt − 1 cos xte
1

xt+10 + 2 ln(xt + 10) + wt

where t = 1, 6, 11, ..., 101 and wt is a sequence of Gaussian noise with variance
0.01, m = 3 is the number of basis functions.

Figure 2 show the parameters convergence using 21 input and output data
for identifying the system for k = 15, where k is the order of the RQ learning
algorithm. With the choice of k, the number of multiplications (NM) is 3m2 +
4m+km2+km+k+3 and the number of additions (NA) is m2+m+m2k+mk+k.

These results are also compared to the Projection algorithm (13) and the
RLS algorithm in [6]. For the Projection algorithm, the NM is 3m + 1 and NA
is 3m − 1 per iteration step. For RLS algorithm, the NM is 6m2 + 3m + 2 and
NA is 5m2 −m. We choose the same initial parameter value θ̂0 = [0, 0, 0]T and
the same error bound (3× 10−4) for all the three algorithms.

1 Limit to space, we just show one example here. However, we have done many simu-
lations for all kinds of LIP models
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Fig. 2. When k = 15, RQ algorithm converges to 3 × 10−4 in 28 steps

The Projection algorithm can reach the error bound with 2339 iteration steps,
its convergence rate is the slowest. The RLS algorithm converges faster than the
Projection algorithm with 1387 iteration steps. However, after the initial fast
convergence, the step length of the algorithm changes to be very small at low
error level to avoid the convergence to the wrong parameter values.

The k-order RQ learning algorithm, on the other hand, can reach the error
bound in only 28 iterations with k = 15. This shows that the speed of convergence
of the k-order RQ learning algorithm is much faster than both the RLS algorithm
and the Projection algorithm. Counting the total number of multiplications,
additions and CPU time needed for the convergence, the RQ algorithm are 6636,
5796 and 1.43 seconds respectively, which are much less than RLS algorithm
(90155 for NM, 58254 for NA and 22.57 seconds for CPU time) and Projection
algorithm (23390 for NM, 18712 for NA and 71.70 seconds for CPU time).

We also observe that the choice of the order k is very critical. As shown in
the Figure 3, if k is chosen to be large, then the convergence is fast but the
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computation at each iteration step is quite intensive. When k is too large, the
convergence slows down again, at the same time, the NM and NA are very high.
On the other hand, if k is chosen to be too small, then the computation is much
simpler at each step, but it has much slower convergence. In this example, k
around point A is the optimal choice, both the NM for each step and the total
number of convergence steps are low. Currently the choice of k is based largely
on intuitions rather than analytical means.

4 Conclusion

In this paper, we have developed a new high-order Recursive Quadratic (RQ)
learning algorithm for Linear-in-the-Parameter models. This new RQ learning
algorithm is derived as a high-order extension of the Projection algorithm with a
new form of quadratic cost function. RQ algorithm is thoroughly described along
with complete investigations to reveal its various features. The convergence and
accuracy analysis of the algorithm is performed along with the simulations to
demonstrate various specialized properties of the RQ algorithm.

We only developed the high-order RQ learning algorithm by choosing a spe-
cific Λt in this paper. One future research is to explore the learning algorithm by
choosing different kinds of matrix Λt. In our research, choosing an appropriate
order k is very critical. The larger the order, the faster the convergent speed
and the more complex the computation at very iteration step. Hence, in future
research it is very important that how can we choose a proper order k such
that the convergent speed is reasonably fast, and yet the computation at every
iteration step is reasonably simple in practice. Moreover, we can also extend the
RQ learning algorithm for the purpose of on-line identification.
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Abstract. The innovation of this work is a simple vectorizable algo-
rithm for performing sparse matrix vector multiply in compressed sparse
row (CSR) storage format. Unlike the vectorizable jagged diagonal for-
mat (JAD), this algorithm requires no data rearrangement and can be
easily adapted to a sophisticated library framework such as PETSc. Nu-
merical experiments on the Cray X1 show an order of magnitude im-
provement over the non-vectorized algorithm.

1 Introduction

There is a revival of vector architecture in high end computing systems. The
Earth Simulator1 consists of 640 NEC SX-6 vector processors and is capable of
sustaining over 35 Tflops/s on LINPACK benchmark. It was the fastest machine
in the TOP5002 list in 2002 and 2003. The Cray X13 series of vector processors
are also serious contenders for a 100 Tflops/s machine in the National Leadership
Computing Facility (NLCF) to be built at the Oak Ridge National Laboratory
(ORNL). Vector machines have the characteristic that long regular vector oper-
ations are required to achieve high performance. The performance gap between
vectorized and non-vectorized scalar code may be an order of magnitude or
more.

The solution of sparse linear systems using a preconditioned iterative method
forms the core computational kernel for many applications. This work of develop-
ing a vectorized matrix-vector multiply algorithm was motivated by issues arising
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from porting finite element codes that make extensive use of the PETSc [1] li-
brary framework for solving linear systems on the Cray X1 vector supercomputer.

Matrix-vector multiply, triangular solves and incomplete LU factorization are
common computational kernels of the linear solver. The compressed sparse row
storage (CSR) format is used in PETSc and achieves good performance on scalar
architectures such as the IBM Power 4. However, it is difficult to achieve high
performance on vector architectures using the straight-forward implementation
of matrix-vector multiply with CSR. A vectorized iterative linear solver was
developed for the Earth Simulator for solving sparse linear equations from finite
elements modeling [2]. The algorithm used jagged diagonal storage (JAD) format
with multi-coloring of nodes (or rows) to expose independent operations and
parallelism. Another approach for sparse matrix multiply on the Cray C90 vector
machines was based on fast prefix sum and segment scan [3]. The algorithm
was fairly complicated and may require coding in assembly language for best
efficiency. Extra storage was also needed to hold the partial prefix sums. The
SIAM books by Dongarra [4, 5] are useful references on solving linear equations
on vector processors.

The main contribution of this work is the development of a simple vector-
ized algorithm to perform sparse matrix vector multiply in CSR format without
data rearrangement. This makes it attractive to implement such a vectorized
algorithm in a sophisticated library framework such as PETSc. Numerical ex-
periments on the Cray X1 show an order of magnitude improvement in sparse
matrix multiply over the non-vectorized scalar implementation.

The background of vectorizing sparse matrix multiply is contained in Sec-
tion 2. The new algorithm, compressed sparse row storage with permutation
(CSRP), is described in Section 3. Results of numerical experiments on the Cray
X1 are described in Section 4.

2 Background

There are many ways to store a general sparse matrix [6, 7]. The commonly used
sparse matrix storage format for general nonsymmetric sparse matrices include
the compressed row storage (CSR), ELLPACK-ITPACK [8] (ELL) and jagged
diagonal (JAD) format.

In CSR, the matrix multiply operation, y = A∗x, is described in Fig. 1. Here
JA contains the column indices, A contains the nonzero entries, and IA points to
the beginning of each row. The algorithm is efficient on scalar processors since
it has unit stride access for A and JA. Moreover, the variable YI can be held
in fast registers. Each visit through the inner loop performs one addition and
one multiplication but requires memory fetches for A(J), JA(J), and X(JA(J)).
The computational efficiency is usually limited by memory bandwidth and the
actual attainable performance is only a small fraction of peak performance for
the processor. On a vector machine, the vectorization across the row index J
is limited by the number of nonzeros (IEND-ISTART+1) per row, which may be
only 7 for a regular finite difference stencil in three dimensions.
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1 DO I=1,N

2 ISTART = IA(I);IEND = IA(I+1)-1

3 YI = 0.0

4 DO J=ISTART,IEND

5 YI = YI + A(J) * X( JA(J) )

6 ENDDO

7 Y(I) = YI

8 ENDDO

Fig. 1. Matrix multiply in CSR format

1 Y(1:N) = 0.0

2 DO J=1,NZ

3 Y(1:N) = Y(1:N) + A(1:N,J)*X( JA(1:N,J) )

4 ENDDO

Fig. 2. Matrix multiply in ELLPACK format

If every row of the matrix has approximately equal number of nonzeros, then
the ELL format is more efficient. The nonzero entries and column indices are
stored in rectangular N× NZ arrays, where N is the number of rows and NZ is the
maximum number of nonzeros per row. The computation has more regularity
and is easily optimized by vectorizing compilers. One algorithm (see Fig. 2)
vectorizes along the rows to give long vectors. However, it will incur more traffic
to memory since the vector Y will be repeatedly read in and written out again.
Another variant (see Fig. 3) uses a “strip-mining” approach to hold a short
array YP in vector registers. This will avoid repeated reading and writing of
the Y vector. However, the ELL format is not suitable for matrices with widely
different number of nonzeros per row. This would lead to wasted storage and
unnecessary computations.

The jagged diagonal format may be consider a more flexible version of ELL
(see Fig. 4). The rows are permuted or sorted in increasing number of nonzeros
(see Fig. 5) and the data rearranged to form long vectors. Conceptually the
vectorization is down along the rows but a column-oriented variant might also be
efficient. If a matrix is already available in CSR format, extra storage is required
to copy and convert the matrix into JAD format. This may be a significant
drawback if the application is already trying to solve the largest problem possible.

3 CSR with Permutation (CSRP)

The vectorizable algorithm proposed here performs the matrix vector multiply
operation using the CSR format but with a permutation vector such that rows
with the same number of nonzeros are grouped together. Conceptually, this may
be considered a variant of the JAD format. The algorithm is also similar to the
ELL algorithm where “strip-mining” is employed to reuse vector registers. The
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1 DO I=1,N,NB

2 IEND = MIN(N,I+NB-1)

3 M = IEND-I+1

4 YP(1:M) = 0.0

5 ! ----------------------------------------------

6 ! Consider YP(1:M) as vector registers

7 ! NB is multiple of the size of vector registers

8 ! ----------------------------------------------

9 DO J=1,NZ

10 YP(1:M) = YP(1:M) + A(I:IEND,J) * X( JA(I:IEND,J) )

11 ENDDO

12 Y(I:IEND) = YP(1:M)

13 ENDDO

Fig. 3. Variant of matrix multiply in ELLPACK format

1 Y(1:N) = 0.0

2 IP = 1

3 DO J=1,NZ

4 I = ISTART(J)

5 M = N - I + 1

6 Y(I:N) = Y(I:N) + A(IP:(IP+M-1)) * X( JA(IP:(IP+M-1)) )

7 IP = IP + M

8 ENDDO

Fig. 4. Matrix multiply in JAD format

ROWS ROWS

NONZEROS NONZEROS

CSR WITH PERMUTATIONJAGGED DIAGONAL

Fig. 5. Matrix profile after rows are permuted in increasing number of nonzeros
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key difference is the data remain in place and are accessed indirectly using the
permutation vector. The major drawback for leaving the data in place is the
irregular access to arrays A and JA. The algorithm is described in Fig. 6. Here

1 DO IGROUP=1,NGROUP

2 JSTART = XGROUP(IGROUP)

3 JEND = XGROUP(IGROUP+1)-1

4 NZ = NZGROUP(IGROUP)

5 ! ------------------------------------------------------------

6 ! Rows( IPERM(JSTART:JEND) ) all have same NZ nonzeros per row

7 ! ------------------------------------------------------------

8 DO I=JSTART,JEND,NB

9 IEND = MIN(JEND,I+NB-1)

10 M = IEND - I + 1

11 IP(1:M) = IA( IPERM(I:IEND) )

12 YP(1:M) = 0.0

13 ! -----------------------------------------

14 ! Consider YP(:), IP(:) as vector registers

15 ! -----------------------------------------

16 DO J=1,NZ

17 YP(1:M) = YP(1:M) + A( IP(1:M) ) * X( JA(IP(1:M)) )

18 IP(1:M) = IP(1:M) + 1

19 ENDDO

20 ENDDO

21 Y( IPERM(I:IEND) ) = YP(1:M)

22 ENDDO

Fig. 6. Matrix multiply for CSR with permutation
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IPERM is the permutation vector, XGROUP points to beginning indices of groups in
IPERM. If extra storage is available, it is feasible to copy and convert each group
of rows into ELLPACK format (CSRPELL) to get better performance since ac-
cess to A and JA would be unit-stride. This would be equivalent to the ITPACK
permuted blocks (ITPER) format investigated by Peters [9] for the IBM 3090VF
vector processor. For CSRP to be effective, there is an implicit assumption that
there are many rows with the same number of nonzeros. This is often the case for
sparse matrices arising from mesh based finite element or finite difference codes.

The permutation vector can be easily constructed using bucket sort and two
passes over the IA vector in O(N) work (N is the number of rows). The algorithm
only requires knowing the number of nonzeros per row and does not need to
examine the larger JA array.

4 Numerical Experiments on the Cray X1

The CSRP algorithm for sparse matrix multiply has been implemented in the
Mat SeqAIJ “class”4 in version 2.2.1 of PETSc. The parallel distributed mem-
ory sparse matrix class locally uses Mat SeqAIJ on each processor. Therefore
testing with just the sequential matrix class yields important insights in the ef-
fectiveness of vectorization with CSRP. The permutation vector is generated in
MatAssemblyEnd SeqAIJ and destroyed in MatDestroy SeqAIJ. The procedure
MatMult SeqAIJ is modified to use the CSRP and CSRPELL algorithms. The
implementation uses C (with Fortran kernels) to minimize the changes to PETSc
in only the files aij.h and aij.c.

This implementation has been tested in sequential mode on the Cray X1 at
the Center for Computational Sciences at the Oak Ridge National Laboratory.
The processing units on the X1 consist of Multi-Streaming Processors (MSPs).
Each MSP consists of 4 Single-Streaming Processors (SSPs). Each SSP has 32
vector registers, and each register can hold 64 elements of 64-bit data. The vector
clock on an SSP runs at 800MHz and each SSP can perform 4 floating point
operations per cycle to yield a theoretical peak performance of 3.2 Gflops/s, or
12.8 Gflops/s per MSP. The 4 SSPs in an MSP share a common 2 MBytes write-
back L2 cache. Memory bandwidth is 34.1 GBytes/s from memory to cache and
76.8 GBytes/s from cache to CPU. Job execution on the X1 can be configured
for SSP or MSP mode. In SSP mode, each SSP is considered a separate MPI
task; whereas in MSP mode, the compiler handles the automatic creation and
synchronization of threads to use vector resources of all 4 coupled SSPs as a
single MPI task.

The new algorithm has been tested on a number of sparse matrices with
regular and irregular patterns (see Table 1). The “astro” matrix is related to nu-
clear modeling in an astrophysics application obtained from Professor Bradley
Meyer at Clemson University. Note that there are many rows with several hun-
dred nonzeros. The “bcsstk18” matrix is a stiffness matrix obtained from the

4 PETSc is written in C in a disciplined object-oriented manner.
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Table 1. Description of matrices

Name N Nonzeros Description
astro 5706 60793 Nuclear Astrophysics problem from Bradley Meyer

bcsstk18 11948 149090 Stiffness matrix from Harwell Boeing Collection
7pt 110592 760320 7 point stencil in 48 × 48 × 48 grid
7ptb 256000 7014400 4 × 4 blocks 7-pt stencil in 40 × 40 × 40 grid

Table 2. Performace (in MFlops/s) of sparse matrix multiply using CSR, CSRP and
CSRPELL in PETSc

SSP MSP
Problem CSR CSRP CSRPELL CSR CSRP CSRPELL

astro 26 163 311 14 214 655
bcsstk18 28 315 340 15 535 785

7pt 12 259 295 8 528 800
7ptb 66 331 345 63 918 1085

Harwell-Boeing collection of matrices5. The “7pt” matrix is constructed from a
7 point stencil on a 48 × 48 × 48 rectangular mesh. The “7ptb” matrix is sim-
ilarly constructed using 4 × 4 blocks from a 7 point stencil on a 40 × 40 × 40
grid. Table 2 shows the performance (in Mflops/s) for the original CSR algo-
rithm versus the new vectorizable CSRP and CSRPELL algorithms in SSP and
MSP modes. The Megaflop rate is computed by timing over 100 calls to PETSc
MatMult. The data suggest the CSRP algorithm is an order of magnitude faster
than the original non-vectorizable algorithm. The CSRP with ELLPACK for-
mat (CSRPELL) algorithm achieves even better performance with unit stride
access to data, but requires rearranging the data into another copy of the ma-
trix. However, even with this rearrangement, the CSRPELL algorithm achieves
less than 11% of theoretical peak performance of the Cray X1 in SSP and MSP
modes.

5 Summary

We have presented a simple vectorizable algorithm for computing sparse ma-
trix vector multiply in CSR storage format. Although the method uses non-unit
stride access to the data, it is still an order of magnitude faster than the orig-
inal scalar algorithm. The method requires no data rearrangement and can be
easily incorporated into a sophisticated library framework such as PETSc. Fur-
ther work is still required in vectorizing the generation of sparse incomplete LU
factorization and the forward and backward triangular solves.

5 Available at http://math.nist.gov/MatrixMarket/data/.
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Abstract. In this paper we describe an efficient algorithm for comput-
ing the potentials of the form r−λ where λ ≥ 1. This treecode algorithm
uses spherical harmonics to compute multipole coefficients that are used
to evaluate these potentials. The key idea in this algorithm is the use of
Gegenbauer polynomials to represent r−λ in a manner analogous to the
use of Legendre polynomials for the expansion of the Coulomb poten-
tial r−1. We exploit the relationship between Gegenbauer and Legendre
polynomials to come up with a natural generalization of the multipole
expansion theorem used in the classical fast multipole algorithm [2]. This
theorem is used with a hierarchical scheme to compute the potentials.
The resulting algorithm has known error bounds and can be easily imple-
mented with modification to the existing fast multipole algorithm. The
complexity of the algorithm is O(p3N log N) and has several advantages
over the existing Cartesian coordinates based expansion schemes.

1 Introduction

Computing the potentials of the form r−λ where λ ≥ 1 is an important task
in many fields like molecular dynamics [10], computational chemistry [9] and
fluid mechanics [11]. Potentials such as Lennard-Jones, Van der Wall’s forces
and H-bonds require evaluation of functions of the form r−6, r−10, etc. The naive
brute force algorithm based on particle-particle interaction takes O(N2), where
N is the number of particles. There are various approximation algorithms with
lower complexity that have been proposed for the potential evaluation problem.
Appel’s algorithm [12], Barnes-Hut algorithm [1] etc. reduce the complexity
to O(N log N) by making use of the cluster-particle interactions. As opposed
to brute force algorithm that evaluates the potential exactly, approximation al-
gorithms estimate the potential to the desired accuracy that can be controlled
by certain parameters. The fast multipole method (FMM), proposed by Green-
gard and Rokhlin [2], is the fastest contemporary approximation algorithm to

� This work has been supported in part by NSF under the grant NSF-CCR0113668,
and by the Texas Advanced Technology Program grant 000512-0266-2001.

�� Corresponding author.
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solve the potential evaluation problem without losing much accuracy. FMM is
based on cluster-cluster interaction of the particle system and has a complexity
O(N). Although FMM has complexity that is linear in the number of particles
in the system, its applicability is limited to operators whose multipole expan-
sions are available analytically. In absence of such expansions treecodes such as
Barnes-Hut, Appel’s algorithm may be used [3].

For potentials of the form Φ(r) = r−1, FMM exploits the separability of the
Greens function kernel using spherical harmonics. However, for kernels of the
form r−λ, λ ≥ 1, advances have been made by using Cartesian coordinates only.
Duan et al. [3] propose a treecode which uses Gegenbauer polynomials and
recurrence relations. Chowdhury et al. [5] recent approach generalizes single
level fast multipole algorithm for these potentials using addition theorem for
Gegenbauer polynomials. They develop necessary operators and error bounds
based on these addition theorems. Although, their approach can be used for r−λ

kernels, it is restricted to single level multipole expansions. The algorithm by
Elliott et al. [4] uses multivariate Taylor expansions. Although, these methods
are designed to compute such potentials, they strongly make use of Cartesian
coordinates and special recurrence relations specific to their schemes.

In this paper we propose a multipole based treecode that uses spherical har-
monics to evaluate potentials of the form r−λ, where λ ≥ 1. This treecode has
several advantages over existing Cartesian coordinate based expansion schemes.
First, the use of spherical harmonics gives an analytic formula to compute mul-
tipole coefficients efficiently. This analytic formula is a natural generalization
of the multipole expansion theorem for r−1 potential. Second, any previous im-
plementation of FMM can be modified to evaluate r−λ potentials using this
approach. Third, our method allows precomputing certain vectors that signif-
icantly reduce the time to compute multipole coefficients. Finally, there is no
need to use special recurrence relations or spherical harmonics other than the
ones used in FMM.

The paper is organized as follows: Section 2 discusses the multipole expansion
theorem for r−1 functions. Section 3 describes the Gegenbauer polynomials and
their relationship with Legendre polynomials. Section 4 describes a tree code
based on the hierarchical multipole method. Section 5 discusses the complexity
and implementation issues. Conclusions are presented in Section 6.

2 Multipole Expansion Theorem for r−1 Potential

This section describes the multipole expansion theorem from the classical FMM
[2]. Let P (r, θ, φ) and Q(ρ, α, β) be two points with spherical coordinates. Also let
P −Q = R(r′, θ′, φ′) and γ be the angle between P and Q taken in anticlockwise
direction. Then, if ρ < r, the potential Φ(P ) at P due to a charge q at Q is given
by

Φ(P ) =
q

r′
=

∞∑
n=0

q · ρn

rn+1
Pn(cos γ), (1)



A Multipole Based Treecode Using Spherical Harmonics 109

where Pn(cos γ) is the Legendre polynomial of degree n. We also have the addi-
tion theorem for Legendre polynomials

Pn(cos γ) =
n∑

m=−n

Y −m
n (α, β)Y m

n (θ, φ), (2)

where Y m
n are the spherical harmonics given by

Y m
n (x, y) =

√
n− |m|
n + |m|P

m
n (cos x)eimy, (3)

in which Pm
n are the associated Legendre functions evaluated at cos x. Using (1)

and (2) we have the following theorem.

Theorem 1. Suppose that a charge of strength q is located at Q(ρ, α, β) with
ρ < a. At any point P (r, θ, φ) with r > a, the potential Φ(P ) is given by

Φ(P ) =
q

r′
=

∞∑
n=0

n∑
m=−n

Mm
n

rn+1
Y m

n (θ, φ), (4)

where Mm
n = qρnY −m

n (α, β).

If there are several charges {qi : i = 0, 1, . . . k} around Q with coordinates
{(ρi, αi, βi) : i = 1, 2, . . . k} we can superpose them at Q and the resulting
multipole moment at Q would be Mm

n =
∑k

i=0 qiρ
n
i Y −m

n (αi, βi).

3 Gegenbauer Polynomials

Gegenbauer polynomials are higher dimensional generalization of Legendre poly-
nomials [7, 8]. Gegenbauer polynomials are eigenfunctions of the generalized
angular momentum operator just as Legendre polynomials are eigenfunctions
of the angular momentum operator in three dimensions. Gegenbauer polynomi-
als allow addition theorem using hyperspherical harmonics similar to Legendre
polynomials which allow addition theorem using spherical harmonics. One can
refer to [7] for list of similarities between Gegenbauer and Legendre polynomi-
als. Gegenbauer polynomials are also a generalization of Legendre polynomials
in terms of the underlying generating function. Thus, if x, y ∈ , then

1
(1− 2xy + y2)λ/2

=
∞∑

n=0

Cλ
n(x)yn, (5)

where Cλ
n(x) is a Gegenbauer polynomial of degree n. This generating function

can be used to expand r−λ using Gegenbauer polynomials. Let P (r, θ, φ) and
Q(ρ, α, β) be points with spherical coordinates. Using (5) we have,

1
(r′)λ

=
1

rλ(1− 2uμ + μ2)λ/2
=

∞∑
n=0

ρn

rn+λ
Cλ

n(u) (6)
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where μ = ρ/r and u = cos γ. There are addition theorems for Gegenbauer
polynomials using hyperspherical harmonics which allow us to separate Cλ

n(u)
in terms of the coordinates, but we require hyperspherical harmonics. Instead,
we use a relation that exists between Gegenbauer and the Legendre polynomials
[6] which allows us to use spherical harmonics in three dimensions. Let Pn(x)
and Cλ

n(x) be Legendre and Gegenbauer polynomials, of degree n, respectively,
Then

Cλ
n(x) =

�n/2�∑
s=0

(λ)n−s(λ− 1/2)s

(3/2)n−ss!
(2n− 4s + 1)Pn−2s(x) (7)

where (p)s is the Pochhammer symbol. We define

Bλ
n,s =

(λ)n−s(λ− 1/2)s

(3/2)n−ss!
(2n− 4s + 1). (8)

Using (2) and (7), we derive an addition theorem for Gegenbauer polynomials.
The following lemma is found in abstract form in many places [7, 8]. A proof is
omitted to conserve space.

Lemma 1. (Addition Theorem for Gegenbauer Polynomials) Let P and
Q be points with spherical coordinates (r, θ, φ) and (ρ, α, β), respectively, and let
γ be the angle subtended by them at the origin. Then

Cλ
n(cos γ) =

�n/2�∑
m=0

Bλ
n,mYn,m(θ, φ) ·Yn,m(α, β) (9)

where YT
n,m(x, y) = [Y −(n−2m)

n−2m , Y
−(n−2m)+1
n−2m , . . . , Y

(n−2m)
n−2m ] is a vector of spher-

ical harmonics of degree n− 2m.

Once we have an addition theorem for Gegenbauer polynomials we can prove
the multipole expansion theorem for r−λ potentials.

Theorem 2. (Multipole Expansion) Suppose that k charges of strengths
{qi,i = 1, . . . k} are located at the points {Qi = (ρi, αi, βi), i = 1, . . . , k}, with
|ρi| < a. Then for any point P = (r, θ, φ) with r > a, the potential Φ(P ) is given
by

Φ(P ) =
∞∑

n=0

�n/2�∑
m=0

1
rn+λ

Mm
n ·Yn,m(θ, φ) (10)

where

Mm
n =

k∑
i=1

qiρ
n
i Bλ

n,mYn,m(αi, βi) (11)

Furthermore, for any p ≥ 1,∣∣∣∣∣∣Φ(P )−
p∑

n=0

�n/2�∑
m=0

Mm
n

rn+λ
·Yn,m(θ, φ)

∣∣∣∣∣∣ ≤ AB

rλ−1(r − a)

(a

r

)p+1

(12)

where A =
∑k

i=1 |qi| and B =
∑�n/2�

m=0

∣∣Bλ
n,m

∣∣
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Proof. From equation (6) and Lemma (1), for any qi at Qi we have

Φ(P ) =
∞∑

n=0

qiρ
n
i

rn+λ
Cλ

n(u)

=
∞∑

n=0

�n/2�∑
m=0

[
qiρ

n
i Bλ

n,mYn,m(αi, βi)
]

rn+λ
Yn,m(θ, φ)

The moments in (11) are obtained by superposition.
We now prove the error bound. Note that for every u ∈  with |u| ≤ 1, we

have |Pn(u)| ≤ 1. From (7),
∣∣Cλ

n

∣∣ ≤ B where B =
∑�n/2�

m=0

∣∣Bλ
n,m

∣∣(using triangle
inequality). Now, for each qi located at Qi having |ρi| < a, we have∣∣∣∣∣Φ(P )−

p∑
n=0

qiρ
n
n

rn+λ
Cλ

n(u)

∣∣∣∣∣ =

∣∣∣∣∣
∞∑

n=p+1

qiρ
n
i

rn+λ
Cλ

n(u)

∣∣∣∣∣
≤ B

rλ−1

qi

r − a

(a

r

)p+1

The error bound (12) is obtained by superposition of error bounds for all the k
charges.

4 A Treecode for r−λ Potentials

The treecode can be viewed either as a variant of Barnes-Hut algorithm [1] or
FMM [2] that uses only particle-cluster potential evaluations. The method works
in two phases: The tree construction phase and the potential computation phase.
In tree construction phase, a spatial tree representation of the domain is derived.
At each step of this phase, if the domain contains more than s particles, where s
is a preset constant, it is recursively divided into eight equal sub-domains. This
process continues until each sub-domain has at most s elements. The resulting
tree is an unstructured oct-tree. Each internal node in the tree computes and
stores multipole series representation of the particles. Since we don’t have any
translations, at each level of the tree and for every sub-domain in that level
we compute the multipole coefficients of all the particles contained in the sub-
domain. These coefficients are obtained using the theorem given in the preceding
section. Once the tree has been constructed, the potential at any point can be
computed as follows: a multipole acceptance criterion is applied to the root of
the tree to determine if an interaction can be computed; if not, the node is
expanded and the process is repeated for each of its eight children. The multipole
acceptance criterion computes the ratio of the distance of the point from the
center of the box to the dimension of the box. If the ratio is greater than α, a
specific constant, an interaction can be computed. In the following pseudo-code
for computing the multipole coefficients and potential evaluation, p is the pre-
specified multipole degree and s is the minimum number of particles contained
in any leaf box and α, a constant.
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Multipole Calculation(p)

– For(each level in the Oct-tree)
• For(each node in the level)
∗ Find the multipole coefficients of all the particles in the
node using Theorem 2 with respect to the box center ofthe
node

Potential Evaluation()

– For(each particle)
• nodes = Alpha Criteria(particle,root)
• If(nodes = leaf)
∗ Compute potentials directly

• Else
∗ Use the multipole expansion Theorem 2 to find the potential

• Add direct and the computed potential

nodes = Alpha Criteria(particle,node)

– ratio = distance of the particle from the box center/box length
– If(ratio > α)
• return nodes;

– Else If(node = leaf)
• return leafnodes;

– Else
• For(each children nodes)
∗ nodes = Alpha Criteria(particle,node)
∗ return nodes;

5 Complexity and Implementation

It can be seen from the multipole expansion theorem that the complexity for
computing the multipole coefficients at each level of the tree is O(p3N), where
N is the number of particles in the system and p is the multipole degree. Since
there are log N levels in the tree, the total cost of computing the multipole co-
coefficients is O(p3N log N). Similarly, it can be seen that the complexity for the
potential evaluation phase is O(p3N log N). Thus, the overall complexity for the
algorithm is O(p3N log N).

We have experimentally verified the theorem for r−6 and r−10 potentials.
The logarithmic plot (Fig 1 and Fig 2) shows the relative error and the error
bound as multipole degree p varies from 1 to 10. For an efficient implementation
of this algorithm, here are few pointers.

– An existing FMM code can be appropriately modified to compute the mul-
tipole coefficients in this algorithm.

– The Gegenbauer constants can be precomputed and used in the potential
evaluation phase to reduce computation time of the multipole coefficients.
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Fig. 1. Relative error and error bound for the potential Φ(r) = r−6

Fig. 2. Relative error and error bound for the potential Φ(r) = r−10
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– Due to the decreasing nature of the indices in the Legendre polynomial’s
relation with the Gegenbauer polynomial (Equation 7), only the spherical
harmonics for r−1 potential is needed. They can be used to the compute
multipole coefficients for the r−λ potentials. It should be noted that the set
spherical harmonics for r−λ potentials are the same as the set of spherical
harmonics for r−1, but with the shift n−2m for m = 0, 1, ...�n/2� as Lemma 1
shows.

6 Conclusion

An efficient algorithm for the computation of r−λ potentials using spherical har-
monics is presented. This algorithm has advantages over existing Cartesian coor-
dinate based expansion schemes. Since, there are no special recurrence relations
or spherical harmonics required, an FMM code can be appropriately modified
to implement the proposed algorithm.
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Abstract. Error correction codes defined over real-number field have
been studied and recognized as useful in many applications. However,
most real-number codes in literature are quite suspect in their numer-
ical stability. In this paper, we introduce a class of real-number codes
based on random generator matrices over real-number fields. Codes over
complex-number field are also discussed. Experiment results demonstrate
our codes are numerically much more stable than existing codes in liter-
ature.

1 Introduction

Error correction codes are often defined over finite fields. However, in many
applications, error correction codes defined over finite fields do not work. In-
stead, codes defined over real-number or complex-number fields have to be
used to detect and correct errors. For example, in algorithm-based fault tol-
erance [2, 10, 11, 13] and fault tolerant dynamic systems [8], to provide fault
tolerance in computing, data are first encoded using error correction codes and
then algorithms are re-designed to operate (using floating point arithmetic) on
the encoded data. Due to the impact of the floating-point arithmetic on the
binary representation of these encoded data, codes defined over finite fields do
not work. But codes defined over real-number and complex-number fields can
be used in these applications to correct errors in computing by taking advan-
tage of certain relationships, which are maintained only when real-number (or
complex-number) codes are used.

However, most real-number and complex-number codes in literature are quite
suspect in their numerical stability. Error correction procedures in most error
correction codes involve solving linear system of equations. In computer floating
point arithmetic where no computation is exact due to round-off errors, it is
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well known [7] that, in solving a linear system of equations, a condition number
of 10k for the coefficient matrix leads to a loss of accuracy of about k decimal
digits in the solution. In the generator matrices of most existing real-number
and complex-number codes, there exist ill-conditioned sub-matrices. Therefore,
in these codes, when certain error patterns occur, an ill-conditioned linear system
of equations has to be solved in the error correction procedure, which can cause
the loss of precision of possibly all digits in the recovered numbers.

The numerical issue of the real-number and complex-number codes has been
recognized and studied in some literature. In [2], Vandermonde-like matrix for
the Chebyshev polynomials was introduced to relieve the numerical instability
problem in error correction for algorithm-based fault tolerance. In [5, 6, 9, 12], the
numerical properties of the Discrete Fourier Transform codes were analyzed and
methods to improve the numerical properties were also proposed. To some ex-
tent, these efforts have alleviated the numerical problem of the real-number and
complex-number codes. However, how to construct real-number and complex-
number codes without numerical problem is still an open problem.

In this paper, we introduce a class of real-number and complex-number codes
that are numerically much more stable than existing codes in literature. Our
codes are based on random generator matrices over real-number and complex-
number fields. The rest of this paper is organized as follow: Section 2 specifies
the problem we focus on. In Section 3, we first study the properties of random
matrices and then introduce our codes. Section 4 compares our codes with most
existing codes in both burst error correction and random error correction. Section
5 concludes the paper and discusses the future work.

2 Problem Specification

Let x = (x1, x2, ..., xN )T ∈ CN denote the original information, and G denote a
M by N real or complex matrix. Let y = (y1, y2, ..., yM )T ∈ CM , where M =
N + K, denote the encoded information of x with redundancy. The original
information x and the encoded information y are related through

y = Gx. (1)

Our problem is: how to choose the matrix G such that, after any no more than
K erasures in the elements of the encoded information y, a good approximation
of the original information x can still be reconstructed from y?

When there are at most K elements of y lost, there are at least N elements of
y available. Let J denote the set of indexes of any N available elements of y. Let
yJ denote a sub-vector of y consisting of the N available elements of y whose
indexes are in J . Let GJ denote a sub-matrix of G consisting of the N rows
whose indexes are in J . Then, from (1), we can get the following relationship
between x and yJ :

yJ = GJx. (2)
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When the matrix GJ is singular, there are infinite number of solutions to (2).
But, if the matrix GJ is non-singular, then (2) has one and only one solution,
which is the original information vector x.

In computer real-number and complex-number arithmetic where no compu-
tation is exact due to round-off errors, it is well known [7] that, in solving a
linear system of equations, a condition number of 10k for the coefficient matrix
leads to a loss of accuracy of about k decimal digits in the solution. Therefore,
in order to reconstruct a good approximation of the original information x, GJ

has to be well-conditioned.
For any N by N sub-matrix GJ of G, there is a erasure pattern of y which

requires to solve a linear system with GJ as the coefficient matrix to reconstruct
an approximation of the original x. Therefore, to guarantee that a reasonably
good approximation of x can be reconstructed after any no more than K erasures
in y , the generator matrix G must satisfy: any N by N sub-matrix of G is well-
conditioned.

3 Real Number Codes Based on Random Matrices

In this section, we will introduce a class of new codes that are able to reconstruct
a very good approximation of the original information with high probability
regardless of the erasure patterns in the encoded information. Our new codes
are based on random matrices over real or complex number fields.

3.1 Condition Number of Random Matrices from Standard
Normal Distribution

In this sub-section, we mainly focus on the probability that the condition num-
ber of a random matrix is large and the expectation of the logarithm of the
condition number. Let G(m,n) be an m×n real random matrix whose elements
are independent and identically distributed standard normal random variables
and G̃(m,n) be its complex counterpart.

Theorem 1. Let κ denote the condition number of G(n, n) , n > 2, and t ≥ 1,
then

0.13n

t
< P (κ > t) <

5.60n

t
. (3)

Moreover,
E(log(κ)) = log(n) + c + εn, (4)

where c ≈ 1.537, limn→∞εn = 0 ,

Proof. The inequality (3) is from Theorem 1 of [1]. The formula (4) can be
obtained from Theorem 7.1 of [3]. ��
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Theorem 2. Let κ̃ denote the condition number of G̃(n, n), and t ≥ √n, then

1−
(

1− 1
t2

)n2−1

≤ P (κ̃ > t) ≤ 1−
(
1− n

t2

)n2−1

. (5)

Moreover,
E(log(κ̃)) = log(n) + c + εn, (6)

where c ≈ 0.982, limn→∞εn = 0 ,

Proof. Let κ̃D denote the scaled condition number (see [4] for definition) of
G̃(n, n), then

P (
κ̃D√

n
> t) ≤ P (κ̃ > t) ≤ P (κ̃D > t). (7)

From Corollary 3.2 in [4], we have

P (κ̃D > t) = 1−
(
1− n

t2

)n2−1

. (8)

Therefore,

P (
κ̃D√

n
> t) = P (κ̃D >

√
nt) = 1−

(
1− 1

t2

)n2−1

. (9)

The inequality (5) can be obtained from (7), (8) and (9). The formula (6)
can be obtained from Theorem 7.2 of [3]. ��

In error correction practice, all random numbers used are pseudo random
numbers, which have to be generated through a random number generator. Fig.1
shows the empirical probability density functions of the condition numbers of
the pseudo random matrix G(100, 100) and G̃(100, 100), where G(100, 100) is
generated by randn(100, 100) and G̃(100, 100) is generated by randn(100, 100)+√−1∗randn(100, 100) in MATLAB. From these density functions, we know that
most pseudo random matrices also have very small condition numbers. And, for
the same matrix size, the tail of the condition number for a complex random
matrix is thinner than that of a real one.

We have also tested some other random matrices. Experiments show a lot
of other random matrices, for example, uniformly distributed pseudo random
matrices, also have small condition numbers with high probability. For random
matrices of non-normal distribution, we will report our experiments and some
analytical proofs of their condition number properties in a further coming paper.

3.2 Real Number Codes Based on Random Matrices

In this sub-section, we introduce a class of new codes that are able to reconstruct
a very good approximation of the original information with very high probability
regardless of the erasure patterns in the encoded information.
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Fig. 1. The density functions of the condition numbers of G(100, 100) and G̃(100, 100)

In the real number case, we propose to use G(M,N) or uniformly distributed
M by N matrices with mean 0 ( denote as U(M,N) ) as our generator matrices
G. In the complex number case, we propose to use G̃(M,N) or uniformly dis-
tributed M by N complex matrices with mean 0 ( denote as Ũ(M,N) ) as our
generator matrices G.

Take the real-number codes based on random matrix G(M,N) as an exam-
ple. Since each element of the generator matrix G(M,N) is a random number
from the standard normal distribution, so each element of any N×N sub-matrix
(GJ )N×N of G(M,N) is also a random number from the standard normal dis-
tribution. According to the condition number results in Subsection 3.1 , the
probability that the condition number of (GJ )N×N is large is very small. Hence,
any N by N sub-matrix (GJ )N×N of G is well-conditioned with very high prob-
ability. Therefore, no mater what erasure patterns occur, the error correction
procedure is numerically stable with high probability.

We admit that our real-number and complex-number codes are not perfect.
Due to the probability approach we used, the drawback of our codes is that, no
matter how small the probability is, there is a probability that a erasure pattern
may not be able to be recovered accurately.

However, compared with the existing codes in literature, the probability that
our codes fail to recover a good approximation of the original information is
negligible (see Section 4 for detail). Moreover, in the error correction practice,
we may first generate a set of pseudo random generator matrices and then test
each generator matrix until we find a satisfied one.
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4 Comparison with Existing Codes

In the existing codes in literature, the generator matrices mainly include: Vander-
monde matrix (Vander) [8], Vandermonde-like matrix for the Chebyshev poly-
nomials (Chebvand) [2], Cauchy matrix (Cauchy), Discrete Cosine Transform
matrix (DCT), Discrete Fourier Transform matrix (DFT) [6]. These generator
matrices all contain ill-conditioned sub-matrices. Therefore, in these codes, when
certain error patterns occur, an ill-conditioned linear system has to be solved
to reconstruct an approximation of the original information, which can cause
the loss of precision of possibly all digits in the recovered numbers. However,
in our codes, the generator matrices are random matrices. Any sub-matrix of
our generator matrices is still a random matrix, which is well-conditioned with
very high probability. Therefore, no mater what erasure patterns occur, the error
correction procedure is numerically stable with high probability. In this section,
we compare our codes with existing codes in both burst erasure correction and
random erasure correction.

4.1 Burst Erasure Correction

We compare our codes with existing codes in burst error correction using the
following example.

Example 1. Suppose x = (1, 1, 1, ..., 1)T and the length of x is N = 100. G is a
120 by 100 generator matrix. y = Gx is a vector of length 120. Suppose yi, where
i = 101, 102, ...120, are lost. We will use yj , where j = 1, 2, ...100, to reconstruct
x through solving (2) .

Table 1. The generator matrices of different codes

Name The generator matrix G = (gmn)120×100

Vander
(
(m + 1)100−n−1

)
120×100

Chebvand (Tm−1(n))120×100, where Tm−1 is the chebyshev polynomial of degree n − 1

Cauchy
(

1
m+n

)
120×100

DCT
(√

i
120 cos π(2n+1)m

240

)
120×100

, where if m = 0, i = 1, and if m �= 0, i = 2

DFT
(
e−j 2π

120
mn

)
120×100

, where j =
√−1

RandN randn(120,100) in MATLAB

RandN-C randn(120,100) + j * randn(120,100) in MATLAB, where j =
√−1

RandU rand(120,100) - 0.5 in MATLAB

RandU-C rand(120,100) - 0.5 + j * (rand(120,100) - 0.5) in MATLAB,

Table 1 shows how the generator matrix of each code is generated. Table
2 reports the accuracy of the recovery for each code. All calculations are done
using MATLAB. The machine precision is 16 digits. Table 2 shows our codes are
able to reconstruct the original information x with much higher accuracy than
the existing codes. The reconstructed x from all existing codes lost all of their
16 effective digits. However, the reconstructed x from the codes we proposed in
the last section lost only about 2 effective digits.
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Table 2. Burst erasure recovery accuracy of different codes

Name κ(GJ) ‖x−x̂‖2
‖x‖2

Accurate digits Number of digits lost
Vander 3.7e+218 2.4e+153 0 16
Chebvand Inf 1.7e+156 0 16
Cauchy 5.6e+17 1.4e+03 0 16
DCT 1.5e+17 2.5e+02 0 16
DFT 2.0e+16 1.6e+00 0 16
RandN 7.5e+2 3.8e-14 14 2
RandN-C 4.5e+2 6.8e-14 14 2
RandU 8.6e+2 3.7e-14 14 2
RandU-C 5.7e+2 2.6e-14 14 2

4.2 Random Erasure Correction

For any N by N sub-matrix GJ of G, there is a erasure pattern of y which
requires to solve a linear system with GJ as the coefficient matrix to recon-
struct an approximation of the original x. A random erasure actually results
in a randomly picked N by N sub-matrix of G. In Table 3, we compare the
proportion of 100 by 100 sub-matrices whose condition number is larger than
10i, where i = 4, 6, 8, and 10, for different kind of generator matrices of size
150 by 100. All generator matrices are defined in Table 1. All results in Table 3
are calculated using MATLAB based on 1,000,000 randomly (uniformly) picked
sub-matrices.

From Table 3, we can see, of the 1,000,000 randomly picked sub-matrices
from any of our random generator matrices, there are 0.000% sub-matrices whose
condition number is larger than 108. However, for all existing codes in literature
that we have tested, there are at least 21.644% sub-matrices whose condition
number is larger than 108. Therefore, our codes are much more stable than the
existing codes in literature.

Table 3. Percentage of 100 by 100 sub-matrices (of a 150 by 100 generator matrix)
whose condition number is larger than 10i, where i = 4, 6, 8, and 10

Name κ ≥ 104 κ ≥ 106 κ ≥ 108 κ ≥ 1010

Vander 100.000% 100.000% 100.000% 100.000%
Chebvand 100.000% 100.000% 100.000% 100.000%
Cauchy 100.000% 100.000% 100.000% 100.000%
DCT 96.187% 75.837% 48.943% 28.027%
DFT 92.853% 56.913% 21.644% 5.414%
RandN 1.994% 0.023% 0.000% 0.000%
RandN-C 0.033% 0.000% 0.000% 0.000%
RandU 1.990% 0.018% 0.000% 0.000%
RandU-C 0.036% 0.000% 0.000% 0.000%
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5 Conclusion and Future Work

In this paper, we have introduced a class of real-number and complex-number
codes based on random generator matrices over real-number and complex-number
fields. we have compared our codes with existing codes in both burst erasure
correction and random erasure correction. Experiment results demonstrate our
codes are numerically much more stable than existing codes in literature.

For the future, we will compare real-number codes based on different random
matrices with different probability distributions. we would also like to investigate
what is the numerically optimal real number codes.
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Abstract. We revisit the iterated numerical integration method and
show that it is extremely efficient in solving certain classes of prob-
lems. A multidimensional integral can be approximated by a combination
of lower-dimensional or one-dimensional adaptive methods iteratively.
When an integrand contains sharp ridges which are not parallel with
any axis, iterated methods often outperform adaptive cubature methods
in low dimensions. We use examples to support our analysis.

1 Introduction

We will call an integration method iterated, if lower-dimensional methods are
used for the integration in different coordinate directions [18, 11]. We use an
adaptive method from QuadPack [14] to compute the one-dimensional integrals
in an iterated method. The work of [5, 6] shows that the iterated method is
much more efficient in integrating certain Feynman loop integrals of particle
physics. As an example, one of the three-dimensional integrands has a singular
behavior located within three narrow adjacent layers of the integration domain.
The function has large positive values in the outer two and is negative in the
middle layer.

Further study reveals that limitations of the machine precision prevent us
from achieving better results for some problems. When a specific integrand pa-
rameter becomes small, increasing the function evaluation limit does not lead to
a better result. Even when this parameter is not very small, setting the function
evaluation limit to a large value results in unnecessary function evaluations and
possibly a less accurate result.

Iterated methods deserve a thorough investigation. A prototype implementa-
tion is underway for ParInt [16]. After modifying the one-dimensional methods
in ParInt to handle discontinuities, the integrals of the Dice functions (see Sec-
tion 4 below) can be approximated to an accuracy that is limited only by the
machine precision.

2 Iterated Method

We will use one-dimensional integration methods iteratively to compute an n-
dimensional (n ≥ 2) integral numerically.

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 123–130, 2005.
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The integral of an n-dimensional scalar function f(x1, x2, ..., xn) over a hyper-
rectangular region D in Rn is

I =
∫
D

f(x1, x2, ..., xn) dx1dx2...dxn, (1)

which is the same as

I =
∫ xb

1

xa
1

dx1

∫
D′

f(x1, x2, ..., xn) dx2...dxn. (2)

Let
F (x1) =

∫
D′

f(x1, x2, ..., xn) dx2...dxn, (3)

then integral (2) becomes

I =
∫ xb

1

xa
1

F (x1) dx1, (4)

which is a one-dimensional integral. We then start from formula (4), and repeat
the process in the remaining coordinate directions.

We found that the iterated method outperforms other methods significantly
for a class of problems with steep, narrow ridges for 2D functions, or similar
behavior in higher dimensions.

3 Implementation

We can use a one-dimensional integration method to compute an approximation
for integral (4). The code in this method will evaluate F (x1) for a given value
of x1 by calling an integration method. The calls are done recursively in the
following pseudo-code. The pseudo-code below uses a C-like syntax.

Iterated Method:

n <-- dimension

lower <-- array for lower bounds

upper <-- array for upper bounds

xx <-- temporary array of size n for a point

main() {

a <-- lower[1]

b <-- upper[1]

i <-- 1

integrate(foo, i, a, b, result, error)

print(error, result)

}
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foo(n, i, x_i, fcn_value) {

if i = n then

integrand(n, x_i, fcn_value)

else

xx[i] = x_i

a <-- lower[i+1]

b <-- upper[i+1]

i <-- i + 1

integrate(foo, i, a, b, result, error)

fcn_value <-- result;

}

integrand(n, x_i, fcn_value) {

xx[n] <-- x_i

fcn_value <-- f(xx)

}

The actual code differs from the pseudo-code significantly. It is also more
complex. In the pseudo-code n, lower, upper and xx are global variables. foo is
part of the package. The driver function main and the integrand function are
given by the user. The end users do not need to know how the iterated method is
implemented. integrate is a one-dimensional adaptive method. Any combination
of the directions will be implemented in a future release of ParInt [16]. For
example, a one-dimensional method in the x direction can call a two-dimensional
method in the y and z directions.

Iterated integration methods were implemented in FORTRAN for the compu-
tations of [5, 6]. Other implementations include D01DAF in NAG (a FORTRAN
subroutine for two-dimensional iterated numerical integration) [18]. According to
its documentation, D01DAF is not well-suited for non-smooth integrands. Two-
dimensional iterated numerical integration is also explained in [11] and [14].

For a given total error tolerance, selecting the error tolerances of the inner
integrals is non-trivial. Currently we use the same relative error tolerance for all
levels. The contribution of the inner and outer integration errors and a heuristic
estimation of the total error are outlined in [11], where it is suggested that, for a
two-dimensional iterated method, the inner integral be computed about a factor
of ten more accurately than the outer. If the total absolute error tolerance is
εa, then εO

a = 0.9εa and εI
ai = εa

10(xb
2−xa

2 )
. The total estimate error is given by

errorO + (xb
2 − xa

2)maxxi
errorI(xi), where errorO is the estimated error of the

outer integral, and errorI(xi) is that of the inner for a given value xi of x..
Fritsch, Kahaner and Lyness [7] study the error tolerance assignment in a

two-dimensional iterated method. The total absolute error tolerance, εT
a = εO

a +
εI

a, where εO
a and εI

a are the absolute error tolerances for the outer and the
inner integrations, respectively. For m-panel ((m + 1)-point) closed Newton-
Cotes rules, an optimal ratio is εI

a

εO
a

= mO+2
mI+2

. The authors discuss the assignment
of εI

a for the inner integrations. One way is to use a constant error tolerance εI
ai

for all points xi in the x direction. Another way is to have εI
ai|Wi| = constant,

where Wi is the weight assigned at the first appearance of F (xi). The former is
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intended for situations where the function has no peaks or untoward behavior,
while the latter assignment will apply if the function is well behaved over most
of its domain but has peaks or oscillations in a small portion of the domain.

4 Performance Analysis

Let us address the performance of the iterated method using two sample integrals
from [17], which we refer to as Dice1 and Dice2 below.

Dice1

∫ 1

0

dx

∫ 1

0

dy
2εy

(x + y − 1)2 + ε2

Dice2

∫ 1

−1

dx

∫ 1

−1

dy
εy2θ(1 − x2 − y2)

(x2 + y2 − b2)2 + ε2

Here θ(t) = 1 for t ≥ 0, and 0 otherwise. The Dice1 integrand has a ridge of
height 2y

ε along the diagonal y = 1 − x. The Dice2 function has a ridge along
the circle of radius b centered at the origin, and a discontinuity at the unit
circle.

Two-dimensional adaptive cubature methods are not very effective for com-
puting these integrals, which mimic the behavior of certain integration prob-
lems arising in high-energy physics computations. Results are given in [4] for
b = 0.8, ε = 10−1, 10−2, . . . , 10−6, a relative error tolerance of 10−5 and a func-
tion evaluation limit of 250 million.

In order to show the behavior of the Dice2 integrand aggregated in the
y direction, we graph the inner integral F (x) in Figure 1 (Left) and (Right)
for ε = 10−1 and 10−4, respectively. It emerges that these are rather smooth
functions of x. Consequently, the integral in x can be carried out easily and
only a moderate number of subdivisions in the x direction is carried out for
the iterated integration. This is also true in the y-direction, if the x direction is
aggregated first.

Figure 2 (Left) and (Right) displays visualizations of the function values eval-
uated by the adaptive cubature and by the iterated method, respectively, for
Dice1. We use the (parallel) cubature methods in ParInt, based on the inte-
gration rules of Genz and Malik [9, 1].

For the adaptive cubature, subdivision is performed in a 2D surface. For the
iterated method, subdivision is mainly done along the y axis. This behavior is
also confirmed by the views of F (x) for Dice2 in Figure 1 (Left) and (Right).
In spite of the ridges on the two-dimensional domains, the functions aggregated
to one dimension depict a relatively smooth behavior. Thus the outer integral is
easy to calculate.

Let us furthermore examine the function evaluation count. As a rough esti-
mate, the number of function evaluations of the two-dimensional adaptive cuba-
ture method is about the square of that of the iterated method for the problems
under consideration.

The adaptive cubature method chooses a direction to bisect a region so that
the subsequent computation becomes easier on the subregions. If the ridges are
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Fig. 1. F (x) of the Dice2 function, where Left: ε = 0.1, and Right: ε = 0.0001

Fig. 2. Left: Adaptive cubature method for Dice1, where b = 0.8 and ε = 0.1; Right:

Iterated method for Dice1. This image has been rotated for a better view

parallel to one of the axes, the advantage of the iterated method disappears.
We removed y in the numerator of the Dice1 integrand and rotated it with
respect to the point (0.5, 0.5). We performed numerical integration for a variety
of angles between the ridge and the x axis, with ε = 0.01 and a relative error
tolerance of 10−10. Figure 3 illustrates the relationship between the ridge angle
and the number of function evaluations performed. When the ridge is parallel to
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Fig. 3. The relationship between number of function evaluations and ridge orientation

the x axis, the number of function evaluations is 5355 for the adaptive cubature
method, which is close to that of the iterated method (6,975). When the ridge is
along the diagonal, 6,621,069 evaluations are needed, which is almost the square
of the former.

To generate the function visualizations we used AdaptView [12], which uti-
lizes adaptive numerical integration to visualize the integrand function.

Iterated methods are able to produce end-results with a very small estimated
error for the problems discussed above. In order to avoid early termination,

Fig. 4. Visualization of the Dice2 integrand, where b = 0.8, ε = 10−6 and the absolute
error tolerance is 10−6
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especially in cases where the ridges are extremely narrow, the error tolerance
should be set small enough, so that the singularities are “discovered” before
the computation is trapped in unstable areas or the error estimate has met the
requirement. Figure 4 illustrates this effect. For a fixed value of x, the (inner)
one-dimensional integration is done in the y variable. When a peak is not sampled
by the integration rule, some regions may have an under-estimated error, and
will not be evaluated again.

5 Conclusions and Future Work

We demonstrated that the iterated method is extremely fast for an important
class of problems with ridged integrand behavior. If the integrand function has
only a limited number of singular points (i.e., a localized singular behavior), or
if the singular ridge is parallel to one of the axes, adaptive method are usually
effective. We plan to investigate loop integrals of fairly low dimensions (less than
6, for example) [15, 6, 5, 2, 8, 3] using iterated methods. Note that some methods
involving multi-dimensional integrals reduce to the computation of many two-
and three-dimensional integrals as in [3].

It is feasible to compute many two- and three-dimensional integrals numeri-
cally to produce a reasonably small error, because a thousand of function eval-
uations in one direction can often achieve decent accuracy. Even if the total
evaluation count is a billion for, say, a three-dimensional problem, that may not
be a real obstacle for even a desktop computer today. We do need to make use
of reasonable summation methods [10].

Iterated integration yields a good candidate for parallel/distributed integra-
tion methods in view of the large granularity of the inner integral evaluations.
We performed preliminary tests on distributed computations with with a Web
service based integration system, PI service [13].
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Abstract. Semi-Lagrangian two-time-level finite difference scheme for 
hydrostatic atmospheric model is considered. Approximation of the 
gravitational waves in implicit-explicit manner allows to keep balance between 
extended stability and required accuracy. Both are assured by implicit 
discretization of the fast principal vertical modes and explicit approximation of 
the slow secondary gravitational waves. Numerical experiments with actual 
atmospheric data are carried out to define the most efficient implicit-explicit 
separation, which produces the accurate forecasts at the less computational cost.      

1   Introduction 

Semi-Lagrangian (SL) approach has been proved to be an efficient alternative to 
Eulerian one because it allows to circumvent the Courant-Friedrichs-Lewy (CFL) 
criterion related to advection velocity, requiring only solution of trajectory equations, 
which represent the systems of ODE decoupled at each grid point and solved 
efficiently by iterative algorithm [7,15]. If, additionally, gravitational terms of 
hydrostatic atmospheric model are discretized with sufficient degree of implicitness, 
then time step of SL schemes can be chosen on the base of accuracy considerations 
[7,15]. This is great advantage of such schemes because more straight explicit and 
implicit discretizations are computationally expensive: explicit approximation 
requires very small time steps due to fast gravitational waves and implicit 
approximation requires solution of nonlinear PDEs at each time step.   

The choice of the level of implicitness of gravitational terms in SL schemes can be 
based on considerations of efficiency, including the accuracy of forecasting fields and 
minimization of computational cost. The most direct approximation is implicit, which 
is used in the majority of the SL schemes [7,15]. It allows to use a great time steps, 
but it is not the most efficient way because the 3D linear algebraic systems of the high 
order LNM ××  (where M, N and L are the number of points in horizontal and 
vertical directions) should be solved at each time step. There is a chance to avoid 
these hard computations by separating the spectrum of gravitational waves. It is well 
known that highest internal barotropic modes of the vertically decoupled hydrostatic 
equations contain the gravitational waves with the smallest amplitudes and slowest 
velocities of propagation [8]. Such waves are secondary and do not impose any 
relevant restriction on time step and, consequently, they can be discretized in explicit 
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manner on a coarse grid. This way, implicit part can be reduced to K separate 2D 
linear systems of the order NM × , where K is a small as compared to L. Thus, the 
computational cost can be reduced if the slow gravitational waves are discretized 
more explicitly and coarsely.  

A similar approach has been used in a three-time-level SL model [3]. The reported 
results showed strong points of developed scheme for time steps up to 40 min. In the 
last decade, motivated by results of McDonald [10] and Temperton and Staniforth 
[16] for shallow water equations, numerical modelers started to substitute tree-time-
level SL schemes by two-time-level ones, which allow to achieve the same accuracy 
with even larger time steps [9,11,17]. In this paper we apply the modified technique 
of [3] to two-time-level scheme with objective to increase time step up to 60 min with 
no loss of forecast accuracy.  

2   Semi-Lagrangian Implicit-Explicit Time Discretization  

Primitive equations in time coordinate t , horizontal Cartesian coordinates yx,  and 

vertical coordinate spp=σ  can be written as follows [7]: 

uxt NGvfud +−= 0  , vyt NGufvd +−−= 0  , (1) 

RTG −=σln , σσ−−= DPdt  , ( ) Tpttp NcPdRTTdc ++⋅= σσ0  ; (2) 

( ) ( ) xu PTTRvffN 00 −−−= , ( ) ( ) yv PTTRuffN 00 −−−−=  , (3) 

( )( )σσσσ −−−−= DTTRNc Tp 0 . (4) 

Here, u , v  and σ  are horizontal and vertical velocity components, yx vuD +=  is 

the horizontal divergence, spP ln= , p  and sp  are the pressure and surface pressure 

respectively, T  is the temperature, PRTgzG 0+= , z  is the height. Nonlinear and 

variable coefficient terms are grouped in uN , vN , TN . Individual 3D derivative is  

σϕσϕϕϕϕ +++= yxtt vud    , TPvu ,,,=ϕ  

and the following parameters are used: f  is the Coriolis parameter with the mean 

value 0f , g  is the gravitational acceleration, R  is the gas constant of dry air, pc  is 

the specific heat at constant pressure, constT =0  is the reference temperature profile. 

Hereinafter the subscripts σ,,, yxt  denote the partial derivatives with respect to 

indicated variable. 
Let us split solution of (1)-(2) into two steps. The first SL step consists of solution 

of the advective part of the prognostic equations 

Vr =td  ,  ( )σ,, yx=r  , ( )σ,, vu=V  . 

These equations are efficiently solved by Robert's iterative algorithm [14,15], which 
assures the second order of accuracy and converges under limitation on time step 
expressed in the terms of the wind derivatives [13,15]: 
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( )σσσ σσστ ,,,,,,,,max,32 yxyxyxdd vvvuuuVV =≤  , 

For fine grid with horizontal meshsize about 50km and 20 vertical levels it gives 
maximum time step about 1 hour.  

The other terms, including gravitational waves, are considered on the second step 

uxt NGvfu +−= 0   , vyt NGufv +−−= 0  , (5) 

σσ−−= DPt  , ( ) Tttp NPRTTc ++⋅= σσ0  . (6) 

Implicit discretization of all the gravitational terms ( xG , yG , D , σσ , σσ ) is the 

most traditional approximation in SL models [7,15,17]. It gives rise to the following 
time difference equations:  
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where τ  is the time step, superscript 1+n  denotes the values at the new time level 
( )τ11 +=+ ntn  and superscript n  denotes the values at the current time level τntn = . 

The nonlinear terms are evaluated by extrapolation to the half way time level 21+nt : 

( ) 23 121 −+ −= nnn NNN , Tvu NNNN ,,=  . 

The scheme (7)-(9) is of the second order of accuracy and linear analysis shows that it 
is absolutely stable. However, it requires the solution of 3D elliptic problem at each 
time step [11,17]. 

Another way of approximation of gravitational terms is explicit. For example, 
forward-backward time differencing gives: 
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This scheme is of the first order of accuracy and its CFL condition is 

gravg ch2≤τ , where gh  is meshsize used for approximation of gravitational 
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waves and smcgrav 350≈  is the propagation velocity of the fastest gravitational 

waves. This condition implies the use of the small time steps about 3 min on a fine 
horizontal grid with kmhg 50= . However, the algorithm of solution at each time step 

is very simple because this scheme is actually explicit. 
Finally, let us consider implicit time differencing for essential fast gravitational 

waves and explicit one for secondary slow waves. To this end, we should apply 
vertical transform to separate the different types of the gravitational waves. First we 
eliminate functions P, T and σ  from (6) to obtain prognostic equation for G : 

( ) ( )σσσ σσ Tptp NRcDTRGc −= 0
2

ln . (13) 

Then, we use the vertical expansion of the functions   

= kk Sϕϕ , (14) 

where ( )σkS  are the first K eigenfunctions of the differential vertical structure 

equation  

( ) RSSc p
1

ln
−−= λσ σσ  

or its discrete analogues, that is, the eigenvectors of the difference vertical structure 
equation on vertical K-level grid. Using (14) we can rewrite equations (5), (13) in the 
following form for each vertical mode k 

kukxkkt NGvfu +−= 0 , kvkykkt NGufv +−−= 0 , kGkkkt NDcG +−= 2 , (15) 

where kk RTc λ0=  and ( )( )
kTkG NRN σσλ= . It was shown in [5] for differential 

vertical structure equation and in [4] for difference equation that all eigenvalues kλ  

are positive and have zero limit point as k approaches infinity. Fig.1 shows the values 
of kc  as function of the mode number k for 20-level Lorenz staggered vertical grid. 

The results for homogeneous grid and actual grid (with concentration of the levels in 
boundary layer and higher troposphere) are presented. 

Now we can apply different approximation to the fast and slow gravitational 
waves. The first I principal vertical modes are approximated implicitly with second 
order of accuracy 
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Fig. 1. Gravity-wave velocity as function of the vertical mode number 

The remaining secondary modes are approximated explicitly with the first order of 
accuracy: 
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Let us note that although systems (15) are coupled through nonlinear terms, both 
schemes (16)-(18) and (19)-(21) can be solved separately for each k because nonlinear 
terms are treated explicitly. This approach generates stability condition in the 

form 12 +≤ Ig chτ , where 1+Ic  is the maximum gravity-wave speed of the modes 

treated explicitly. 
If discrete vertical transform is applied, implicit approximation (16)-(18) of all the 

vertical modes will result in the scheme (7)-(9) and explicit approximation (19)-(21) 
of all the modes will give forward-backward scheme (10)-(12).  

3   Numerical Experiments 

In this section we present the results of the experiments with different configurations 
of the vertical approximation. At each time step, the explicit approximation (19)-(21) 

is solved by direct formulas: first 1+n
kG  are found from (21) and then 1+n

ku  and 1+n
kv  
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are elementary solved from (19) and (20). The implicit approximation (16)-(18) is 

reduced to 2D Helmholtz equation for 1+n
kG :   
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where ritght-hand side is combination of the values at the time level nt . This equation 

is solved by multigrid method, which is fast solver for such kind of the problems. Its 
optimal versions require ( )MNO  arithmetic operations, where M and N are the 

number of points in horizontal. We apply BOXMG algorithm [2,6] based on Galerkin 
type of discretization, which allows to use spatial grids with arbitrary number of the 
points with no less of the convergence speed of iterations. Numerical experiments 
showed that optimal version of the BOXMG algorithm for equation (22) consists of 
using the V-cyclic method with two cycles for the first two vertical modes and one 
cycle for others. One four-color Gauss-Seidel point relaxation sweep is performed on 
any grid both before dropping down to the next coarser grid and before interpolation 

to the previous finer grid. As initial guess for iterations we use n
kG . After 1+n

kG  is 

found, the 1+n
ku  and 1+n

kv  are calculated by elementary solution of (16), (17). 

 

Fig. 2. Time step and computational cost of the implicit-explicit schemes 

24-hour integrations of the primitive equations were carried out for different 
number of the vertical modes approximated implicitly. Fig. 2 shows time step used in 
these experiments (chosen in accordance with stability criterions) and computational 
time cost (in percent of the forecast time of the forward-backward scheme (10)-(12)) 
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as functions of the number of the implicitly treated vertical modes. The required 
computational time for one forecast computed by implicit approximation (7)-(9) is 
also shown. The last integration is less expensive than that with implicit solution of all 
vertical modes by formulas (16)-(18). The former requires solution of the 3D elliptic 
equation but does not need application of vertical tranform, while the latter uses 
vertical transform and fast MG solvers for a set of 2D elliptic problems. Although 
multigrid solution of 3D equation is more expensive than fast solution of the 
decoupled set of 2D equations, the additional computational charge due to vertical 
transform is too hard. Since both schemes have absolutely stable adjustment step, that 
is, their maximum time step is about 60 min as defined by advective step, the scheme 
(7)-(9) required less computational time than (16)-(18) with I=K. Nevertheless, some 
versions of the implicit-explicit algorithm are more computationally efficient than the 
standard algorithm (7)-(9). For example, implicit treatment of 7-9 vertical modes 
gives certainly more efficient algorithm. 

To evaluate forecasting ability of the above schemes we carried out integrations 

based on actual atmospheric data. The horizontal domain of 5000x5000 2km  centered 

at Porto Alegre city ( S030 , W052 ) was covered by uniform spatial grid C with 
meshsize km50=h (we use Arakawa-Mesinger nomenclature of spatial grids [12]). 

The initial and boundary conditions were obtained from objective analysis and global 
forecasts of National Centers for Environmental Prediction (NCEP). 

 

Fig. 3. Root-mean-square error of geopotential forecast at the surface of 500 hPa 

It is well expected that after certain period of integration the forecast results will be 
determined in high degree by boundary conditions. Therefore the standard evaluation 
time for the regional models is limited to 24 or 36 hours of integration [1]. In Fig. 3 



138 A. Bourchtein 

 

we present the root-mean-square differences in meters between 24-h forecasts and 
analysis at pressure level 500hPa. This is standard measure of quality of short-range 
weather forecasts for geopotential fields [1]. Each scheme was run with appropriate 
time step chosen in accordance with stability criterions. Based on this results we can 
conclude that the most efficient algorithms are obtained when implicit-explicit 
algorithm with 7-9 implicit modes is used. 
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Abstract. This paper proposes the detection method of occluded moving objects 
using occlusion activity detection algorithm.  When multiple objects are occluded 
between them, a simultaneous feature based tracking of multiple objects using 
tracking filters fails.  To estimate feature vectors such as location, color, velocity, 
and acceleration of a target are critical factors that affect the tracking performance 
and reliability.  To resolve this problem, the occlusion activity detection algorithm 
is addressed.  Occlusion activity detection method provides the occlusion status of 
next state using the Kalman prediction equation.  By using this predicted 
information, the occlusion status is verified once again in its current state.  If the 
occlusion status is enabled, an object association technique using a partial 
probability model is applied.  For an experimental evaluation, the image 
sequences for a scenario in which three rectangles are moving within the image 
frames are made and evaluated.  Finally, the proposed algorithms are applied to 
real image sequences.  Experimental results in a natural environment demonstrate 
the usefulness of the proposed method. 

1   Introduction 

The importance of detection, tracking, and recognition problems has received 
increased attention since visual tracking began to play an important role in 
surveillance systems, virtual reality interfaces and a variety of robotic tasks.  But 
many key issues are not solved yet.  The tracking of non-rigid objects and classifying 
their appearance model is a challenging problem in visual surveillance system.  
Especially, the monitoring and visual surveillance of human activity [1][2][3][4] 
requires complex tracking algorithms because of the unpredictable situations which 
occur whenever multiple peoples are moving, stopping, hiding behind obstacles and 
interacting with each other.  Human actions within the field of view have no 
consistent rules concerning their movement.  In addition, when multiple peoples are 
interacting with each other in a natural scene, a variety of events can occur such as 
occlusion, partial occlusion or short-time stopping.  In such cases, the general tracking 
filter like a Kalman filter tends to fail because of sudden movements or sudden 
variation of speed. 

Some tracking algorithms have a weakness according to the given specific 
situation.  Feature-based tracking has a weakness in that it’s difficult to estimate a 
centroid or the velocity of moving targets when the targets are occluded from each 
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other. A region-based approach has also same situation.  The parametric method 
needs the calculation of an optimal fitting of the model to pixel the data in a region, 
and it should be updated continuously to the change of the appearance and the 
intensity variation while non-rigid objects are moving.  However, when multiple 
peoples are occluded from each other, a parametric estimation of the individual 
person model is inaccurate.  The view-based method to find the best match of a region 
in a search area with a reference template also has similar weaknesses with a region 
based approach in occlusion situations.  These problems are due to the inaccurate 
estimate of state information such as centroid, color, velocity and acceleration of 
targets.  Thus, in this paper, we propose the detection method for an accurate estimate 
of the state information using occlusion activity detection and an object association 
algorithm as shown in Figure 1.  The occlusion activity detection algorithm provides 
the occlusion status information.  By using this information, when the occlusion is 
activated, the proposed object association algorithm [5] can be applied to estimate the 
accurate state of information of the occluded multiple objects respectively, and then 
the general tracking algorithm is applied.  On the contrary, if the occlusion is not 
activated, the general tracking algorithm is applied.  This is due to the fact that the 
tracking algorithm is reliable when the occlusion between the objects has not 
occurred.  Thus, the proposed algorithms can provide the reliable feature vectors for 
simultaneous multiple tracking algorithms even in the occlusion time. 

This paper is organized as follows.  In Section 2, we describe the proposed 
algorithms.  It describes the detection method using the occlusion activity detection 
and object association.  In Section 3, we evaluate our proposed algorithms having 
image sequences.  Finally, the conclusive remarks are presented in Section 4. 

 

Fig. 1. System block-diagram for detecting occluded multiple objects 

2   Detection of Occluded Multiple Objects 

2.1   Behavior of Moving Objects 

The key issue of multiple targets tracking in the image sequences is the occlusion 
problem.  During the occlusion time, unpredictable events can be activated.  Thus, the 
tracking failure and missed tracking often happened.  To cope with this problem, a 
behavior analysis of multiple targets is required the first time.  Figure 2 describes all 
the possible action flows of targets within the field of view.  A specific target enters 
into the specific field of view, and then it is moving, stopping, interacting with other 
targets.  And finally, it leaves the field of view.  We can classify the behaviors of 
multiple targets according to the action flow as in Figure 2.: (1) A specific target 
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enters into the scene.  (2) Multiple targets enter into the scene.  (3) A specific target is 
moving and forms a group with other targets, or just moves beside other targets or 
obstacles. (4) A specific target within the group leaves a group.  (5) A specific target 
continues to move alone, or stops moving and then starts to move again.  (6) Multiple 
targets in a group continue to move and interact between them, or stop interacting and 
then start to move again.  (7) (8) A specific target or a group leaves a scene.  The 
events of (1), (4), (5), and (7) can be tracked using general tracking algorithms.  
However, the events of (2), (3), (6) and (8) cannot be tracked reliably.  Thus, to 
resolve this problem, we propose the occlusion reasoning method that detects 
occlusion activity status using Kalman Filter. 

 

Fig. 2. State Transition Diagram; general action flow of objects within the FOV 

2.2   Occlusion Activity Detection 

We assume that we found the moving blobs, and then it starts to detect occlusion 
activity.  Occlusion activity detection is an algorithm to provide the current status of 
occlusion between objects, which are just labeled blobs of a blob detection level.  
According to the occlusion status, a countermeasure to reliably track can be applied.  
We assumed that occluded objects from the first time have not appeared, and the 
objects are non-rigid.  The procedure of occlusion activity detection is as follows. 

- STEP 1: Occlusion Prediction 
As in (a) of Figure 3, this step predicts the next positions (centroids) of blobs 
employing the usual Kalman prediction model used in JPDAF: 

)()/()()/1( kukkXkFkkX +=+  (1) 

where X(k+1/k) is the state vector at time k+1 given cumulative measurements to 
time k, F(k) is a transition matrix, and u(k) is a sequence of zero-mean, white 
Gaussian process noise. Using the predicted position computed at equation (1), we 
can determine the redundancy of objects within the field of view using the 
intersection measure.  The decision of the occlusion is computed by comparing if or 
not there is an overlapping region between the rectangular blocks MVi in the predicted 
center points as follows. 

mji ,...,1,   where,  
otherwise0

)MV  (MV if1
 F ji

oc =
≠∩ φ

 
(2) 
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where Foc is an occlusion alarm flag, the subscript i and j are the index of the detected 
target at the current frame, the block MBRi that represents the validation region has 
the fixed range computed at the current frame and m is a number of a target.  If a 
redundant region has occurred at the predicted position, the probability of occlusion 
occurrence in the next step increases.  Therefore, the occlusion alarm flag is set to 1, 
and current status is maintained. 

 
- STEP 2: Occlusion Status Update 
In the current frame, the occlusion status is updated to decide the occlusion 
occurrence.  The first time, the size of the labeled blobs is verified whether they are 
contained within the validation region or not.  If the size of labeled blobs is contained 
within the validation region, the occlusion status flag is disabled.  Then, the Kalman 
gain is then computed and the measurement equation is updated. If number of the 
predicted center point is greater than two, then the occlusion alarm flag is set to 1, we 
can conclude that the occlusion has occurred at the region.  Thus, the occlusion status 
is enabled.  At this time, the object association technique is applied to estimate the 
accurate center points of the respective blobs.  From the predicted center points of the 
previous step including near that region, it is searched.  In addition, the process 
transition mode is changed as in Figure 2. 

    

Fig. 3. Occlusion prediction of next frame 

2.3   Object Association 

For the identity of the occluded blobs, the object association technique can be applied 
to associate a measured object with a real target when the occlusion status is enabled.  
That is due to the fact that the labeling procedure measures some targets as one target.  
In addition, the occlusion status may be maintained during some periods.  This case 
causes a tracking failure due to miss-association if there is no association technique.  
To resolve this problem, an object association can be applied for not only the position 
decision in the occlusion state, but also for the decision of the identity of a target 
between frames.  It can be a means for an attribute tracking method, which can be 
described as the process of combining a position and color information incorporating 
the data from a prior target model, a target dynamic model, and a feature 
measurement model through a buffering technique. 
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To do this, we applied the SEA to verify the target identification for an object 
association between a priori target model and a feature measurement model.  The 
object pixel data buffered for the prior target model is used.  This calculates the 
matching relationship between the buffered data in a queue and a candidate block.  If 
we assume that the size of a blob is N × N pixels, the search window is of size 
(2N+1) × (2N+1) pixels in a basis of the predicted position.  The mean absolute 
difference (MAD) is used to measure the match between two blocks.  The match is 
performed on the current frame t using a previously stored blob model, a prior target 
model.  The SEA algorithm as in [7] can be computed as 

( ) ( )yxMADyxMR ,, ≤−  (3) 

However, matched result of a hidden object behind a specific object may result in a 
false acceptance.  Thus, we divide the reference block into N sub-blocks, then 
calculate a partial probability of candidate blocks as in Figure 4.  It is an alternative 
evidential reasoning based approach for identity reasoning under the partial 
probability models.  The concept of a typical sequence is defined in terms of a i, j-
element partition, Pi, given the true target type i. 

{ } i type / target  , ... ,11 iji aaP =
 (4) 

We consider it as a target if the sum of probability values of a sub-window is 
greater than and equal to a given threshold value as follows. 
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The matching probability of an occluded object is computed using an equation (6) 
after dividing into i× j partition window as in (b) of Figure 3. 
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Thus, we can estimate the occupancy region of the occluded objects.  By using this 
information, the center point of an individual object is calculated again. 

3   Experimental Results 

The proposed scheme was tested on real image sequences to assess its capabilities for 
tracking multiple moving targets (two people) in complex road scenes.  Two different 
road scenes with an increasing complexity were considered.  Acquired images were 
sampled at video rate: example 1 (total 180 frames, 15 frames per seconds, and its 
size is 240×320) and example 2 (total 70 frames, 15 frames per seconds, and its size 
is 240×320) which is a gray level image.  These include the occlusion scenario.  In 
addition, to show the robustness of the proposed methods, the image sequences 
including the occlusion scenario are depicted. 

For the moving blob detection, an adaptive change detection algorithm is 
performed, and then a binarized algorithm is applied as in Figure 4.  If the moving 
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blobs are detected, a labeling process is performed, then the center points of the 
respective blobs are calculated as feature vectors for tracking. 

 

Fig. 4. Blobs detection experiments 

To show the robustness of the proposed algorithm, the test image sequences having 
three rectangles moving are made as in (a) of Figure 5.  The three rectangles are 
moving randomly with partial occlusion.  This scenario file is simply binarized for the 
detection of moving blobs, and then labeled.  Finally, the occlusion activity detection 
algorithm is applied, and if the occlusion status is enabled, the object association 
algorithm is applied.  The (b) of Figure 5 shows the occlusion status of each rectangle 
in the image sequences.  We can know that the occlusion activity detection can 
provide the precious information to process the occlusion problem. 

       

Fig. 5. Test image sequences and its trajectories 

Next, according to the occlusion status, the SEA using a partial probability for the 
object association is applied to the test image sequences.  Table 1 describes the 
performance of occlusion activity detection rate and the root mean square (RMS) 
error of an object association algorithm. 

The proposed algorithm is applied on the real image sequences having an occlusion 
scenario.  The occlusion activity detection and objection association algorithm is 
applied according to the occlusion status.  When the occlusion status is enabled, the 
object association algorithm using SEA gave the estimated center points.  Using 
computed center points, the JPDA tracking filter [6] is performed.  In the initial value 
of the JPDA algorithm to track multi-targets, the process noise variance = 10 and the  
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measurement noise variance = 25 are used.  The initial position of two people are set 
to A(17, 60), B(254,147) and A(16,115), B(108,215) in Cartesian coordinates.  In 
example 1, object A moved from left to right and object B moves from top to bottom.  
Object A is moved from the left-bottom to the right-top, and object B is move from 
the right-center to the left-center in example 2.  An occlusion state is maintained for 
frames 34 and 24.  Figure 6 depicts the tracking results and its trajectories.  We know 
that the targets can be tracked reliably even while the occlusion status is enabled. 

Table 1. Simulation results of test image sequences 

Analysis of proposed methods Results 
Occlusion time 9 
Total occlusion frame number 76 
Accuracy of occlusion status 91.566 
RMS error in estimated position x,y; object association 1.2 

 

 

Fig. 6. Test image sequences and its trajectories 

 

Fig. 7. RMS errors of test image sequences 
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We can evaluate the robustness of the object association algorithm using the RMS 
error of the computed position values as in Figure 7.  In example 1, we know that the 
RMS error is high.  This is due to the fact that the overlapping region is large.  
Meanwhile, (b) of Figure 7 shows that the RMS error is similar with that of the non-
occlusion frames.  This is due to that fact that this has a small overlapping region 
between targets. 

4   Conclusions 

In the proposed method, the occlusion activity detection gives the rules to cope with 
decision-making.  In addition, the object association algorithm provides the estimated 
feature vectors even when the occlusion status is enabled.  This is due to the fact that 
we know the target information such as velocity and acceleration.  The proposed 
method reduced the computation time because the extra computation time for 
occlusion reasoning and association is spent when the occlusion status is enabled. 

However, in the case of high variation of illumination change and shadow effects, 
some missing approximation is computed.  Thus, the missing estimation of geometric 
information and an appearance model can give us a track failure.  So, it needs a more 
accurate approximation and estimation method under a more complex situation and 
higher illumination variation environments, respectively. 
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Abstract. The performance of a continuous-time Recursive Least Squares 
(CRLS) and a discrete-time Recursive Least Squares (DRLS) algorithms are 
examined for the growth medium temperature control of a cooling batch 
bioreactor in which Saccharomyces cerevisiae growth at aerobic condition by 
using Continuous-time Generalised Predictive Control (CGPC) algorithm. 
MATLAB programme was utilized for recursive parameter identification 
algorithms (CRLS and DRLS). The success or otherwise of these algorithms are 
estimated using parameter norm criterion for the various order of models and 
several input signals. There is a considerable improvement of identification 
algorithms with the reduced order of models. It has been shown that the 
performance of a DRLS algorithm is as successful as the other recursive 
parameter identification of a continuous-time system model.     

1   Introduction 

In bioprocesses, an organic compound is converted to a valuable product or products 
using enzymes or microorganisms called biocatalysts. Since the biocatalysts are very 
sensitive to changes occuring in their environment it is inevitable to control the 
operating parameters such as temperature, pH, dissolved oxygen concentration and 
substrate concentration for maintenance of optimal conditions for product formation 
in the complex environment in a bioreactor. Temperature is a fundamental parameter 
regulating microorganism growth, kinetics and overall product yield. For this reason 
temperature control systems are an integral part of biochemical processes that regulate 
the quality and the rate at which can be produced. About 40 % to 50 % of the energy 
stored in a carbon and energy source is converted to biological energy (ATP) during 
aerobic metabolism, and the rest of the energy is released as heat. Thus heat evolution 
is directly related to microbial growth [1].  

Batch processes are extensively used to produce specialty chemicals, 
biotechnology, pharmaceutical and agricultural products. S.cerevisiae  microorganism 
which is known as Baker’s yeast is produced by using batch or fed-batch operation 
under aerobic conditions [2]. Although setting up, operating and modeling are 
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available in the literature for batch processes, controlling them is quite challenging. In 
addition,  these processes exhibit time variant dynamic behavior and recharacterized 
by complex, nonlinear physiologial phenomenon that are difficult  to model [3,4]. 
    A model may be obtained by examining the internal structure of the system, 
although it is often the case that a complete picture cannot be achieved due to 
unknown factor, an element which is not directly measurable or an extremely 
complicated process [5]. The class and accuracy of a particular model is dependent on 
its required application. System identification is an effective procedure for the 
modelling of the systems. The model structures must therefore be defined and 
evaluations made of the parameters contained within each models. A certain model 
structure should approximate the system to a chosen degree and contain all the known 
information about operating conditions. It must also be flexible and lead to fast 
parameter estimation procedures [6]. 
     Identification of process parameters for control purposes must often be done using 
discrete-time computation, from samples of input-output observations. On the other 
hand, the process is usually of continuous-time nature, and modelled in terms of 
differential equations. In the previously published literatures, several approaches have 
been developed for the identification of continuous-time model parameters [7,8,9,10].  

The major objective of this study is to identify the recursive parameters of certain 
models in MATLAB for control of the temperature in the growth medium. DRLS  and 
CRLS algorithms are realized for this purpose.  

2   Materials and Method 

Temperature disturbances range was chosen by taking into account the real 
temperature change in the bioreactor during the Saccharomyces cerevisiae growth at 
aerobic condition. Saccharomyces cerevisiae yeast (NRRL Y-567)utilized in this 
study  was obtained from the ARS culture collection (Northern Regional Research 
Center, Peoria, IL, U.S.A.).  Stock cultures were maintained on agar slants containing 
(in g/L): Glucose (20), yeast extract (6), K2HPO4 (3), (NH4)2SO4 (3.35), NaH2PO4  
(3.76),  MgSO4.7H2O  (0.52), CaCl2.4H2O (0.01) and agar (20) (pH 5). The cells 
growing on the newly prepared slants were inoculated in to the same liquid medium 
(without agar) and cultivated at 32 oC for 24 h in an incubator-shaker. 
     The bioreactor given in Fig. 1 was modelled in MATLAB. In this experimental 
system, bioreactor temperature is measured by a thermocouple. A 2 liters bioreactor 
has a cooling jacket. Also sensors were placed in this to measure pH and DO in the 
culture medium. Cooling water was continuously fed into the jacket at changing rates 
as an input type. Agitation was supplied using a turbine impeller at 600 rpm. An 
immersed heater for heating the culture medium to the desired operating temperature 
was also placed in the bioreactor.  Air was supplied to the bioreactor by passing 
through a rotometer and microbiological filter at 1 vvm. 

For on-line data acquisition VISIDAQ package programme was utilized. This 
programming package consists of Task Designer and Display Designer. The on-line 
computer was used in experimental studies. In the theoretical model identification 
work was realized by using MATLAB. 
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Fig. 1. Experimental system 

3   Continuous-Time Recursive Least Squares Estimation (CRLS)  

Continuous-time Generalised Predictive Control (CGPC) was based upon a 
continuous-time system model [11]. To be useful in control applications, the system 
model parameters should be iteratively estimated. For control purposes, a continuous-
time single input-single output system model was utilized to identify the system. The 
model in the laplace domain is then given by  
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Eq. 1 can be rewritten as differential equation; 
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    The value of the parameter is given as 1=na , the estimation process can be given 

as linear in the parameters model;  
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The data vector  includes the derivative of input-output data and thus derivation 
increases the noise, the new data was obtained by filtering the data vector with a 
polynomial. For this purpose, Y(s) was added to (Eq. 1) and than this equation 
divided by T(s) polynomial. The rearrange equation was given as follows:  
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where the conditions are deg(T)≥deg(A) and 1=na . The rearranged linear model 

with the parameters is given as 

)()()( sssY T
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the new parameter and data vectors are given below respectively; 
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As it is accepted that the parameter estimation vector at time t are given in (Eq. 4), 
the estimated output and the prediction error are given in (Eq. 10 and 11) respectively.  

tty T ≤= τθτφτ ,)(ˆ)()(ˆ                                   (10) 
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    The aim is to choose the current estimate )t(θ̂ such that thus error is minimum 

over the range t≤≤ τ0 . Least squares estimation method considers a cost function 
of the following form to achieve this objective. The cost function for CRLS algorithm 
is defined as [12];  
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     Where ,0c ≥β  initial information matrix ( oS ) is a possitive definite symmetric 

matrix, )t(ˆ
oθ is the initial estimate of  θ . The first term is the cost allow us to 

include a prior estimate in the algorithm. The second brings in the measured data into 
the criterion. cβ  is the forgetting factor. As time t increases, the effect of old data at 

time tτ is discounted exponentially with the elapsed time τ−t .  

     The main equations for CRLS algorithm are given as; 
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In the present work, it is noted that by filtering input-output data with a certain 
polynomial, the DRLS algorithm can also be used for continuous-time model 
parameters. The main equation for this method were given in the previously published 
work [13,14].  

4   Results and Discussion 

A CRLS algorithm with MATLAB programme was utilized for recursive parameter 
identification of a continuous-time system model. A DRLS algorithm was also used 
succesfully for the same purpose. Performance of the both identification algorithm 
with the estimated models of the system given in Table 1 were investigated 
theoretically for square wave input signal. These results were given in (Fig. 2-5).  
 

Table 1. Continuous-time models for examining the DRLS and CRLS algorithms 
 

 
 
Affects of model order on performance criteria, parameter error norm ( θθθ /ˆ− ), 

were investigated. It is noted that increasing model order reduces the performance of 
the both CRLS and DRLS algorithms (Table 2).        
    The important parameters of the CRLS and DRLS algorithms such as initial 
parameter vector, covariance matrix, information matrix, forgetting factor and 
sampling period were determined by using trial and error method. Their values are 
given 0, 10000, 0.0000001, 0.99, 0.1 respectively.  

It is noted that as a new approach, discrete-time identification algorithm can be 
used acceptably for evaluation of a continuous-time model parameters. When the 
certain values of the parameter such as forgetting factor, filter polynomial etc., which 
affect the identification performances was choosen most effectively, the widely used 
DRLS algorithm in previously published work has been used successfully for 
continuous-time model identification. 
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Fig. 2. DRLS identification with Model 1      Fig. 3. DRLS identification with Model 2    
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Fig. 4. CRLS identification with Model 1        Fig. 5. CRLS identification with Model 2    

 
The results of parameter identification in CRLS and DRLS for Model 1and several 

input signals are shown in Fig. 6-9. It is noted that the performance of a CRLS 
algorithm was more successfull than the performance of a DRLS algorithm (Table 2 
and 3). 
 

Table 2. Identification performance of DRLS and CRLS for the square wave input 
 

Algorithm Model Parameter error norm 
Model 1 0.0109 

DRLS 
Model 2 0.4110 
Model 1 0.0081 

CRLS 
Model 2 0.2896 
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Fig. 6. DRLS identification with Model 1       Fig. 7. DRLS identification with Model 1    
and ternary input       and PRBS input  
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Fig. 8. CRLS identification with Model 1         Fig. 9. CRLS identification with Model 1    
and ternary input         and PRBS input  
 

Table 3. Identification performance of DRLS and CRLS for various input type 

Algorithm Model Input  signal Parameter error norm 
Square wave 0.0109 

PRBS 0.1936 DRLS Model 1 
Ternary 0.0066 

Square wave 0.0081 
PRBS 0.0588 CRLS Model 1 

Ternary 0.0080 
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Nomenclature 

e   Noise 
u, U  Input 
y,Y  Actual output 

ŷ   Predicted output 

Greek Letters  
θ   Actual parameter vector 

θ̂   Estimated parameter vector 
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Abstract. Complex tensor contraction expressions arise in accurate electronic
structure models in quantum chemistry, such as the Coupled Cluster method.
Transformations using algebraic properties of commutativity and associativity
can be used to significantly decrease the number of arithmetic operations required
for evaluation of these expressions, but the optimization problem is NP-hard. Op-
eration minimization is an important optimization step for the Tensor Contrac-
tion Engine, a tool being developed for the automatic transformation of high-
level tensor contraction expressions into efficient programs. In this paper, we
develop an effective heuristic approach to the operation minimization problem,
and demonstrate its effectiveness on tensor contraction expressions for coupled
cluster equations.

1 Introduction

Currently, manual development of accurate quantum chemistry models is very tedious
and takes an expert several months to years to develop and debug. The Tensor Contrac-
tion Engine (TCE) [2, 1] is a tool that is being developed to reduce the development
time to hours/days, by having the chemist specify the computation in a high-level form,
from which an efficient parallel program is automatically synthesized. This should en-
able the rapid synthesis of high-performance implementations of sophisticated ab-initio
quantum chemistry models, including models that are too tedious for manual develop-
ment by quantum chemists. An important first step in the synthesis process of the TCE

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 155–164, 2005.
c©Springer-Verlag Berlin Heidelberg 2005
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is that of algebraic manipulation of the input tensor contraction expressions, to find an
equivalent form with minimized operation count.

We illustrate the operation minimization problem using simple examples. Consider
the following tensor contraction expression involving three tensors t, f and s, with a and
c representing virtual orbital indices with range V , and i and j representing occupied
orbital indices with range O. Computed as a single nested loop computation, the number
of multiply-accumulate operations needed would be O2V 2.

(1) ra
i += ∑c,k tc

i f k
c sa

k , (cost O2V 2)

However, by performing a two-step computation with an intermediate I, it is possi-
ble to compute the result using 2OV 2 operations:

(2) Ia
c = ∑k f k

c sa
k , (cost OV 2)

(3) ra
i += ∑c tc

i Ia
c , (cost OV 2)

Another possibility using O2V computations, which is more efficient when V > O
(as is usually the case), is shown below:

(4) Ik
i = ∑c tc

i f k
c , (cost O2V )

(5) ra
i += ∑k Ik

i sa
k , (cost O2V )

The above example illustrates the problem of single-term optimization, also called
strength reduction: find the best sequence of two-tensor contractions to achieve a multi-
tensor contraction. Different orders of contraction can result in very different operation
costs; for the above example, if the ratio of V/O were 10, there is an order of magnitude
difference in the number of arithmetic operations for the two choices.

For more complex expressions with several tensors to be contracted, the number of
possible ways of forming intermediates is exponential in the number of tensors. The
single-term optimization problem is a generalization of the well known matrix-chain
multiplication problem, but while the latter has a simple polynomial time dynamic pro-
gramming solution, the former problem has been shown to be NP-complete [8].

Let us next consider an expression with two terms:

(6) rab
i j += ∑c,d tc

i sd
j v

ab
cd +∑c,d ucd

i j vab
cd , (cost 2O2V 4)

If each term were individually optimized via strength reduction, we would have:

(7) Iab
id = ∑c tc

i vab
cd , (cost OV 4)

(8) rab
i j += ∑d sd

j I
ab
id +∑c,d ucd

i j vab
cd , (cost O2V 3 +O2V 4)

However, a better approach to reducing the overall operation cost would be as fol-
lows:

(9) Icd
i j = tc

i sd
j +ucd

i j , (cost O2V 2)

(10) rab
i j += ∑c,d Icd

i j vab
cd , (cost O2V 4)

Thus it can be seen that single-term optimization (strength reduction) is not an op-
timal strategy. We have to look at the expression in the global context to determine
the optimal evaluation. Evaluation of the binary terms in an expression constitute an
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intrinsic cost to evaluating the tensor product. Little can be done (except for instances
of factorization of the form AC + BC → (A + B)C) to reduce the cost of the binary
terms. However, the cost of evaluating terms that are ternary or higher can be greatly
reduced by combining them with the binary terms that have to be evaluated anyway. In
the present example, the additional cost of evaluating the ternary term is reduced from
OV 4 + O2V 3 to O2V 2. The expensive O2V 4 multiplication that would be counted in
single term optimization disappears as the multiplication has to be done anyway in the
binary term.

The goal of operation minimization is to find an optimal or near-optimal factoriza-
tion of the input tensor contraction expression to evaluate the ternary+ terms, given
the presence of the binary terms that carry an intrinsic basic cost. In this paper, we
develop algorithms for operation minimization. The solution presented in this paper
is an extension of the techniques first reported in [11]. The conceptually simplest ap-
proach is to use an exhaustive search algorithm that is guaranteed to determine the
optimal factorization. However, its runtime grows exponentially with the number of
terms in the tensor contraction expression, making it infeasible for use on the more
complex coupled cluster equations. We then develop heuristic search strategies for
the operation minimization problem. The best algorithm is found to be a random-
descent heuristic, which is then used to explore the generated solutions for a range
of values of V/O. The results validate the effectiveness of the use of an automated
approach to generating operation-minimal factorizations for large tensor contraction
expressions.

2 Related Work

Compilers use common subexpression elimination to reduce the number of arithmetic
operations [4]. However they do not consider algebraic properties such as associativity
and distributivity. Computer algebra systems typically contain factorization algorithms,
e.g., for finding roots of polynomials [3]. Similarly, an algorithm based on factor graphs
can be used to factor functions of many variables into products of local functions [6].
However, the emphasis of these approaches is mainly on symbolic manipulation instead
of on minimizing operation counts based on index range information. Winograd [13]
addressed the general problem of evaluating multiple expressions that share common
variables using the minimum number of arithmetic operations. Miller [9] suggested
several analytical and numerical techniques for reducing the operation count in compu-
tational electromagnetic applications.

The work presented in this paper builds upon methods developed in a recent thesis
by Sibiryakov [11]. The problem of strength reduction for arbitrary tensor contraction
expressions was addressed in [8, 7]. We are not aware of other work that has addressed
in a general manner the operation minimization problem that we consider in this paper.
In developing efficient implementations of electronic structure methods such as the
coupled cluster methods [10, 12], quantum chemists have used domain heuristics for
strength reduction and factorization for specific kinds of tensor contraction expressions,
but have not developed approaches to solve the operation minimization problem for
arbitrary tensor contraction expressions.
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3 Operation Minimization Algorithms

In this section, we outline several algorithms for the operation minimization problem.
Due to space limitations, pseudo-code and details are omitted, but may be found in [5].

3.1 Exhaustive Search

We first describe an exhaustive search algorithm that systematically evaluates all pos-
sible factorizations of the input tensor contraction expression to determine the form
with lowest operation count. This search is implemented recursively using memoiza-
tion, which is equivalent to a dynamic programming approach implemented in a top-
down manner.

Considering a particular tensor as a factor, exhaustive search enumerates all pos-
sible factorizations, which grows exponentially. If a factor appears in n terms of the
tensor contraction expression, the number of possible factorizations with respect to
that factor is 2n − n. For instance, all possible factorizations of an expression AB +
AC + AD are AB + AC + AD, A(B +C) + AD, A(B + D) + AC, A(C + D) + AB, and
A(B+C +D).

As in standard dynamic programming, a storage table is maintained with solutions
for subexpressions; hence, we need not re-evaluate subexpressions that have been pre-
viously considered. Matching two equivalent expressions requires generating canonical
forms of both expressions. If a canonical form of a subexpression is found as a key
in the storage table, the corresponding entry value, which is the optimal solution of
the subexpression, is fetched and replicated. The indices of replica may differ from the
original subexpression; thus, renaming indices of the replica is required.

The exhaustive search algorithm is guaranteed to find the operation-minimal factor-
ization of the input expression, but since its time complexity grows exponentially with
the number of terms, it may be impractical to use in optimizing expressions with a large
number of terms. We therefore also implemented several heuristic search strategies for
operation minimization.

3.2 Time-Limited Exhaustive Search with Tier-Based Partitioning

By imposing a time limit, we can avoid an indefinitely long search time that often oc-
curs in exhaustive search. Each time exhaustive search exceeds the specified time limit,
we suspend the search and store the result of the partially executed exhaustive search.
Afterward the original expression is divided into two smaller groups each with half the
original group’s terms. These two subsets of terms can be individually factorized using
the same time-limited exhaustive search and the partially factored terms can then be
recombined. The cost of the combined expression is compared with the result of the
timed exhaustive search that was previously interrupted. The result with the minimum
operation count is returned. The splitting process is continued till each group of terms
is successfully factorized within the time limit.

Prior to each splitting, it is essential to sort the expression terms in a decreasing
order of term cost (as determined by single-term optimization), allowing higher-ordered
terms to be placed and optimized in the same group after the splitting.
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In the worst case, a splitting can occur whenever a time-limited exhaustive search
is applied. We can view these recursive splittings as a binary tree in which each node
represents one exhaustive search. The maximum number of nodes in such a binary
tree will be ∑log2N

i=0 ( N
2i ) ≈ 2N, where N indicates the number of terms in the original

expression. Therefore, the time complexity of time-limited exhaustive search is O(T N),
where T is the given time limit. For generating experimental results in this paper, the
time limit used for exhaustive search was set to ten minutes. In addition, very similar
results were also obtained with a shorter time limit of ten seconds, demonstrating the
efficacy of the algorithm in finding a reasonable solution quickly.

We evaluated another approach to partitioning based on tier groups. Two terms are
placed into the same tier group if they have the same number of tensors. The terms in
the input expression are first partitioned into tier groups. Optimizing and combining
tier groups is done incrementally. Suppose we have groups at tier 2, tier 3, and tier 4.
We first optimize tier 2 with timed exhaustive search. The optimized tier 2 terms are
then grouped together with the unoptimized tier 3 terms and then optimized with timed
exhaustive search. Then this result is grouped with the unoptimized tier 4 terms and
then optimized again with timed exhaustive search.

3.3 Direct Descent Search

Direct descent is a greedy algorithm that chooses the best local factorization at every
step. All pairs of terms that can be combined using the distributive property of multi-
plication over addition are considered, and the transformation that provides the greatest
reduction in operation count is chosen. For a particular factor, if the number of factoriz-
able terms in the expression is n the total number of possible two-term factorizations is
n(n−1)/2. At every step, all possible two-term factorizations are evaluated and the best
one is chosen; this process is repeated until no more factorization is possible. Based on
the number of factorizations considered at each step, the runtime complexity of direct
descent obviously grows polynomially with the degree of terms in the input expression.

3.4 Random Descent Search

Random descent search is a modified version of direct descent search that attempts to
avoid some local minima by making random choices for two-term factorization at the
initial steps. These random moves are then followed by direct descent moves. Through
experimentation, it was found best to make the number of random moves to be one
fourth of the total number of terms in the input expressions. Using too many random
factorizations at the initial steps was found to give poorer results; too few random fac-
torizations at the initial steps did not contribute a significant improvement. In order
to further minimize the operation count, we first execute a direct descent search and
store its factorization result; after that, one hundred attempts of random descent are
repeated. The best result from these one hundred tries is compared with the result of
direct descent that was initially executed. The result with the minimum operation count
is returned.
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4 Experimental Results

We have implemented the algorithms for searching a formula with minimum number of
operations as described previously. They were tested on complex tensor contraction ex-
pressions that appear in the “coupled cluster” family of quantum chemical methods. We
used the coupled cluster equations including just single and double excitations (CCSD)
and also single, double, and triple excitations (CCSDT) as representatives of the many
different computational chemistry methods based on tensor contraction expressions.
These methods involve coupled equations which determine the single excitation ampli-
tudes (referred to here the “T1” equation), double excitation amplitudes (T2), and in the
case of CCSDT, triple excitations (T3).

Table 1 shows the number of terms in each of the equations, along with the number
of arithmetic operations of evaluating the equation. The number of arithmetic operations
depends upon O and V , which vary depending on the molecule and desired quality of the
simulation, but a typical range is 1≤V/O≤ 100. To provide concrete comparisons, we
set O to 10 and V to 100, giving the numerical values in Table 1. This is representative
of calculations of modest size that could be done on a workstation and will be used
throughout this paper unless otherwise noted.

In order to focus on the effects of the optimization algorithms, we eliminate the
binary terms from the input equations and consider only the ternary and higher terms,
as described in the introduction. The optimal cost of the binary terms of each equation
can be seen in the last column of Table 1.

Table 2 illustrates the results obtained by optimizing the five equations with the
algorithms described previously. Exhaustive search results are shown only for the T1

Table 1. Characteristics of the fully unfactorized input equations used in this experiment

Equation Number Operation count Operation count (with single Operation count
of terms (no optimization) term optimization only) of optimal binary terms

CCSD T1 14 1.78 ·1010 3.11 ·108 2.24 ·108

CCSD T2 31 4.90 ·1013 3.58 ·1010 2.27 ·1010

CCSDT T1 15 2.08 ·1010 2.31 ·109 2.22 ·109

CCSDT T2 37 6.13 ·1013 3.00 ·1011 2.45 ·1011

CCSDT T3 47 9.34 ·1016 3.26 ·1013 2.26 ·1013

Table 2. The operation counts of expressions optimized by different algorithms

Ternary+ operation count
Equation Single Term Exhaustive Timed Exhaustive with Direct Descent Random Descent

Tier-Based Partitioning
CCSD T1 8.65 ·107 4.73 ·107 4.73 ·107 4.73 ·107 4.73 ·107

CCSD T2 1.31 ·1010 – 5.18 ·109 5.33 ·109 5.14 ·109

CCSDT T1 8.65 ·107 4.73 ·107 4.73 ·107 4.73 ·107 4.73 ·107

CCSDT T2 5.52 ·1010 – 5.57 ·109 5.57 ·109 5.37 ·109

CCSDT T3 9.94 ·1012 – 9.80 ·1011 9.17 ·1011 9.17 ·1011
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Table 3. Ternary+ operation count for CCSD T2

Optimized Actual V/O
for V/O 1 2 3 5 10 100

2 7.41 ·106 4.52 ·107 1.46 ·108 7.20 ·108 7.47 ·109 4.41 ·1013

5 1.05 ·107 5.88 ·107 1.73 ·108 7.08 ·108 5.14 ·109 4.67 ·1012

10 1.07 ·107 5.95 ·107 1.74 ·108 7.13 ·108 5.15 ·109 4.67 ·1012

Opt. V/O Leading terms of cost function in symbolic form
2 2O3V 3 +2O4V 2 +4OV 4 +10O2V 3 +10O3V 2 +6O4V + . . .

5 4O3V 3 +4O4V 2 +6O2V 3 +8O3V 2 +6O4V + . . .

10 4O3V 3 +4O4V 2 +6O2V 3 +8O3V 2 +6O4V + . . .

Table 4. Ternary+ operation count for CCSDT T2

Optimized Actual V/O
for V/O 1 2 3 5 10 100

2 7.85 ·106 4.77 ·107 1.54 ·108 7.52 ·108 7.70 ·109 4.43 ·1013

5 9.88 ·106 5.89 ·107 1.78 ·108 7.55 ·108 5.63 ·109 5.28 ·1012

10 1.09 ·107 6.13 ·107 1.80 ·108 7.40 ·108 5.37 ·109 4.88 ·1012

Opt. V/O Leading terms of cost function in symbolic form
2 2O3V 3 +2O4V 2 +4OV 4 +12O2V 3 +12O3V 2 +6O4V + . . .

5 4O3V 3 +2O4V 2 +12O2V 3 +16O3V 2 +6O4V + . . .

10 4O3V 3 +4O4V 2 +8O2V 3 +10O3V 2 +6O4V + . . .

equations because they are the only ones small enough for this approach to be feasi-
ble. All heuristic algorithms find the optimal factorization in small cases (i.e., the T1
equations), and in the other cases produce very similar results, which have less than
one percent differences. The direct descent results illustrate its tendency to get stuck in
local minima and not find an optimal factorization. Random descent sometimes offers
improvement and consistently performs the best of all of the algorithms described.

To examine the behavior of the random descent search in more detail, we examined
the effect of varying the V/O ratio. Changing this ratio will change the actual costs
of each term and may even change the optimal factorization. Tables 3 and 4 illustrates
these effects. Operation counts are shown for V/O ratios ranging from 1 to 10, for
factorizations of the CCSD T2 and CCSDT T2 equations that have been optimized
explicitly for V/O ratios of 2, 5, and 10. This is representative of how the results of this
optimization are likely to be used in practice: code will be automatically generated for
selected values of V/O spanning the range of interest, and at runtime, the best available
version will be selected based on the actual V and O for the molecule under study. The
results clearly illustrate the value of tailoring the factorization to the V/O of interest.
For example, using the factorization that is optimal for V/O = 2 for a calculation in
which V/O = 100 yields an operation count that is an order of magnitude larger than in
the more optimal case using the algorithm optimized for V/O = 10. Conversely, using
an algorithm optimized for the large V/O = 10 ratio is clearly not optimal if V/O is
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small, e.g. 1. In Table 3 the symbolic operation count is given for the CCSD T2 equation
for the various factorization solutions. For the larger V/O ratios of 5 and 10, no terms
are used that scale as V 4 or OV 4, as are present (and underlined) in the factorization
scheme optimized for V/O = 2. Instead the algorithm prefers to use more terms that
scale as O3V 3 (four instead of two), and there is an interesting tradeoff between terms
that formally scale as N5 vs. N6, where N indicates O or V .

Similar conclusions can be drawn from Table 4. Comparing the optimized algo-
rithms for V/O = 2 and V/O = 10 for various values of actual V/O ratios we clearly
see that for small V/O values, the V/O = 10 solution is about 30% more costly than
the V/O = 2 solution, while at the other end of the spectrum the V/O = 10 solution is
about an order of magnitude more efficient. Similar tradeoffs as in case of the CCSD
T2 equations are at work to determine the best overall factorization scheme, depending
on the actual V and O values.

The present computer optimized factorization can be contrasted with current (hand-
written) implementations of coupled cluster methods. In traditional implementations,
factorization is considered only at a symbolic level, trying to reduce the V exponent
first, then the O exponent, then the factor in front of the cost term; typically, little atten-
tion is paid to terms beyond the highest order (in the sum of the O and V exponents).
This approach doesn’t fully consider the ratio of V/O, and the possibility that terms
considered lower order might result in an operation count comparable to higher order
terms with a different balance of O and V exponents. The equation parts of Tables 3
and 4 illustrates this idea, with the symbolic costs of the different factorizations found
for different V/O ratios. Comparing, for example, the costs of the CCSD T2 equation
factored for V/O = 2 and V/O = 5, we observe that N6 terms have higher coefficients
in V/O = 5 than in V/O = 2, while the OV 4 term has been entirely eliminated from
V/O = 5. The larger V space means that it is more cost-effective to evaluate more N6

terms with a lower V exponent than the N5 term OV 4. A similar cross-over occurs in the
CCSDT T2 equations between V/O = 2 and V/O = 5. Moreover, changes in term co-
efficients take place in the CCSDT T2 equations where V/O = 5 and V/O = 10. In the
V/O = 10 equation the coefficient of the O4V 2 term is higher than that in the V/O = 5
equation, while it is vice versa for the O2V 3 term. This is an important result because
it runs counter to the intuition (and accepted practice) of most quantum chemists. Let
us note that it is not only the ratio V/O which determines the optimal factorization, but
also their individual sizes as there is a trade-off between overall N5 and N6 terms in
achieving optimal performance.

Interestingly, the random descent algorithm not necessarily finds the optimal factor-
ization. This can be seen from Table 4 where the algorithm optimized for V/O = 10
performs better for the actual V/O = 5 ratio than the algorithm that was explicitly op-
timized for this case. This shows that there is still some room for improvement.

Table 5. Percentage of ternary+ operation count

V/O 1 2 3 5 10 100
%ternary+ (CCSD) 51.72 42.50 36.98 30.47 18.47 2.26
%ternary+ (CCSDT) 18.94 13.57 10.45 7.08 3.87 0.33
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To put these results, obtained for the ternary and higher terms only, in proper per-
spective, Table 5 shows the percentage of the total computational cost due to the ternary
and higher terms as a function of the V/O ratio. It is seen that the ternary+ cost is a siz-
able fraction of the overall calculation for lower V/O ratios, but it can rapidly become
a rather small fraction of the overall cost if V/O is large, in particular for CCSDT. In
such cases single term optimization might suffice. However it must be noted that these
percentages do not tell the entire story. On modern hierarchical memory systems, the
binary terms can typically be implemented with significantly greater efficiency than
the ternary+ terms, so that a simple operation count underestimates their importance to
the overall computation. Further, the present optimization scheme for factorization is
quite generally applicable, and the efficiency gains can be expected to be very relevant
for computational schemes that are not dominated by the binary terms. The factoriza-
tion of more complicated, yet efficient theoretical models in quantum chemistry will be
explored in our future work.

5 Conclusions

In this paper we presented heuristic and exhaustive search algorithms for operation min-
imization of complex tensor expressions occurring for example in quantum chemistry.
It has been demonstrated that optimal factorization depends on the precise sizes of the
index ranges of the tensors involved, and therefore very different computer implemen-
tations will be optimal for different size problems. We found that the random descent
algorithm works best, although this search algorithm can be expensive for complicated
cases. The time-limited exhaustive search with tier-based partitioning algorithm is often
a cost-effective alternative; in addition, we believe this can provide a suitable starting
point that can be subject to further optimizations.
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Abstract. Loop integrals occur in higher order perturbation calcula-
tions for the cross section of particle interactions in high energy physics.
In previous work we introduced a numerical extrapolation method to
handle a class of Feynman loop diagrams where the integrand shows a
singular behavior on a hypersurface which may intersect the domain of
integration. The integral is considered in the limit as a parameter in the
integrand tends to zero. Under certain conditions, the extrapolation pro-
cess achieves convergence acceleration to the limit. In order to handle
massless cases, we apply a dimensional regularization technique to ex-
tract infrared divergences from the integral. We illustrate the combined
technique using a scalar one-loop sample integral.

1 Introduction

Loop integrals occur in higher order perturbation terms of the scattering ampli-
tude, which is used for cross section computations of particle interactions in high
energy physics. The cross section of a particle interaction gives the probability
of a given configuration in energy-momentum space (E, p1, p2, p3).

Figure 1 gives an example of a one-loop Feynman diagram [2]. In a Feyn-
man diagram, each line, termed propagator is associated with a particle and can
be straight or wavy depending on whether the particle is a fermion or boson,
respectively. M and m are particle masses. A propagator corresponds to an in-
termediate state of a particle, where it is not observable. Particles collide at the
vertices of the diagram, according to a coupling constant g which represents the
strength of the interaction.

The diagram of Figure 1 is a one-loop diagram as it exhibits a single loop.
No-loop (tree diagram) and multi-loop configurations are possible. The number
of vertices N specifies the type of the diagram (e.g., vertex for N = 3 and box
for N = 4).

The scattering amplitude T is expanded as a (perturbation) series in g,

T = T0 + T1g + T2g
2 + . . . . (1)
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Fig. 1. Vertex example

Here, T0 represents the tree amplitude, and Tk the k-loop amplitude for k ≥ 1.
The cross section is then derived as a series from (1) (see [8]).

A general form of the scalar one-loop N -point integral is given in [3], as a
4-dimensional integral over the loop momenta. In [8], a sample one-loop integral
with three propagators is introduced as

I =
1

(2π)4i

∫ ∞

−∞
d4l

1
((p− l)2 −m2 + iε)((q + l)2 −m2 + iε)((l2 −M2 + iε)

,

where l is the loop momentum, and p and q are given momenta which are as-
sumed to satisfy p2 = q2 = m2. Furthermore, ε > 0 is a real constant which is
supplied to prevent the integral from diverging. The physical scattering ampli-
tude contains this type of integrals and its value is defined at ε = 0. Using the
identity

1
A1A2A3

= Γ (3)
∫ 1

0

dx1

∫ 1−x1

0

dx2
1

(x1A1 + x2A2 + (1− x1 − x2)A3)3

and integrating over l then results in

I = − 1
16π2

∫ 1

0

dx1

∫ 1−x1

0

dx2
1

F(x1, x2)− iε
, (2)

with
F(x1, x2) = −sx1x2 + m2(x1 + x2)2 + M2(1− x1 − x2) (3)

(s = (p+ q)2 denotes the squared energy). The integral I of (2) is called a scalar
loop integral as the numerator of the integrand equals 1. In a non-scalar integral,
the numerator is generally a polynomial.

A generalization to N particles can be written as

I =
∫ ∞

0

dx1dx2 . . . dxN

δ(1−∑N
j=1 xj)

((FN (x1, x2, . . . , xn)− iε)N−2
. (4)
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While analytical formulations were given for scalar one-loop integrals, e.g.,
in [9, 10], there is considerable interest in numerical methods which could handle
non-scalar cases in a similar way.

In [2] we introduced a numerical extrapolation method to handle Feynman
loop diagrams where the integrand shows a singular behavior on a hypersurface
which may intersect the domain of integration. The scalar 1-loop vertex integral
was considered as a study case.

The extrapolation procedure yields an approximation to the limit as ε tends
to 0, under certain conditions on the asymptotic behavior of the integral with
respect to ε. The infrared singularity, where M/m → 0, affects the asymptotic
behavior. The effect of the singularity (at x1 = x2 = 0) emerges in the integral (2)
above as M is set to 0 in (3).

In this paper we investigate a combination of the extrapolation for ε→ 0 with
the dimensional regularization method by Binoth and Heinrich [1]. The latter
extracts poles introduced by the infrared singularity (but does not handle the
internal singularity). Dimensional regularization is applied in QCD (Quantum
Chromodynamics) which deals with the strong interactions between quarks and
gluons (both are massless).

2 Regularization Techniques

One method to regulate the infrared divergence is by using the fictitious mass
λ of the photon as M = λ. This results in a singular behavior of the form log λ
when (2) is integrated analytically.

Another method uses dimensional regularization. For the latter, we re-write
the exponent of the denominator in (4) as N−D/2 with the dimension D = 4−2η
as η → 0. As shown in [1], this results in a Laurent expansion of the integral as
a function of η, from which the poles can be extracted.

Both methods introduce non-physical situations: the mass of the photon does
not correspond to nature, and the extra dimension from 4 is also non-physical.
This implies that the final results should not depend on the fictitious photon
mass, or on 1/η. The Kinoshita-Lee-Nauenberg theorem [4, 5, 6] implies that,
after accumulating the amplitude with respect to one-loop diagrams and emission
of the photon, the infrared divergence disappears, i.e., the terms involving the
photon mass vanish; or the coefficient of the 1/η term resulting in the dimensional
regularization is zero.

The (linear) extrapolation procedure of [2] gives good extrapolated results
for m = me = 0.511 10−3 GeV, M = 10−5 GeV and s = 100 GeV2, using
small ε values in the integrand. As an example, the approximated imaginary
part gives 0.86805413, in agreement with the analytical expression given in [3],
for ε = 2−32 (∗2−1) 2−41 and double precision arithmetic. This run takes time
of the order of 20-25 seconds on a 2.5 GHz Athlon processor laptop.

The convergence behavior is illustrated for the real part in Table 1. For
the ε values listed in the leftmost column, the numerical integration results
for (2) (disregarding the constant factor −1/(16π2)) are listed in column 2,
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Table 1. Extrapolation Results for m = me = 0.511 10−3 GeV, M = 10−5 GeV and
s = 100 GeV2

ε Integration Extrapolated #Function
result result evals.

2−32 -0.3295240321026314E+01 0.24796950E+07
2−33 -0.3384924822405812E+01 -0.3474609323785311E+01 0.28055550E+07
2−34 -0.3430352719735732E+01 -0.3476171048159099E+01 0.30822750E+07
2−35 -0.3443533393938414E+01 -0.3446671052357742E+01 0.34816650E+07
2−36 -0.3445153187362171E+01 -0.3442193850326485E+01 0.38417550E+07
2−37 -0.3444447779180230E+01 -0.3442652948552781E+01 0.42755850E+07
2−38 -0.3443700367400504E+01 -0.3442689614444009E+01 0.46413150E+07
2−39 -0.3443227592907696E+01 -0.3442688989410037E+01 0.50845950E+07
2−40 -0.3442966496374880E+01 -0.3442688970861624E+01 0.56085150E+07
2−41 -0.3442829784757492E+01 -0.3442688970926735E+01 0.60628650E+07
2−42 -0.3442759890277537E+01 -0.3442688970927178E+01 0.66527850E+07
2−43 -0.3442724558666787E+01 -0.3442688970927342E+01 0.74449050E+07

and the corresponding extrapolated results using linear extrapolation in column
3. The integration was performed iteratively using a one-dimensional code in
each direction (dqage from Quadpack [7]), with a relative error tolerance of
10−12.

For M = 10−5 or 10−7 GeV and s = 100, 10, 000 or 100, 000 GeV2, results
can be obtained to 5 or 6 figure accuracy (starting from, e.g., ε = 2−42, and for
a requested integration accuracy of 10−7 or 10−8 for the integral approximations
corresponding to each of the ε values).

It is interesting to note that, even though the procedure breaks down for
M = 10−9 GeV using double precision arithmetic, we are able to extend it
to M = 10−15 GeV using quadruple precision and a total number of function
evaluations of the order of 107 for a requested relative accuracy of 10−7. The
method works in cases where the integrals can be obtained efficiently for very
small ε values.

3 Dimensional Regularization

In this section we apply a dimensional regularization technique. According to [1]
we split the integral (2) into sector integrals. We will omit the term −iε in the
notation below initially; it is re-introduced later for the computation.
We start from the form

I =
∫ ∞

0

dx1

∫ ∞

0

dx2

∫ ∞

0

dx3
δ(1− x1 − x2 − x3)

(−sx1x2 + m2(x1 + x2)2 + M2x3)N−D/2
(5)

of dimension N = 3 and where D = 4− 2η. As we are interested in the infrared
singularity, we will consider the case where M → 0 (and m is fixed).
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The domain is split into N sectors, which in this case are given by:

{ (x1, x2, x3) | 0 ≤ x2 ≤ x1, 0 ≤ x3 ≤ x1},
{ (x1, x2, x3) | 0 ≤ x1 ≤ x2, 0 ≤ x3 ≤ x2},
{ (x1, x2, x3) | 0 ≤ x1 ≤ x3, 0 ≤ x2 ≤ x3}.

The integral I1 over the first sector is thus as I but where the integration limits
of the x2 and x3 ranges are replaced by (0, x1). Performing the transformation

x1

x2 = x1t1

x3 = x1t2

in (5) yields

I1 =
∫ ∞

0

dx1

∫ 1

0

dt1

∫ 1

0

dt2
δ(1− x1(1 + t1 + t2))

x2N−D−2
1 (−st1 + (1 + t1)2m2 + M2 t2

x1
)N−D/2

.

We now use the transformation x1 = y1/(1 + t1 + t2), so that

I1 =
∫ ∞

0

dy1

∫ 1

0

dt1

∫ 1

0

dt2
δ(1− y1)(1 + t1 + t2)2N−D−3

y2N−D−2
1 (−st1 + (1 + t1)2m2 + M2 t2(1+t1+t2)

y1
)N−D/2

,

and y1 integrates out in view of the delta function, giving

I1 =
∫ 1

0

dt1

∫ 1

0

dt2
(1 + t1 + t2)2N−D−3

(−st1 + (1 + t1)2m2 + M2t2(1 + t1 + t2))N−D/2
. (6)

The integral I2 over the second sector equals I1 through symmetry. Similar
operations on the third sector integral cast it into the form

I3 =
∫ 1

0

dt1

∫ 1

0

dt2
(1 + t1 + t2)2N−D−3

(−st1t2 + (t1 + t2)2m2 + M2(1 + t1 + t2))N−D/2
. (7)

The extrapolation procedure of [2] applied to the sum of I1, I2 and I3 gives the
same results as when applied to I, for example, with m = 40 GeV, M = 93 GeV,
s = 9000 GeV2 and ε (for the extrapolation) ranging over 128 (∗2−1) 1.

4 Infrared Singularity

Examination of the sector integrals obtained previously as M → 0 indicates that
only I3 in (7) shows the infrared singularity; indeed its denominator

(−t1t2s + (t1 + t2)2m2)N−D/2 → 0

as both t1 and t2 tend to zero, and N −D/2 = N − 2 + η = 1 + η → 1 as η → 0.
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We write I3 = I ′3 + I ′′3 where

I ′3 =
∫ 1

0

dt1

∫ t1

0

dt2
(1 + t1 + t2)2N−D−3

(−st1t2 + (t1 + t2)2m2 + M2(1 + t1 + t2))N−D/2

and

I ′′3 =
∫ 1

0

dt2

∫ t2

0

dt1
(1 + t1 + t2)2N−D−3

(−st1t2 + (t1 + t2)2m2 + M2(1 + t1 + t2))N−D/2

(note that I ′3 = I ′′3 through symmetry). Performing the transformation t1 = t2t
′
1

in I ′′3 and setting M = 0 gives

I ′′3 =
∫ 1

0

dt2

∫ 1

0

dt′1
tD+1−2N
2 (1 + t2t

′
1 + t2)2N−D−3

(−st′1 + (t′1 + 1)2m2)N−D/2
.

Let us write this as

I ′′3 =
∫ 1

0

dt′1
1

(−st′1 + (t′1 + 1)2m2)N−D/2

∫ 1

0

dt2 tD+1−2N
2 (1 + t2t

′
1 + t2)2N−D−3,

where the exponent of t2 is D + 1− 2N = −1− 2η, which tends to −1 as η → 0.
This corresponds to a logarithmic behavior caused by the infrared singularity.

With respect to the singularity at t2 = 0, we expand the part

f(t2, η) = (1 + t2t
′
1 + t2)2N−D−3

around t2 = 0. Since we set D = 4 − 2η, the exponent of the singular factor in
t2 is D + 1− 2N = 4− 2η + 1− 6 = −1− 2η. Thus we expand

f(t2, η) = f (0)(0, η) + R(t2, η),

with the remainder term

R(t2, η) = f(t2, η)− f (0)(0, η) = f(t2, η)− 1.

Substituting for f(t2, η) in I ′′3 gives

I ′′3 =
∫ 1

0

dt′1
1

(−st′1 + (t′1 + 1)2m2)N−D/2

∫ 1

0

dt2 tD+1−2N
2 (f (0)(0, η) + R(t2, η)).

Thus, with respect to the infrared singularity, the integral is split into two terms,
the first one of which accounts for the pole as η → 0. The finite part of I ′′3 is
derived from the term in R(t2, η),∫ 1

0

dt′1
1

(−st′1 + (t′1 + 1)2m2)N−D/2

∫ 1

0

dt2 tD+1−2N
2 R(t2, η).

Numerical results can be obtained converging to the finite part by setting η = 0
and introducing (extrapolating on) the ε parameter to account for the singularity
inside the integration region.
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5 Conclusions

The dimensional regularization technique of Binoth and Heinrich [1] leads to
obtaining a Laurent series expansion as a function of η. Their method does not
deal with integrand singularities inside the region of integration. To handle a
singularity on a quadratic which intersects the integration region, we introduce
a parameter ε in the integrand and perform an extrapolation as ε tends to 0.
This technique enables us to evaluate the finite part integral.

Furthermore we consider a regularization with respect to the photon mass
parameter, results of which depend on the arithmetic precision used for the
computation.
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Abstract. In our previous efforts, a least squares finite element lattice 
Boltzmann method (LSFE-LBM) was developed and successfully applied to 
simulate fluid flow in porous media. In this paper, we extend LSFE-LBM to 
simulate solute transport in bulk fluid and couple it with non-linear 
sorption/desorption processes at solid particle surfaces. The influences of the 
Peclet number and sorption non-linearity on solute transport is evaluated. 
Results of this work demonstrate the capability of using LSFE-LBM to study 
fluid flow and non-linear mass transfer processes at the pore scale. 

1    Introduction 

To provide for effective and efficient groundwater contamination prevention and 
remediation, it is important to possess a clear understanding of the complex mass 
transfer processes governing solute transport in the subsurface environment. Solute 
mass transfer in the subsurface includes several processes acting simultaneously: (i) 
advective-dispersive transport from bulk solution to the boundary layer of a soil or 
sediment particle; (ii) film diffusion across adsorbed water to the surface of a particle; 
(iii) sorption/desorption processes at the surface of the soil particle; and (iv) 
intrasorbent diffusion. Different factors, including transport-related non-equilibrium 
processes and sorption-related non-equilibrium processes, influence mass transfer in 
the subsurface [1], leading to non-ideal behaviors; i.e., early breakthrough and tailing 
breakthrough curves (BTC). Traditional advective-dispersive equations, which 
employ a local equilibrium assumption (LEA), fail to predict this non-ideal behavior 
[2]. In the last two decades, many efforts were devoted to better capture both 
transport-related and sorption-related non-equilibrium processes and elucidate the 
comparative contributions of different factors [3]. 

Recently, lattice Boltzmann method has been successfully applied to simulate fluid 
flow in porous media [4], providing a powerful alternative to model transport-related 
non-equilibrium processes. In this paper, we use a newly developed least squares 
finite element lattice Boltzmann method [5] to simulate fluid flow in porous media. 
Further, we extend LSFE-LBM to simulate solute transport in bulk fluid and couple it 
with non-linear sorption/desorption processes at particle surfaces.  
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2   Least Squares Finite Element Lattice Boltzmann Method 

Although LBM has been developed as an effective tool to simulate complex fluid 
flow problems in porous media, one of the challenges with LBM is its inability to 
allow irregularity in the lattice [6]. We developed a least squares finite element lattice 
Boltzmann method (LSFE-LBM), which uses a LSFE method [7] in space and Crank-
Nicolson method in time to solve the lattice Boltzmann equation. As described in an 
earlier publication [5], LSFE-LBM was successfully implemented on unstructured 
mesh to simulate fluid flow in porous media, requiring fewer grid points and 
consuming significantly less memory than traditional LBM. 

2.1   Derivation of LSFE-LBM 

Beginning with the basic equations of the LBM with a Bhatnagar-Gross-Krook 
collision operator:  
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where fi represents particle distribution moving with velocity ci,  is the relaxation 

time, eq
if  is the local equilibrium function, and N is the number of elements per site 

based on the LB model employed. Discretizing in time with a Crank-Nicholson 
scheme, a standard form of the governing equation for LSFE-LBM is 
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where t denotes the time step in the Crank-Nicholson scheme.  
In the finite element implementation, the problem domain is first discretized into a 

set of finite elements, and then an approximate solution, fh
e,n+1 in the eth finite element 

is formulated as: 
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j
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h fNf     (4) 

Here, Nj denotes the element shape function, n represents the number of variables 
in the element, and fj is the value of the j-th variable. Introducing this approximation 
into Eq. (2), the residual error at a point in the element is obtained. Integrating the 
square of this error over each element and minimizing the integral with respect to the 
nodal variables of the element, the elemental matrix relationship of the following 
form is obtained: 

e
n

ee PFK =+1      (5) 

where 
e

T
e dQQK

e

Ω=
Ω

with the ith element of Q, 



174 Y. Li, E.J. LeBoeuf, and P.K. Basu 

 

i
i

y
i

x
i AN

y

N
c

x

N
cQ +

∂
∂

+
∂

∂
=    (6) 

1+n
eF is the vector of nodal values at the current time step, and 

e
e
h

T
e dpQP

e

Ω=
Ω
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Here, the Ke matrix is symmetric and positive definite.  

2.2   LSFE-LBM Simulating Fluid Flow  

In this study, a two-dimensional, nine-velocity lattice model (D2Q9) [8] is employed 
to implement LSFE-LBM for fluid flow. Accurate numerical results have been 
obtained for incompressible Poiseuille flow, Couette flow, and flow past a circular 
cylinder. Figure 1 is an example application of LSFE-LBM modeling fluid flow in 
porous media using an unstructured mesh. 

 

Fig. 1. LSFE-LBM-based unstructured mesh and velocity vectors for fluid flow in porous 
media 

2.3   LSFE-LBM Simulating Solute Transport 

In this study, we assume that the solute concentration is sufficiently low that it will 
not influence solvent flow. In this case, the solute can be described by a separate 
particle distribution function [9]. To recover the advection-diffusion equation, a 
simple square lattice with four possible directions is sufficient, which is thus used for 
implementing LSFE-LBM simulating solute transport.  

The validation of LSFE-LBM simulating solute transport is evaluated by a problem 
describing diffusion between two parallel walls. As illustrated in Figure 2, the two 
walls are assumed to be porous and a constant normal flow ua is injected through the 
lower wall and removed from the upper wall. The concentration of solute at the lower 
and upper walls is maintained with CU and CL, respectively. In this specific problem, 
CU is assumed higher than CL; it follows that solute diffuses counter to the flow  
of the fluid.  
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Fig. 2. Diffusion between two parallel walls 

The governing equation for this problem is:  
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where, Φ is a normalized concentration defined as: 
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=Φ , and D is the 

diffusivity of solute. Analytical solutions can be obtained for this problem in two 
special cases. In Case I, when ua = 0, Eq. (8) will reduce to an unsteady state pure 
diffusion problem. The analytical solution can be expressed as:  

λπ
π

/

1

2

sin
)1(2

),( tn

n

n

e
l

yn

nl

y
ty −

∞

=

−+=Φ , where 
D

l
2

2

π
λ =    (10) 

When 0≠au  (Case II), analytical solutions are only available for steady-state 

conditions:  
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Results presented in Figure 3 illustrate that LSFE-LBM achieves close agreement 
with the analytical solution for solute transport in both unsteady state and steady state 
conditions. 

 

Fig. 3. Comparison of LSFE-LBM solution (points) and analytical solution (line) for diffusion 
between two parallel walls. (a) represents unsteady state solutions when water velocity ua=0 
and (b) represents steady state solution when water velocity 0≠au  
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3   Mass Transfer Processes Simulation 

3.1   Problem Description  

To explore the influences of different factors on mass transfer processes, we consider 
fluid flow and transport through and around a single circular particle, set in a two-
dimensional domain with a uniform far-field velocity, as illustrated in Figure 4.  

 

Fig. 4. An illustration of fluid flow and solute transport through and around a circular particle 

A constant body force is imposed to drive fluid to flow from the left to right. When 
fluid flow reaches steady state, an instantaneous slug of solute is injected as a line 
source, as shown in Figure 4. Solute transport in the bulk fluid is driven by advection 
and diffusion processes. Several solute particles will diffuse across the water film to 
the surface of the particle. Sorption/desorption processes will then occur at the 
particle surface. The sorption rate at the particle surface can be expressed [10] as a 
function of the concentration difference between the solid and solution phases: 

qkCk
t

q
d

n
a −=

∂
∂      (12) 

where, q is the solute concentration in the solid phase, C is the solute concentration 
in solution, ka is a sorption rate coefficient, kd is a desorption rate coefficient, and m is 
an exponent. At equilibrium, sorption isotherm models provide the relationship 
between sorbed-phase solute concentration and solute concentration in solution.  
Here, we express the relationship in terms of a Freundlich model: 

( ) n
f

n
da CkCkkq == /     (13) 

3.2   Boundary Conditions 

For fluid flow, periodic boundary conditions are imposed on all four boundaries, and 
a non-slip boundary condition is imposed at the solid surface. For solute transport, 
periodic boundary conditions are enforced at the top and bottom boundaries. Non-flux 
boundary conditions are enforced at the inlet and outlet of the simulation domain. In 
order to provide for a valid non-flux boundary condition, the length of the simulation 
domain is adjusted such that there is no mass loss at the domain inlet and outlet. At 
the solid particle surface, the boundary condition can be expressed as: 
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where D is the solute diffusion coefficient in the fluid, and n is the direction normal to 
the interface pointing toward the fluid phase. To implement this boundary condition 
in LSFE-LBM, a relationship between the concentration gradient and microscale 
particle parameters is required. For the 4 velocity lattice Boltzmann model, Eq. (15) 
can be derived by the Chapman-Enskog expansion. 

CCucg i
i

i ααα
τ ∂−≅
2

    (15) 

where gi is the particle distribution function for the solute, and  denotes x and y axis 
directions for a two-dimensional case. Figure 5 provides an example of this boundary 
condition at the upper right quadrant of a circular particle. 

 

Fig. 5. A boundary node at the upper right part of the particle surface 

Using Eq. (15), the following expressions are derived: 
 θsin)(42 qkCkgg d

n
a −−=−     (16) 

θcos)(31 qkCkgg d
n

a −−=−     (17) 

Further, we know: 
Cgggg =+++ 4321

     (18) 

Unknown distribution functions g1 and g2 is calculated, by solving this non-linear 
equation system. At each time step, the solid phase concentration, q, at the particle 
surface is updated based on Eq. (12). 

3.3   Results 

The simulation is carried out for a particle with radius R = 50 μm in the domain as 
defined in Figure 4. The evolution of the concentration profile is represented at four 
selected time steps in Figure 6. This example vividly displays the influence of particle 
geometry and fluid hydrodynamics on the solute concentration profile, suggesting the 
need to further evaluate transport-related non-equilibrium processes in more complex 
systems. 

Using the same Reynolds number (Re = 1.0), we examined the influence of the 
Peclet number on mass transfer processes. (Pe = uL/D, where u is the x-direction 
specific flow rate, L is the characteristic length of the domain which equals six times 
the particle diameter, and D is the solute diffusion coefficient in the bulk fluid.) By 
adjusting the values of D, two different breakthrough curves for Pe=10 and Pe=20 are 
observed at the control plane (Figure 7(a)). While representing the relative speed of 
fluid flow and solute diffusion, a lower Pe value denotes further deviation from an 
ideal symmetric breakthrough, with an earlier breakthrough and longer tailing effect 
as indicated in Figure 7 (a). 
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Fig. 6. Concentration profiles of a solute as it passes through and around a circular particle at 
four time points. Here t1 < t2 < t3 < t4 

Further, the influence of non-linear sorption is evaluated to explore the influence of 
sorption-related non-equilibrium on the mass transfer processes. Keeping all the other 
parameters the same, we simulated two cases with n = 0.5 and n = 1.0 in the sorption 
rate equation (Eq. 12). Here, the evolution of solid phase concentration for a point at 
the surface of the particle is tracked. As expected, the presence of non-linear sorption 
(n = 0.5) leads to a much stronger tailing effect (Figure 7 (b)).  

 
Fig. 7. (a) Breakthrough curves at the control plane for different Pe. (b) Time evolution of the 
solid phase concentration for a point at the surface of a particle 

4   Conclusion 

In this paper, we successfully applied our newly developed LSFE-LBM to simulate 
fluid flow and solute transport. LSEF-LBM was coupled with non-linear 
sorption/desorption through use of properly developed boundary conditions. The 
influences of particle geometry, Peclet number, and sorption/desorption non-linearity 
on solute transport were studied. Results from this work demonstrate the ability of 
LSFE-LBM to model fluid flow and highly non-linear mass transfer processes at the 
pore scale. In the future, LSFE-LBM will be applied to more complex systems to 
explore relative contributions of mass transfer processes with varying degrees of 
permeability and a variety of sorption/desorption properties. 
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Abstract. In this paper, we present a comprehensive empirical analysis
of the Vertex Contraction (VC) algorithm for the problem of checking
whether a directed graph with positive and negative costs on its edges
has a negative cost cycle (NCCD). VC is a greedy algorithm, first pre-
sented in [SK05], for NCCD and is the only known greedy strategy for
this problem. In [SK05] we compared a naive implementation of VC with
the “standard” Bellman-Ford (BF) algorithm for the same problem. We
observed that our algorithm performed an order of magnitude better
than the BF algorithm on a range of randomly generated inputs, thereby
conclusively demonstrating the superiority of our approach. This paper
continues the study of contrasting greedy and dynamic programming
approaches, by comparing VC with a number of sophisticated imple-
mentations of the BF algorithm.

1 Introduction

This paper contrasts the performance of the Vertex Contraction (VC) algorithm
with existing algorithms for the Negative Cost Cycle detection (NCCD) problem.
NCCD is defined as follows: Given a directed graph G =< V,E, c >, where V =
{v1, v2, v3, . . . , vn}, |V| = n, E = {eij : vi � vj}, |E| = m, and a cost function
c : E→ Z, is there a negative cost cycle in G? There are no restrictions on
the edge costs, i.e., they can be arbitrary integers as opposed to small integers,
which is a requirement of scaling algorithms [Gol95]. We note that the problem,
as specified, is a decision problem, in that all that is asked of an algorithm is to
detect the presence of a negative cycle.

Some of the important application areas of NCCD include Image Segmenta-
tion, Temporal Constraint Solving, scheduling and System Verification [SK05].
Algorithms for negative cost cycle detection can be broadly classified as compar-
ison based or scaling based. Comparison based algorithms in turn are based on
heuristics to efficiently solve the linear programming formulation of the shortest
path problem as a min-cost flow problem [CG96, CGR96]. The VC algorithm is
a comparison based algorithm which is different from all existing approaches to
NCCD in that it is a purely local, greedy approach.

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 180–187, 2005.
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Our work in this paper is motivated primarily by the need for a simple al-
gorithm, with good performance characteristics. Whereas the naive Bellman-
Ford approach for NCCD is admittedly simple, it suffers from significant per-
formance drawbacks that are not explained using asymptotic analysis [SK05].
On the other hand, the techniques used to enhance the performance of BF as
outlined in [Gol95, CG96] and [AMO93], suffer from the drawbacks of implemen-
tational difficulty and application specificity. We are therefore interested in an
easy-to-implement comparison-based algorithm which can be modified in simple
ways to provide reasonable performance on a wide variety of graphs.

2 The Vertex Contraction Algorithm

The vertex contraction procedure consists of eliminating a vertex from the input
graph, by merging all its incoming and outgoing edges. Consider a vertex vi

with incoming edge eki and outgoing edge eij . When vi is contracted, eki and
eij are deleted and a single edge e′kj is added with cost cki + cij . This process
is repeated for each pair of incoming and outgoing edges. Consider the edge e′kj

that is created by the contraction; it falls into one of the following categories:

(a) It is the first edge between vertex vk and vj . In this case, nothing more is
to be done.

(b) An edge ekj already existed between vk and vj , prior to the contraction of
vi. In this case, if c′kj < ckj , keep the new edge and delete the previously
existing edge (since it is redundant); otherwise delete the new edge (since it
is redundant).

Algorithm (2.1) is a formal description of our technique. The correctness and
analysis of our technique can be found in [SK05].

Function Negative-Cost-Cycle(G, n)
1: for (i = 1 to n) do
2: Vertex-Contract(G, vi)
3: end for
4: return(false)

Algorithm 2.1. Negative cost cycle detection

2.1 The Cruel Adversary

The simple Vertex Contraction algorithm always chooses the next vertex to
be contracted in a well-defined order; it is well-known that such a selection is
susceptible to attack by a malicious adversary. For instance, an adversary could
provide the graph in Figure (1) as input.

The above graph is sparse and has exactly 2 · (n − 1) edges. Observe that
if vertex vn is contracted first, the resultant graph is the complete graph on
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Function Vertex-Contract(G, vi)
1: for (k = 1 to n) do
2: for (j = 1 to n) do
3: if (eki and eij exist) then
4: {Let ckj denote the cost of the existing edge between vk and vj ; note that

ckj = ∞ if there does not exist such an edge}
5: Create edge e′kj with cost c′kj = cki + cij

6: if (j = k) then
7: {A cycle has been detected}
8: if (c′jj < 0) then
9: return(true)

10: else
11: Delete edge ejj

12: end if
13: else
14: if (c′kj < ckj) then
15: Replace existing edge ekj with e′kj in G
16: else
17: Delete edge e′kj

18: end if
19: end if
20: end if
21: end for
22: Delete edges eki from G.
23: end for
24: for (j = 1 to n) do
25: Delete edge eij from G, if it exists.
26: end for
27: Eliminate vertex vi from G.

Algorithm 2.2. Vertex Contraction

v
1

v2 v3 vnvn-1

Fig. 1. Sparse graph that becomes dense after vertex contraction

n − 1 vertices and therefore dense. We call this graph the cruel adversary; in
our experiments, we made it a point to test the performance of all algorithms
on this input. We could however choose the vertex to be contracted at random,
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Function Random-Negative-Cost-Cycle(G, n)
1: Generate a random permutation Π of the set {1, 2, 3 . . . , n}.
2: for (i = 1 to n) do
3: Vertex-Contract(G, vΠ(i))
4: end for
5: return(false)

Algorithm 2.3. Random negative cost cycle detection algorithm

without affecting the correctness of the algorithm. We have implemented the
Vertex Contraction algorithm with three different strategies based on how the
vertices to be contracted are chosen:

(i) the vertex to be contracted is chosen in a well-defined order (VC),
(ii) the vertex to be contracted is the vertex with the smallest degree prod-

uct (the degree product is calculated by multiplying the number of edges
coming into a vertex vi with the number of edges going out of the vertex);
this is accomplished by using a heap (HVC),

(iii) the vertex to be contracted is chosen at random (RVC). Algorithm (2.3)
is a formal description of the random vertex contraction algorithm.

The experimental results on Cruel Adversary graphs have been relegated to
the journal version of this paper. The extended version also contains a detailed
description of the related work in the literature.

3 Implementation

Our experiments are classified into various categories, based on the following
criteria:

(i) Type of input graph - Sparse with many small negative cycles (Type A),
Sparse with a few long negative cycles (Type B), Dense with many small
negative cycles (Type C), Dense with a few long negative cycles (Type D),
the Cruel Adversary (Type E).

(ii) Type of Algorithm - Simple Vertex Contraction (VC), Vertex Contrac-
tion using a heap (HVC), Random Vertex Contraction (RVC), Bellman-
Ford using a FIFO queue (BFFI), Bellman-Ford using a predecessor array
(BFPR), Bellman-Ford using both a FIFO queue and a predecessor array
(BFFP), Bellman-Ford using subtree disassembly (BFCT), and Goldberg-
Radzik (GORC).

(iii) Type of Graph Data Structure - Simple Pointer or Advanced Pointers.

3.1 Implementation Details

Two different types of graph data structures were used for the experiments viz.,
a simple pointer structure and an advanced pointer structure. Both structures
require linear space.
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The simple pointer structure is also known as the adjacency-list representa-
tion [CLR92]. This representation makes use of an array of n lists, one for each
of the n vertices of the graph. For each vertex vi, we store the in-degree din

i

(the number of edges going into the vertex), the out-degree dout
i (the number of

edges going out of the vertex), and a singly linked list of edges going out from
the vertex along with their weights. The linked lists of each vertex are sorted
based on the destination vertex of the edge. Assuming that we are contracting
vertex vi, the vertex contraction operation for the simple pointer structure is
performed as follows.

The time required to contract vertex vi by the simple pointer implementation
is: O(m + din

i · dout
i +

∑(vx,vi)∈E
x dout

x ). In the worst case when the graph is
dense m = O(n2), din

i = dout
i = O(n), and the time complexity of the vertex

contraction operation is O(n2).
In order to decrease the amount of time taken by the simple pointer structure,

we consider the advanced pointer structure. For each vertex vi, we store the in-
degree din

i , the out-degree dout
i , and two doubly linked lists representing the

edges. Each vertex has an out list, for the edges going out of the vertex, and an
in list, for the edges going into the vertex. The out lists of each vertex are sorted
based on the destination vertex of the edge. Assuming that we are contracting
vertex vi, the vertex contraction operation for advanced pointers is performed as
follows. A variation of the advanced pointer structure in which the in-lists and
out-lists are not sorted, is discussed in [MN99].

Table 1. Time required to perform vertex contraction using simple pointers

Step Time to Execute
1) Find edges with destination vertex vi : (vx, vi) O(m)
2) For every edge (vx, vi) found: O(din

i )
2-1) Remove the edge from the adjacency list of vertex vx O(1)
2-2) Merge vi’s list with vx’s list by adding those edges
which are not present in vx’s list and updating those O(dout

i + dout
x )

who are already there
2-3) If a negative cost edge (vx, vx) is created, the algorithm O(1)
terminates with the negative cycle being detected

Table 2. Time required to perform vertex contraction using advanced pointers

Step Time to Execute
1) For every edge (vx, vi) in vi’s in list O(din

i )
1-1) Merge vi’s out list with vx’s out list
by adding those edges which are not present in vx’s out list O(dout

i + dout
x )

and updating those who are already there, and also
updating the in lists of the vertices appropriately
1-2) If a negative cost edge (vx, vx) is created, the algorithm O(1)
terminates with the negative cycle being detected
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The time required to contract vertex vi by the advanced pointer implemen-
tation is: O(din

i · dout
i +

∑(vx,vi)∈E
x dout

x ). In the event that there exists some
constant c such that, for all vx, dout

x ≤ c · dout
i , then this time bound simplifies

to: O(din
i · dout

i ). In the worst case when din
i = dout

i = O(n) and hence the time
complexity of the vertex contraction operation is O(n2).

3.2 Implementation Remarks

Note that

(i) For each experimental suite, we have provided only the graphical picture in
this paper; the numerical tables are provided in the journal version of this
paper. Our goal is to show that minor modifications to the VC framework
result in significant performance enhancements, making its performance
comparable to that of more sophisticated algorithms. Depending on the
type of graph under consideration, a particular modification of VC may
not be run.

(ii) All performance graphs have been drawn according to the following scale:
(a) On the x-axis, we represent the logarithm to the base 2, of the number

of vertices.
(b) On the y-axis, we represent the logarithm to the base 2, of the running

time in seconds.

3.3 Experimental Setup for Sparse Graphs

Sparse graphs were generated using the generator developed by Andrew Gold-
berg [CG96], which generates multiple edges between two vertices. Sparse graphs
are defined as graphs with o(n · log n) edges. We generated each graph 5 times
using 5 different seeds for the random number generator. The times recorded
are the medians over 5 executions of each implementation. (We used the median
statistic based on related work in the literature; we have also maintained the
worst-case times of each run. The timing profiles of the worst-case times and
medians were very similar.)

Graphs of Type A and B were tested, with a number of vertices ranging from
500 to 10, 000 in increments of 500.

We define a small negative cycle as one consisting of at most n
100 vertices.

We define a long negative cycle as one consisting of Ω(n
2 ) vertices. The number

of long negative cycles in the input graphs was set to 4.

3.4 Experimental Results for Sparse Graphs

It is easy to see from Figure (2) and Figure (3) that GORC outperforms all other
implementations; this is true for both types of sparse graphs that were tested.
BFCT and BFFP are comparable to GORC on most instances. AVC, and AHVC
are far superior to BFFI and BFPR; they also outperform HVC and RVC on
most instances. Bellman Ford using a FIFO queue (BFFI) and Bellman Ford
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Fig. 2. Implementation execution times re-
quired to solve the Negative Cost Cycle de-
tection problem for Type A graphs
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Fig. 3. Implementation execution times re-
quired to solve the Negative Cost Cycle de-
tection problem for Type B graphs

using a predecessor array (BFPR) have been omitted from the graph, since the
times for these two algorithms are much worse than any of the other algorithms
tested.

3.5 Experimental Setup for Dense Graphs

Dense graphs were generated using the generator developed by Andrew Goldberg
[CG96], which generates multiple edges between two vertices. Dense graphs are
defined as those graphs with Ω(n2

8 ) edges. We generated each graph 5 times
using 5 different seeds for the random number generator. The times recorded are
the medians over 5 executions of each implementation.

Graphs of Type C and D were tested, with a number of vertices ranging from
500 to 10, 000 in increments of 500, with small negative cycles and long negative
cycles defined as in Section §3.3. As mentioned before, HVC and AHVC were
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not run on dense graphs, since we found that there was no gain in terms of
performance for the additional complexity in our test cases.

3.6 Experimental Results for Dense Graphs

It is easy to see from Figure (4) and Figure (5), that GORC outperforms all
other implementations; this is true for both the types of dense graphs that were
tested. BFCT performs slightly better than BFFP, although, both are compara-
ble to GORC. AVC performs the best among the Vertex Contraction algorithms;
although AVC, VC, and RVC are all far superior to BFFI and BFPR. Bellman
Ford using a FIFO queue (BFFI) and Bellman Ford using a predecessor ar-
ray (BFPR) have been omitted from the graph, since the times for these two
algorithms are much worse than any of the other algorithms tested.
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İmdat Kara and Tolga Bektaş
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Abstract. In this paper, the Capacitated Vehicle Routing Problem is
extended to the case where each vehicle is restricted to an additional
minimal starting or returning load constraint. We refer to this extension
as the Minimal Load Constrained Vehicle Routing Problem. We present
integer programming formulations for single and multidepot cases. An
illustrative example is also provided to show how a decision maker can
use the proposed formulation as an aid in distribution planning.

1 Introduction

In this paper, we deal with the well-known Capacitated Vehicle Routing Problem
(CVRP), which finds many practical applications in the field of distribution
and logistics. The problem is formally defined on a graph G = (V,A) where
V = {0, 1, 2, ..., n} is the set of nodes (vertices), node 0 is the depot and the
remaining nodes are customers. The set A = {(i, j) : i, j ∈ V, i 	= j} is an arc
(or edge) set. With each customer i ∈ V \ {0} is associated a positive integer
demand qi and with each arc (i, j) is associated a travel cost cij (which may be
symmetric, asymmetric, Euclidean, deterministic, random, etc.). There are m
vehicles with identical capacity Q. The classical CVRP consists of determining
a set of m vehicle routes satisfying the following conditions simultaneously:

(i) Each route starts and ends at the depot,
(ii) Each customer belongs to exactly one route,
(iii) The total demand of each route does not exceed the vehicle capacity Q,
(iv) The total cost of all routes (m routes) is minimized.

The CVRP has been studied extensively in the literature (for recent pub-
lications, see Achuthan et al. [1], Toth and Vigo [2], Ralphs [3]). Most of the
existing literature on CVRPs deals with the minimization of the total distance
(or time or cost) of the tours, as formulated 45 years ago by Dantzig and Ramser
[4]. This definition, although very general, is not sufficient to adequately model
situations where the loads of the vehicles are of importance. It is obvious that
the cost of a vehicle’s tour depends not only on the distance travelled but also on
the amount of goods carried. In addition, balancing of the loads is also a concern

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 188–195, 2005.
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for the distribution design. For instance, vehicle loads may also be important for
drivers, i.e. they may be required to carry similar amounts of goods. Along this
line of research, few studies exist that have attempted to extend the definition
of the CVRP so as to balance the length of the tours (Jozefowiez et al. [5]) or
workload among employees (Lee and Ueng [6]) in addition to minimizing the
total distance.

Clearly, the amount of goods carried by a vehicle is directly proportional
to the starting or returning loads. Thus, the starting load of a vehicle in the
case of delivery, and the returning (final) load of a vehicle in the case of col-
lection may be as important as the capacity of the vehicles. As far as the
authors are aware, there exist no formulations imposing minimal starting or
returning loads for vehicles. Such a restriction frequently arises in real life ap-
plications when distribution of loads across vehicles is important. Thus, there is
a need to expand the traditional definition of the problem to be in compliance
with practical situations. This is the main motivation and contribution of this
study.

This paper extends the CVRP to include additional load constraints, i.e. it
imposes a minimal starting load in the case of delivery or a minimal returning
load in the case of collection, and proposes integer linear programming formu-
lations (ILPFs). In section 2, we define and present ILPFs for the CVRP and
the Minimal Load Constrained VRP with a single depot. Then, an extension
to the nonfixed multidepot case is given in section 3. We provide an illustrative
example in section 4, showing how the proposed model can be used as an aid in
routing decisions. The paper concludes with some suggestions in section 5.

2 Vehicle Routing Problems with Minimal Load
Constraints

The first linear programming formulation of the CVRP is due to Dantzig and
Ramser [4], in which the authors solved problems having up to 13 nodes (in-
cluding the depot) by the aid of a heuristic. The first practical solution method
was proposed by Clarke and Wright [7]. An integer linear programming formu-
lation of the CVRP with three-index variables was presented by Golden et al.
[8]. Subsequent research has mainly focused on two-index variable formulations.
We also follow two-index formulations here. Several ILPFs for the CVRP with
two-index variables have been proposed in the literature. The first group is based
on Dantzig, Fulkerson and Johnson’s [9] subtour elimination constraints of the
Traveling Salesman Problem (TSP) (see e.g. [1], [10], [2]). The number of in-
equalities of these types of constraints grows exponentially with the number of
nodes. Thus models including such constraints cannot be solved directly by any
optimizer. A two-index ILPF for the CVRP with polynomial size was given by
Kulkarni and Bhave [11], which was based on Miller-Tucker-Zemlin [12] subtour
elimination constraints. Later, Desrochers and Laporte [13] proposed lifted sub-
tour elimination constraints. Recently, Kara et al. [14] suggested a correction for
both of these papers and provided a corrected ILPF of the CVRP.
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We now formally define the minimal load constrained VRP. Let the following
side condition also be imposed on the CVRP in addition to (i)-(iv):

(v) In the case of delivery, the starting load of each vehicle (or in the case of
collection, the returning load of each vehicle) cannot be less than a prede-
termined value.

We refer to the VRP with constraints (i)-(v) as the Minimal Load Constrained
VRP (MLCVRP). To construct the ILPF of MLCVRP, we further define the
following:

– cij , Q, and qi are as defined previously
– Q0 is the minimal starting load (delivery) or the minimal returning load

(pick up) of each vehicle
– xij = 1 if the arc (i, j) is on the optimal tour and 0 otherwise
– ui is the load of a vehicle (amount of goods collected) just after visiting

customer i, or is the amount of goods delivered (unloaded space of a vehicle)
just after visiting customer i

We now provide a general ILPF for the MLCVRP:

min
∑
i∈V

∑
j∈V

cijxij (1)

s.t.∑
i∈V \{0}

x0i ≤ m (2)

∑
i∈V

xij = 1, j ∈ V \ {0} (3)∑
j∈V

xij = 1, i ∈ V \ {0} (4)

ui − uj + Qxij + (Q− qi − qj)xji ≤ Q− qj , i 	= j ∈ V \ {0} (5)
+Capacity and Minimal Load Constraints

ui ≥ 0, i ∈ V \ {0} (6)
xij ∈ {0, 1}, i, j ∈ V (7)

where xij ’s are defined for qi+qj ≤ Q,∀(i, j) ∈ A. In this formulation, constraint
(2) is used to allow at most m vehicles, whereas (3)-(4) are the degree constraints.
Constraint (5) is a subtour elimination constraint (see [14]) ensuring the solution
contains no illegal subtours. Nonnegativity and integrality constraints are given
in (6) and (7).

In the following, we define valid inequalities for the MLCVRP that impose
capacity and minimal load constraints:

Proposition 1. Let qi = minj �=i{qj}, Q ≥ Q0 and Q0 ≥ qi + qi,∀i ∈ V \ {0}.
Then,
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ui + (Q− qi − qi)x0i − qixi0 ≤ Q− qi, i ∈ V \ {0} (8)
ui + qix0i + (qi + qi −Q0)xi0 ≥ qi + qi, i ∈ V \ {0} (9)

x0i + xi0 ≤ 1, i ∈ V \ {0} (10)

are valid inequalities for the MLCVRP, and are here referred to as bounding
constraints.

Proof. Constraints (5) ensure that if xij = 1, then uj = ui + qj . Since the
inequalities given in (10) do not allow single node visits, we consider three cases:
(i) If x0i = xi0 = 0, then this means that there exist two distinct nodes k 	=
l 	= i ≥ 1 such that xki = xil = 1 by the assignment constraints. In this case,
qi +qk ≤ ui ≤ Q−ql by (5). Since qk ≥ minj �=i{qj} and ql ≥ minj �=i{qj}, letting
qi = minj �=i{qj}, this inequality can be written as qi + qi ≤ ui ≤ Q − qi. This
is exactly what constraints (8) and (9) imply when x0i = xi0 = 0. (ii) If x0i = 1
and xi0 = 0, (8) and (9) imply ui = qi. (iii) Finally, if x0i = 0 and xi0 = 1, then
Q0 ≤ ui ≤ Q. ��

The proposed model contains O(n2) binary variables and O(n2) constraints.
Thus, appropriate size real life problems can be solved to optimality by com-
mercial codes. Such an opportunity will also allow us to conduct post-optimality
analysis. The following proposition shows that the proposed model can be used
for the classical CVRP as well.

Proposition 2. The constraints

ui + qix0i ≥ qi + qi, i ∈ V \ {0} (11)

together with constraints (8) are valid inequalities for the CVRP.

Proof. Similar to the proof of Proposition (1). ��
In the case of the classical CVRP, if single customer visits are allowed, then

constraints (10) can be dropped.

3 A Multidepot Case

In this section, we give a fairly straightforward extension of the proposed model
to the multidepot MLCVRP. The multidepot case is a generalization of the single
depot MLCVRP, so as to permit more than one depot and a number of vehicles
located at each depot. This problem has immediate applications in supply chain
management or distribution planning where such structures generally include
more than one facility (such as distribution centers or warehouses) and a set of
vehicles that have to be routed from these facilities.

To formally define the problem, let the node set be partitioned such that
V = D ∪ V ′, where the first d nodes of V are depot set D, there are mi vehicles
located at depot i initially and the total number of vehicles is m. Also, let
V ′ = {d + 1, d + 2, . . . , n} be the set of customers. The problem consists of
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finding tours for all the vehicles such that all customers are visited exactly once,
the loads of each vehicle lie within a predetermined interval and the total cost
of all the tours is minimized. If the problem is to determine a total of m tours
such that each vehicle must return to its original depot, this is referred to as the
fixed destination case. On the other hand, if the vehicles do not have to return
to their original depot but the number of vehicles at each depot after all travel
is to be equal to the initial number, we have the nonfixed destination case. In
this paper, we consider the latter case.

We now provide the relevant ILPF:

min
∑
i∈V

∑
j∈V

cijxij (12)

s.t.∑
j∈V ′

xij ≤ mi, i ∈ D (13)

∑
i∈V ′

xij ≤ mj , j ∈ D (14)∑
i∈V

xij = 1, j ∈ V ′ (15)∑
j∈V

xij = 1, i ∈ V ′ (16)

ui + (Q− qi − qi)
∑
k∈D

xki − qi

∑
k∈D

xik ≤ Q− qi, i ∈ V ′ (17)

ui + qi

∑
k∈D

xki + (qi + qi −Q0)
∑
k∈D

xik ≥ qi + qi, i ∈ V ′ (18)

xki + xik ≤ 1, k ∈ D, i ∈ V ′ (19)
ui − uj + Qxij + (Q− qi − qj)xji ≤ Q− qj , i 	= j, i, j ∈ V ′ (20)

ui ≥ 0, i ∈ V ′ (21)
xij ∈ {0, 1}, i, j ∈ V (22)

where the decision variables and parameters are as defined previously. It is easily
seen that the subtour elimination constraints of both models (single and mul-
tidepot cases) are the same. A careful analysis of the constraints given in (17),
(18) and (19) shows that they play the same role as the bounding constraints in
the single depot case.

4 An Illustrative Example

In this section, we illustrate how the model proposed above can be used as a
decision aid by solving a problem taken from the famous paper of Dantzig and
Ramser [4]. The problem is to deliver gasoline to gas stations in such a way
that the total distance traveled by four identical trucks, each of which has 6000
unit capacity, is minimized. There are 12 customers (gas stations) denoted by
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Table 1. Dantzig and Ramser’s solution

Truck number Tours Starting Load Distance

1 P0 P1 P2 P3 P4 P0 5100 54
2 P0 P7 P12 P11 P9 P0 5800 112
3 P0 P6 P10 P8 P0 4900 84
4 P0 P5 P0 1700 44

Total Distance Travelled 294

P1,..., P12, with P0 as the depot. The symmetric distance matrix and demand
of each customer can be found in the original paper [4]. Dantzig and Ramser
solved this problem by the aid of a heuristic that they developed, and found the
near-optimal solution shown in Table 1.

By using CPLEX 8.0 on a Pentium III computer running at 1400 Mhz, we
solved this problem first without a lower bound, and then obtained alternative
solutions with various upper and lower bounds using the single depot model with
m = 4. Our findings are summarized in Table 2.

The solution of the problem given in Table 1 and the first solution given in
Table 2 show that there are big variations in the starting loads and distances
of the trucks. However, when the decision maker imposes different lower bounds
as well as upper bounds on the loads of each vehicle, the solutions change as
expected. More specifically, increasing the lower bound decreases the difference
between the starting loads of the vehicles. For instance, when a lower bound of
Q0 = 4500 is imposed on the original problem where Q = 6000, the loads of
the vehicles become very close to each other. The table also shows two other

Table 2. Various solutions for Dantzig and Ramser’s problem

Q0 Q Optimal Value CPU Tours Starting Loads Distance

None 6000 290 127 P0 P1 P2 P3 P4 P0 5800 54
P0 P7 P10 P12 P11 P0 5600 112
P0 P6 P8 P9 P0 5100 80
P0 P5 P0 1700 44

4500 6000 330 118.5 P0 P1 P8 P6 P0 4500 80
P0 P4 P3 P2 P0 4600 54
P0 P5 P10 P7 P0 4500 84
P0 P9 P11 P12 P0 4600 112

3750 5000 312 360.50 P0 P1 P3 P2 P0 4400 42
P0 P4 P10 P8 P0 4900 94
P0 P6 P7 P5 P0 4300 64
P0 P12 P11 P9 P0 4600 112

5250 7000 244 5374.86 P0 P4 P3 P2 P1 P0 5800 54
P0 P6 P8 P7 P5 P0 6200 78
P0 P10 P12 P11 P9 P0 6200 112
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solutions with Q0 = 3750, Q = 5000 and Q0 = 5250, Q = 7000. It is interesting
to see that the latter solution only requires 3 vehicles to be used, where the
total distance travelled is less than that of the former solution which dispatches
a total of 4 vehicles.

The results shown in Table 2 indicate that load balancing can indeed be
performed by the proposed model. Thus, the decision maker will be able to see
alternative solutions to a single problem by imposing varying lower and/or upper
bounds on the starting loads of the vehicles. The importance of the difference
between the loads of the trucks and the variations in the optimal value of the
objective function will enlighten the final decision.

As far as the distances travelled by each vehicle are concerned, the proposed
model does not have any effect on the variation in these. This is a topic for
further research.

5 Conclusion

In this paper, the classical CVRP is extended to include the case when the
starting or returning load of a vehicle is restricted to a predetermined value.
Current formulations of the CVRP do not contain such a restriction. Therefore,
we define and present new bounding constraints for the single and multiple
depot minimal load constrained VRPs. It is further shown that post-optimality
analysis may be conducted with respect to various values of minimal and/or
maximal loads, so that distributions of loads across vehicles can be considered
in the planning phase of the decision process.

The proposed model will allow appropriate sized vehicle routing problems
to be directly solved to optimality with the use of commercial software. For
larger problems, other solution methodologies either based on this model (such
as branch and bound) or model-independent techniques (such as metaheuristics)
can be used. In any case, we believe that the problems defined here and the
related models will constitute a starting point for such research.

To the best of the authors’ knowledge, there is no formulation for a minimal
distance constrained VRP (i.e., for a VRP where there is a restriction related
to the minimum distance traveled). The modeling approach presented in this
paper may be applied to this case, and such an application is currently under
consideration.

References

1. Achuthan, N.R., Caccetta, L., Hill, S.P.: A New Subtour Elimination Constraint
for the Vehicle Routing Problem. European Journal of Operational Research 91
(1996) 573–586

2. Toth, P., Vigo, D.: The Vehicle Routing Problem. SIAM Monographs on Discrete
Mathematics and Applications (2002)

3. Ralphs, T.K.: Parallel Branch and Cut for Capacitated Vehicle Routing. Parallel
Computing 29 (2003) 607–629



Minimal Load Constrained Vehicle Routing Problems 195

4. Dantzig, G.B., Ramser, J.H.: The Truck Dispatching Problem. Management Sci-
ence 6 (1959) 80–91

5. Jozefowiez, N., Semet, F., Talbi, E.: Parallel and Hybrid Models for Multi-
Objective Optimization: Application to Vehicle Routing Problem. In: Merelo
Guervós, J. J., Adamidis, P., Beyer, H.-G., Fernández-Villacañas, J.-L., Schwefel,
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Abstract. We propose static task allocation algorithms for the periodic
tasks of a distributed real-time system. The cyclic task consists of task
threads which may communicate and share resources. A graph parti-
tioning process and a thread sequencing algorithm are applied to these
threads to yield local schedules. The exact analysis is then obtained and
further refinements are performed if the worst case response time of a
task is greater than its deadline.

1 Introduction

Scheduling in real-time systems can be broadly described as static or dynamic.
Static scheduling of processes with known release times, deadlines, precedence,
and exclusion relations is decribed in [13]. Schedulability tests for Rate Mono-
tonic (RM) and Earliest Deadline First (EDF) algorithms for cyclic tasks when
their deadlines equal their periods are presented in [5]. An exact sheduling test
method for RM algorithm [9] is derived in [6]. A method to find the schedulability
of a task set when Deadline Monotonic Scheduling is used is described in [1]. The
task of scheduling tasks on a multiprocessor/distributed environment is NP-hard
[12]. For this reason, various heuristics such as iterative improvement algorithms
[7], and the probabilistic optimization as simulated annealing algorithms [10] and
genetic algorithms [11] have been proposed. A middleware distributed real-time
scheduling method is shown in [2]. The goal of our ongoing work is to investigate
the balancing of static load over a distributed real-time system where compu-
tation nodes executing real-time kernels are connected by a real-time network
that provides bounded mesage delays. Formally, if T = {t1, t2, ..., tm} is the set
of real-time tasks and P = {p1, p2, ..., pn} is the set of processors, we need to
derive the mapping function M : T → P so that every task meets its deadline.
To accomplish this, we consider the periodic tasks of the real-time system con-
sisting of real-time threads each with a hard deadline. Threads have interprocess
communications and may access shared resources. We sketch the static execu-
tion characteristics of these threads which are computation times, interprocess
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communication patterns and deadlines as a directed graph and use a novel mul-
tilevel graph partitioning heuristic to divide the graph into n regions. The output
of the graph partitioning algorithm are the task thread sets to be executed by
each processor. We then sequence these threads for each processor by a Task Se-
quencing Algorithm, providing that the precedence constraints are obeyed and
deadlines are met. In the second phase, we apply the exact scheduling analysis
to work out the worst case response times Rij for j = 1..Ni of the individual
task components taking the blocking times by lower priority threads in the same
or other tasks. If for any task component, Rij is larger than deadline, our par-
titioning is unsuccesful and we go into refinement phase where we try to move
threads from one processor to another to provide Rij < dij .

The rest of the paper is organized as follows. Section 2 provides the com-
putation model and the partitioning algorithm output of which is scheduled by
the task sequencing algorithm described in Section 3. The exact analysis and
the refinement procedure that is invoked if the exact analysis detects missing
deadlines of tasks is described in Section 4. An example of operation is shown
in Section 5 and future directions are outlined in the Conclusions Section.

2 Task Graph Partitioning Algorithm

For the hard-real time tasks we assume the following computation model:

• Worst case execution time of each task Ci and its deadline Di are known in
advance and for periodic tasks, deadlines equal periods. (Di = Pi)

• Each task Ti consists of a number of threads tik, each of which has a com-
putation time cik and a deadline dik for k = 1..Ni where Ni is the count of
threads of ti.

• Task threads have interprocess communication which determine their prece-
dence. If a task thread tij has to communicate the result of its computation
to task thread tik, we say tij ≺ tik, that is, the execution of tij precedes the
execution of tik.

• Tasks threads, of the same or different tasks, may access shared resources,
therefore may block, competing for these resources. The maximum blocking
time bi for a task and its threads can be determined priori using the Priority
Ceiling Protocol analysis [8].

The aim of the our partitioning algorithm is to partition the task thread graph
into subgraphs so that each task thread meets its deadline and also to provide
a partition such that the load (total execution time of task threads) is averaged
over all subgraphs. We use a modified multilevel graph partitioning method of
[4] where instead of finding maximal matching, the graph is partitioned around
fixed centers as in [3]. The task threads tik of a periodic real-time task ti can
be constructed using a directed graph G = (V,E,w) where V is the set of task
threads, E is the set of edges giving interprocess communication between threads
and w :  → E is the set of weights associated with edges. This method has
coarsening, partitioning and uncoarsening phases. During the coarsening phase,
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a set of smaller graphs are obtained from the initial graph Gi = (Vi, Ei) such that
|Vi| > |Vi+1|. When graph Gi+1 is to be constructed from graph Gi, a maximal
matching Mi ⊆ Ei is found and vertices that are incident on both edge of this
matching are collapsed. The rules for collapsing are as follows. If u, v ∈ Vi are
collapsed to form vertex w ∈ Vi+1, the total weight of vertices u and v become
the weight of w, the edges incident on w is set equal to the union of the edges
incident on u and v minus the edge (u, v). If there is an edge that is incident on
both u and v, then the weight of this edge is set equal to the sum of the weights
of these two edges. Vertices that are not incident on any edge of the matching
are simply copied over to Gi+1 [4].

We have adapted the modified version of the method presented in [3] for
the real-time case where a directed graph depicts task threads with precedence
relations and strict deadlines. The coarsening phase then needed to be modified
as follows. When we want to choose a neighbor to collapse around the fixed
centers, we first look for any predecessors not assigned to a group yet. If there is
more than one predecessor, we apply a combination heuristic H = W1 ∗EDF +
W2 ∗ HEM where HEM is the Heaviest Edge Matching. In other words, we
consider communication costs as well as the earliest deadlines when collapsing.
W1 and W2 are the weights that can be adjusted. If there are no predecessors,
the same process is repeated for the sucessors until the number of vertices in
the coarsened graph equals the number of procesors n. Finally, we uncoarsen
the coarsened vertices back to get the original graph. This algorithm is depicted
in Fig. 1.

1. Procedure Task_Graph_Partition (TTG:Graph(V,E), n:number of processors);

2. Begin

3. Mark n nodes of the graph as fixed centers;

4. While there are nodes to be collapsed

5. Apply H to neighbors of centers;

6. Add the executon time of neighbors to centers;

7. Collapse the chosen neighbors to the centers;

8. Partition the coarsened TTG;

9. Uncoarsen TTG back to original;

10. End.

Fig. 1. Task Graph Partitioning Algorithm (TGPA)

Theorem 1. TGPA performs partitioning of G(V,E) in O(�N/n�) steps for
each task where |V | = N is an upperbound on the number of task threads and n
is the number of processors. The time complexity of the total collapsing of TGPA
is O(mN) where m is the number of tasks.

Proof. The TGPA collapses n nodes using H at each step for each task for
O(�N/n�) steps which would be O(N) operations in total for one task. Total
number of collapsing for all of the tasks is then O(mN).
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3 Thread Sequencing Algorithm

The information from the partitioning phase yields the coarse order of the task
threads to be executed in one processor such that if tij and tik are assigned
to the same processor by the partitioning algorithm and tij ≺ tik, then tij has
to be executed before tik. If these two threads have no precedence constraints,
that is tij ‖ tik, they can be assigned arbitrarily after their release times. The
Task Thread Sequencing Algorithm (TTSA) that is employed to provide the final
schedule for task threads on the processor is shown in Fig.2 where any thread
that does not have any predecessors becomes ready to be scheduled.

1. Procedure Thread_Sequence (TTG:Graph(V,E), n:Number of processors);

2. Begin

3. Task_type=READY for all t_{ik} where n_{ik} = 0; {no predecessors}

4. Insert READY tasks into Sched_list;

5. While Sched_list is not empty

6. Get a task thread t_{ik} from the Sched_list;

7. Switch (Event_type)

8. case READY :

9. Event_type = FINISHED;

10. time = time + Finish_time of t_{ik};

11. Insert_event into Sched_list;

12. case FINISHED :

13. For each immediate successor t_{ip} of t_{ik};

14. n_{ip} = n_{ip} - 1;

15. if n_{ip} = 0

16. Event_type = READY;

17. time=time+finish_time of t_{ik} ;

18. Insert event into Sched_list;

19. End.

Fig. 2. Thread Sequencing Algorithm (TSA)

4 Exact Analysis and Refinement

In the second phase, we take the partial execution times of tasks per processor
as inputs which is the sum of the execution times of all the task threads on the
same processor, assuming interprocess communication costs are zero. We then
calculate the worst blocking times for these threads as follows. For each thread,
we look at the lower priority threads of the same tasks, that is threads that are
prior in execution, and all threads of higher priority tasks. From those, we find
the semaphores they are using, and choose the semaphores that have a higher or
equal ceiling than the task thread under consideration. The maximum critical
section time for these semaphores is the blocking time bik for thread tik. In this
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on these assumptions, a worst case response time Rij , that is, the response time
of task component tij on processor j can be calculated as follows:

Rn+1
ij = bij + cij +

∑
∀l∈hp(i)

(�R
n
ij

Tl
� ∗ clj)

where hp(i) is the set of tasks that have higher priorities than ti, clj is the
computation time of a task component tlj on processor j. We then find max(Rij)
for j = 1..Ni. If this is greater than deadline di of task ti then our allocation
has failed. In this case, we go into refinement phase where we change the weights
of the EDF and HEM heuristics to get different partitionings. This procedure is
repeated until a feasible schedule is obtained.

5 An Example of Operation

As an example, consider the task set (TA, TB , TC) with the static properties as
shown in Table 1. First, a schedulability analysis shows us that this task set
is unschedulable in one processor as U = Σ(Ci/Pi) = 1.60. Our aim is to see
whether this set can be scheduled on two processors using our approach.

Table 1. An Example Task Set

Ti Ci Di Pi

A 16 30 30
B 24 40 40
C 33 60 60

Assume the threads for each task are as shown in Fig 3 with unity com-
munication costs. The graph partitioning algorithm produces the partitions as
shown in Table 2 with weights set equal. The initial centers are chosen ran-
domly as 3 and 4 for Task A; 2 and 7 for Task B; and 3 and 6 for Task C.
At each iteration, the combination heuristic H = W1 ∗ EDF + W2 ∗ HEM is
applied around these centers for the collapse operation. We then input these
data which represents the rough schedule to the task thread sequencing algo-
rithm (TSA) of Fig. 2 which produces the output depicted in Table 3. We can
now calculate the worst case response times for each task component as shown
and conclude that this task thread sets are schedulable as Rij ≤ di, ∀i. We
have assumed that the blocking times for threads and the network delays are
negligible.

case, a thread cannot be prempted by a lower priority thread of the same task,
it can however be preempted by any thread of the higher priority tasks. Based
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Fig. 3. Tasks: a) Task A b) Task B c) Task C

Table 2. TGPA Iterations

Tasks Processor Initial iter1 iter2 iter3

A P1 3 3-1 3-1-7 3-1-7-6
P2 4 4-2 4-2-5 4-2-5-8

B P1 2 2-1 2-1-3 2-1-3-5
P2 7 7-6 7-6-4 7-6-4

C P1 3 3-1 3-1-2 3-1-2-5
P2 6 6-4 6-4-7 6-4-7-8
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Table 3. TSA Output

Tasks Processor TSA Output Σcij Rij Pi

A P1 1≺3≺6≺7 7 7 30
P2 2≺5≺4≺8 9 9 30

B P1 1≺2≺3≺5 12 19 40
P2 4≺6≺7 12 21 40

C P1 1≺3≺2≺5 16 42 60
P2 4≺7≺6≺8 16 46 60
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Fig. 4. The Allocation

6 Conclusions

We have presented algorithms based on graph partitioning to yield feasible sched-
ules of real-time tasks to distributed processors. To our knowledge, there is not a
significant research effort to accomplish this task using graph partitioning meth-
ods. For tasks allocated to different processors, the bounded message delays
need to be considered for this model to yield effective results. Also, we need to
determine relative weights of the EDF and HEM heuristics to give attainable
schedules per processor while partitioning the task graph. Further experimental
studies are neceessary to evaluate the proposed algorithms and also different sce-
narios including threads of different tasks accessing shared resources are needed.
It is possible to perform TGPA in parallel for all tasks independently and also
for each fixed center collapses within the threads.

The final schedule is given in Fig. 4. The allocation that meets the deadlines
of every thread of every task will repeat every 120 units which is the hyperperiod
(lowest common multiple of the three task periods).
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Abstract. The divisive MinMaxCut algorithm of Ding et al. [3] pro-
duces more accurate clustering results than existing document cluster
methods. Multilevel algorithms [4, 1, 5, 7] have been used to boost the
speed of graph partitioning algorithms. We combine these two algorithms
to construct faster and more accurate algorithm. In this new algorithm,
the original graph is coarsened, partitioned by the divisive MinMaxCut
algorithm and then decoarsened. A refining algorithm is also applied to
improve the accuracy at each level.

1 Introduction

Clustering is the task of classifying a collection of objects, such as documents,
into natural categories. Diagnostic tasks in medicine involve classifying a set
of symptoms according to the cause and treatment methods. Data mining fre-
quently involves separating documents into different categories so as to provide
only relevant information for a user’s query. We do not expect that classification
or clustering algorithms will ever be 100% accurate, and the related optimiza-
tion problems are frequently NP-hard. However, we do expect to find algorithms
which are highly accurate that are nevertheless very efficient for practical clus-
tering problems.

A variety of algorithms have been proposed and are in widespread use, includ-
ing the K-means method and its variants [9], the Ratio Cut method [4], and the
Normalized Cut method [12]. A recent method that has been proposed is based
on the computation of eigenvectors which is called the MinMaxCut algorithm
proposed by Ding et al. [3].

The MinMaxCut algorithm proposed by Ding et al. [3] outperformed the
existing document clustering methods in accuracy. The algorithm leads to better
accuracies because it aims to satisfy both the following desirable properties of a
clustering of objects: (P1) nodes in the same cluster are similar, and (P2) nodes in
the different clusters are dissimilar. The K-means method mainly achieves (P1),
while RatioCut and NormalizedCut mainly achieve (P2). Two-way MinMaxCut
is a clustering method which splits the whole cluster into two smaller clusters
while divisive MinMaxCut is a K-way MinMaxCut which has as many as K
clusters by splitting one of the current clusters repeatedly. A different version of
K-way MinMaxCut may have a certain stopping criterion to decide how many
clusters it has. The two key algorithms in this divisive method are how to select a
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cluster to split and how to split the cluster. Two-way MinMaxCut is used to split
one cluster into two clusters for divisive MinMaxCut algorithm. Ding et al. [3]
presents an efficient way to select one cluster using the sum of similarities of
all pairs of each cluster. The two-way MinMaxCut algorithm they use is closely
related to the spectral graph partitioning algorithm, which is finding the Fiedler
vector [11], the second smallest eigenvector of the Graph Laplacian associated
with a graph. Finding this eigenvector is, however, expensive and spends the
majority of the time required by spectral partitioning techniques.

A class of graph partitioning algorithms [4, 1, 5, 7] coarsen the graph by col-
lapsing vertices and edges, partition the smaller graph, and then decoarsening
the partition on the coarsened graph. These methods are called multilevel graph
partitioning schemes. These speed up the execution time. Later papers [1] use
refining steps to achieve more accurate partitions Hendrickson and Leland [5]
presented an improved algorithm for coarsening step by using edge and ver-
tex weights to capture the collapsing of the vertex and edges. The coarsening
algorithm of Karypis and Kumar [7] has much smaller coarsened graphs than
other multilevel algorithms. They also present a variant of Kernigan-Lin (KL)
refinement method which is faster than the original KL algorithm.

In this paper we present a divisive MinMaxCut algorithm to which a mul-
tilevel scheme, that is, coarsening, clustering and decoarsening, is applied. Our
algorithm take advantage of both fast multilevel algorithm and accurate divisive
MinMaxCut algorithm. This method uses edge weights to match 80% to 90% of
the nodes by using edges with the highest weights. The other nodes with smaller
edge weights, are grouped randomly. The coarsest graphs have less than one
hundred nodes. The K-way MinMaxCut method produces a fairly good cut for
this coarsest graph. Then during the decoarsening step, the cut for the coars-
est graph is decoarsened and refined for all level-ups. The initial cut from the
coarsest graph is getting more accurate as the level goes up and finally becomes
a very accurate cut for the original graph. The major advantage of multilevel
scheme is speed. Furthermore the cut which is decoarsened and refined at last for
the original graph is more accurate than that of Ding et al’s version of divisive
MinMaxCut algorithm.

Our algorithm was tested on newsgroup articles in 20 newsgroups. The ac-
curacy is mostly increasing first and then decreasing and the speed slowly im-
proves as the number of levels increases. With more than 2 levels our algo-
rithm takes less than half the time of Ding et al.’s algorithm. Like other multi-
level algorithms, constructing the coarsened graphs takes most of the execution
time. So for further improvement, a more efficient coarsening method is highly
desirable.

2 K-Way MinMaxCut and Related Issues

In this section we first of all introduce the divisive MinMaxCut algorithm. Then
we discuss some issues related to Multilevel approach.
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2.1 Two-Way and K-Way MinMaxCut

Divisive MinMaxCut algorithm is based on the two-way MinMaxCut. It starts
with a similarity matrix S = (sij), where sij ≥ 0 stands for the similarity
between node i and j. The more two nodes are similar the bigger sij is. Similarly,
the less two nodes are related the smaller sij is. It aims to maximize the sum
of similarities in a cluster and to minimize the sum of similarities of two nodes
in different clusters. We define the sum of similarities between two clusters A
and B as s(A,B) =

∑
i∈A,j∈B sij , and the sum of similarities of a cluster A

as s(A,A) =
∑

i∈A,j∈A sij . The two-way MinMaxCut aims to minimize the
objective function

JMMC =
s(A,B)
s(A,A)

+
s(A,B)
s(B,B)

=
s(A, Ā)
s(A,A)

+
s(B, B̄)
s(B,B)

(1)

Note that there are many objective functions that satisfy both (P1) and (P2).
However, a solution to a continuous relaxation of JMMC can be computed ef-
ficiently [2, 3]. An indicator vector q is used as the clustering solution. Each
component of q gets one of two discrete numbers (qi = a if i ∈ A, otherwise
qi = b). Instead, if we relax the condition that qi = a or b to qi ∈ R, it is well
known [3] that the optimal solution of (1) is the eigenvector q2 associated with
the second smallest eigenvalue of the system below with D = diag(d1, d2, · · · , dn)
and di =

∑
j sij :

(D − S)q = λDq. (2)

After searching an optimal dividing point icut, the final cut is computed

A = {i | q2(i) ≤ q2(icut)}, B = {i | q2(i) > q2(icut)}. (3)

The optimal dividing point icut is the minimizer of the objective function. The
dividing point can be computed in O(N2) time with a linear search. Note that,
however, this does not guarantee that the cut after this linear search has no
room to be more accurate. We talk about the refinement method in section 2.3.

A good generalization of the two-way MinMaxCut objective function (1) is:

JMMC(C1, ..., CK) =
K∑

k=1

s(Ck, C̄k)
s(Ck, Ck)

=
∑

1≤p≤q

JMMC(Cp, Cq). (4)

where C̄i =
⋃

j �=i Cj .

2.2 Divisive MinMaxCut

Divisive MinMaxCut algorithm repeatedly performs two main steps. One is se-
lecting a cluster to split and the other is applying the two-way MinMaxCut
algorithm. We discussed the two-way MinMaxCut algorithm which is how to
split one cluster into two clusters in section 2.1. So we now talk about the way
to select the next cluster to split. Ding et al. [3] suggests 5 plans:
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Size-priority cluster split: Choose the biggest current cluster.

Average similarity: Select the cluster with smallest s̄kk := s(Ck, Ck)/|Ck|2.

Cluster cohesion: Select the cluster which has the smallest cohesion.
Similarity-cohesion: Select the cluster with the smallest s̄kk × cohesion.

Greedy: Select the cluster which leads to the minimum objective function
value.

The best results are obtained by average similarity cluster selection [3]. For
the stopping criterion, we use a user-selected number K; that is, the algorithm
selects and splits clusters until there are K clusters. Another criterion is using a
threshold on the objective function value which increases monotonically as the
number of leaf clusters increase. For details, see [3].

2.3 Refinement

The Kernighan-Lin (KL) refinement [8] method was successfully applied for re-
fining partitions of graphs in a multilevel algorithm [7]. We use the KL algorithm
for our refining scheme. KL starts with an initial partition. It iteratively searches
for nodes from each cluster of the graph if swapping of a node to one of the other
K − 1 clusters leads to a better partition. For each node, there would be more
than one cluster to give smaller objective function value than the current cut. So
the node moves to the cluster that give the biggest improvement. The compu-
tation for each node takes only O(N) complexity. So the overall complexity per
round does not exceed O(N2). The iteration terminates when it does not find
any node to improve the partition or it finds the predefined number of nodes
which lead to a better result. We may apply several iterations of KL to find a
better partition.

2.4 Multi-level Approach: Coarsening and Decoarsening

The basic concept is that when we have a big graph G0 = (V0, E0) to cluster, then
we construct a smaller graph G1 = (V1, E1) each of whose vertices is a group of
several vertices from G0. We can apply a clustering method to this smaller graph,
and transfer this partition to the original graph. This idea is very useful because
smaller matrices requires much less time. The process we construct the smaller
matrix is called coarsening, and the reverse process is called decoarsening. We
can recursively coarsen Gi = (Vi, Ei) to get Gi+1 = (Vi+1, Ei+1).

The decoarsening step is the way back to the original graph by going through
the graphs Gi, Gi−1, · · · , G0. Note that even if the cluster in Gi is a local opti-
mum, the cluster in the next finer level Gi−1 might not be a local optimum. So
we need to check if there is any room to improve the partition in this finer level.
Refinement methods are used as the level goes up by one. For more details in
the context of graph partitioning, refer to [6, 7].
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3 Specific Algorithm and Computational Experiments

3.1 Description

The algorithm consists of three main steps. (1) Coarsening; (2) Clustering the
coarsest graph into K subgraphs with the divisive method; (3) Decoarsening and
refinement.

The Coarsening and Decoarsening steps are implemented by multiplying spe-
cial matrices E1, · · · , Elevel. We select two nodes to collapse by checking edges
from the highest edge weight. Then one column of E is filled with two 1’s for the
two nodes and 0’s for the rest. We collapse less than 90% of nodes by checking the
edge weights. The rest of nodes which are not grouped are collapsed randomly.
We finally construct S0, S1, · · · , Sl and E1, · · · , El such as Si = E′

i ∗Si−1 ∗Ei and
i = 1, · · · , l. The coarsest similarity matrix is used to get the initial partition
Cut. During the Decoarsening step the Cut in the current level is multiplied by
the proper E for the partition in the next finer level.

We use Divisive MinMaxCut algorithm with average similarity selection scheme.
In this algorithm we don’t use any specific stopping criterion but predefined num-
ber of clusters, let us say K. That is the divisive method stops when we have K
clusters in it.

3.2 Source of Data and Preprocessing

The experiments is performed on newsgroup articles in 20 newsgroups (datasets
available online [10]). We focus on two sets of 5-clusters cases. The choice of
K = 4, 8 where the clustering results are less sensitive to cluster section is
avoided. The newsgroups chosen are listed in Table 1.

Clusters in M5 overlap at medium level. Meanwhile, clusters in L5 overlap at
large. From each set of the newsgroups, we construct two datasets of different
sizes: (B) randomly select 100 articles from each newsgroup. (U) randomly se-
lect 200, 140, 120, 100, 60 articles from each of the 5 newsgroups, respectively.
Dataset(B) has clusters of equal sizes, which is presumably easier to cluster.
Dataset(U) has clusters of significantly varying sizes, which is presumably dif-
ficult to cluster. Therefore we have 4 newsgroup- cluster size combination cate-
gories.

After documents from each category are extracted, we construct a word-
document matrix W = (x1, · · · , xN ) using standard tf.idf scheme. After each

Table 1. 10 newsgroups at different overlapping levels

Dataset M5 Dataset L5
NG2: comp.graphics NG2: comp.graphics
NG9: rec.motorcycles NG3: comp.os.ms-windows
NG10: rec.sport.baseball NG8: rec.autos
NG15: sci.spaces NG13: sci.electronics
NG18: talk.politics.mideast NG19: talk.politics.misc
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document of W is normalized to 1 using L2 norm, document-document similar-
ities are calculated as S = WT W .

3.3 Result and Analysis: Accuracy, Time, Objective Function

This section has two main parts. One is comparison of two methods, Divisive
MinMaxCut and Multilevel divisive MinMaxCut. The other is some important
issues regarding the multi level approach. We constructed 2 different randomly
sampled datasets from each category. The average of the time and accuracy are
compared with the result from [3]. Their results come from the average of 5
different datasets from each category. For both cases the selection algorithm for
the next cluster to split is average similarity selection.

We compare accuracies, time consuming and saturation for Divisive MinMax-
Cut and Multilevel divisive MinMaxCut in Table2. I/F stands for ’initial’ and
’final’ accuracies. D and MD mean divisive MinMaxCut and Multilevel divisive
MinMaxCut respectively. Initial accuracy of D is the accuracy for the clustering
generated by the eigenvector without any refinement. Initial accuracy of MD is
the accuracy measured just after clustering the coarsest graph and decoarsening
the partition without refinement. The number of levels used for MD is 4. We will
see the results with different levels after this. All time consumings are in second
and all accuracies are in percent.

Accuracy. We see the initial accuracy of D is mostly better than that of MD
but the final accuracy of MD is mostly better than that of M. The reason is
that the initial partition of D comes from the whole graph while the initial
partition of MD comes from much smaller graph, the coarsest graph. Instead,
MD is refining at each level up of decoarsening step.The final result is much
different and improved from the initial partition.

Time. MD finishes clustering much faster. MD spends most time for coarsening.
For example, it takes 1.63 seconds to go through the first two steps for a dataset
of M5B and coarsening takes 1.62 of 1.63 and partitioning takes the rest, 0.01.
And 0.19 second is spent for decoarsening and refinement. Note that refinement
step for D takes various time consuming depending on the refining scheme and
the number of rounds it has.

Saturation comparison: Improvement of accuracy does not exceed some point
even though refining step is applied repeatedly. This upper bound is called the

Table 2. Comparison of plain divisive(D) and multidivisive(MD) methods for different
categories. Time and accuracy are measured for with/without refinement(I/F) cases.
Upper bound of accuracy, saturation(sat), for both cases D and MD are experimented

D Accuracy I/F MD Accuracy I/F D time I/F MD time I/F D sat MD sat
M5B 83.5/91.7 77.2/98.4 2.91/28.53 1.63/1.82 92.5 99.2
M5U 69.3/72.4 70.5/87.5 3.83/55.48 2.99/3.17 91.7 97.42
L5B 88.4/91.7 62.6/81.4 2.01/28.82 1.60/1.71 81.4 95.0
L5U 74.8/74.1 58.5/83.2 3.72/54.94 3.04/3.18 79.0 93.39
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saturation of objective function. Saturation of D comes from [3] and that of MD
comes from the best result among all levels of each category. This shows MD
provides more accurate result than D.

Now we focus on MD itself. We will see how different results MD gives us
depending on the various levels. The main focuses here are (a) the relation
between time and number of levels and (b) accuracy and the number of levels.

(a) time and level: Table 3 shows how much time is spent for each of three
steps. We used two datasets. One is balanced and the other is unbalanced. Time
for each of all three steps is measured. As we see the first step, coarsening,
takes the most time. Partitioning step takes less time as the number of levels
increases. When the number of nodes in the level is less than 100 it takes at most
one hundredth second. In both cases the total time consumed decreases slowly
as the number of levels increases.

Table 3. Time consuming of all three steps (coarsening/partitioning/decoarsening) of
MD for balanced(B) and unbalanced(UB) cases with various levels

level 1 2 3 4
B 1.43/0.33/0.19 1.59/0.05/0.18 1.58/0.00/0.18 1.57/0.01/0.19

UB 2.65/0.53/0.22 2.98/0.08/0.27 3.02/0.01/0.38 2.96/0.00/0.18

(b) accuracy and level: As you see in Table 4, the accuracy and the number
of levels curve kind of upside down parabola on average. All 8 dataset are listed,
where each 2 datasets are from one of 4 categories. The best accuracy comes
from level 3 or 4 where the number of nodes in the coarsest graph is around 50.

We conclude that Multilevel divisive MinMaxCut works very well when com-
pared to the existing cut-based document clustering methods in time and accu-
racy. More research may be necessary on the relationship between the number
of levels and accuracy; that is, how we can decide the optimal number of levels
depending the size of the original graph.

Table 4. Relationship between accuracy and level for MD

level 1 2 3 4 5 6
M5Ba 80.4 98.2 98.2 99.2 96.2 68.2
M5Bb 91.8 94.8 95.8 97.6 92.6 60.2
L5Ba 93.4 80.5 95.0 71.2 89.2 82.0
L5Bb 85.6 88.8 54.6 91.6 62.8 65.4
M5Ua 76.0 86.8 79.4 97.3 80.6 91.26
M5Ub 94.3 76.6 97.4 77.7 88.2 78.9
L5Ua 75.5 69.4 82.9 78.9 66.1 54.8
L5Ub 72.3 64.7 93.4 87.6 72.3 59.4
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Abstract. This paper proposes an innovative algorithm to find the two’s
complement of a binary number. The proposed method works in loga-
rithmic time (O(logN)) instead of the worst case linear time (O(N))
where a carry has to ripple all the way from LSB to MSB. The proposed
method also allows for more regularly structured logic units which can
be easily modularized and can be naturally extended to any word size.
Our synthesis results show that our method achieves up to 2.8× of per-
formance improvement and up to 7.27× of power savings compared to
the conventional method.

1 Introduction

Signed binary numbering representation [5, 7, 11, 12] (based on two’s complement
numbers) is a nearly universally used numbering representation in the comput-
ing world. Thus, in computer systems which are based on this two’s complement
representation, operations to find the two’s complement of a signed binary num-
ber are frequently executed. This is indeed true for applications which require
to find the absolute value of signed binary numbers. For instance, motion esti-
mation operations of MPEG encodings [9, 10, 15, 17] require to find the absolute
value of the difference (of pixel values) for each pixel position for each block
comparison. Another example would be multipliers [2, 8, 13] that need to find
the two’s complement of the multiplicand for the negative encodings of Booth
algorithms [2, 3, 13, 14, 18].

Despite the frequent need for finding the two’s complement of a signed binary
number, two’s complementation of a binary number is still carried out using the
conventional way of complementing each bit and adding 1 to the complemented
number. By doing so, we cannot ignore the possibility of a carry propagating
all the way from the LSB (Least Significant Bit) to the MSB (Most Significant
Bit). However, we have learned that the speed of finding the two’s complement
of a binary number is critical to the performance improvement for a group of
applications. Our recent study indicates that if the two’s complement of the
multiplicand of a multiplication was found fast, there can be up to 40% of per-
formance improvement [8]. It has also been reported by Hashemian [6] that in
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some specific parallel processing applications, it is more effective to expedite the
two’s complementation by using special-purpose hardware rather than by using
an adder and inverters.

Therefore, in this paper, we present an efficient algorithm and architecture
to find the two’s complement of a binary number in a truly logarithmic time
(O(logN)) instead of worst case of O(N) time when using an adder. The pro-
posed method also allows for more regularly structured logic units which can
be easily modularized and can be naturally extended to any word size. In the
next section, the conventional methods to find the two’s complement of a binary
number and their problems are discussed. Then, our logarithmic method and
its possible implementations will be introduced. Finally, the evaluation of the
algorithm followed by the module generation techniques for our two’s comple-
mentation algorithm will be discussed before the summary of this paper.

2 Conventional Methods

As mentioned before, conventionally (and by definition), the two’s complement
of a binary number is found by complementing each bit and adding 1 to the
complemented number. However, by doing so, there is the possibility of a carry
propagating all the way from the LSB to the MSB. Therefore, the time com-
plexity of finding the two’s complement of a binary number is at least that of
one addition (plus the complementation of each bit). However, even this delay
is too large for fast multiplier architectures [8] and not efficient for some specific
parallel applications [6, 10, 15, 17].

There is another well-known conventional method in which all the bits after
the rightmost “1” in the word are complemented and all the other bits are left
untouched. For example, the two’s complement of the binary number 0010102

(1010) is 1101102 (−1010) (Figure 1). For this number, the rightmost “1” happens
in bit position 1 (the check mark position in Figure 1). Therefore, values in bit
positions 2 to 5 can simply be complemented while values in bit positions 0 and
1 are kept as they were.

Our method is an extension of the latter algorithm. We observed from this
algorithm, that two’s complementation comes down to finding the conversion
signals that are used for selectively complementing some of the input bits. If
the conversion signal at any position is “0” (the red crosses in Figure 1), then
the value is kept as it is and if the conversion signal is “1” (the green check
marks in Figure 1), then the value is complemented. All the conversion signals
to the left of the rightmost “1” are 1 and all the conversion signals to the right
of the rightmost “1” (and the conversion signal for the rightmost “1”) are 0. For
example, for data word 001010002, the conversion signals would be “111100002.”
Applying these conversion signals to the input (complementing only the most
significant 4 bits in this case) would result in the two’s complement of the input
(110110002).

However, this searching for the rightmost “1” could be as time consuming as
rippling a carry through to the MSB since the previous bits information must be
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Fig. 1. Two’s Complement Conversion Example

transferred to the MSB to determine which one is the rightmost “1.” Therefore,
we must find a method to expedite this detection of the rightmost “1.” As we
shall see, this search for the rightmost “1” can be achieved in logarithmic time
using our binary search tree-like structure.

One possible way to implement some fast logic which will produce the ade-
quate conversion signals would be to wire each input bit along with the preceding
less significant bits to an OR-gate that accepts that many inputs. This allows
for each input bit to determine whether there was a “1” in any lower order bit
position and to produce its own conversion signal. However, in such cases, al-
though it seems possible to produce the conversion signal in ideal constant time,
each input bit must drive a significant number of wires (up to the number of
input bits for the LSB). This is not considered to be practical nor efficient (in
terms of implementation).

3 Proposed Logarithmic Method

Consequently, in this section, we describe an efficient (in terms of speed and
implementation) algorithm which determines the conversion signals needed to
perform two’s complementation. We first find the conversion signals for a 2-bit
group by grouping two consecutive bits (the grouping always starts from the
LSB) from the input and find the conversion signals in each group as shown in
Figure 2(a). Then we find the conversion signals for a 4-bit group (formed by two
consecutive 2-bit groups). Then we find the conversion signals for an 8-bit group
(formed by two consecutive 4-bit groups). This divide-and-conquer approach is
pursued until the whole input word has been covered.

When grouping two 2n-bits groups, the leftmost conversion signals from the
right group contain the accumulative information of its group about whether a
“1” ever appeared in any bit position of its group, so that a conversion signal
should force all the conversion signals from the left group all the way to the “1”
if it is itself is a “1.” For instance, as shown in Figure 2(b), if CS1 (the leftmost
conversion signal from the right group) = “1,” the conversion signals from the
left group (CS2 and CS3) should be forced to a “1,” regardless of their previous
values. If CS1 = “0,” nothing happens to the conversion signals from the left
group. This variable control is shown with a dashed arrow. Likewise, CS5 may
affect conversion signals CS6 and CS7. The same goes for CS3’ which may affect
the conversion signals (CS7’, CS6’, CS5’, and CS4’).
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Fig. 2. Determining the Conversion Signals

The inputs to the 2-bit group are bits from the original binary number. How-
ever, the inputs to the next level groups are conversion signals from the previous
level. For instance, the inputs to the 4-bit group are the conversion signals gen-
erated from two 2-bit groups. Therefore, from the second level (4-bit grouping)
on, the conversion signals are scanned in order to find the rightmost “1.”

After determining the conversion signals, two’s complementation is a mere
complementation of the input binary according to the conversion signals. One
possible implementation of our algorithm is shown in Figure 3(a). Figure 3(b)
shows another version of the design using NAND, NOR, and inverter gates.
Once we have the complete conversion signals, these signals are shifted left 1
bit and EXOR-ed with the input to create the two’s complement of the input.
In Figure 3(a), X0 to X7 represent the input and X ′

0 to X ′
7 represent its two’s
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(a) General Model (b) Using NAND, NOR and Inverter

Fig. 3. A Gate-Level Diagram of 8-bit Two’s Complementation Logic Using Our
Approach
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Fig. 4. 8-bit Example of Two’s Complementation Using Our Approach

complement. One complete example of two’s complementation of “001010002”
is shown in Figure 4.

4 Performance Evaluation and Analysis

In order to measure the performance of the proposed algorithm and its imple-
mentation, we designed our algorithm using Verilog HDL (Hardware Description
Language) and synthesized it using Synopsys synthesis tools [16]. Note that we
used Artisan TSMC 0.13um 1.2-Volt standard-cell library [1] with “slow cor-
ner” operating conditions for our synthesis. We estimated the area, delay, and
power of our designs and in order to measure the performance of the two’s
complementation of larger words, we expanded our proposed 8-bit two’s com-
plement logic in Figure 3(b) to larger sizes (such as 16-, 32-, 64-, and 128-bits).
In order to compare the performance (against the conventional method using
an adder), we implemented a two’s complementation logic using a CLA (Carry-
Lookahead Adder in [4]). (We used a high speed CLA for the conventional
method instead of a ripple carry adder in order to be as fair as possible in our
evaluation.)

Our synthesis results (Table 1) show that both methods result in linear
growth in area and power as the input size increases. The delays for both meth-
ods show somewhat logarithmic characteristics. In our method, we observe that
the added delay from one column (2n-input) to the next column (2n+1-input)
is the one additional level of OR-gates, the associated wire delay, and the delay
for driving twice the number of OR-gates (note that it would be a perfect log-
arithmic growth if there were no wire delays or delays due to the high fan-outs
required in the last level of OR-gates). This can be made clearer as we observe
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Table 1. Synthesis Reports

Input (n-bit) 8-bit 16-bit 32-bit 64-bit 128-bit
Delay (ns) 0.47 0.71 1.06 1.62 2.17

Power (mW) 0.096 0.18 0.35 0.69 1.37
Area (um2) 201 480 1111 2528 5661Our Method

Delay (ns) 1.33 1.64 2.40 2.80 3.35

Power (mW) 0.51 1.04 2.35 4.74 9.96
Area (um2) 497 997 2122 4274 8614

Conventional
(using CLA)

Fig. 5. Improvement (Speed, Area, and Power) of Our Two’s Complementation Along
with Input Size

the difference from one column to the other as we move right from one column
to the other in the table.

When the methods are compared, our approach brings up to 2.8× (when
n = 8) of performance improvement, up to 2.47× (when n = 8) of area savings,
and up to 7.27× (when n = 128) of power saving when compared to the conven-
tional method. We notice that as we increase the input size, the improvements
from delay and area shrink (Figure 5). When n = 128, we achieve about 1.54×
of performance improvement and about 1.52× of area saving. We believe this
phenomenon is due to the fact that, as we increase the size of the operator, the
fan-out of the last stage OR-gate is severely impacted which results in greater
delays and area penalty. The power savings (in percentage) are about the same
across the input sizes.

Related to our method, Hwang [7] and Hashemian [6] have shown similar
approaches (finding the conversion signals). However, our method is logarithmic
whereas Hwang’s method is linear and Hashemian has focused on circuit opti-
mization to improve the performance. Our approach is more general and shows
better adaptability to any word size.
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5 Module Generation

Our two’s complementation algorithm can be easily modularized and expanded
to cover binary numbers of any size. First, as shown in Figure 3(a), a 2-bit
group can be modularized into a 2-bit conversion signals generator (using one
OR-gate). Then, two 2-bit conversion signals generators and two more OR-gates
form a 4-bit conversion signals generator. Again, two 4-bit conversion signals gen-
erators and four more OR-gates constitute an 8-bit conversion signal generator.
In this fashion (two 2n-bit conversion signals generators and 2n more OR-gates
connected to the left 2n-bit conversion signals generator), we can continue for
any 2n+1-bit grouping.

6 Conclusions

This paper has introduced an innovative and efficient method to find the two’s
complement of a binary number. When using the proposed method, the two’s
complement of a binary number can be found in logarithmic time and can be
used for cases where faster two’s complementation is necessary such as fast mul-
tiplications as well as some specific parallel processing applications. At the same
time, our approach brings a more regular structure which can be easily mod-
ularized and can be easily expandable to any word size. Our synthesis results
show that our method achieves up to 2.8× of performance improvement and up
to 7.27× of power savings compared to the conventional method.
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Abstract. Many algorithms exist that exploit the special structure of
Toeplitz matrices for solving linear systems. Nevertheless, these algo-
rithms are difficult to parallelize due to its lower computational cost and
the great dependency of the operations involved that produces a great
communication cost. The foundation of the parallel algorithm presented
in this paper consists of transforming the Toeplitz matrix into a an-
other structured matrix called Cauchy–like. The particular properties of
Cauchy–like matrices are exploited in order to obtain two levels of par-
allelism that makes possible to highly reduce the execution time. The
experimental results were obtained in a cluster of PC’s.

1 Introduction

In this paper, we present a parallel algorithm for the solution of the linear system

Tx = b , (1)

where T ∈ IRn×n is a symmetric Toeplitz matrix T = (tij)n−1
i,j=0 = (t|i−j|)n−1

i,j=0

and b, x ∈ IRn are the independent and the solution vector, respectively.
It is difficult to obtain efficient parallel versions of fast algorithms, because

they have a reduced computational cost and they also have many dependencies
among fine–grain operations. These dependencies produce many communica-
tions, which are a critical factor to obtain efficient parallel algorithms, especially
on distributed memory computers. This problem could explain partially the
small number of parallel algorithms implemented so far dealing with Toeplitz
matrices. For instance, it can be found parallel algorithms to solve Toeplitz
systems using systolic arrays [1] or dealing only with positive definite matrices
or with symmetric matrices [2]. There also exist parallel algorithms for shared
memory computers [3, 4, 5] and, more recently, several parallel algorithms for
distributed architectures have been proposed [6].

One of our main goals is to offer efficient parallel algorithms for general pur-
pose architectures, especially, clusters of personal computers. Furthermore, the
codes are portable because they are based on standard libraries, both sequential,
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LAPACK [7], and parallel, ScaLAPACK [8]. We are mainly interested in the re-
duction of parallel runtime because one of the main set of applications requires
real time computation of the linear system (1) like digital signal analysis [9].

In the next section, the mathematical background used is summarized. In
Sections 3, 4 and 5 the parallel algorithm is described. Finally, the experimental
results are shown in the last section.

2 Rank Displacement and Cauchy–Like Matrices

It is said that a matrix of order n is structured if its displacement representation
has a lower rank regarding n. The displacement representation of a symmetric
Toeplitz matrix T (1) can be defined in several ways depending on the form of
the displacement matrices. A useful form for our purposes is

∇F T = F T − T F = G H GT ; (2)

where F = T (e1), called displacement matrix, is a n × n symmetric Toeplitz
matrix with the second column of the identity matrix as the first column; G ∈
IRn×4 is the generator matrix and H ∈ IR4×4 is a skew–symmetric signature
matrix. The rank of ∇F T is 4, that is, lower than n and independent of n.

It is easy to see that the displacement of T with respect to F is a matrix of a
considerably sparsity from which it is not difficult to obtain an analytical form
of G and H.

A symmetric Cauchy–like matrix C is a structured matrix that can be defined
as the unique solution of the displacement equation

∇ΛC = Λ C − C Λ = Ĝ H ĜT , (3)

being Λ = diag(λ1, . . . , λn), where rank(∇ΛC)� n and independent of n.
Now, we use the normalized Discrete Sine Transformation (DST) S as defined

in [10]. Since S is symmetric, orthogonal and SFS = Λ [11, 12], we obtain

S(FT − TF )S = S(GHGT )S → ΛC − CΛ = ĜHĜT ,

where C = STS and Ĝ = SG. This shows how it can be transformed (2) into (3).
In this paper, we solve the Cauchy–like linear system Cx̂ = b̂, where x̂ = Sx

and b̂ = Sb, by performing the triangular decomposition C = LDLT , being
L unit lower triangular and D diagonal. The solution of (1) is obtained by
computing Ly = b̂, y ← D−1y, LT x̂ = y and x = Sx̂.

Solving a symmetric Toeplitz linear system by transforming it into a sym-
metric Cauchy–like system has an interesting advantage due to the symmetric
Cauchy–like matrix has an important sparsity. Matrix C has the form (x only
denotes non–zero entries),

C =

⎛⎜⎜⎜⎜⎜⎝
x 0 x 0 . . .
0 x 0 x . . .
x 0 x 0 . . .
0 x 0 x . . .
...

...
...

...
. . .

⎞⎟⎟⎟⎟⎟⎠ .
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We define the odd–even permutation matrix Poe as the matrix that, after ap-
plied to a vector, groups the odd entries in the first positions and the even entries
in the last ones, Poe

(
x1 x2 x3 x4 x5 x6 . . .

)T =
(
x1 x3 x5 . . . x2 x4 x6 . . .

)T .
Applying transformation Poe(.)PT

oe to a symmetric Cauchy–like matrix C gives

PoeCPT
oe =

(
C0

C1

)
, (4)

where C0 and C1 are symmetric Cauchy–like matrices of order �n/2� and �n/2�,
respectively. In addition, it can be shown that matrices C0 and C1 have a dis-
placement rank of 2, as opposed to C that has a displacement rank of 4 [5].

The two submatrices arising in (4) have the displacement representation

ΛjCj − CjΛj = GjHjG
T
j , i = 0, 1 , (5)

where
(

Λ0

Λ1

)
= PoeSΛSPT

oe and H0 = H1 =
(

0 1
−1 0

)
. As it is shown in [13],

given vector uT =
(
0 t2 t3 · · · tn−2 tn−1

)T and the first column of the identity
matrix e0, the generators of (5) can be computed as(

G0

G1

)
=
√

2PoeS
(
u e0

)
. (6)

The odd–even permutation matrix is used to decouple the symmetric Cauchy–
like matrix arising from a real symmetric Toeplitz matrix into the following two
Cauchy–like systems of linear equations

Cj ˆ̄xj = ˆ̄bj , j = 0, 1 , (7)

where ˆ̄x =
(

ˆ̄xT
0

ˆ̄xT
1

)T

= PoeSx and ˆ̄b =
(

ˆ̄b
T

0
ˆ̄b

T

1

)T

= PoeSb.
Each one of both linear systems are of half the size and half the displacement

rank so this yields substantial saving over the non–symmetric forms of the dis-
placement equation. Furthermore, it can be exploited in parallel by solving each
of the two independent sub–systems into two different processors.

3 The Parallel Algorithm

For the parallel solution we used a two dimensional mesh of p/2 × 2 proces-
sors as shown in Fig. 1, where each one of the p processors is denoted by the
corresponding row and column index.

We used the ScaLAPACK tools in order to manage data distribution over this
logical configuration of the processors. Once the symmetric Toeplitz system has
been converted into a symmetric Cauchy–like one, the two subsystems arisen (7)
will be solved independently on each “logical column” of the two–dimensional
processors mesh. This is what the external loop (j = 0, 1) of Algorithm 1 repre-
sents, that is, iteration 0 and 1 are concurrently executed by processors column
0 and 1, respectively.
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Fig. 1. 2D mesh of processors

Algorithm 1 (Parallel Algorithm for the solution of a symmetric–
Toeplitz system with Cauchy–like transformation). Given T ∈ IRn×n

a symmetric Toeplitz matrix and b ∈ IRn an independent vector, this algorithm
returns the solution vector x ∈ IRn of the linear system Tx = b. For each Pi,j,

1. for j = 0, 1, do
for i = 0, . . . , p/2− 1, do

1.1. “Previous computations”.
1.2. Cj = LjDjL

T
j (4).

1.3. Solution of LjDjL
T
j

ˆ̄xj = ˆ̄bj (7).
end for.

end for.

2. P0,0 computes x = SPT
oe

(
ˆ̄xT
0

ˆ̄xT
1

)T

.

Steps 1.1 and 1.2 are explained in the next two sections, respectively. Step 1.3
is performed by ScaLAPACK and PBLAS parallel subroutines. This last step
can be repeated several times for iterative refinement. Finally, processor P0,0

gathers the partial solutions of the two independent Cauchy–like linear systems
and computes the solution of (1).

4 Parallel Triangularization of Symmetric Cauchy–Like
Matrices

The workload of the step 1.2 of Algorithm 1 falls in the operation with the n×2
entries of the generators G0 and G1 (6). The logical column of processors Pi,j ,
i = 0, . . . , p/2 − 1, performs the triangular decomposition of the corresponding
matrix Cj = LjDjL

T
j , j = 0, 1, where Lj is unit lower triangular and Dj is

diagonal. The parallel algorithm exploits the fact that operations performed by
each column of processors can be carried out independently on each row of Gj .

Let (
Λ0

Λ1

)
C − C

(
Λ0

Λ1

)
=

(
G0

G1

)
H

(
G0

G1

)T

, (8)
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be the displacement representation of a given symmetric Cauchy–like matrix

C =
(

C00 C01

C10 C11

)
, then the Schur complement Csc of C11 regarding C00 is also

structured for any partition of C [14] so

Λ1 Csc − Csc Λ1 = G′
1 HG′T

1 . (9)

The parallel algorithm uses a sequential algorithm that, given the generator, the
displacement matrix and the diagonal of C in equation (8) as entries, returns
G′T

1 , the diagonal of Csc of equation (9) and the factorization C00 = L00D00L
T
00.

Let mj denotes the size of Cj (4), j = 0, 1, respectively. Each generator
Gj (5) is partitioned in mj/ν blocks of size ν × 2 for a given integer ν, 1 ≤
ν ≤ (mj/p), and cyclically distributed onto the respective column of processors
Pk,j , for k = 0, . . . , p/2− 1, in such a way that block Gi,j , i = 0, . . . ,mj/ν − 1,
belongs to processor P mod(i,p),j . For simplicity in the exposition we will assume
in the next that (mj mod ν) = 0. The unit lower triangular factor Lj obtained
by the algorithm is partitioned in a two dimensional array of (mj/ν) × (mj/ν)
square blocks of order ν, where each square block Lj

i,l, for l = 0, . . . , i, belongs to
processor P mod(i,p),j as the generators blocks. The diagonal matrix Dj is stored
in the diagonal entries of Lj since all diagonal entries of Lj are implicitly one. In
Fig. 2 it can be seen an example of distribution of both Gj and Lj in the logical
column j = 0, 1 formed of three processors.

P0,j G0,j Lj
0,0

P1,j G1,j Lj
1,0 Lj

1,1

P2,j G2,j Lj
2,0 Lj

2,1 Lj
2,2

P0,j G3,j Lj
3,0 Lj

3,1 Lj
3,2 Lj

3,3

P1,j G4,j Lj
4,0 Lj

4,1 Lj
4,2 Lj

4,3 Lj
4,4

...
...

...
...

...
...

...
. . .

Fig. 2. Example of data distribution in a mesh of 3 × 2 processors

In each iteration k, k = 0, . . . , (mj/ν−1), the processor containing block Gk,j

computes Lj
k,k by means of the sequential algorithm described at the beginning of

this section and broadcasts the suitable information to the rest of the processors
of the column that compute Lj

i,k and update the Gi,j , for i > k.

5 Previous Computations

Step 1.1 of Algorithm 1, called “previous computations”, involves four different
tasks, denoted as Task00, Task10, Task01 and Task11, respectively, in which is
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divided the computation of G0 and G1 (6), the computation of the displace-
ment matrices Λ0 and Λ1 (5), the computation of the diagonal of C [5] and the
computations of ˆ̄b0 and ˆ̄b1 (7).

If there are only two processors (p = 2), P0,0 computes Taski0 while P0,1

computes Taski1, for i = 0, 1. For p ≥ 4, processor Pi,j computes Taskij. After
the computation of the tasks, all processors perform two communication steps:
1. A multicast of the results obtained by the tasks within each column; 2. A data
interchange between pairs of processors in each row of the processors mesh.

Several a DST’s are carried out in step 1.1 of Algorithm 1. There exist algo-
rithms related with the DFT that involves O(n log n) operations to perform the
DST. But the performance of these algorithms highly depends on the size of the
greatest prime number of the primes decomposition of (n+1). In our algorithms,
we used a method to avoid this dependency by applying several power of 2 of
order DFT’s using the Chirp-z factorization described in [10].

6 Experimental Results

All experimental analysed were carried out in a cluster with 20 nodes connected
by a SCI network with a topology of a 4×5 torus. Each node is a two–processor
board with two Intel Xeon at 2 GHz. and 1 Gb. of RAM memory per node.

The first analysis concerns the block size ν. At the light of the experiments,
it can be concluded that there exist a wide range of values for that minimize
the execution time. But, none of these values must be selected close to 1 (this
implies too many communications) or close to n/p (this implies not enough con-
currency between communications and computations). The best value obtained
by experimental tuning is a fixed size of ν = 20 that is only hardware dependent.

The second experimental analysis deals with the weight of each step of Algo-
rithm 1 on its total cost. Table 1 shows the time spent on each step. It can be
observed that the time spent in Step 1.1 grows with the problem size. The Chirp-
z factorization used to perform the DST makes the cost of this step independent
of the size of the prime numbers in which (n + 1) is decomposed. The weight of
this first step is ≈ 25% of the total computational cost of the algorithm. The
most costly step is the second one in which is performed the factorization of one

Table 1. Execution time in seconds of Algorithm 1 in one processor

n Step 1.1 Step 1.2 Step 1.3 total
4000 0.11 0.24 0.05 0.39
6000 0.25 0.51 0.12 0.87
8000 0.35 0.88 0.20 1.42

10000 0.60 1.35 0.35 2.28
12000 0.75 1.93 0.47 3.13
14000 0.95 2.59 0.63 4.14
16000 1.17 3.36 0.81 5.28
18000 1.71 4.21 1.09 6.96
20000 1.96 5.18 1.30 8.37
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of the two Cauchy–like matrices (C0 or C1). The weight of this step is ≈ 60% of
the total cost of the algorithm. The third step involves ≈ 15% of the total time.

As it was explained in Section 5, the first step is divided in four tasks, each
of one is carried out concurrently so it can be obtained a reduction in time in
this step using up to 4 processors (Table 2).

Table 2. Execution time in seconds and efficiency of Step 1.1

1 processor 2 processors 4 processors
n time time efficiency time efficiency

4000 0.11 0.06 92% 0.04 69%
6000 0.25 0.14 89% 0.10 63%
8000 0.35 0.19 92% 0.13 67%

10000 0.60 0.33 91% 0.22 68%
12000 0.75 0.41 91% 0.27 69%
14000 0.95 0.53 90% 0.35 68%
16000 1.17 0.66 89% 0.43 68%
18000 1.71 0.91 94% 0.60 71%
20000 1.96 1.07 92% 0.70 70%

In Table 3 it can be seen the execution time and the efficiency of Step 1.2.
The important effort performed in the parallelization of the triangularization
process gives a good efficiency even with 10 processors. The low time obtained
with the most costly step using several processors lets to obtain a low total time.
This result, although it cannot be as efficient as it was desirable, it can be very
useful in applications with real time constraints like digital signal processing.

We note that the efficiency obtained with 2 processors is quite good mainly
due to the triangular decomposition of the two independent Cauchy–like matrices
over two independent processors.

Table 3. Execution time in seconds and efficiency of Step 1.2

1 proc. 2 procs. 4 procs. 6 procs. 8 procs. 10 procs.
n time time effi. time effi. time effi. time effi. time effi.

4000 0.24 0.13 92% 0.09 67% 0.07 57% 0.06 50% 0.05 48%
6000 0.51 0.27 94% 0.16 80% 0.13 65% 0.11 58% 0.10 51%
8000 0.88 0.48 92% 0.28 79% 0.20 73% 0.18 61% 0.16 55%

10000 1.35 0.73 92% 0.39 87% 0.30 75% 0.25 68% 0.23 59%
12000 1.93 1.03 94% 0.54 89% 0.41 78% 0.34 71% 0.30 64%
14000 2.59 1.39 93% 0.76 85% 0.53 81% 0.45 72% 0.39 66%
16000 3.36 1.80 93% 0.91 92% 0.67 84% 0.56 75% 0.49 69%
18000 4.21 2.25 94% 1.21 87% 0.83 85% 0.69 76% 0.60 70%
20000 5.18 2.71 96% 1.48 88% 1.00 86% 0.83 78% 0.71 73%
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Fig. 3. Time in seconds of the parallel algorithm

Finally, we analyze the execution time of the parallel algorithm. In Fig. 3,
it can be seen that the time decreases with the increment of the number of
processors. This reduction in time is more significant if the problem size increases.
The algorithm also reduces its execution time with more than four processors
although Step 1.1 does not exploit more processors in parallel than this quantity.
We emphasize the reduction in time regarding the scalability of the parallel
algorithm by its utility in applications with real time constraints.
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Abstract. An important research area in statistical computing is found
in the literature for vector functional coefficient autoregressive models,
a special case of vector nonlinear time series. Methods used are compu-
tationally intensive. As a result, analyses and simulations can run into
weeks, or even months. Statisticians have been known to base empirical
results on a relatively small number of simulation replications, sacrific-
ing precision, accuracy and reliability of results in the interest of time
and productivity. The simulations are amenable for parallelization; how-
ever, parallel computing technology has not yet been widely used in this
specific research area. This paper proposes an approach to the paral-
lelization of statistical simulation codes to address the challenge of long
running times, without resorting to extensive code revisions. This ap-
proach takes advantage of recent advances in dynamic loop scheduling on
workstation clusters to achieve high performance, even with the presence
of unpredictable load imbalance factors. Preliminary results of applying
this approach in the simulation of normal white noise and threshold
autoregressive model obtains efficiencies in the range 95–98% on 8–64
processors.

1 Introduction

A vector time series is a set of observations of multiple related phenomena across
time. The mathematical underpinnings of the statistical analysis of time series
incorporate the correlation across time and between series – properties that
complicate statistical theory. This is especially true for nonlinear models, where
mathematical theory may be extremely difficult, even intractable. Consequently,
Monte Carlo simulation is often relied upon to give direction, to interpret, and
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to explain complex analytical results. Gentle [1] gives a thorough discussion of
Monte Carlo simulation methods, their usefulness, and an idea of the underlying
theory of their application to statistical computing. In general, it can be said that
as the number of Monte Carlo replications increases, the result of the simulation
approaches the “truth.” The more complex the structure, the larger the number
of replications needs to be.

On a single processor, to examine statistical properties of methods related to
vector functional coefficient autoregressive models via simulations would require
execution times of a few weeks or even months. Statisticians have been known
to base empirical results on a relatively small number of simulation replications,
sacrificing precision, accuracy, and possibly compromising the reliability of re-
sults in the interest of time. As a result, techniques which may require thousands
of replications for accuracy and reliability often have at most, a few hundred.
Fortunately, the replications are amenable for computation in parallel. Thus,
parallel processing technology can be exploited to enable the extensive simula-
tion of a variety of models within reasonable running time limits. This paper
demonstrates an approach to the simulation of such models which takes advan-
tage of recent advances in dynamic loop scheduling on clusters of workstations,
in order to shorten the simulation time.

The remainder of this paper is organized as follows. Section 2 contains a brief
overview of vector functional coefficient autoregressive models, along with the
computational issues related to the statistical methods that make use of these
models. Section 3 describes an approach to facing the challenges in implementing
the procedures numerous times, as would be done in a typical Monte Carlo
study. Section 4 gives preliminary results which demonstrate the high parallel
performance achieved by the proposed approach on general-purpose clusters.
Concluding remarks are in Section 5.

2 Vector Functional Coefficient Autoregressive Model

Although complicated in both presentation and theory, vector nonlinear time se-
ries are especially useful for describing complicated nonlinear dynamic structures
that exists in many time-dependent multivariate series. Let Y t = (Y1,t, . . . , Yk,t)′

denote the vector time series at time t = 1, 2, . . . , T . Then the vector functional
coefficient autoregressive model of order p (VFCAR(p)) is defined as

Y t = f (0)(Zt) +
p∑

j=1

f (j)(Zt)Y t−j + εt, t = p + 1, . . . , T, (1)

where f (j), j = 0, . . . , p are k × k matrices whose elements are real-valued
measurable functions that change as a function of the (possible vector-valued)
Zt, and which have continuous second-order derivatives. The error terms εt

in (1) are such that for each i, the series {εi,t}Tt=1 is a white noise sequence,
independent of {Y t}Tt=1. However contemporaneous cross-correlation may exist
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between {εi,t} and {εj,t}, i 	= j. The primary motivation for studying this model
is that specific choices for the elements of the f (j) yield parametric models.

The VFCAR(p) model may be considered a hybrid of parametric and non-
parametric models since the autoregressive structure is assumed, but there is
little or no information about the form of the elements of the f (j). As such, esti-
mation of the parameters of the VFCAR(p) model is done nonparametrically via
local regression. Simultaneous estimation of the elements of the f (j) provides im-
proved statistical efficiency when the error terms have positive cross-correlation.
In the process of fitting the model (1), modified multifold cross-validation is used
to determine an optimal bandwidth and value for p by finding the pair of values
that minimize the accumulated prediction error. This multistage procedure re-
quires an immense number of arithmetic operations on a univariate series. That
number increases exponentially for multivariate series.

The VFCAR model in used in statistical tests of model misspecification.
However, the null distribution is unknown, and so a procedure that fits the model
to a large number of bootstrapped realizations of the series under the null model
is used to obtain a numerical p value for the test. Specifics for fitting the model
and the testing procedure are found in [2]. Forecasting can be accomplished using
the VFCAR model either recursively or via bootstrap as in [3]. The mathematical
complexity of the statistical theory of the estimators, testing procedures, and
forecasts using the VFCAR model are highly complicated, necessitating the use
of simulation to study their statistical properties.

3 Simulation

A high-level outline of the Fortran program for simulation to investigate sta-
tistical properties of methods using the VFCAR model is given by Figure 1.
Executing the program on a desktop computer with a 1GHz Pentium 4 proces-
sor and 256MB RAM, for 1000 replications of a single bivariate model using
a sample size 400 takes approximately nine (9) days. An investigation of vari-
ous models using more error cross correlation values and larger sample sizes or
number of replications will run into months on a single machine.

The bulk of the arithmetic (sample generation, parameter estimation, hy-
pothesis testing) is performed by the iterations of the replication loop, in Model
testing. These iterations are independent, hence they can be distributed among
P processors to shorten the loop completion time. In general, equally distributing
the replications among the processors leads to high performance if the replica-
tions have the same execution time and the processors are homogeneous. How-
ever, this static assignment may result in load imbalance due to heterogene-
ity of processors, irregular iteration execution times, or unpredictable systemic
effects like operating system interference leading to varying effective proces-
sor speeds. Load imbalance is typically indicated by highly uneven processor
finishing times, and is a major cause of performance degradation in parallel
applications. Dynamic loop scheduling is therefore necessary in order to balance
processor loads and minimize the loop completion time.
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{Input model specifications; error cross correlations: no_corrs,

corrs(1..no_corrs); sample sizes: no_ns, ns(1..no_ns); and

no. of replications: no_reps}

emp_rr = 0

DO corr_no = 1, no_corrs ! correlation loop

{Correlation initializations}

DO n_no = 1, no_ns ! sample size loop

n = ns(n_no)

DO rep_no = 1, no_reps ! replication loop

{Model testing; update emp_rr()}

END DO

END DO

END DO

emp_rr = emp_rr/no_reps

Output emp_rr

Fig. 1. High-level outline of the serial program

The parallelization of the simulation program was accomplished with minor
alterations to the serial code. Essentially, three (3) lines of code are added before
and after the original replication loop code, and the loop extents were changed,
as illustrated by Figure 2. The routines LS Finalize, LS Initialize, etc., are
contained in a module specifically designed for quick integration of dynamic
loop scheduling into sequential programs containing parallel loops. This module
evolved from previously developed code for dynamic loop scheduling in scientific
applications that utilize the Message Passing Interface (MPI) library [4]. Prior
versions of the module were used to improve the performance of applications
such as the profiling of automatic quadrature routines [5, 6] and simulation of
wave packets by the quantum trajectory method [7].

call LS_Initialize (foreman, 1, no_reps, method)

do while ( .not. LS_Terminated() )

call LS_StartChunk (cStart, cSize)

DO rep_no = cStart, cStart+cSize-1 ! replication loop

{Model testing; update emp_rr()}

END DO

call LS_FinishChunk()

end do

call LS_Finalize (nIters, workTime)

Fig. 2. The modified replication loop for parallelization and dynamic scheduling

The routine LS Initialize signals the start of dynamic scheduling of loop it-
erations: foreman specifies the rank of the process that will serve as the scheduler,
(1,no reps) is the loop extent, and method identifies the scheduling technique.
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The logical function LS Terminated tests for loop termination. LS Finalize
synchronizes the processes, and returns nIters and workTime, the count and
total execution time, respectively, of Model testing computations performed
by the calling process. These two quantities are useful in analyzing the perfor-
mance of load balancing; ideally, the work times of the processors should be
approximately equal.

The routine LS StartChunk returns the start cStart and size cSize of a
chunk of iterations to be executed by the calling processor. These quantities are
determined according the the scheduling technique specified by method. After
the chunk is finished, the routine LS FinishChunk is invoked. Internally, the
calling processor sends performance data pertaining to the recently executed
chunk to the scheduler. The scheduler receives the performance data, and if
there are remaining iterations, it computes and sends the next (cStart, cSize)
to the processor; otherwise, the scheduler sends a termination message.

In addition to the changes in the replication loop, other modifications to
enable parallelization pertain to the use of MPI. The usual calls to MPI Init(),
MPI Comm size() and MPI Comm rank() are added at the start of the program, and
MPI Finalize() added just before the program ends. Also, each processor computes
only a fraction of the total number of replications, giving a partial result in the
emp rr array. The full set of results is obtained by performing the summation
MPI Allreduce(. . . , MPI SUM, . . . ) on the emp rr after the correlation loop.

4 Performance Measurements

Performance tests of the Fortran 90+MPI implementation of the model test-
ing program were conducted on a general-purpose Solaris and Linux clusters at
the Mississippi State University Engineering Research Center. The Solaris clus-
ter consists of Myrinet-interconnected Sun Microsystems SMPs. Each SMP has
four (4) UltraSPARC 400MHz processors, and the cluster has 16 nodes for a to-
tal of 64 processors. However, the cluster usage policy allows a job to utilize no
more than 32 processors and no more than 48 hours execution time. The Linux
cluster has a total of 1038 Pentium III (1.0 GHz and 1.266 GHz) processors,
runs the Red Hat Linux operating system, and is connected via fast Ethernet
switches with Gigabit Ethernet uplinks. On the Linux cluster, the queuing sys-
tem (PBS) attempts to assign homogeneous compute nodes to a job, but this is
not guaranteed. Other jobs were also running on the clusters along with the ex-
periments, thus network traffic volume may have varied during the experiments,
with unpredictable effects on the performance tests.

Table 1 summarizes the tests that were attempted. WNnnn and TARnnn
denote a normal white noise and a threshold autoregressive model, respectively,
with ‘nnn’ sample size. The last two columns give the job execution time (in
hh:mm format) without loop scheduling (STAT) or with loop scheduling using
the adaptive factoring technique (AF) [8, 9, 10]. The AF was chosen since it is
the most sophisticated technique, as it addresses all sources of load imbalance.
However, the AF has a higher overhead than other techniques, which may cause
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Table 1. Performance tests

Cluster Test Id Sample size Replications P STAT time AF time

Sun TAR30 30 10000 8 11:09 11:25
Solaris TAR75 75 10000 16 27:47 29:05

WN150 150 10000 32 31:15 23:28

Intel WN500 500 10000 64 5:56 4:47
Linux TAR500 500 10000 64 15:42 15:59

the AF to perform slightly lower than other techniques for problems that exhibit
no load imbalance.

The job times (STAT, AF times) demonstrate the dramatic reduction in
simulation time achieved by the simple code modification. For instance, running
the original code for the TAR500 model on one of the processors of the Linux
cluster would take approximately 64*15.7 hours, or 42 days.

Except for WN150 and WN500, the parallelization without loop scheduling
(STAT) consumed slightly lesser time than with loop scheduling using the AF
technique. This indicates that application-induced load imbalance was not a
significant issue. However, the cases of the WN150 and WN500 provide clear
evidence for the influence of system-induced load imbalance. Figure 3 for WN150
illustrates this influence. For STAT, where each processor executed (no reps +
P − 1)/P replications (the gray bars), the plots of the processor work times
(the gray triangles) show unusually longer times for processors 4, 12, 20 and 28.
Most likely, these processors belonged to the same SMP node, and that this node
had an extraneous process. With the AF technique, system-induced imbalance

Fig. 3. Loop scheduling summary for WN150 on the Solaris cluster
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was also present, as evidenced by the markedly unequal number of replications
executed by the processors. The almost flat trend line of the processor work
times for the AF technique (dark squares) indicates that the load imbalance was
successfully addressed.

The cluster resources allocated to the simulation were very efficiently uti-
lized, as indicated in Table 2 which shows that up to 98% parallel efficiency is
achievable. The lowest is 77% for WN150 with STAT, which may be attributed
to severe system-induced load imbalance. This load imbalance is successfully
addressed by AF obtaining 98% efficiency for the same problem. The speedup
(Spd) and efficiency (Eff) metrics were computed as follows. Denote by tr the
time spent by processor r on the modified replication loop, and wr the workTime.
A tr is the difference of the times taken just before LS Initialize and right after
LS Finalize. A wr is the cumulative time spent in Model testing. The parallel
time TP for the replication loop is TP = max tr, and an estimate of the serial time
T1 is given by T1 =

∑
∀r wr. This estimate for T1 is accurate if the processors

are homogeneous. From P, TP and T1, Spd=T1/TP and Eff=T1/(P×TP ).

Table 2. Speedup and efficiency

No loop scheduling (STAT) With loop scheduling (AF)
Test Id P T1 TP Spd Eff T1 TP Spd Eff

TAR30 8 315071 40118 7.9 0.98 313965 41121 7.6 0.95
TAR75 16 1589994 100030 15.9 0.99 1594960 104680 15.2 0.95
WN150 32 2757215 112490 24.5 0.77 2636511 84475 31.2 0.98
WN500 64 1066760 21359 49.9 0.78 1067011 17232 61.9 0.97
TAR500 64 3582159 56531 63.4 0.99 3581880 57527 62.3 0.97

5 Conclusion

This paper presents an approach to the parallelization of simulations to investi-
gate statistical properties of methods using VFCAR models. The parallelization
allows improved accuracy and precision of statistical results, and is based on
novel techniques for improving performance of scientific computing in parallel
and distributed environments. The approach is capable of successfully overcom-
ing the challenge of long running times and requires very minimal revisions to
an existing sequential code. The revisions generate parallel code which incor-
porates dynamic load balancing. The parallel code addresses factors that may
give rise to load imbalance, such as those that may be inherent in the com-
putations or induced by the computing environment. Tests on a homogeneous
Sun Solaris cluster and a heterogeneous Linux cluster indicate that the parallel
code achieves very high performance, even with unpredictable system-induced
load imbalance, obtaining efficiencies in the range 95–98% for the normal white
noise and threshold autoregressive model, with sample sizes up to 500 and 10000
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replications, on up to 64 processors. This combination of sample size and repli-
cation count, to best knowledge, has not been previously attempted when using
simulation to investigate properties of statistical methods using VFCAR models.
Future work will include experiments with new models and more error correla-
tion values. Furthermore, this interdisciplinary research work finds application in
a variety of other statistical disciplines. The authors plan to to apply these state
of-the-art techniques to an important problem in astrophysics, the classification
of gamma-ray bursts.
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Abstract. Consider the solution of a large sparse linear system Ax = b
on multiprocessors. A parallel sparse matrix factorization is required in
a direct solver. Alternatively, if Krylov subspace iterative methods are
used, then incomplete forms of parallel sparse factorization are required
for preconditioning. In such schemes, the underlying parallel computa-
tion is tree-structured, utilizing task-parallelism at lower levels of the
tree and data-parallelism at higher levels. The proportional heuristic has
typically been used to map the data and computation to processors.
However, for sparse systems from finite-element methods on complex do-
mains, the resulting assignments can exhibit significant load-imbalances.
In this paper, we develop a multi-pass mapping scheme to reduce such
load imbalances and we demonstrate its effectiveness for a test suite of
large sparse matrices. Our scheme can also be used to generate improved
mappings for tree-structured applications beyond those considered in this
paper.

1 Introduction

Many computational science and engineering applications concern the numeric
solution of models based on nonlinear partial-differential-equations on complex
domains, which are discretized using finite-element or finite-difference methods.
When implicit or semi-implicit schemes are used in the solution process, the
total application time can be dominated by the time required for the solution of
the underlying sparse linear systems of the form Ax = b. Consequently, effective
parallel sparse linear system solution is of critical significance in such large-scale
applications.

A solution to Ax = b, where A is sparse, can be achieved using either direct
methods or preconditioned iterative methods. In parallel sparse direct solvers,
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a Cholesky (A = LLT ) or an LU (A = LU) factorization is first computed and
then used for triangular solution [1, 2, 4, 6, 8, 16]. For preconditioning, incomplete
counterparts of both types of factorizations can be utilized to compute a sparse
approximation to the factors to accelerate the convergence of an iterative method
such as Conjugate Gradients or GMRES [7, 10, 17, 18, 19]. Efficient implementa-
tions on distributed memory multiprocessors require data and task assignments
that can balance the computational load for the factorization step among pro-
cessors. The computations in the factorization step are tree-structured and are
formulated bottom-up on a supernodal tree using either effectively dense panels
of columns in a left-looking panel scheme [1] or using dense triangular matrices
in a multifrontal scheme [8, 9, 13, 16].

In this paper, we focus on mapping tree-structured computations typical of
sparse factorizations where assignments generated by the popular proportional
mapping [5, 15] scheme often exhibit large imbalances. Our main contribution
is the formulation of a new multi-pass refinement scheme that can substantially
improve the quality of the assignment and thus the performance of parallel fac-
torization codes. In the next section, we provide a brief review of parallel sparse
factorization. In Section 3, we begin with a review of the original proportional
mapping scheme [15] and then describe our new multi-pass schemes. In Sec-
tion 4, we provide an empirical evaluation of the performance of our multi-pass
schemes and the original proportional mapping. In Section 5, we summarize our
contributions and discuss further extensions and applications.

2 Parallel Tree-Structured Sparse Factorization

Sparse matrix factorization and its incomplete variations typically require a four
step process: (1) ordering to compute a fill-reducing numbering, (2) symbolic
factorization to determine the nonzero structure of the factor, (3) numeric fac-
torization, and, (4) triangular solution. The first ordering step is also critical for
determining the parallelism and the total computational costs over all remain-
ing steps. A well-established practice is to compute orderings, using for example,
nested dissection techniques that recursively partition the graph of A using ver-
tex separators [3, 11]. After this step, the parallelism available for the subsequent
factorization and triangular solution step can be represented by a tree. This tree
can be weighted to represent computation costs and the tree can be mapped to
processors to enable load-balanced computation of the factorization step.

We provide a brief overview of parallel sparse Cholesky factorization using a
small example to illustrate the main ideas, which are described in greater detail
in the survey article by Heath et al. [8]. Figure 1 concerns the sparse matrix
A of a five-point 7 × 7 finite-difference grid, which is widely used as a model
problem in this area. The columns of the Cholesky factor L of this matrix, can
be grouped into supernodes [12]. A supernode is a set of consecutive columns
that have nested sparsity structure, and can essentially be treated as a dense
block, see for example, the last seven columns in Figure 1. As a consequence of
sparsity in L, columns in a supernode need not be updated by columns in all
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Fig. 1. The structure of a sparse matrix A from a 7 × 7, 5-point finite-difference
grid reordered to reduce fill (left), the structure of L shown with a recursive partition
(middle) and a multifrontal scheme on the binary supernodal tree (right)

preceding supernodes in the numeric factorization, instead columns in a supern-
ode v are updated only by columns in supernodes within the subtree rooted at
v [12]. The sparsity structure of L can be viewed in terms of effectively dense
column-blocks or alternatively, in a recursive manner in terms of submatrices, as
shown in Figure 1. The two types of cache-efficient numeric factorizations are a
column-block scheme [14] and a multifrontal scheme [2]. The two schemes differ
in how they compute and apply updates to columns in a given supernode from
columns in earlier supernodes. In a multifrontal scheme, dense triangular matrix
operations are used to factor the columns in a supernode and to accumulate
and propagate updates from these columns to those at the parent and ancestor
supernodes, as shown in Figure 1. Multifrontal schemes typically lead to efficient
parallel implementations [6, 16].

Parallel implementations of both left-looking or multifrontal factorization de-
pend on the supernodal tree which can be weighted to represent the correspond-
ing computation and communication costs [5, 6, 16]. For illustrative purposes,
view this tree as a complete binary tree with more leaves than the number of
processors P and with all nodes having the same computational cost. Now, at
some level l = log2 P , P disjoint nodes can be identified and the subtrees rooted
at these nodes can be assigned to distinct processors. These subtrees represent
disjoint local computations at processors with ideal task-parallelism. At a level
higher than this one, disjoint processor groups of size 2 can cooperate to perform
data-parallel computations at the supernode and so on, until all processors par-
ticipate at the root. This is known as the balanced subtree to processor mapping.
The proportional mapping scheme is a generalization of this scheme to derive
assignments for practical problems where the supernodal tree can be highly ir-
regular and the computation at a node and total computations in subtrees can
vary dramatically.
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3 Multi-pass Mapping Schemes

In this section, we begin with an overview of the original proportional mapping
scheme [15] and continue with the formulation of our multi-pass assignment
schemes. The latter seek to refine and improve an assignment obtained from the
proportional mapping, which is used in the first step.

To provide a precise statement of our mapping schemes, we start with a
definition of the weighted supernodal tree and a valid mapping, i.e., an assign-
ment of computations represented by the tree to a set of processors. Consider
a supernodal tree T (r) = (V,E,NW,SW ) with V vertices, E edges, rooted at
r ∈ V with two weighting functions SW and NW representing a suitable mea-
sure of computational costs. For each vertex v ∈ V , NW (v) is the nodal weight,
corresponding to the cost of computations at the node v. The subtree weight
of v, SW (v) is defined as the sum of nodal weights of all vertices in T (v), the
subtree rooted at v. A mapping M = (T, P ) indicates an assignment of a set of
P disjoint subtrees T (v0), T (v1), · · ·T (vp−1) (including all leaf vertices in V ) to
processors 0, 1, · · · (P − 1). These disjoint subtrees represent local task parallel
computations; computations at an interior vertex v are shared equally among
all processors assigned subtrees in T (v). However, such computation cannot pro-
ceed until all processors can synchronize at the internal node. Consequently, load
imbalances among processors along different paths leading to a vertex v, result
in some processors remaining idle until all can synchronize and proceed with the
computations at v.

The proportional mapping [15] is a recursive scheme with an initial assign-
ment of P processors to the root r and thus T (r). Consider T (v) the subtree at v,
which has been assigned p processors. If p = 1, the recursion terminates; other-
wise for p > 1, for each child c of v assign pc to T (c) where pc = p× SW (c)

SW (v)−NW (v) .
Some rounding scheme must be used to ensure that pc is an integer number of
processors and that

∑
c,(c,v)∈E pc = p. We experimented with several rounding

schemes to select the one that leads to the best mappings for our test collection.
In this scheme, at a vertex v with T (v) assigned p processors, we compute for
each child c, p̂c = �p× SW (c)

SW (v)−NW (v)�, and the projected load Ŵ (c) = SW (c)
p̂c

.
Next, we compute p̃ = p − p̂ where p̂ =

∑
c,(c,v)∈E p̂c. Let c1, c2, · · · cp̃ be the

children vertices of v with the p̃ highest values of the projected load Ŵ (ci); for
these vertices we set pc ← p̂c + 1 while for the others, we set pc ← p̂c. Our
multi-pass assignment scheme uses this proportional mapping as the first step.

Rounding effects, incurred to ensure an integer number of processors at each
node, can be exaggerated by irregular subtree weights resulting in assignments
with processor loads that are not well-balanced. Consequently, the highest load
at a processor, i.e., the critical path weight, can be substantially higher than the
ideal of SW (r)/P as shown in the next section in Figure 2.

Our multi-pass schemes attempt to refine the assignment from the propor-
tional mapping in order to improve the worst load at a processor. We therefore
start with a precise definition of this quantity. Consider any mapping M =
(T (r), P ) of the supernodal tree T (r) = (V,E,NW,SW ) with disjoint sub-
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Fig. 2. Critical overload for the original proportional heuristic (left) and and the Robin
Hood and multi-pass schemes (right) for augustus7 on 8 – 64 processors

trees T (v0), T (v1), · · ·T (vP−1) assigned to processors 0, 1, · · · (P − 1). Let π(v)
denote the number of processors assigned to a node v; note that π(r) = P .
Let path(i) denote the intermediate vertices in T from the parent of vi to
the root r. Now the workload of a processor pi, 0 ≤ i ≤ (P − 1) is given
W (pi) = SW (T (vi)) +

∑
v∈path(vi)

NW (v)/π(v). An ideal assignment would
lead to the ideal load I(M) = SW (r)/P . The heaviest load at a processor, which
corresponds to a critical path is given by H(M) = maxpi,0≤i≤P−1 {W (pi)}; like-
wise, we define the lightest load L(M) = minpi,0≤i≤P−1 {W (pi)}; Our goal is
compute mappings where H(M) is close to I(M) for a given T and P .

We next present two refinement schemes, followed by our final multi-pass
scheme which enables their effective combination.

A Robin Hood Refinement Scheme. Assume that an assignment M has
been provided either from proportional mapping or the application of one or
more refinement schemes. First, determine H(M) and L(M) corresponding to
the heaviest and the lightest loads at a processor. Let ph and pl denote the
corresponding processors assigned to subtrees T (h) and T (l), rooted at vertices
h and l respectively. We consider ph, the overworked processor to be “poor ”and
the lightly loaded pm to “rich.” Our Robin Hood scheme, removes a processor
assigned along the lightest path, path(l) and uses it to refine the mapping of
the local subtree T (h) and thus reduce the load along critical path path(h). The
Robin Hood scheme is typically applied four times to allow refinement of paths
with weights close to the weight of the critical path, and the best assignment is
retained.

Iterative Correction with Processors in Reserve. Assume we are seeking
an assignment M = (T (r), P ) with P processors. We first obtain a mapping with
M̃ = (T (r), P̃ ) with P̃ processors where P̃ < P . Let P̂ = P − P̃ denote the
remaining processors “held in reserve.” Our correction algorithm proceeds thus in
P̂ iterations, starting with a mapping M1 initialized to M̃ with P1 = P̃ processors.
At iteration i, compute H(Mi) and let ph be the corresponding processor with the
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heaviest load. Refine the mapping of T (h) by adding another processor to vertex
h to obtain a new mapping Mi+1 with Pi+1 = Pi + 1 processors. A disadvantage
of this scheme is that improvements depend on the initial choice of P̃ .

A Multi-pass Mapping Scheme. We now combine the two refinement schemes
with the original proportional mapping to present our final multi-pass mapping
scheme. The first pass is the proportional mapping scheme. In the second pass,
this mapping is refined using the Robin Hood scheme. Let this result in a map-
ping M̂ with the specified number of processors, P . Compute H(M̂); if this quan-
tity is more than the ideal load (SW (r)/P ), then compute P̃ = SW (r)/H(M̂),
where P̃ < P . Apply the proportional mapping to obtain a mapping M̄ with P̃
processors. Refine it using the Robin Hood scheme to obtain a new mapping M̃
with P̃ processors. Finally, refine this mapping using iterative correction with
P̂ = P − P̃ processors in reserve. This defines our overall multi-pass mapping
scheme.

4 Empirical Results

In this section, we empirically evaluate the quality of assignments for performing
parallel sparse Cholesky factorization. We report on the improvements observed
when our schemes are used to refine the assignments computed by the original
proportional scheme. We use a collection of well-known sparse matrices from
finite-element analysis of three dimensional structures and shells, and one prob-
lem from computational fluid dynamics.

Our test suite of matrices and best observed improvements are shown in
Table 1. We consider the factorization of these matrices using 8-64 identical pro-

Table 1. Description of test matrices, relative critical loads (RCL), and numeric fac-
torization times using the original proportional scheme and the multi-pass scheme.
Each matrix - processor pair corresponds to the best observed improvements of the
RCL metric using our multi-pass scheme. The column labeled “Error” indicates the
difference between predicted and observed execution times

Matrix Characteristics Relative Critical Load and Numeric Factorization Time
Matrix Rank |A| |L| Proc- Proportional Map Multi-pass Map

(103) (104) (104) essors RCL Time RCL Predicted Observed Error
(sec) (sec) (sec) (%)

bmw7st1 141 374 9,134 24 134 97 114 82.52 80.72 2
bmwcra1 148 539 18,924 14 146 493 129 435.6 454 4
bmw3 2 1 227 575 17,998 24 130 263 122 246 242 2
augustus7 1,060 518 79,995 24 133 1,989 117 1,749 1,653 6
augustus5 134 64 4,598 26 145 32.42 117 26.16 25.97 1
af shell3 504 904 11,425 26 137 43.65 116 36.96 40.11 9

cfd2 123 160 7465 23 154 75.67 118 57.98 57.84 0
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cessors after ordering using a nested dissection scheme. The supernodal trees
were weighted to represent computational costs (for floating point operations,
and not for communication or for other integer operations) in a parallel multi-
frontal scheme, for example, such as the scheme in the DSCPACK software [16].

Our results concern the quality of mappings as defined by the heaviest work-
load at a processor, i.e., the critical path weights. Consider T (r) corresponding
to a specific problem. For each mapping M of T (r) using some P processors in
the range 8 — 64, we focus on heaviest load at a processor, i.e., the critical path
cost, as the main metric indicative of the quality of the mapping. The closer this
metric, H(M) (defined in the earlier section) is to the ideal load (I = SW (r)/P ),
the better is the quality of the mapping. Over the range of processors, problems
and mapping the actual value of this metric can vary significantly making direct
comparisons difficult. We therefore use the following two scaled forms: (i) the
relative critical load, (RCL) defined as H(M)

I ×100, and (ii) the critical overload,
(CO) defined as H(M)−I

I × 100.
We begin with some experiments (reported in the right half of Table 1) to verify

that the relative critical load (and the critical overload) metric corresponds well
to the actual performance of the numeric factorization step. We used the DSC-
PACK software [16] with two different mappings, one from the original propor-
tional scheme and the other from our multi-pass scheme. Our experiments were
performed on a cluster with 81 dual-processor compute nodes with AMD Athlon
MP2200+ processors, with 71 nodes having 1GB of main memory, and 10 nodes
having 2GB of main memory, and a 9 × 9 torus Scali interconnect. Table 1 shows
the relative critical load (RCL) and CPU time for numeric factorization using the
original proportionalmapping.We then compute assignments using ourmulti-pass
scheme and their corresponding values of the relative critical load (also reported
in Table 1). Using the relative critical load metrics for the original and multi-pass
mappings and the CPU time for numeric factorization with the proportional map-
ping, we can project the estimated numeric factorization time for the new assign-
ment (reported in the column labeled “Predicted” time). We next performed nu-
meric factorization with the new assignments and observed actual CPU time. As
shown in Table 1, these observed times are in close agreement with our predicted
values, thus indicating that it is valid to use the relative critical load metric and
the closely related critical overload metric to evaluate the quality of assignments.

Figure 2 plots the critical overload metric for the original proportional map-
ping, the Robin Hood scheme and our final multi-pass scheme for augustus7 on
8 through 64 processors. The plots indicate that Robin Hood scheme can improve
the assignments produced by the original proportional mapping. However, as ex-
pected, these improvements are not as substantial as the improvements from our
final multi-pass scheme. Consequently, in the remainder of this section, we focus
on more detailed comparisons between the quality of assignments produced by
the original proportional scheme and our final multi-pass scheme.

Figure 3 (left) indicates how our scheme can improve the worst mapping
generated by the original scheme. For each matrix, we select the instance with
the largest value of the critical overload metric from an assignment by the pro-
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Fig. 3. Quality of assignments for worst load instances (left) and the best observed
improvement instances (right); each group of two bars indicates the critical overload
from the original proportional scheme and our multi-pass scheme. Average values are
indicated by horizontal lines
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Fig. 4. Cumulative critical overload over all matrices for each processor, from assign-
ments using the original proportional scheme (left) and from our multi-pass scheme
(right). Each patch in a stacked bar represents the critical overload for one matrix.
Average values are indicated by horizontal lines

portional scheme. For this instance, i.e., problem-processor pair, we show the
value of the overload metric when our multi-pass scheme is used. Our multi-pass
scheme successfully reduced the worst case overload from almost 60% to 27%
for the bmw7st1 matrix. On average, the metric is halved from nearly 50% for
the original to 25% for our multi-pass scheme. Figure 3 (right) shows the best
observed improvement from our new multi-pass scheme when compared to the
original mapping for each matrix in the test set. Assignments from our multi-
pass scheme reduced the critical overload for bmw7st1 from approximately 60%
to 27% and from 55% to 17% for cfd2. Additionally, on average over these in-
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Fig. 5. Cumulative critical overload for 16 – 64 processors for each matrix, from as-
signments using the original proportional scheme (left) and from our multi-pass scheme
(right). Each patch in a stacked bar represents the critical overload for one processor
size in the range 16 – 64. Average values are indicated by horizontal lines

stances, the critical overload from the proportional scheme was 46%, whereas it
was reduced to 17% from our multi-pass schemes.

We next consider the overall quality of the assignments produced by the
original proportional scheme and our multi-pass scheme for the 7 matrices using
16 – 64 processors. We now consider a cumulative form of the critical overload
metric shown as a stacked bar in Figures 4 and 5. In Figure 4, each stacked bar
represents the critical overload value summed over all 7 matrices for a specific
number of processors. Figure 4 clearly indicates that our multi-pass scheme
significantly improves the quality of mapping over all problems for the entire
range of processors. On average, the cumulative critical overload is reduced from
a value of approximately 150 to 100 through the use of our multi-pass scheme.
Figure 5 shows the improvements for each matrix cumulatively over the range
of processors; each stacked bar represents the critical overload value summed
over all 49 processor sizes (from 16 — 64) for a specific matrix. Now the average
value from the original scheme is approximately 1050 which is reduced to under
725 by our multi-pass mapping scheme. These results show that our multi-pass
schemes are indeed effective in producing assignments that substantially improve
the balance of loads among processors.

5 Conclusions

In this paper, we have presented a multi-pass scheme that improves workload
distribution among processors in tree-structured computation. Through experi-
ments using trees weighted to represent sparse multifrontal factorizations on dis-
tributed memory multiprocessors we show that our multi-pass mapping scheme
can significantly improve the quality of assignments.
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Our scheme can be applied with a more complex weighting scheme to take into
account both computation and interprocessor computation costs. Our scheme
can also be used with a weighting function to model memory requirements to
produce more balanced assignments. Additionally, we can compute assignments
for applications where the triangular solution costs following the factorization
are dominant, i.e., one factorization is followed by solutions for a sequence of
right-hand-side vectors [20]. We can also extend the weighting schemes to model
parallel incomplete factorization for preconditioning [18] and the subsequent
application of the preconditioner using tree-structured parallel schemes.
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Abstract. High-order finite element methods for the atmospheric shal-
low water equations are reviewed. The accuracy and efficiency of nodal
continuous and discontinuous Galerkin spectral elements are evaluated
using the standard test problems proposed by Williamson et al (1992).
The relative merits of strong-stability preserving (SSP) explicit Runge-
Kutta and multistep time discretizations are discussed. Distributed mem-
ory MPI implementations are compared on the basis of the total com-
putation time required, sustained performance and parallel scalability.
Because a discontinuous Galerkin method permits the overlap of compu-
tation and communication, higher sustained execution rates are possible
at large processor counts.

1 Introduction

High-order finite element methods are well-suited to atmospheric modeling due
to their desirable numerical properties and inherent parallelism. A spectral ele-
ment atmospheric model received an honorable mention in the 2001 Gordon Bell
award competition, Loft et al (2001). Discontinuous Galerkin approximations are
an extension of low order finite-volume techniques for compressible flows with
shocks (Cockburn et al 2000). Either nodal or modal basis functions can be
employed in high-order finite elements and the methods are spectrally accurate
for smooth solutions. To avoid excessive memory requirements, global assembly
of finite element matrices is avoided in the continuous Galerkin method by ap-
plying a direct-stiffness summation, Deville et al (2002). Computations within
an element are based on tensor-product summations, taking the form of dense
matrix-matrix multiplications. These are naturally cache-blocked and can be un-
rolled to expose instruction level parallelism to processors containing multiple
floating point units.

The shallow water equations are a prototype for atmospheric general circu-
lation models. The parallel performance of a 3D model can be estimated by
solving identical 2D shallow water problems on multiple layers. To evaluate the
efficiency of various time integrators, schemes of equivalent order will be com-
pared on the basis of the total wall-clock time required to solve a given initial
value problem (i.e. time to solution). The amount of computation required by
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a method depends on the Courant number or equivalently the time step size.
Moreover, the parallel performance depends on the number of right-hand side
evaluations per time step and the associated parallel communication. In the case
of the discontinuous Galerkin method, communication of conserved variables can
be overlapped with the weak divergence and source term computations. The con-
tinuous Galerkin spectral element model developed by Loft et al (2002) will serve
as the parallel performance baseline for our simulations.

2 Shallow Water Equations

The shallow water equations contain the essential wave propagation mechanisms
found in atmospheric general circulation models. These are the fast-moving grav-
ity waves and nonlinear Rossby waves. The latter are important for correctly
capturing nonlinear atmospheric dynamics. The flux form shallow-water equa-
tions in curvilinear coordinates are described in Sadourny (1972).

∂u1

∂t
+

∂

∂x1
E =

√
G u2(f + ζ),

∂u2

∂t
+

∂

∂x2
E = −

√
G u1(f + ζ),

∂

∂t
(
√

GΦ) +
∂

∂x1
(
√

G u1Φ) +
∂

∂x2
(
√

G u2Φ) = 0,

where

E = Φ +
1
2

(u1 u1 + u2 u2), ζ =
1√
G

[
∂u2

∂x1
− ∂u1

∂x2

]
h is the height above sea level. ui and uj are the contravariant and covariant
velocities. Φ = gh the geopotential height. f is the Coriolis parameter. The
metric tensor is Gij and G = det(Gij).

3 Space Discretization

The computational domain Ω is partitioned into finite elements Ωk. An approx-
imate solution uh belongs to the finite dimensional space Vh(Ω). uh is expanded
in terms of a tensor-product of the Lagrange basis functions defined at the
Gauss-Lobatto-Legendre points

uk
h =

N∑
i=0

N∑
j=0

uijhi(x)hj(y)

A weak Galerkin variational problem is obtained by integrating the equations
with respect to a test function ϕh ∈ Vh. In the continuous Galerkin spectral el-
ement method, integrals are directly evaluated using Gauss-Lobatto quadrature
and continuity is enforced at the element boundaries.
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To illustrate the discontinuous Galerkin approach, consider a scalar hyper-
bolic equation in flux form,

ut +∇ · F = S.

By applying the Gauss divergence theorem, the weak form becomes

d

dt

∫
Ωk

ϕhuh dΩ =
∫

Ωk

ϕhS dΩ +
∫

Ωk

F · ∇ϕh dΩ −
∫

∂Ωk

ϕhF · n̂ ds

The jump discontinuity at an element boundary requires the solution of a Rie-
mann problem where the flux function F · n̂ is approximated by a Lax-Friedrichs
numerical flux. The resulting semi-discrete equation is given by

duh

dt
= L(uh).

4 Time Discretization

Strong-stability preserving (SSP) time discretization methods were developed for
semi-discrete method of lines approximation of hyperbolic PDE’s in conservative
form, Gottlieb et al (2001). Strong stability is a monotonicity property for the
internal stages and the numerical solution. A general m-stage SSP Runge-Kutta
method is given by

u(0) = un

u(i) =
i−1∑
k=0

αiku(k) + ΔtβikL(u(k)), i = 1, . . . ,m, (1)

un+1 = u(m).

To compute u(i) for each stage requires up to m evaluations of the right-hand
side L(u(k)). Thus, higher-order SSP Runge-Kutta methods can be expensive, in
terms of the number of floating point operations, memory to store intermediate
stages and parallel communication overhead per time step. Linear multistep
methods (LMM) substitute time levels for stages.

Higueras (2004) discovered second order SSP Runge-Kutta methods with
three stages and having Courant number C = 2. Therefore, the most efficient
second order explicit integrator for the discontinuous Galerkin approximation
would appear to be the three stage SSP Runge-Kutta scheme with an efficiency
factor of C/3 = 2/3. Indeed, our numerical experiments confirmed this to be the
case. In fact it was found in practice that this scheme integrates twice as fast
as the two stage method. Moreover, the maximum time step for the three stage
SSP RK2-3 matches that of the second order leap frog integrator employed in
the continuous Galerkin spectral element model of Loft et al (2001).
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Fig. 1. Shallow water test case 5: Flow impinging on a mountain. 150 spectral elements,
8× 8 Gauss-Legendre Lobatto points per element Geopotential height field h at fifteen
days produced by discontinuous Galerkin method

5 Numerical Experiments

Our numerical experiments are based on the shallow water test suite of Williamson
et al (1992). Test case 5 is a zonal flow impinging on an isolated mountain. The
center of the mountain is located at (3π/2, π/6) with height hs = 2000 (1−r/R)
meters, where R = π/9 and r2 = min[R2, (λ− 3π/2)2 + (θ − π/6)2]. The initial
wind and height fields take the same form as test case 2 with α0 = 0, gh0 = 5960
m2/s2 and u0 = 20 m/s. A total of 150 spectral elements containing 8×8 Gauss-
Lobatto-Legendre points are employed. The explicit time step was Δt = 90 sec.
A spatial filter was not applied during this integration. Figure 1 contains a plot of
the geopotential height field after 15 days of integration using the discontinuous
Galerkin approximation. These results compare favorably with the continuous
spectral element model.

6 Parallel Performance Results

Both the continuous and discontinuous Galerkin spectral element models are
implemented within a unified software framework. A hybrid MPI/OpenMP pro-
gramming model is supported where the entire time step is threaded according
to an SPMD shared-memory approach. MPI message passing calls are serial-
ized in hybrid mode. The cubed-sphere computational domain is partitioned
across the compute nodes of a distributed-memory machine using either Metis
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or space-filling curves (Dennis 2003). The latter algorithm is applied in the case
where the number of elements along a cube face edge is divisible by 2n3m. Un-
like continuous Galerkin spectral elements, almost all the computations within a
discontinuous Galerkin finite element do not require any information from neigh-
boring elements. Both the weak divergence and source terms can be computed
independently on each element and then the local contribution of the boundary
integrals can be added later. By employing non-blocking MPI communication,
these computations can be performed while the exchange of conserved variables
between elements proceeds. Single processor optimizations are based on data
structures designed for extensive re-use and stride-1 memory access to minimize
cache misses. Finite elements are represented as Fortran 90 derived types which
are allocated statically on each processor at run-time. Spherical and cartesian
coordinates along with the metric tensor are defined in the element type. Ex-
tensive loop unrolling is applied to expose instruction level parallelism to the
processor. An effective technique for fast computation of the maximum eigen-
value α of the flux Jacobian is to invoke vector intrinsics and the use of square
roots is minimized.

An experiment was designed to test if overlapping communication and com-
putation in a pure MPI code has any measurable effect on an IBM p690 cluster
with a Colony switch. The machine consists of 32-way SMP nodes containing
1.3 Ghz Power4 processors capable of four flops per clock cycle. A node can be
configured as either a single 32-way or four 8-way logical partitions. Both the
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Fig. 2. Shallow water test case 5: Flow impinging on a mountain. 384 spectral elements,
10×10 Gauss-Legendre Lobatto points per element. 40 vertical levels. Integration time
in seconds for IBM p690 8-way partitions
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continuous and discontinuous Galerkin models were compared using test case
5, but integrated for only five days. For this test,the problem is replicated on
40 independent vertical levels. The discontinuous Galerkin code was integrated
using the three step linear multistep method (LMM2-3) with Δt = 15 sec and
three stage SSP Runge-Kutta (RK2-3) scheme with Δt = 60 sec. The continu-
ous Galerkin model uses a second order leap frog integrator and Δt = 60 sec.
K = 384 elements were employed with 10× 10 Gauss-Lobatto-Legendre points.
The LMM2-3 and RK2-3 single processor execution rates are 667 MFlops and
528 MFlops, respectively. The leap frog code sustains 724 MFlops. The wait
time is defined as the average time for the MPI non-blocking communication
to complete, summed over all time steps and all processors. We find that the
wait time for 8-way is less than for 32-way partitions. Figure 2 is a plot of the
integration times using 8-way partitions.

7 Conclusions

The three stage RK2-3 integrator discovered by Higueras (2004) was the most
efficient SSP method examined. The discontinuous Galerkin method converges
exponentially for smooth solutions and standard error metrics compare favorably
with a continuous Galerkin spectral element model. Overlapping communica-
tion with computation was suggested by Baggag et al (1999). However, we only
communicate uh and compute fluxes F(uh) locally. Both non-overlapping and
overlapping implementations were compared. The latter was found to be clearly
beneficial on SMP clusters such as the IBM p690 and leads to improved scala-
bility in the strong sense for a fixed problem size. The per performance within
a 32-way node is higher but 8-way nodes scale better. Our experience with a
nodal Galerkin method indicates that a filter is required for long integrations to
stabilize the scheme, thereby extending the results of Nair et al (2004).
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Abstract. We have added the functionality for continuing homoclinic
orbits to cl matcont, a user-friendly matlab package for the study
of dynamical systems and their bifurcations. It is now possible to con-
tinue homoclinic-to-hyperbolic-saddle and homoclinic-to-saddle-node or-
bits. The implementation is done using the continuation of invariant
subspaces, with the Ricatti equations included in the defining system.
The continuation can be initiated from a limit cycle with large period or
from a Bogdanov-Takens point. All known codimension-two bifurcations
are tested for, during continuation. The test functions for inclination-flip
bifurcations are implemented in a new and more efficient way.

1 Introduction

A continuous-time dynamical system is usually defined by a set of ordinary
differential equations

ẋ = f(x, α), (1)

where x is a state vector, α is a parameter vector and f is a smooth function.
For general background on dynamical systems theory we refer to the existing
literature, in particular [1].

cl matcont [2] and its GUI version matcont [3] are matlab packages for
the study of dynamical systems and their bifurcations. Among other things, they
support the numerical continuation of equilibria, limit cycles, limit points, Hopf
points, fold, flip, and torus bifurcations of cycles. Both packages are freely avail-
able at http://allserv.UGent.be/~ajdhooge. cl matcont and matcont are
successor packages to auto [4] and content[5], which are written in compiled
languages (Fortran, C, C++). The matlab platform of cl matcont and mat-
cont is attractive because it makes them user-friendly, portable to all operating
systems, and allows a standard handling of data files, graphical output, etc.
On the other hand, it makes the code inevitably slower because matlab is not
compiled.

Recently we did some successful testing to improve cl matcont ([6]). First,
the transparency and readability of the code was improved greatly by orga-
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nizing it in an object-oriented structure. Eventually, all of cl matcont’s to-
tal functionality will be transferred into the new structure. Second, a partial
inclusion of C-code was used to speed up the computation while preserving
the portability of the package. In the case of limit cycle continuations this
nearly doubles the speed. This version of cl matcont can be downloaded from
http://allserv.UGent.be/~bsautois.

In dynamical systems theory, an orbit corresponding to a solution ϕ(t) is
called homoclinic to the equilibrium point x0 of (1) if ϕ(t) → x0 as t → ±∞.
There are two types of homoclinic orbits with codimension 1, namely homoclinic-
to-hyperbolic-saddle (HHS), if x0 is a saddle, and homoclinic-to-saddle-node
(HSN), if x0 is a saddle-node. Codimension 1 means that in generic dynamical
systems with two free parameters these orbits exist along curves in the parameter
plane. Both types of homoclinic orbits are important in many applications, e.g.
as wave solutions in combustion models [7], to model ‘bursting’ in models of
biological cells [8], chemical reactions [9], etc.

In this paper, we describe new functionalities of cl matcont related to
homoclinic orbits. We have implemented continuation of both HHS and HSN
orbits, starting from a Bogdanov-Takens (BT) point (no other software allows
this) or from a limit cycle with high period, and the detection of a large number
of codimension 2 bifurcations during the continuation. To compute the relevant
eigenspaces of the equilibrium in each step, we use a method to continue invariant
subspaces based on [10]. auto also has a toolbox for homoclinic continuation,
namely HomCont [11]. Important differences with our implementation are that
HomCont does not use the continuation of invariant subspaces, and cannot start
the continuation of homoclinics from a BT-point. Also, we have implemented
test functions for inclination flip bifurcations in a new and more efficient way.
Thus, the algorithm combines various ingredients from [10], [11], [12] and [13]
but differs from any existing implementation.

2 Extended Defining System for Continuation

2.1 Homoclinic-to-Hyperbolic-Saddle Orbits

To continue HHS orbits in two free parameters, we use an extended defining
system that consists of several parts.

First, the infinite time interval is truncated, so that instead of [−∞,+∞]
we use [−T, +T ], which is scaled to [0, 1] and divided into mesh-intervals. The
mesh is nonuniform and adaptive. Each mesh interval is further subdivided by
equidistant fine mesh points. Also, each mesh interval contains a number of
collocation points. (This discretization is the same as that in auto for boundary
value problems.) The equation

ẋ(t)− 2Tf(x(t), α) = 0, (2)

must be satisfied in each collocation point.
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The second part is the equilibrium condition

f(x0, α) = 0. (3)

Third, there is a so-called phase condition needed for the homoclinic solution,
similar to periodic solutions∫ 1

0

˙̃x
∗
(t)[x(t)− x̃(t)]dt = 0. (4)

Here x̃(t) is some initial guess for the solution, typically obtained from the pre-
vious continuation step. We note that in the literature another phase condition
is also used, see, for example [14]. However, in the present implementation we
employ the condition (4).

Fourth, there are the homoclinic-specific constraints to the solution. For these
we need access to the stable and unstable eigenspaces of the system in the equi-
librium point after each step. It is not efficient to recompute the spaces from
scratch in each continuation-step. Instead, we use the algorithm for continuing
invariant subspaces, as described in [10]. This method adds two small-sized vec-
tors (YS and YU ) to the system variables, from which the necessary eigenspaces
(stable and unstable, respectively) can easily be computed in each step.

If Q0 is an orthogonal matrix whose first m columns form a basis for the
invariant subspace under consideration in the previous step, and A = fx(x0, α)
is the Jacobian at the new equilibrium point, then we first compute the so-called
Ricatti-blocks, Tij , by the formula[

T11 T12

T21 T22

]
= Q∗

0A Q0. (5)

If n is the number of state variables, then T11 is of size m × m and T22 is
(n−m)×(n−m). This is done for the stable and unstable eigenspaces separately.
Now YS and YU are obtained from the Ricatti equations

T22UYU − YUT11U + T21U − YUT12UYU = 0,
T22S YS − YS T11S + T21S − YS T12S YS = 0. (6)

Now we can formulate constraints on the behavior of the solution close to the
equilibrium x0. The initial vector of the orbit, (x(0) − x0), is placed in the
unstable eigenspace of the system in the equilibrium. We express that by the
requirement that it is orthogonal to the orthogonal complement of the unstable
eigenspace. Using YU , we can compute the orthogonal complement of the unsta-
ble eigenspace. If Q0U is the orthogonal matrix from the previous step, related
to the unstable invariant subspace, then a basis for the orthogonal complement
in the new step Q1Uo is

Q1Uo = Q0U

[−Y ∗
U

I

]
.

Note that Q1Uo is not orthogonal. The full orthogonal matrix Q1U needed for
the next step, is computed separately after each step. The equations to be added
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to the system are (after analogous preparatory computations for the stable
eigenspace)

Q∗
1U (x(0)− x0) = 0,

Q∗
1S(x(1)− x0) = 0. (7)

Finally, the distances between x(0) (resp., x(1)) and x0 must be small enough,
so that

‖x(0)− x0‖ − ε0 = 0,
‖x(1)− x0‖ − ε1 = 0. (8)

A system consisting of all equations (2), (3), (4), (6), (7) and (8), is overdeter-
mined. The basic defining system for the continuation of a HHS orbit in two free
parameters consists of (2), (3), (6), (7), and (8) with fixed ε0,1, so that the phase
condition (4) is not used. The variables in this system are stored in one vector.
It contains the values of x(t) in the fine mesh points including x(0) and x(1), the
truncation time T , two free system parameters, the coordinates of the saddle x0,
and the elements of the matrices YS and YU . Alternatively, the phase condition
(4) can be added if T is kept fixed but ε0 and ε1 are allowed to vary. It is also
possible to fix T and ε0, say, and allow ε1 to vary, again with no phase condition.
Other combinations are also possible, in particular, when the homotopy method
[10] is used to compute a starting homoclinic solution.

2.2 Homoclinic-to-Saddle-Node Orbits

For a homoclinic orbit to a saddle-node equilibrium, the extended defining sys-
tem undergoes some small changes. Now (x(0) − x0) has to be placed in the
center-unstable subspace. Analogously, (x(1)− x0) must be in the center-stable
subspace. This again is implemented by requiring that the vector is orthogo-
nal to the orthogonal complement of the corresponding space. So the equations
(7) themselves do not really change; the changes happen in the computation
of the matrices Q. The defining system now has one equation less than in the
HHS case (ns + nu < n, with ns the dimension of the stable, and nu of the
unstable eigenspace); the number of equations is restored however, by adding
the constraint that the equilibrium must be a saddle-node. For this we use the
bordering technique, as described in section 4.2.1 of [15].

3 Starting Strategies

At present, continuation of homoclinic orbits in cl matcont can be started in
two ways: either from a Bogdanov-Takens (BT) point or from a limit cycle with
large period.

When starting from a limit cycle with large period, we first look for a point
on the cycle with smallest ‖f(x, α)‖. This point is taken as a first approximation
to x0. The mesh points of the limit cycle are kept as mesh points for the homo-
clinic orbit, except for the mesh interval that contains the current equilibrium
approximation. In memory, the stored cycle needs to be rotated, so that the first
and last point of the orbit (x(0) and x(1)) are stored in the correct locations. To
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start from a Bogdanov-Takens point, we use the method from [16]. It computes
a predictor for the homoclinic orbit, using the coefficients of the normal form at
the Bogdanov-Takens point. However, it does take some trial-and-error to set all
parameters for the continuation.

4 Bifurcations

Several codimension-two bifurcations can be detected on HHS and HSN curves.
In HSN continuation, only one bifurcation is tested for, namely the non-central
homoclinic-to-saddle-node orbit or NCHSN. This orbit forms the transition be-
tween HHS and HSN curves: a sharp corner, which normally characterizes HHS
orbits, appears in the otherwise smooth HSN orbit. The strategy used for detec-
tion is taken from HomCont [11].

In HHS continuation, all bifurcations detected in HomCont, are also detected
in our implementation. For this, mostly test functions from [11] are used. We
refer to that paper for test functions for the following bifurcations:

– Neutral saddle with resonant eigenvalues
– Double real stable leading eigenvalue
– Double real unstable leading eigenvalue
– Neutral saddle, saddle-focus or bi-focus
– Neutrally-divergent saddle-focus (stable)
– Neutrally-divergent saddle-focus (unstable)
– Three leading eigenvalues (stable)
– Three leading eigenvalues (unstable)
– NCHSN
– Shil’nikov-Hopf
– Bogdanov-Takens point
– Orbit-flip with respect to the stable manifold
– Orbit-flip with respect to the unstable manifold

For inclination-flip bifurcations, we also implemented the test functions from
[11], but in a more efficient way. We assume that the eigenvalues of fx(x0, α) are
ordered according to

Re μns
≤ ... ≤ Re μ1 < 0 < Re λ1 ≤ ... ≤ Re λnu

,

where ns is the number of eigenvalues with negative real part, and nu the number
of eigenvalues with positive real part. We further assume that μ1 and λ1 are real
and vS

1 and vU
1 are the eigenvectors of fx(x0, α) corresponding to eigenvalues μ1

and λ1, respectively. Let y(t) satisfy

y′(t) + 2 Tf∗
x(x(t), α) y(t) = 0, (9)

L∗
1S y(1) = 0, (10)

L∗
1U y(0) = 0, (11)

where L1S and L1U are matrices whose columns form the orthogonal comple-
ments to the unstable and stable eigenspaces of f∗(x0, α), respectively. These
are defined similar to Q1S and Q1U in the previous section. Now introduce
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– a test function for the inclination-flip with respect to the stable manifold:

ψ1 = e−μ1T
〈
vS
1 , y(0)

〉
= e−μ1T

〈
vS
1 , L1U ζ2

〉
;

– a test function for the inclination-flip with respect to the unstable manifold:

ψ2 = −e−λ1T
〈
vU
1 , y(1)

〉
= −e−λ1T

〈
vU
1 , L1U ζ1

〉
,

where ζ1 and ζ2 are found by demanding that

[y(1) ζ1 ζ2]
∗⊥ Range [(D − 2Tfx)∗ (L∗

1Sδ1)∗ (L∗
1Uδ0)∗]

∗
.

Here D and δ are the differentiation and the evaluation operators, respectively.
Our algorithm keeps track of the left and right singular vectors of this matrix; in
each newly computed homoclinic orbit the matrix is bordered with the right and
left singular vectors of the previously computed homoclinic orbit to compute the
left and right singular vectors of the new matrix.

5 Example

The Morris-Lecar model for the barnacle giant muscle fiber [17] is a famous
model in computational neuroscience. The equations are:

CV̇ = Iext−gL(V −VL)−gCaM∞(V −VCa)−gKN(V −VK), Ṅ = τN (N∞−N),

38 40 42 44 46 48
2

4

6
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10

12

14

Fig. 1. Bifurcation diagram of the biologically most relevant parameter-range of the
Morris-Lecar system. The X-axis shows the value of I, the Y-axis that of V3. The thin
full line is the limit point curve (which clearly shows a cusp point). The dash-dotted
line is the Hopf curve. The thick full lines are HSN curves, and the dotted lines are
HHS curves. The top and bottom circles indicate the locations of NCHSN points; the
bottom circle is actually two circles close together. The second circle from the top is a
HNS point, and the third is a BT point
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Fig. 2. More detailed views of Figure 1. Left: 2 HHS curves approach the limit point
curve. At the intersections, there are NCHSN orbits, and between these, there exists a
curve of HSN orbits. Right: Top circle: a NCHSN point forms the transition between
HHS and HSN curves. Middle circle: at the intersection of a Hopf curve and a HHS
curve (dotted line), a HNS orbit appears. Bottom circle: a BT point exists where a
limit point curve (thin solid line) and a Hopf curve (dash-dotted line) touch. From the
BT point, a HHS curve arises (which is barely visible here)

where M∞ = 1
2 (1 + tanh((V − V1)/V2)),N∞ = 1

2 (1 + tanh((V − V3)/V4)) and
τN = φ cosh((V − V3)/2V4).

In our tests, C = 5, gL = 2, VL = −60, gCa = 4, VCa = 120, gK = 8,
VK = −80, φ = 1

15 , V1 = −1.2, V2 = 18 and V4 = 17.4 are fixed. I and V3 are
varied. In the biologically most relevant parameter-range for I and V3, a lot of
curves and bifurcations are really close together, among others curves of HHS
and HSN orbits. In Figure 1 a bifurcation diagram is shown, and more detailed
views in Figure 2. These diagrams were computed completely using cl matcont
with our modifications and extensions. A full bifurcation diagram and a more
thorough study of the model can be found in [18].
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A Numerical Tool for Transmission Lines  
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Abstract. The electric line numerical study is usually made through a harmonic 
approach with the impedance concept based on the Finite Difference 
discretization in both the time and space domains. These methods present 
severe drawbacks when used in impulse working and space dependent 
parameters. We present here an efficient numerical tool for electric line 
simulation. The mathematical model is based on the telegrapher’s equations. In 
the present paper, we propose a new approach based on the Finite Element 
Method associated with an efficient algorithm for the numerical resolution of 
the telegrapher’s equations. In practice the electric line is connected to the 
entrance and the exit with linear or non linear circuits. The objective of this 
paper is to provide an efficient numerical tool for electric line simulation in 
complex configurations.  

Keywords: Transmission line, finite element method, differential system, 
impulse voltage, stiff time problem. 

1   Introduction 

The electric line model shall be built in order to analyze propagation  phenomena [1].  
Usually the transmission lines are connected at both ends to other circuits, the supply 
circuit at the entrance and the utilization circuit at the exit (Fig.1). As a matter of fact, 
the analysis of the recorded output signal leads to the characterization of the line. 
Hence, the identification of line properties can be done by coupling this model with 
an optimization scheme [2][3]. 

The propagation equations are Partial Differential Equations (PDE) both in time 
and space. In order to solve the wave propagation problem, various approaches have 
been developed. Many authors use a harmonic approach sometimes associated with a 
numerical method for space discretization [4]. This method is generally uneasy to use 
particularly in impulse working with wave fronts and space dependent electric 
properties. Moreover it is not available in the case of non linear connected circuits or 
non linear electric properties. Also, the numerical approach of the problem in the time 
and space domain is essentially based on the FDTD method [5]. For these reasons we 
propose a general numerical tool for the simulation of the transmission line for a large 
class of configurations, based on the Finite Element Method (FEM) for space 
discretization, and a Modified Backward Difference Method (MBDM) [6] for time 
discretization. The FEM allows complex boundary conditions to be considered [7], 
and the MBDM is well recommended for stiff time problems. 
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2   Statement of the Problem 

Let us consider a transmission line with entrance and exit circuits ( Fig. 1). 

Fig. 1. The electric line pattern 
 
 We obtain the following dimensionless model : 
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    We  can propose a technique capable of approaching complex boundary conditions: 

- At the entrance of the line we can apply a time dependent voltage, and the 
propagation phenomenon takes place in an open transmission line. 

- We can include the electric characteristics of the voltage source with its 
connection at the entrance and a known impedance at the exit. This circuit 
possibly contains resistances, capacitances and self-inductions.  

3   Finite Element Formulation 

We have tested a new approach by the FEM for space discretization. Here the 
advantage of the FEM concerns the boundary conditions and the space-dependent 
electric properties. In fact we have natural boundary conditions and essential 
boundary conditions [8][9]. In accordance with these boundary conditions different 
Finite Element formulations are possible. So the corresponding boundary conditions 
can be expressed through Dirichlet’s conditions or mixed conditions. 

3.1   Weak Formulations 

The Galerkin weighting applied to the system (1) gives rise  to  a weak formulation. 
In accordance with the boundary conditions of the problem under consideration, one 
can use one of the following formulations (2) (3) obtained via different integration-
by-parts schemes ; we present examples :  
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These formulations are mathematically equivalent. We can choose the one that best 

fits the form of the model of boundary conditions. 

3.2   Matricial Formulations 

For the implementation of the different formulations (2) (3) for users, we must be 
aware of the details of matricial formulation. For this reason we have to provide the 
significant example below. Line length is discretized into ne elements (Ωe) with 

)()( Ω=Ω ee  . We have used Lagrange’s linear  polynomial base <n(z)> [7]. We 

have choosen the first formulation (2) to illustrate the matricial form. The geometrical 
and analytical discretizations can be written as follows : 
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The general matricial formulation can be summarized under the form: 
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where index e denotes the element number and :    < ue >=< ie , ve >                                           
After the assemblage process we obtain the following differential system : 

            [ ] { } { } [ ] { } { } }{ v , i  U      whereU . K - F  
dt

d
 . (G)(G)==UM                               (6)      

Index G denotes the global space.     
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4   Numerical Method 

4.1   The Modified Backward Difference Method Technique (MBDM)   

For all weak formulations, the general formulation of the differential system is [8] : 

       { } ( ){ } ( ){ } [ ] { } [ ] { }( )U . K - F .M  ,       wheretU,   1-=ΦΦ= tUU
dt

d
                    (7)           

For the numerical time-resolution, the MBDM is used. With the proposed 
formulation one can choose the time order of discretization and the upward scheme 
[6][10]. In  this context, it is possible to apply a matrix-free technique. As a matter of 
fact the mass matrix and the stiffness matrix are never built during the calculation. As 
a consequence,  we obtain a high performance level in terms of CPU time and storage 
cost. This technique can be summarized in the following algorithm : 

4.2   The Software 

Fig. 2 shows the general structure of the compact code. It is organized in three classes 
corresponding to the functional blocks of the FEM’s different stages [11].  

 

 

Fig. 2. Object structure of a standard solver 
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5   Numerical Results 

5.1   The Benchmark 

Let us consider a transmission line with an open circuit at the exit. So we have 
Dirichlet conditions at  both ends of the line. In this case, weak formulation (2) before 
the discretization of the mathematical model is the most convenient one. 

In order to test the proposed method, a very unfavorable case is considered : line 
without loss, small space-discretization (1000 elements), first order time-
discretization and  time discontinuity as initial condition (step of voltage). 

The main difficulty of the numerical computation of the wave front propagation is 
that numerical instabilities may occur. The MBDM technique provides an upward 
time-parameter α. The numerical instability control has been calculated for different 
values of  parameter α : thus we can determine an optimal value for α. 

Fig. 3 shows the time dependent intensity signal  at the entrance of the line and Fig. 
4, the space dependent intensity signal at t = 0.5.  

 

 
Fig. 3. Time dependent intensity at the entrance of the line for two values  of α 

 
One can notice from Fig. 3 and Fig. 4, that if the α-value is lower than 0.5, no 

stable numerical solution can be obtained with a realistic time step. By using an 
optimal value of  α, we obtain the well-known signal with a rectangular form (Fig.5). 

 

 
Fig. 4. Space dependent intensity at t =0.5 for different values of α 

 



276 H. Bolvin, A. Chambarel, and P. Neveux 

 

 
Fig. 5. Time dependent intensity at the entrance (z=0) of the line 

 

5.2   Example of a Non Linear Circuit 

Let us examine the case of a non linear circuit (a transistor, for example) connected at 
the end of the line. Fig. 6 presents a bipolar transistor.  
 

 
 

Fig. 6. An example of non linear circuit 

 
    We will not give all working details about this classical electronic component. In 
our context the peculiarity of the problem is the non-linearity of the static current-
voltage characteristic of the collector-emitter. 

For a given base-emitter voltage, the bipolar transistor can be equivalent to the 
circuit presented in Fig. 6. At a high frequency the collector-emitter capacitance Cce is 
not negligible and the static part of the transistor’s characteristic is represented by a 
variable resistance. The dimensionless form of the intensity can be written: 
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   The extraction of ϕ(v) in equation (9) is performed by an elementary numerical 
method. In impulse working this circuit is modelized by a differential equation (9). In 
that case we also choose formulation (3) because it is possible to introduce the 
intensity in the integration-by-parts directly. The voltage at the entrance is similar to 
the example above. At the exit of the line the term of integration-by-parts of formula 
(3) can be written :  
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This matricial formulation is modified because we do not have here a modification 
of the elementary matrix [ke]  but a modification of elementary electric loading {fe}. 
Function ϕ(v) must be built at each iteration of algorithm (8). Under these conditions 
and for the last element (z =1) the elementary matrices concerned are modified as 
follows : 
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Algorithm (8) is performed with the same numerical characteristics. 
In Fig. 7, we notice a transient complex intensity signal  at the entrance of the line. 

If the dimensionless time is lower than 2 a step of intensity propagates along the line, 
reflects at the end and comes back. After this we can see the influence of the exit 
circuit. 

 
Fig. 7. Time dependent intensity at the entrance of the line in the case of a non-linear circuit 
connected at the exit 

6   Conclusion 

For the simulation of the transmission lines, we wish to place at the disposal of 
electronics specialists, a numerical tool which is effective as much by its simplicity as 
by its performances. The main applicability of this technique concerns complex cases 
of line  models, these potentialities being associated to a simple data-processing tool 
that can be used by non specialists. By its various formulations, the method makes it 
possible to approach the whole of the problems quoted above. Moreover, in this 
context, we have developed a method of numerical resolution specific to the problems 
of transmission lines. We have sought significant examples which illustrate the 
principle of the method as well as concrete application cases.  
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Abstract. The numerical simulation of complex physical phenomena is
a challenging endeavor. Software packages developed for such purpose
should combine high performance and extreme flexibility, in order to al-
low an easy integration of new algorithms, models and functionalities,
without penalizing run-time efficiency. COOLFluiD is an object-oriented
framework for multi-physics simulations using multiple numerical meth-
ods on unstructured grids, aiming at satisfying these needs. To this end,
specific design patterns and advanced techniques, combining static and
dynamic polymorphism, have been employed to attain modularity and ef-
ficiency. Some of the main design and implementation solutions adopted
in COOLFluiD are presented in this paper, in particular the Perspective
and the Method-Command Patterns, used to implement respectively the
physical models and the numerical modules.

1 The COOLFluiD Architecture

COOLFluiD (Computational Object-Oriented Library for Fluid Dynamics) is
a multi-physics and multi-methods platform that combines flexibility and high
performance for the simulation of complex fluid dynamical phenomena on un-
structured grids. The package is implemented in C++, which, during the last
decade, has shown a great potential for scientific applications, offering significant
support to develop both flexible and efficient code: Cogito, ELEMD ([Arge97]),
MOUSE, Deal ([OONum]) are only few examples of available C++ platforms.

An overview of the COOLFluiD framework is sketched in Fig. 1. It con-
sists of a kernel, where Simulation, the simulation manager object, and Mesh-
Data, the basic data-structure object are implemented. Also the abstract in-
terfaces for all the polymorphic objects are defined in the kernel, in particu-
lar the ones for the physics description (PhysicalModel ) and for the numerical
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Fig. 1. Simplified overview of the COOLFluiD framework

methods (e.g., MeshCreator, SpaceMethod, ConvergenceMethod, LinearSystem-
Solver ). Each concrete numerical method or physical model is enclosed in a
separate plug-in library. This plug-in policy, which provides COOLFluiD with
significant modularity and extensibility, relies heavily on two complementary
techniques, namely self-registration and self-configuration of objects, whose ba-
sic principles are explained below.

1.1 Self Registration of Objects

The self registration of objects, pioneered by [Bev98] in a C++ context, au-
tomatizes the creation of polymorphic objects and reduces implementation and
compilation dependencies. This is of great help in easing the integrability of new
components in the framework, since they can be compiled as external plug-ins
and loaded dynamically, on demand, into the main core application. A generic
polymorphic concrete object (ConcreteObj ) can be registered by simply instan-
tiating the corresponding ObjectProvider in the implementation file:

ObjectProvider<BaseObj, ConcreteObj> myProvider("objName");

and it can be created by calling the corresponding Factory:

BaseObj*objPtr = Factory<BaseObj>::getProvider("objName")->create();

1.2 Self Configuration of Objects

In COOLFluiD, objects can be self-configurable, meaning that they can create
and set their own data. The template configuration function was inspired by the
Yagol library [Yagol]. An object is made self configurable, by deriving it from a
parent class ConfigObject and by adding a call to

addConfigOption("OptionKey", &configData);

in its constructor for each configurable data member configData. In particular,
OptionKey is the configuration key string, used to map the value of configData.
We consider, for instance, what would appear in a configuration file for the RK
(Runge-Kutta) time stepper object:
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ConvergenceMethod = RK
RK.coeff = 0.28 0.61 1.0

RK is the self-configuration value for the ConvergenceMethod, which is the con-
figuration key for the homonymous polymorphic object. RK is also the self-
registration key for the Runge-Kutta class, that will be then instantiated and will
configure itself with the three given coefficients, whose configuration key is coeff.

1.3 Parallel Data-Structure

COOLFluiD uses a parallel layer designed to minimize impact on both users
and software developers by exporting a high level platform independent inter-
face. Parallelization is fully transparent and high performance is assured by
techniques like parallel IO and remote memory access, when supported by the
underlying platform. The intrinsically parallel data-structure is encapsulated in
a Facade object [Gamma95], MeshData, whose main component is DataStorage.
The latter offers a simple interface to create and handle generic typed arrays of
data to be shared among different numerical Methods and Commands, allowing
to treat uniformly both local and distributed data. When running in parallel, all
MPI calls are encapsulated in an underlying dynamically growing parallel array,
hidden to the clients of DataStorage. The following examples show how to create
and get local (global) data:

getDataStorage()->createData<StorageType>("storageName",
storageSize);

DataHandle<LOCAL, StorageType> myStorage =
getDataStorage()->getData<StorageType>("storageName");

2 Physical Model: Perspective Pattern

The framework is designed to apply different numerical methods for the solution
of systems of Partial Differential Equations, which typically appear in the form:

∂U
∂t

+∇ · F = S (1)

where U (unknown variables), F (convective and viscous fluxes), S (source term)
depend on the chosen physical model. Such a physical model can be seen as a
composition of entities, e.g., coefficients, quantities and thermodynamic proper-
ties. Note that one can look at the same physics through different formulations
of the equations, involving the use of different sets of variables, transformations,
or other adaptations tailored, e.g., towards a particular numerical method.

This logical picture can be translated into an implementation offering mul-
tiple views or perspectives for the same physics, according to the specific needs.
The first advantage is that this design approach is able to break a hypothetical
heavy and hard-to-define interface for the physical model object into a limited
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Fig. 2. Perspective pattern applied to a Physical Model module

granularity of independent abstractions. Flexibility and maintainability are posi-
tively affected too. If new base Perspectives objects are needed in order to provide
new points of view for the same physics, they can easily be attached without
needing to modify the existing code.

The OMT (Object Modeling Technique) class diagram of the pattern is shown
in Fig. 2. It reflects the composition-based Adapter described in [Gamma95], but
it has a single shared Adaptee object (ConcretePhysicalModel), and multiple ab-
stract Targets (called Perspectives here), each one with a number of derived
classes (Adapters). The Perspective pattern is conceptually opposite to the View
Handler presented in [Busch00], since the former helps to tackle a situation in
which the different views (and their interfaces) are not all foreseeable a priori,
meaning that it would be impossible to define both an handler object and a
single abstract view interface, as required by the latter.

Data and functionalities that are typical of a certain physics, but invariant to
all its possible Perspectives, should be implemented in the actual ConcretePhys-
icalModel object. The base PhysicalModel defines a very general abstract in-
terface. The concrete one implements the virtual methods of the parent class
and defines another interface to which the ConcretePerspective objects (and
only those) are statically bound. As a result, a client makes use of the physi-
cal model through an abstract layer, enlargeable if required, given by a number
of perspective objects (VariableSets, VariableTransformers, etc.) while all their
collaborations with the concrete physics are completely hidden. As all the other
polymorphic objects in COOLFluiD, also PhysicalModels and Perspectives are
self-registrable and, if needed, self-configurable.
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3 Method-Command Pattern

Every numerical module is implemented following a common design structure,
to which we will refer as the Method-Command pattern. It consists of a concrete
Method object delegating tasks to a number of Commands that share a tuple of
multiple receivers. A configurable BaseMethod object (e.g., SpaceMethod, Con-
vergenceMethod, MeshCreator) defines the abstract interface for a specific type of
Method (Fig. 3). Each ConcreteMethod implements the virtual functions of the
corresponding parent BaseMethod by encapsulating requests for specific actions
(setup, unsetup, compute something . . . ) in ad-hoc Commands. ConcreteMethod
functions can act as Template Methods [Gamma95] where the hooks are not vir-
tual functions but polymorphic commands. Each Command behaves therefore
as a Strategy object (see [Gamma95]) in performing a specific task, which can be
accomplished in several different ways. All the Commands share some common
data enclosed in ConcreteMethodData, a configurable tuple typically aggregat-
ing the multiple receivers. The latter are polymorphic Strategy or Perspective
objects, providing, e.g., the dynamic binding to the physics.

The flexibility yielded by this structural pattern is considerable and does
not affect performance, since the fast-path code is wrapped inside the concrete
Commands or their receivers. The Method-Command pattern can be viewed as
a sophisticated variant of the Whole-Part pattern described in [Busch00], or as
a three-layer Strategy, where Methods, Commands and command receivers are
completely interchangeable, self registering and self configurable.

Some applications of the pattern within the COOLFluiD framework will now
be presented, in order to show the high reusability provided by this approach,
but also its suitability to deal with complex numerical problems.
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Fig. 3. OMT diagram of a Method-Command pattern
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3.1 Space Method

A SpaceMethod takes care of the spatial discretization of the given set of partial
differential equations, according to a specified numerical scheme on a given mesh.
The abstract interface of a SpaceMethod is as follows:

class SpaceMethod : public ConfigObject {
public:
// constructor, destructor, accessors, mutators ...
virtual setup() = 0; // setup data
virtual unsetup() = 0; // unsetup data
virtual void computeRHS()= 0; // compute residual and jacobian terms
virtual void applyBC() = 0; // apply boundary conditions

};

A possible concrete class is the so-called cell centered FiniteVolume (FV) method:

class CellCenterFVM : public SpaceMethod {
public:

typedef Command<CellCenterFVMData> FVMCom;
// overridden parent virtual functions ...

private:
SharedPtr<CellCenterFVMData> _data; // shared data
std::auto_ptr<FVMCom> _setup; // setup command
std::auto_ptr<FVMCom> _unSetup; // unsetup command
std::auto_ptr<FVMCom> _compRHS; // compute residual command
std::vector<FVMCom*> _bcs; // boundary conditions

};

As an example, we present the implementation of the method applyBC() in
CellCenterFVM, which shows how all actions are nicely encapsulated:

void CellCenterFVM::applyBC() {
for_each(_bcs.begin(), _bcs.end(), mem_fun(&FVMCom::execute));

}

As shown in Fig. 4, CellCenterFVMData holds pointers to polymorphic Strate-
gies like FluxSplitter, the flux splitting scheme and PolyRec, the polynomial re-
constructor; VarSet, the Perspective encapsulating physical model traits related
to specific sets of variables, etc.

The implementation of other concrete SpaceMethods, like Residual Distribution
(RD) or Finite Element (FE), follows an identical Method-Command pattern.

3.2 ConvergenceMethod and LinearSystemSolver

Figure 5 shows the collaboration between two abstract methods:Convergence
, responsible of the iterative procedure, and LinearSystemSolver.

In this case, an implicit convergence method, BackwardEuler, delegates polymor-
phically the solution of the resulting linear system to PetscLSS, which interfaces

Method
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the PETSc library ([Petsc]). BackwardEuler makes use of commands for the setup,
unsetup and solution update. Also PetscLSS delegates tasks to specific commands
sharing some data (PetscLSSData), such as references to the (parallel) Petsc ma-
trix and the (parallel) Petsc vectors involved in the solution of the linear system.

4 Conclusions

The flexible and reusable design solutions presented in this paper have allowed an
easy integration of several components in COOLFluiD: explicit (Runge-Kutta)
and implicit (Newton, Crank-Nicholson) time stepping, different spatial dis-
cretizations (FV, RD, Space-Time RD, FE), different physical models (Euler,
compressible Navier-Stokes, Magneto Hydro Dynamics), a parallel flexible data-
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Fig. 6. Mach contours and isolines for an Euler simulation with blended LDA/N scheme
(left) and 2nd order Roe scheme with Barth limiter (right) on a Falcon airplane (mesh
courtesly provided by Dassault Aviation)

structure supporting the use of hybrid meshes, etc. The implementation of many
other functionalities is underway: Aero-Thermo-Chemical models, incompress-
ible Multi-Phase flows, error estimation, mesh movement and adaptation.

Fig. 6 shows the result of a simulation of the Euler gas dynamics equations
over a Falcon airplane geometry, flying at Mach 0.85, with two different high
order spatial discretizations, namely cell vertex RD and cell centered FV.
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Abstract. We introduce a complete problem solving environment de-
signed for pulsatile flows in 3D complex geometries, especially arteries.
Three-dimensional images from arteries, obtained from e.g. Magnetic
Resonance Imaging, are segmented to obtain a geometrical description
of the arteries of interest. This segmented artery is prepared for blood
flow simulations in a 3D editing tool, allowing to define in- and outlets,
to filter and crop part of the artery, to add certain structures ( e.g. a
by-pass, or stents ), and to generate computational meshes as input to
the blood flow simulators. Using dedicated fluid flow solvers the time
dependent blood flow in the artery during one systole is computed. The
resulting flow, pressure and shear stress fields are then analyzed using a
number of visualization techniques. The whole environment can be op-
erated from a desktop virtual reality system, and is embedded in a Grid
computing environment.

Keywords: Problem Solving Environment, Computational Hemodynam-
ics, blood flow modeling.

1 Introduction

”A problem solving environment (PSE) is a computer system that provides all
the computational facilities necessary to solve a target class of problems” [1, 2].
The target class of problems that we chose in our study is associated with cardio-
vascular diseases, a predominant cause of death [3, 4]. In particular our attention

� Corresponding author.

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 287–294, 2005.
c©Springer-Verlag Berlin Heidelberg 2005



288 L. Abrahamyan et al.

is concentrated on vascular disorders caused by atherosclerosis. The goal of our
PSE, which we call HemoSolve, is to provide a fully integrated environment for
simulation of blood flow in patient specific arteries.

Because of the complex structure of the human vascular system it is not
always obvious for surgeons how to solve the problem of bypass and/or stent
placement on the deformed part, or to decide on specific treatment alternatives.
Having a completely integrated computational hemodynamics environment like
HemoSolve can serve as a pre-operational planing tool for surgeons, but also as a
useful experimental system for medical students to enlarge their practical skills
[5, 6]. It also serves as a environment for biomedical engineers that study e.g.
new stent designs.

Moreover, our HemoSolve is merged with Grid technology, thus offering a
unified access to different and distant computational and instrumental resources
[6]. This is one of the desirable abilities of PSEs in general [2].

We first describe our system for image-based computational hemodynamics,
then we provide examples of using it in the case of the abdominal aorta bifur-
cation and an abdominal aorta aneurysm, and finally the last section represents
discussions and conclusions.

2 The Problem Solving Environment - HemoSolve

In ref. [5] Steinman argues that a need exists for robust and user-friendly tech-
niques that can help an operator turn a set of medical images into computational
fluid dynamics (CFD) input file in a matter of minutes. HemoSolve not only has
this ability but also is a tool which allows to simulate pulsatile (systolic) flows
in arteries.

The whole system consists of the following components (See Fig.1):

1. Medical data segmentation to obtain arteries of interest;
2. 3D editing and mesh generation, to prepare for the flow simulation;
3. Flow simulation, computing of blood flow during systole;
4. Analyses of the flow, pressure, and stress fields.

2.1 Medical Data Segmentation

The goal of the segmentation process is to automatically find the lumen border
between the blood and non-blood, i.e. the vessel wall, thrombus or calcified
plaque. The algorithm consists of three stages: In the first stage a wave front
propagation algorithm is used to find an approximation of the centerline of the
vessel. In the second stage the volumetric data is resampled into a stack of 2D
slices orthogonal to the centerline. Then in each slice a contour delineating the
lumen border is detected. Finally in the third stage, the stack of 2D contours
is combined to form a 3D surface model, which will serve as input for the 3D
editing tool.
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Fig. 1. Functional design of HemoSolve

3D Centerline Extraction: In order to get a first estimate of the centerline
of the vessel we use the WaveProp method as described in [7] and [8]. WaveProp
is based on the Fast Marching Level Set algorithm introduced by Sethian [9].
The principle is that an image is treated as an inhomogeneous medium through
which a wave can propagate. The speed of the wave front is determined by a
speed function which maps intensity values to speed values. The propagating
wavefront creates a monotonous ascending function with its single minimum
at the startpoint; with a steepest decent the shortest path from end point to
startpoint is found.

In the 3D computer tomography angiography (CTA) datasets the user indi-
cates with two points the beginning (proximal point) and end (distal point) of
the vessel segment of interest. Then, a wave front is initiated at the proximal
point and propagated through the vessel until it reaches the distal point marking
all visited voxels as lumen (blood pool). This gives us a binary volume of the
solid lumen. A distance image [10, 11] is then calculated from the binary lumen
volume containing for each voxel its distance to the background. Consequently,
there will be a 3D ridge of high values in the distance image, which coincides
with the exact path of the centerline of the solid blood pool. This ridge can
be tracked as described in [8] using wave front Propagation and Backtracking,
resulting in the centerline ( Fig. 2).

Fig. 2. (a) - is the pathline and the centerline crossing an axial slice, (b) - is a stack
of slices resampled along the centerline
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Per Slice Contour Detection: Perpendicular to the detected centerline 2D
slices are extracted from the original CTA dataset ( Fig. 2). In each of these
transversal slices, a contour delineating the lumen is detected using the Wave-
Prop algorithm similar as it was used to detect the centerline, but now with
different speed functions and cost images. Contours delineating objects in an
image usually follow the edge of that object. With the proper speed function, a
wave propagating through an edge image will flow fast along the object edges and
stall in solid parts of the object and in the background. The backtrack method
can be used to obtain a contour from one point on the edge to another point on
the edge, following that particular edge.

3D Surface Model: The stack of 2D transversal contours can be used to ob-
tain per-slice information, such as diameter, circumference and area of the 2D
contour. For the flow simulations however, a 3D surface model is needed. There-
fore, the stack of 2D contours is converted into a 3D surface model by connecting
each of the contour points of one slice to the closest contour point in the next
slice ( Fig. 4 (a)).

2.2 3D Editor and Mesh Generator

3D editing is the second component after the segmentation. The 3D stereoscopic
image can easily be maintained in this user-friendly editing tool. Here surgeons
and students can execute their experimental visualization studies on realistic
arterial geometries. They can crop parts of the artery, where important factors
in the study of hemodynamics exist, with the help of a clipping instrument.
They can add inlet and outlet layers on the end-points of the arterial geometry
and can enhance it with structures like bypasses or stents. Also this component
allows them to define the geometrical features ( e.g. width, length, placement
positions ) of these structures. Thus, the 3D editing tool allows surgeons and
students to mimic the real surgical processes.

The final stage of this component is mesh generation. The prepared arterial
geometry, including aneurysms, bifurcations, bypasses and stents, is converted
into a computational mesh in several minutes. The mesh could be coarse or fine
depending on the wish of user.

The mesh is then ready to be used in flow simulators.

2.3 Hemodynamic Solvers

Two different computational hemodynamic solvers can be used in HemoSolve:

1. Lattice Boltzmann method (LBM)
2. Finite element method (FEM)

In both solvers the flow is time-dependent and after simulation the pressure,
velocity, and shear stress fields during one full systolic period are produced and
can be visualized. Both solver receive the input geometry mesh from the 3D
editing tool.
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LBM is a mesoscopic method based on a discretized Boltzmann equation with
simplified collision operator [12]. Here the flow is considered Newtonian. In the
solver bounce back on links is used as boundary condition on walls and pressure
difference boundary condition is applied on inlet/outlets. We have shown that
LBM is capable of solving hemodynamic flows in the range of Reynolds and
Womersley numbers of interest [13].

To run the simulator, except the input data file from 3D editing tool, one
should define several patient-specific free parameters like Reynolds number.

FEM is a general discretization tool for partial differential equations. For blood
flow model the incompressible Navier-Stokes equations are used. Input parame-
ters are the velocity profiles of the in- and outflow of the bifurcation and a model
which calculates the non-Newtonian properties of the blood in a patient specific
manner [14]. The finite element package that was used in this study is called
SEPRAN [15].

2.4 Flow Analyses

In order to analyze the blood flow in arteries its velocity, pressure and shear stress
profiles need to be examined. Several methods exist for it and among them visu-
alization of the flow is one of the advanced methods that helps to understand the
meaning and behavior of flow better. Also visualization techniques are different
and can show different features of flow. One of the visualization techniques we
use in HemoSolve is based on simulated pathline visualization[16].

3 Examples

As an application example of using HemoSolve we present two case studies com-
plex geometries representing parts of the human vascular system:

1. Aneurysm on upper part of abdominal aorta;
2. Whole abdominal aorta.

3.1 Aneurysm

We consider case of an aneurysm ( ballooning out of the artery ) in the upper
part of the aorta. First the medical data of the upper part of patient’s abdomi-
nal aorta with aneurysm is segmented by applying the segmentation algorithm
( Fig.3 (a,b) ). Then the segmented part which includes the aneurysm, is trans-
fered into 3D editing tool where the user crops the structurally interesting part
( Fig.3 (c) ) and defines inlet and outlet layers ( Fig.3 (d) ). This placement is
easy to control, that is to change the plane of position with simply moving the
normal vector in the middle of the layer or to change the size just by movement
of corner points of the rectangle. In this example there is one inlet at the top
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Fig. 3. Aneurysm: main stages of HemoSolve. First segmentation of the raw medical
data (a). Then the segmented data (b) is first cropped (c) and inlet/outlet layers
are added (d) and the mesh is generated (e). Simulation results of created mesh are
presented (f)

and one outlet at the bottom layer. Finally the mesh is generated depending on
constructed geometry ( Fig.3 (e) ). The mesh is then used as an input data for
CFD solver. The presented flow is the velocity profile of blood flow simulated by
LBM method. The Reynolds number applied to this blood flow is 500. The size
of generated mesh is 146x73x55 lattice points and the simulation time is about
20 minutes on 16 processors. As a result three frames during the cardiac systole
are captured ( Fig.3 (f) ).

3.2 Abdominal Aorta

Next we consider the full lower abdominal aorta down to the bifurcation. Again
the medical data is segmented by applying the segmentation algorithm ( Fig.4
(a) ). Then the same steps as in the first example are applied ( Fig.4 (b) ),
except the outlet layers here are six and are laing in different planes ( Fig.4 (c) )
and the sizes of generated mesh are bigger ( Fig. 4 (d) ). The ready mesh then
used as an input data for CFD solver. The presented flow is the velocity profile
of blood flow simulated by LBM method with the same Reynolds number 500.
The size of generated mesh is 355x116x64 lattice point and the simulation time
is 85 minutes on 16 processors. As a result three frames during cardiac systole
are captured ( Fig.4 (e) ).
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Fig. 4. Abdominal aorta: main stages of HemoSolve. Segmented data (a) is first
cropped (b) and inlet/outlet layers are added (c) and the mesh is generated (d). Sim-
ulation results of created mesh are presented (e)

4 Discussions and Conclusions

The field of image based hemodynamics needs integrated PSEs, especially to
enhance the preparation of computational meshes, and to allow non-specialists
to enlarge their practical skills. HemoSolve consists of several stages that make
it a complete system. Thus biomedical engineers,surgeons or novice surgeons
can take a raw medical data from patients vascular system and after several
simple steps within a quite short period can get completed flow fields ( velocity,
pressure, shear stress) and can analyze them with different visualization tools.
One of this tools is personal space station (PSS) which realize 3D visualization
and interaction [17]. Moreover with the help of 3D editing tool potential users
can add bypasses or stents to vessel and examine the blood flow profile in them.
The biomechanists of University of Amsterdam and Leiden University Medical
Center have already used Hemosolve in their scientific research.

In order to estimate the efficiency of HemoSolve we compare its main features
with the requirements of users from PSEs in general. Those characteristics are
[1, 2] :

1. Simple human-computer interaction - It is enhanced by graphical user inter-
face which is easy accessible even for inexperienced users [17].

2. Complete and accurate numerical models - Numerical models used in this
PSE are LBM [13] and FEM [14, 15] which are complete and quite accurate
for simulation of blood flow in human vascular system.

3. Parallel and distributed computing environment - The solvers in PSE are
fully parallelized [18] .
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4. Geographically distributed data - This image-based PSE is completely inte-
grated into aGrid environment,which gives huge abilities not only to distribute
the data but also to do simulations and diagnoses by grid computing [6] .

5. Usefulness for university student - The potential users of this PSE are con-
sidered novice surgeons who can first practice their knowledge by doing an
operation on PSE and afterward apply their experience on patients.

Thus, we conclude that HemoSolve is a well defined, easy applicable environ-
ment for image-based hemodynamics research of time-dependent blood flow in
the human vascular system.
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Abstract. A number of generic tools, some developed by the authors,
some developed in cooperation with other teams and others available
freely, are combined into an environment, called MPL from Multi Pre-
cision Lab, which offers a cross-platform variable precision alternative
to Matlab. Among the tools we mention for instance our C/C++ pre-
compiler for type conversion, the GMP arithmetic library complemented
with our own IEEE-854 compliant multi-radix multiprecision MpIeee li-
brary, the Boost matrix library, our own Matlab parser, the libraries
FFCall and GNU Libtool. The functionality of the well-known Mat-
lab toolboxes is available through the multiprecision equivalent of one’s
library of choice, generated using the same tools. We mention, among
others, GSL, Numerical Recipes, an automatic differentiation toolkit [1],
a hybrid polynomial solver [2] and so on.

1 Introduction

While symbolic computing environments have the tendency to also support vari-
able precision numeric routines besides symbolic and exact arithmetic, popular
numeric programming environments such as Matlab usually do not offer any
higher precisions besides the standard hardware precisions.

Since predictions, based on the growth in the size of mathematical models
solved as the memory and speed of computers increase, suggest that floating-
point arithmetic with unit roundoff of the order of 10−32 is needed for some
applications on future supercomputers, we want to investigate the possibility to
offer high precision floating-point and exact rational arithmetic in a Matlab-like
environment.

Furthermore, numeric code that has passed an experimental stage, is often
run in optimized and compiled form and not from within a computing environ-
ment. This feature is supported as well.

In the subsequent sections we discuss the building blocks that constitute
the MPL environment. The sections 2, 3, 5, 7, 8, and 9 all concern packages
developed by ourselves in the past few years.
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2 High Precision Arithmetic

In our context the notion high precision varies from more than 64 digits of
binary precision to infinite precision rational arithmetic. A finite precision radix
β arithmetic implementation (β = 2i or β = 10j) is preferably fully IEEE-854
compliant. Such an implementation offers an additional benefit compared to the
symbolic computing environments which do not comply with the floating-point
standard(s).

Our infinite precision C++ classes Rational and BigInt for rational and
big integer arithmetic are based on the well-known GMP library [3]. For mul-
tiprecision floating-point arithmetic, a number of libraries have been developed
in the past decade. We refer among others to MpIeee [4], CLN [5], FMLIB [6],
MPFR [7] and MPFUN [8].

MpIeee is a C++ class that offers fully IEEE-854 compliant, multi-radix and
variable precision floating-point aritmetic. Its implementation allows to encap-
sulate the data structure together with the routines to create, manipulate and
destroy this structure, thus offering an easy-to-use interface to the concept it
implements. Furthermore, the possibility of operator overloading allows the use
of the ordinary mathematical operators (such as +, −, /, ×,

√
, but also sin,

cos, abs, . . . ).
Operators have a big impact on the overall runtime performance, as their

usage often involves the creation of several temporary objects. These tempo-
raries come from the fact that the operator that is being called, does not know
where the result will be stored. Instead, it creates a temporary object to store
the result. To actually return the result, yet another (unnamed) temporary ob-
ject is created, which is nothing more than an implicit copy of the result. It is
needed because simply returning a reference to the result would most probably
cause memory leakage. It is clearly necessary to try to avoid as many of these
temporaries as possible, if not all.

In MpIeee, a technique called delayed evaluation is used to avoid the need
for temporaries altogether. This technique, as its name indicates, consists in
delaying the operation until it knows the existence of a target object to store
the result. This is done using some interim object, called a proxy, which simply
stores references to the operands and an indication of the operation to which it
applies. The actual operation is then performed through a modified assignment
operator which takes this interim object as its operand. This way, the assignment
operator knows its target object (the left hand side of the operation) as well as
which operation needs to be performed on the given operands (the right hand
side of the operation). As such, the full computation can be executed without
the need for any temporary objects.

This technique can be completely implemented using inline functions, which
are almost always resolved at compile time when optimization settings apply.
Hence it is the fastest approach we can aim for. In the sequel MpIeee is therefore
our preferred multiprecision package. Besides being multi-radix and fast, it is
also the only one in its class offering full IEEE-854 compliance.
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3 Precompiler for Type Conversion

With the exception of MPFUN, none of the high precision libraries comes with
a transcription program to automatically convert existing source code, using
standard precisions, into code that uses the multiprecision types of the library.
This problem is addressed now.

In [9] we describe an easy to use, generic C/C++ transcription program or
precompiler for the conversion of C/C++ source code into new code that uses a
C++ multiprecision library of choice. The precompiler can convert any type in the
input source code to another type in the output source code. The input source
can be C or C++, while the output code generated by the precompiler and using
the new types, is C++. The type conversion is based on a simple configuration
file, provided by the developer of the multiprecision library or by the user of the
precompiler.

During the transcription of the code, special care is taken with respect to
constants, among others to avoid the default conversion by the C++ compiler
of decimal literals to their standard double precision binary representation.
Hence constants need to be signaled to the user of the precompiler to make
sure that they are provided with sufficient accuracy. This can be guaranteed
either by string initialization from the decimal literal or by providing sufficiently
accurate representations in different radices for constants such as π, e, ln 2,√

2, . . . .
The precompiler can be told to skip the conversion of certain variables, such

as the running variables in for-loops or even a complete function implementa-
tion. Use of the precompiler saves a lot of time and avoids errors that otherwise
easily occur in a manual conversion. At the same time, great care has been
taken to obtain precompiled code with performance similar to that of manually
converted code.

4 High Precision Matrix Library

The basic Matlab type is a matrix. Several matrix libraries are freely avail-
able, among which MTL (Matrix Template Library), TNT (Template Numerical
Toolkit) and Boost. While MTL and TNT claim to be fully templated, in reality
the code still contains hard coded float, double and int variables. This renders
them useless when trying to generate a true multiprecision matrix library by use
of the above precompiler. Fortunately, Boost provides templated C++ classes for
several types of matrices: dense, sparse, triangular, banded, symmetric, hermi-
tian, etc. The library covers the usual basic linear algebra operations on vectors
and matrices and provides BLAS level 1, 2, 3 functionality.

Our matrix library is based on the templated Boost uBLAS routines and uses
our high precision data types implemented in the classes MpIeee, Rational and
BigInt as its data types. When different types are used in an expression, the
arguments are automatically converted to a predefined (larger) type unless the
cast operator is used to force conversion to a certain data type. The resulting
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library is very time and memory efficient by using advanced template techniques
similar to the delayed evaluation techniques used by our own high precision
classes.

5 Matlab Parser

MPL (Multi Precision Lab) implements a subset of the Matlab language but
has a superset of multiprecision types. Starting from Matlab scripts, our lexer
and parser construct an abstract syntax tree. This tree can then be interpreted in
our environment or compiled into C++ sources. In their turn, these C++ sources
can easily be compiled into standalone executables. These executables are faster
because no iteration in the abstract syntax tree is required.

Here is a short overview of the implemented subset:

– Block encapsulation: begin, end.
– Loops: while, for.
– Control structures: if, else, elseif, switch, case, otherwise, break.
– Input/Output: disp, print, println, input.
– Functions: function, return.
– Library loader: loadlibrary, calllib, unloadlibrary, libisloaded.
– Matrix creation: zeros, ones, eye.
– Complex variables: i, j.
– Built-in elementary functions: sin, sinh, asin, asinh, cos, cosh, acos,

acosh, cotan, cotanh, acotan, acotanh, tan, atan, tanh, atanh, exp, exp2,
exp10, log, log2, log10.

– Special constant values: Inf, inf, NaN.
– Built-in functions: transpose, colon (incl. range operations used in for-loops

etc.), inv, horzcat, vertcat, help, sqrt, pow, mod, rem.
– Relational operators : <, >, <=, >=, =, , ==, |, &, ||, && with same

precedence as Matlab.
– Arithmetic operations : +,−,∗,.∗,./,.\,∧,.∧ with same precedence as Mat-

lab.
– Cell array’s : basics implemented but not yet complete.

Subsequently, we extend the Matlab language with functions to alter the
current floating-point environment settings:

– mode: with an argument mpieee, rational, complex, double, int or logical
to specify the type.

– rounding: with an argument nearest, up, down, zero to specify the rounding.
– exponent: two arguments specifying the minimal exponent L and the max-

imal exponent U with L = 1− U .
– radix: one argument which sets the value of the radix.
– outputmode: one argument with a value between 1 and 13 for the different

output modes and 0 to reset the status flags.
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Garbage collection is done using reference counting pointers. This is not as
efficient as for instance mark-and-sweep but for our purposes (especially for
compiling into readable C++ source code) it is the best option. Also we are able
to use the already available shared pointer from the Boost library. Due to the
nature of our language we do not have to worry about cycles in object pointers
and (inefficient) tracing routines to resolve them.

Strangely, generic memory management libraries do not seem to be freely
available. This is a pity because every garbage collecting language (such as Perl,
Python, Java, . . . ) has to implement memory management schemes.

6 Runtime Library Loader

The runtime library loader LibLoader enables the loading of shared libraries
at runtime. This way the Matlab parser can be extended with various algo-
rithms selected from high precision precompiled versions of numerical libraries
of choice such as Numerical Recipes [10] and GSL [11]. An overview of the MPL
environment and more precisely how LibLoader fits in the picture, is shown in
Figure 1.

The implementation of LibLoader consists of various wrapper classes around
the free cross-platform libraries FFCall and GNU Libtool. We have to circumvent
compile time checking of types by using the void* pointer, since it is the only
way to pass class objects to functions that are loaded dynamically. Proper use of
the precompiler guarantees that the object types of the loaded library and the
types used in our interpreter and compiler are identical.

Another pitfall when loading arbitrary libraries and calling arbitrary routines
is the precise knowledge of the arguments and their dimension(s). Without this

Precompiler

GSL NR

Multiprecision libs

LibLoader

MPL parserMATLAB script

Output of
executionC++ source Compile?

MpIeeeCMpIeee intdouble string

Boost: uBLAS

Rational BigInt

YES NO
C++ compiler

Executable

Interpret

Fig. 1. Overview of MPL environment
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information, no successful calls can be made without getting errors, or worse,
memory leaks. This is not surprising, since the same caution is required when
calling the routines from ordinary C/C++.

7 Interfacing to Numerical Recipes

Let us now describe how a multiprecision version of the Numerical Recipes li-
brary can be loaded into MPL. First, the precompiler is used to convert every
function file so that it uses a multiprecision type of choice. The precompiled
output files are then compiled and linked into a shared library. Unfortunately
some files do not link or corrupt the generated multiprecision library because of
the use of global or external variables. The shared library can then be loaded as
follows:

libname = ’/home/mpl/scripts/recipes’;
loadlibrary( libname );

However, loading the library at runtime causes MpIeee objects to use a sep-
arate environment. This environment has to be synchronized with the environ-
ment used inside the parser. Therefore one has to add two functions, called
getEnvironment and setEnvironment, to our shared library. These functions
are called before and after every call of a Numerical Recipes routine in order to
ensure that the correct internal representation is used. We can automate this by
placing these extra calls in an external function file:

% External function file callrecipes.m
function result = callrecipes( funcname, varargin )

libname = ’recipes’;

%copy current environment to library environment
calllib libname, ’setEnvironment’, MpIeeeEnvironment();

result = calllib libname, funcname, varargin{:};

%copy library environment back to current environment
calllib libname, ’getEnvironment’, MpIeeeEnvironment();

end

The actual call of a Numerical Recipes routine is then done by:

% actual calling of recipes routines
libname = ’/home/mpl/scripts/recipes’;
loadlibrary( libname );
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if libisloaded( libname )
callrecipes ’rtflsp’, 8.8, 9.2, 1e-64
callrecipes ’rtflsp’, 8.8, 9.2, 1e-128 %higher precision
unloadlibrary( libname );

else
disp(’recipes not loaded’);

end

8 Interfacing to GSL

To call routines of the GSL library, we need to follow a slightly different approach.
We fine tune the conversion of GSL using the precompiler so that all double
and float instances in computations are replaced by a multiprecision type. The
variables used exclusively for array or matrix indexing are left untouched for
better performance. After this conversion we still cannot use the GSL routines
directly in the parser like we did with Numerical Recipes. The reason for this is
that GSL uses C structs and specific memory allocating calls like malloc for
the implementation of vector, matrix and interval types.

To map the types used in GSL to the types of the matrix library used in
the parser, we need interfacing wrapper functions. Here is a skeleton of such a
wrapper function:

#include <iostream>
#include "matrix.h"
#include <gsl/gsl_math.h> //gsl specific includes
#include <gsl/gsl_errno.h>
#include <gsl/gsl_roots.h>

void mexFunction(int nlhs, Matrix *plhs[], int prhs,
const Matrix *prhs[]){

// convert the Matrix arguments in prhs
// to needed structs defined in gsl.h

// make the call to the gsl routine, for example:
// bisection_iterate (void * vstate, gsl_function * f,
// MpIeee * root,
// MpIeee * x_lower,
// MpIeee * x_upper)

// copy returned value(s) into plhs
}

These wrapper functions are very similar to the Matlab mex functions. One
way to automate the construction of these wrapper functions is to use the SWIG
tool which is also used successfully by Python to import various libraries.
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9 Example

We implement a remarkable example [12, 13] where all hardware precisions, even
quadruple precision, go wrong:

a = 77617;
b = 33096;
y = 333.75*b*b*b*b*b*b + ...

a*a * (11*a*a*b*b - b*b*b*b*b*b - 121*b*b*b*b - 2) + ...
5.5*b*b*b*b*b*b*b*b + a/(2*b)

This gives the wrong answer y = 1.1726 in Matlab 6.5 revision 13 on an Intel
Pentium 3 based system, as well as in MPL through mode(double). Setting the
radix and precision to 10 and 37 in MPL, by adding the commands

mode( mpieee );
precision( 37 );
radix( 10 );

the computed result for y is

y = -8.273960599468213681411650954798162920^-1

as it should be. MPL also allows a correct value for y to be computed in rational
arithmetic.

This example shows that it is very straightforward to go from hardware to
multiprecision using our MPL environment. All the functionality is also available
from within a cross-platform GUI: run scripts, set the radix, increase or decrease
the precision and exponent range, change the rounding modes and default types.

References

1. Hammer, R., Hocks, M., Kulisch, U., Ratz, D.: C++ Toolbox for Verified Com-
puting. Springer Verlag, Berlin, Heidelberg (1995)

2. Bini, D., Fiorentino, G.: Design, analysis, and implementation of a multiprecision
polynomial rootfinder. Numerical Algorithms 23 (2000) 127–173

3. Granlund, T.: GNU MP: The GNU Multiple Precision Arithmetic Library. (2004)
4. Cuyt, A.: http://www.cant.ua.ac.be/arithmos/ (2004)
5. Haible, B.: CLN, a class library for numbers. (1997)
6. Smith, D.M.: Algorithm 693: A FORTRAN package for floating-point multiple-

precision arithmetic. ACM Trans. Math. Software 17(2) (1991) 273–283
7. Zimmermann, P., et al.: MPFR: a library for multiprecision floating-point arith-

metic with exact rounding. (2000)
8. Bailey, D.: A FORTRAN 90-based multiprecision system. ACM Trans. Math.

Software 21 (1995) 379–387
9. Schreppers, W., Cuyt, A.: A generic C/C++ precompiler. ACM Trans. Math.

Software (2004) submitted.
10. Press, W.H., Teukolsky, S.A., Vetterling, W.T., Flannery, B.P.: Numerical recipes

in C++. Cambridge University Press, Cambridge (2002)



MPL: A Multiprecision Matlab-Like Environment 303

11. Galassi, M., Davies, J., Theiler, J., Gough, B., Jungman, G., Booth, M., Rossi,
F.: GNU Scientific Library Reference Manual. Second edn. Network Theory Ltd.
(2003)

12. Cuyt, A., Verdonk, B., Becuwe, S., Kuterna, P.: A remarkable example of catas-
trophic cancellation unraveled. Computing 66 (2001) 309–320

13. Rump, S.: Algorithms for verified inclusions - theory and practice. In Moore, R.,
ed.: Reliability in Computing. (1988) 109–126



Performance and Scalability Analysis of Cray X1
Vectorization and Multistreaming Optimization

Sadaf Alam and Jeffrey Vetter

Computer Science and Mathematics Division,
Oak Ridge National Laboratory
{alamsr, vetterjs}@ornl.gov

Abstract. Cray X1 Fortran and C/C++ compilers provide a number of
loop transformations, notably vectorization and multistreaming, in order
to exploit the multistreaming processor (MSP) hardware resources and
its high memory bandwidth. A Cray X1 node is composed of four MSPs,
which in turn are composed of four single streaming processors (SSP).
Each SSP contains a superscalar processing unit and two vector pro-
cessing units. Compiler vectorization provides loop level parallelization
and uses the vector processing hardware. Multistreaming code genera-
tion by the compiler permits execution across the SSPs of an MSP on
a block of code. In this paper, we analyze overall impact of loop-level
compiler optimization on a scientific application called Parallel Ocean
Program (POP). POP has been extensively optimized for X1 by instru-
menting the code using X1 compiler directives. We compare and contrast
automatic and manual optimization schemes available on X1 and ana-
lyze their impact on the code performance and scalability. Our results
show that the addition of compiler directives increases the average vec-
tor length, thereby improving the single node performance significantly.
However, this code scales at a slower rate as the local workload volume
decreases and the communication costs increase.

1 Introduction

Modern vector computers like Japan’s Earth Simulator and the Cray X1 com-
bine the vector processing architecture and Massively Parallel Processing (MPP)
in a single system design [5, 9]. They provide a very high memory bandwidth,
which is key to realizing a high percentage of theoretical peak performance. The
basic building block of the Cray X1 is the 12.8 GFlops multi-streaming processor
(MSP) [1]. Each MSP is comprised of four single-streaming processors (SSPs).
An SSP has two 32-stage 64-bit floating-point vector units and one 2-way super-
scalar unit. The SSP uses two clock frequencies, 800 MHz for the vector units
and 400 MHz for the scalar unit. Each MSP has a MByte E-cache. Cray X1 sys-
tems implement Cray’s new vector instruction set architecture, which support
decoupled scalar and vector execution for maximum performance. The Cray
X1 compiler automatically optimizes a loop for the eight vector units within
an MSP [6]. It multistreams a long vectorized loop or unvectorized outer loop.
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With aggressive compiler optimization flags, the Cray X1 compiler carries out a
number loop transformations, which are presented in this paper.

We conducted experiments on a 512 MSP Cray X1 system at the Oak Ridge
National Laboratory using a complete scientific application called Parallel Ocean
Program. Several performance critical loops have been manually vectorized in
the code [14] using compiler directives and dummy loop indices. We compare
and contrast the code optimization strategies, in particular multistreaming and
vectorization, and measure their impact on the overall performance of the ap-
plication code. We also capture, using a hardware performance counter utility
from Cray called pat hwpc [7], detailed execution characteristics for complete
application runs.

The layout of the paper is as follows: Section 2 presents the Cray X1 node ar-
chitecture. Section 3 outlines various loop transformation schemes and compiler
directives that exploit the MSP architecture. Section 4 provides a brief descrip-
tion of the scientific application. Section 5 details the experimental setup. Results
are presented in section 6 and section 7 concludes the research.

2 Processing Node Architecture

The Cray X1 has a hierarchical processing node, memory and interconnection
network design [1]. A processing node is composed of four multistreaming pro-
cessors (MSPs), 16 GBytes of globally shared local memory, and an inter-MSP
communication network. Local memory latency is the same for all processors
within a single node and it is accessible by all processors on the node, processors
on the other nodes and all I/O devices. Total peak local memory bandwidth for
one node is 204.8 GBps, which also supports network traffic and I/O. Intercon-
nect design and programming models for the X1 are described in [5].

Figure 1 shows the design blocks of an MSP. Each of the four SSP contain two
vector units and one scalar unit. The X1 provides a large set of registers to reduce
the number of memory accesses, reduce register spills, eliminate write-after-
read dependencies and hide memory latency. The register set includes thirty-two
64-bit vector registers, 8 vector mask registers, 64 scalar registers, 64 address

SSP0

Scalar with cache

Vector
pipe

Vector
pipe

Scalar with cache Scalar with cache Scalar with cache

Vector Vector Vector Vector
pipe pipe pipe pipe pipe pipe

Vector Vector

Cache Cache Cache Cache

SSP3 SSP2 SSP1

Fig. 1. Cray X1 multi-streaming processor architecture
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registers, 8 control registers, a bit-matrix multiply register and a vector carry
register [12].

There are three forms of cache in the X1 system. Each SSP has a 16KB
scalar data cache and a 16 KB instruction cache, while each MSP has a 2MB
instruction and data cache (E-cache) that is shared by the four SSPs within an
MSP. Processors cache data from their local node modules only; references to
memory on other node modules are not cached locally. In addition, the 32 KB
of vector register space effectively functions as the lowest level of the processor
data cache, similar to the L1 cache found on the microprocessor-based systems.

3 Vectorization and Multistreaming

Compiler vectorization provides loop-level parallelization of operations and uses
the vector processing hardware: execution pipes, load buffers and functional
unit groups. At the SSP level, vector instructions allow a large number of Single
Instruction Multiple Data (SIMD) operations to execute in a pipeline fashion
thereby tolerating memory latency and allowing for high sustained performance.
MSP parallelism is achieved by distributing loop iterations across each of the
four SSPs, which is referred as multistreaming. Vectorization and multistreaming
can be intermixed, and multistreaming often extends outside the loop boundary.
Figure 2 shows vectorization of a do loop with multistreaming. Individual iter-
ations of a loop can be distributed over the four SSPs such that four 2-vector
units of an SSP work together as a large single vector unit and can achieve an
average vector length of 64.

j=4

do j=1,4

       work (i,j)
    end do
end do

    do i=1,8

VEC(work)

j=1

SSP3

VEC(work) VEC(work) VEC(work)

SSP0SSP1SSP2

j=2 j=3

Fig. 2. Multistreaming and vectorization of a nested loop

3.1 Loop Transformations

Presently, compilers offer a number of loop transformations [2, 3], many by de-
fault, on almost all modern processor architectures. Similarly, there are a num-
ber of flags in the Cray compilers that allow for different levels of vector and
multistreaming optimization [11]. For instance, -O vector3 gives the compiler
maximum freedom to vectorize loops, while the -O stream3 allows for maxi-
mum multistreaming. Further, -O aggress option can optimize large loops. In
addition, compiler directives can be embedded manually in the code. Here we
briefly describe the Cray X1 compiler’s loop transformations that exploit the
multistreaming vector architecture. This includes loop interchange, collapsing,
unwinding and loop fusion.
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Loop Interchange. Compiler attempts to automatically interchange loops to
maximize cache and vector register reuse and to reduce memory bandwidth
usage. In the example below, the i elements of vector array a can be loaded
before the j loop and i elements of vector array a(i) can be stored after the
inner loop. After the loop interchange, the completely vectorized inner loop has
no array a load and store.

before: after:
do j = 1,m do i = 1,n
do i = 1,n do j = 1,m

a(i) = a(i)+b(i,j) a(i) = a(i)+b(i,j)
end do end do

end do end do

Collapsing. The loop collapse schemes result in an increase in vector length and
multistreaming and a reduction in loop overheads. Loop overheads are reduced
by replacing a nested loop by a single loop.

Loop Fusion. In Fortran array syntax, every statement is considered a loop.
Loop fusion minimizes loop overhead and maximizes register use. For example,
array initialization a=0; b=0 is fused and vectorized.

3.2 Code Instrumentation

Compiler directives are extensively used in the POP code [14]. Cray compilers of-
fer a number of compiler directives for a range of compiler-directed optimization
including vectorization and tasking directives, streaming directives and MSP op-
timization directives. For instance, a compiler directive can inform the compiler
that a given loop can be collapsed (e.g. by inserting !CDIR COLLPASE before the
loop). Likewise, other directives can indicate that it is safe to completely un-
roll, vectorize or inline a loop. Typically, during the code optimization process,
a programmer generates the loopmark listing and identifies the optimized and
unoptimized loops. A sample loopmark output is listed below:

ftn-6204 ftn: VECTOR File = file.f, Line = 625
A loop starting at line 625 was vectorized.

ftn-6601 ftn: STREAM File = file.f, Line = 625
A loop starting at line 625 was multi-streamed.

ftn-6004 ftn: SCALAR File = file.f, Line = 627
A loop starting at line 627 was fused with the loop starting at
line 625.

ftn-6289 ftn: VECTOR File = file.f, Line = 639
A loop starting at line 639 was not vectorized because a
recurrence was found on "TEMP" between lines 641 and 647.

Compiler directives can then be used, if due to some ambiguous data depen-
dencies, the compiler is unable to transform or vectorize a loop. Given this
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information the compiler can generate highly optimized code. In addition to
compiler directives, dummy loops can be inserted. This is particularly useful for
loop vectorization in Fortran code, which uses a verbose representation for array
assignment operations.

4 Application

Cray X1 optimization strategies have been reported for a set of synthetic bench-
marks [8]. In this paper, we conduct performance and scaling analysis of a sci-
entific application called Parallel Ocean Program (POP), which was developed
at the Los Alamos National Laboratory [13]. This code has been ported to a
number of high-end supercomputing systems including two mainstream vector
supercomputers: Japan’s Earth Simulator and the Cray X1. A comparative per-
formance study of POP on vector computers is presented in [4].

POP code is synchronous, and except for the infrequent I/O operations fol-
lows a Single Program Multiple Data (SPMD) programming paradigm. The code
executes in a time-step fashion with the number of time steps specified in an in-
put script file. There are two main processes in a POP time-step: baroclinic and
barotropic. Baroclinic requires only point-to-point communication and is highly
parallelizable. Barotropic contains a conjugate gradient solver, which requires
global reduction operations. Moreover, the discretized POP grid is mapped and
distributed evenly on a logical, two-dimensional processor grid [14].

Inter-processor communication in POP is performed via the Message Passing
Interface (MPI) protocol. The exception is the conjugate gradient solver, which
is implemented in Co-array Fortran [10] in order to reduce the communication
requirement of this typically expensive component. Co-Array Fortran is a small
set of extensions to Fortran 95 for SPMD parallel processing. It offers new set
of rules for work distribution and data distribution within a program. POP
optimization on Cray X1 are detailed in [14].

5 Experiments

For the performance evaluation experiments, the POP code is compiled with the
options listed in table 1.

Additionally, using the -rm flag the compiler generates the loopmark listing,
which identifies and explains optimization performed by the compiler on a given
loop. The results reported in this paper are gathered from the loopmark files. In
most cases a number of techniques identified in the paper have been applied to a
single loop. For instance, a single loop can be collapsed, unrolled and vectorized
by the compiler. Likewise, a compiler directive can result in a combination of
loop transformations.

It is worth noting here that in a parallel code, a compiler hint or a directive
should take into account the scaling effect of a given loop or loop indices. In an
SPMD program like POP, often loop iterations and memory access operations
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Table 1. Loop optimization applied to the POP application

Optimization Description
default equivalent to -O2

-O3,aggress compiler aggressively optimize large loops
-Ovector3,aggress aggressively vectorize loops
-Ovector3,stream3 maximum freedom to vectorize and multistream
Code instrumentation as explained in [14]

are divided and distributed according to the size of the logical processor grid
i.e. the two-dimensional MPI processor grid. The number of processor in x and
y directions are specified at compile time in POP code. The number of simu-
lated time steps in POP is controlled via nstep parameter. Scaling experiments
are conducted for a fixed problem size, with a fixed nstep and by varying the
number of processors in the x and y directions. Cray’s pat hwpc tool is used for
calculating the runtime and average vector length.

6 Results

Table 2 shows the different loop optimization counts using the optimization listed
in table 1. The table 2 also lists the runtime, percentage of vector instructions
and average vector length, which has been collected by the pat hwpc tool. The
hand-coded version has a large number of single vector iterations and fused
loops compared to the code that is generated by the Cray Fortran compiler
without the compiler directives. As a result a larger fraction of instructions are
executed by the vector processing units. An optimal utilization of the vector
resources is translated in an increased average vector length. At the same time,
compiler optimized code has a large number of unwounded loops compared to the
hand-coded version. There is only a slight variation between different variants
of compiler optimization.

Table 2. Number of individual loop transformations with different optimization
schemes, pat hwpc statistics and their impact on a single node performance

Optimization Run-
time
(sec)

Average
Vector
Length

%Vector
Instruc-
tions

Vector
loops

Multi-
streamed
loops

Single
Vector
Itera-
tions

Collap-
sed
loops

Un-
wounded
loops

default (O2) 254.32 37.243 93.06 1291 1243 76 34 192
O3,aggress 255.17 37.273 93.61 1329 1243 76 32 200
vector3,aggress 254.89 37.273 93.61 1329 1222 76 34 200
vector3,stream3 255.14 37.273 93.61 1329 1243 76 34 200
Instrumented 40.34 60.58 99.95 1306 1248 282 70 52
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Fig. 3. Parallel efficiency

We also analyzed the scaling behavior of the code. For these fixed problem
size experiments, increasing the number of processors did not significantly im-
prove the performance in the instrumented code. Figure 3 shows the runtime
values for the POP code generated: (1) with compiler-only optimization, (2)
with compiler directives and (3) with compiler directives and co-array Fortran.
We also compared the average vector length across different runs (shown in fig-
ure 4), which is an indirect measure of how effectively the vector resources are
exploited. We note that the vector length first decreases with the decrease in
local POP grid dimension and then stabilizes. We attribute this behavior to the
vertical dimension k of the POP grid. (i x j) POP grid points scale with the
underlying processor grid. The vertical k dimension is mapped across all proces-
sors and its value remains constant. That is why we do not observe a gradual
drop in vector length by increasing the number of processors. Furthermore, the
co-array Fortran optimization, which replaces the frequent MPI communication
routines in the POP code result in the efficient execution and scaling of the code.
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7 Conclusions

The Cray X1 design embodies advanced vector and superscalar concepts and it
is highly optimized for floating-point intensive scientific calculations. We studied
the loop vectorization and multistreaming strategies of the Cray X1 supercom-
puter and quantitatively evaluated their impact on the performance of a scien-
tific application called POP. Furthermore, we analyze the scaling of single node
loop optimization strategies, particularly code instrumentation strategies that
involve adding compiler directives and dummy loop indices. We demonstrated
that the single node performance of the instrumented code far exceeds that of
the code which relies exclusively on the compiler for optimization, even when
the most aggressive optimization flags are specified. At the same time however,
for a fixed problem size, POP scales at a slower rate, as the local workload vol-
ume decreases. Hence, for larger problem sizes, the instrumented POP code is
likely to more efficient than the code generated with aggressive compiler opti-
mization.
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Abstract. In the next five years, the number of processors in high-end
systems for scientific computing is expected to rise to tens and even
hundreds of thousands. For example, the IBM BlueGene/L can have up
to 128,000 processors and the delivery of the first system is scheduled
for 2005. Existing deficiencies in scalability and fault-tolerance of sci-
entific applications need to be addressed soon. If the number of pro-
cessors grows by a magnitude and efficiency drops by a magnitude,
the overall effective computing performance stays the same. Further-
more, the mean time to interrupt of high-end computer systems de-
creases with scale and complexity. In a 100,000-processor system, fail-
ures may occur every couple of minutes and traditional checkpointing
may no longer be feasible. With this paper, we summarize our recent re-
search in super-scalable algorithms for computing on 100,000 processors.
We introduce the algorithm properties of scale invariance and natural
fault tolerance, and discuss how they can be applied to two different
classes of algorithms. We also describe a super-scalable diskless check-
pointing algorithm for problems that can’t be transformed into a super-
scalable variant, or where other solutions are more efficient. Finally, a
100,000-processor simulator is presented as a platform for testing and
experimentation.

1 Introduction

Today’s top supercomputers are able to deliver several tens of TeraFLOPS of
sustained performance for computational scientific research in areas like climate
modeling, fusion energy and nanotechnology. If the steady increase in computing
power stays on the track of Moore’s Law, by 2010 the largest supercomputers
in the world will be in the PetaFLOPS range. This trend is not solely based on
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improvements of individual processors, but also aided by ever-increasing paral-
lelism. Currently, these systems scale for up to 10,000 processors. In the next
five years the number of processors is expected to rise to tens and even hundreds
of thousands. For example, the IBM BlueGene/L [1, 2] will have up to 128,000
low-powered processors shipped in densely populated compute nodes. The first
BlueGene/L system will be delivered in 2005. A prototype at IBM recently
achieved a maximal LINPACK performance of 70 TeraFLOPS and currently
holds the top spot in the Top 500 list of supercomputers.

Experiences with existing 10,000-processor machines show that the efficiency
of scientific applications can be as low as 1%, which is equal to fully utilizing
only 100 processors. Amdahl’s Law shows how efficiency can drop off as the
number of processors increases. If the number of processors grows by a magni-
tude and efficiency drops by a magnitude, the overall effective computing per-
formance stays the same. Furthermore, the mean time to interrupt (MTTI)
decreases with system scale and complexity. While reliability of individual com-
ponents, such as network and storage, can be improved by redundancy, the
number of system software issues increases due to complexity. Some of today’s
major supercomputing centers have already scheduled downtimes and unsched-
uled outages about every 40 hours. In a 100,000-processor machine, such sys-
tem interrupts may occur as often as every couple of minutes. Network bottle-
necks and latencies will make frequent coordinated checkpointing (once every
hour) of applications, for fault-tolerance, almost impossible. Even with tradi-
tional checkpointing, it does not make sense to restart 99,999 processors be-
cause one failed! Finally, at some point the MTTI is going to exceed the time to
restart.

In this paper, we summarize our recent research in super-scalable algorithms
for high-end scientific computing on extreme-scale systems with 100,000 pro-
cessors. First, we introduce the algorithmic properties of scale invariance and
natural fault tolerance, and then we discuss how they can be applied to two
different classes of algorithms. We also describe a super-scalable diskless check-
pointing algorithm for problems that cannot be transformed into a super-scalable
variant, or where other solutions are more efficient. We continue with a short
description of our efforts in developing a 100,000-processor simulator as a plat-
form for testing and experimentation. Finally, we close with a brief summary of
the work and possible future directions.

2 Super-Scalable Algorithms

High-end computing on 100,000-processor systems requires fundamental rethink-
ing of how algorithms can efficiently utilize such an enormous amount of proces-
sors. There are two major issues that need to be considered. The first is Amdahl’s
Law, and the need to reduce the serial fraction to a point where reasonable ef-
ficiency can be achieved. The second is the high probability of failures, and the
need to survive in a way that does not involve global operations. In order to
address these problems, we have established a foundation for a new class of al-



Super-Scalable Algorithms for Computing on 100,000 Processors 315

gorithms called super-scalable algorithms [3] that have the properties of scale
invariance and natural fault tolerance.

Scale invariance means that the individual tasks in a larger parallel job have
a fixed maximum number of other tasks they communicate with, independent of
the total number in the application. For example, a finite difference algorithm has
a constant number of neighbor tasks defined by its stencil, which is independent
of the total number of tasks in the problem. Another example is a binary tree
communication infrastructure, where each node is only connected to three other
nodes. With scale invariance, individual tasks do not have to be concerned about
failures throughout the system unless these failures happen to affect one of their
neighbors. Conversely, dynamically adding replacement or additional tasks can
be ignored by tasks not communicating with these new tasks.

However, scale invariance alone does not guarantee high efficiency of applica-
tions on 100,000-processor computing systems. The serial fraction of a parallel
algorithm does not solely depend on the communication footprint, but also on
hardware factors, such as I/O latencies and cache misses, that can quickly drive
efficiency down even if the best-known algorithms are being used.

Scale invariance does not provide fault tolerance, but it enables isolation of
the failure. However, most parallel algorithms designed today will deadlock, or
worse, calculate the wrong answer, if one or more tasks fail. Fault tolerance needs
to be handled locally by “self-healing” or natural fault tolerance.

Natural fault tolerance is the ability to tolerate failures through the math-
ematical properties of the algorithm itself, without requiring notification or re-
covery. It is not that the calculations are taken over by other tasks, but rather
that the nature of the algorithm includes natural compensation for the lost in-
formation. For example, an iterative algorithm may require more iterations to
converge, but it still converges despite lost information [4].

The maximum number of tasks that can fail, yet still obtain the correct
answer, is problem dependent and still an open research question. We assume
that the actual number of tasks lost during an application run will be a small
fraction of the overall number of tasks. We based our research on the assumption
that up to 100 out of 100,000 tasks may fail, which is only 0.1%. However, the
time-to-solution increases dramatically when using traditional checkpointing or
message logging schemes due to the large amount of processors involved and
the centralized nature of existing solutions. We discuss a peer-to-peer diskless
checkpointing alternative later in this paper.

Scale invariance and natural fault tolerance are rather restrictive require-
ments on algorithms, and when we began our research it was not clear that
anything other than the most trivial applications, using the bag-of-tasks pro-
gramming paradigm, would be able to meet these definitions. Such applications
are (to a certain extend) scale invariant, because each task communicates only
to send back its answer. They have fault tolerance, because tasks are farmed out
and can be easily replaced. Task farming with on-the-fly fault tolerance by task
replacement is a widely used technique today. Examples are SETI@HOME [5]
and Condor [6, 7].
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In the following sections, we will describe solutions for two different non-
trivial classes of super-scalable algorithms. The first is where the problem can
be formulated as some function of a local volume, such as for finite difference
and finite element applications. The second is where the problem requires global
information, like in global minimum or maximum searches, that are often used
to determine if an iterative algorithm has converged.

2.1 Local Information

Parallel applications where individual tasks only require information from a lo-
cal region include finite difference and finite element solutions to differential
equations. We combined two ideas, chaotic relaxation [8, 9] and meshless meth-
ods [10], to demonstrate that both super-scalable algorithm requirements, scale
invariance and natural fault tolerance, can be achieved.

In a meshless finite difference algorithm with chaotic relaxation, each data
point in the solution space is assigned to an independent task that asynchronously
receives update messages from its neighbors, calculates its own value and sends
update messages back to its neighbors. The programming model is similar to
active messaging [11], but could be coded using PVM [12] or MPI [13].

We use a coordinate in a virtual space to identify each task. This virtual space
may coincide with the solution space, for example in a 2-D Poisson problem.
Based on the coordinate, we can form nearest neighbor as well as random peer-
to-peer networks to experiment with the algorithm. Each message contains the
sender coordinates, so that necessary metrics, such as distance, can be calculated
at runtime. Update messages additionally contain the value of the sending task.
The update processing routine reflects the mathematical definition of the task
and its relation to its neighboring tasks, which in the case of the 2-D Poisson
problem is an average of the surrounding values with a distance bias.

Early investigations in the 1970’s showed that chaotic relaxation has quite
restrictive convergence properties, which is the main reason why it never became
popular. However, for 100,000-processor systems it may be time to once again
look at this iteration-free method. When failures and failure recovery are factored
into the solution time, chaotic relaxation has some attractive recovery properties.
The tasks that communicate with a failed task can do recovery independently
and locally. Furthermore, the information lost by a failed task does not need to
be recovered. The calculations can be formulated to proceed and converge to the
solution despite failures.

We experimented with super-scalable finite difference algorithms and ob-
served that simple problems, such as 2-D Poisson, converged despite 100 random
failures across the machine. However, multiple failures of neighboring tasks, sim-
ilar to multi-processor node failures, could cause the error of the solution to be
significantly higher. However, this can be avoided if the virtual space is not di-
rectly mapped to the physical location of processors. Furthermore, connecting
tasks randomly can decrease the overall convergence time.

We also experimented with asynchronous multi-grid variants based on the
above ideas and this approach also tolerated failures. However, a master that con-
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trolled the “V” and “W” cycles was necessary, since the mathematical model of
chaotic relaxation between different levels is not yet well understood at this time.

2.2 Global Information

Parallel algorithms where individual tasks require global information include
global maximum searches, such as are often used to determine if an iterative
algorithm has converged. First, the global maximum needs to be found among
the values of all tasks. Then this value needs to be broadcast to all other tasks.

This is a graph problem that can be solved by creating a logical interconnect
topology with the property of high probability message delivery despite failures,
and that maintains efficient scale invariance to a low degree.

We conducted experiments with different network architectures, such as near-
est neighbor, random, mesh and fully connected. We also implemented a broad-
cast algorithm. Both algorithms, global maximum search and broadcast, worked
very well under various failure conditions.

A serious challenge for the global information algorithms, as well as for the
finite difference, is algorithm termination. How does each task know when the
complete system is stable and all tasks have the correct answer? Only the ob-
serving user knows that there are no messages on the network any more and that
the system has converged. A global convergence test can solve this problem, but
it needs to be either super-scalable or occur very infrequently.

3 Peer-to-Peer Diskless Checkpointing

Problems that cannot be transformed into a super-scalable variant, or where
other existing solutions are more efficient, still need to deal with the expected
MTTI of 100,000-processor systems.

To address this, we have developed a super-scalable replication technique
based on peer-to-peer diskless checkpointing [14], which equips scientific appli-
cations with a self-healing capability for fault-tolerance. We assume that on
BlueGene/L like systems local disk storage will no longer be available, due to
the associated costs, failure sensitivity and maintenance.

In peer-to-peer diskless checkpointing, every task replicates its own local
application state to a set of neighboring tasks using an encoding, such as RAID.
The neighbor tasks themselves also replicate their own local application state,
each to different sets of neighbor tasks. A scalable peer-to-peer infrastructure of
checkpointing tasks is formed with local separation of current application state
and multiple redundant backups. The amount of additional information each
task needs to hold in its memory is dependent only on the encoding algorithm
and on the number of neighbors involved in the replication of the state of one
task, i.e. the system-wide degree of fault-tolerance.

The set of neighbor tasks may be derived from the network infrastructure or
application algorithm. However, the probability of a failure involving physical
neighbors, e.g. multi-processor node failures, may be greater than the probabil-
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ity of a failure involving a set of random or far away neighbors. The physical
neighborhood of a task may also change in the case of a restart.

Synchronization of individual checkpoints is not necessary if tasks do not com-
municate with each other at all or if they do not communicate between synchro-
nizing checkpoints. The traditional global snapshot method, using a barrier, can
be used to synchronously checkpoint all tasks at once. Localized asynchronous
checkpointing requires additional message logging to make sure that a consistent
application state is being saved. We discussed advantages and disadvantages of
both approaches in an earlier paper [14].

In the case of a failure, all surviving tasks roll back to their last checkpoint
using a locally maintained copy or the remote backup in the neighboring tasks.
All failed tasks are replaced using their last checkpoint from their neighboring
tasks. An area of future research would be to identify surviving tasks that do not
need to roll back if they are not directly dependent on the failed ones. Further-
more, a localized replay of the message log can eliminate the rollback of surviving
tasks all together for a certain set of deterministic scientific applications. While
centralized and partially localized rollback strategies and message log replay so-
lutions [15, 16] exist, they currently do not scale to 100,000 processors. Initial
work [17] has been done recently to address this issue.

Our experience with peer-to-peer diskless checkpointing shows that it can
provide super-scalable self-healing capability for algorithms, such as FFT, where
every single task holds important information for calculating the correct result.
However, checkpointing and recovery scenarios can generally be very complex,
especially when using localized asynchronous mechanisms. Furthermore, an ap-
plication run still fails if the number of simultaneous failures of neighboring tasks
is greater than the system-wide degree of fault-tolerance.

4 100,000-Processor Simulator

While the theoretical analysis of super-scalable algorithms gave us some insight
into convergence properties and the probability of achieving the right answer,
there is a lot of practical analysis data that can only be acquired by testing the
algorithms using a variety of different failure situations.

A 100,000-processor machine was not available at the time of this work,
the IBM BlueGene/L still under development, and software emulation frame-
works, such Charm++ [18], did not reached the necessary scale. Therefore, we
developed a simulator (Figure 1) that is able to run hundreds of thousands
of tasks and supports rapid prototyping. It is designed to test algorithms at
very high scale and provide a platform to develop fault-tolerant applications.
It is instrumented to mimic different failure modes, but it does not provide
performance estimates or analysis of the applications for a particular machine
architecture.

The simulator can handle modules written in multiple languages and runs
on different operating systems, e.g. Linux and Windows. It is implemented in
Java, but also supports C and Fortran using the Java Native Interface. The
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Fig. 1. User Interface to the Simulator

number of nodes that can be simulated depends on the size of the application
being simulated and the power of the hardware the simulator is running on. The
simulator is itself a parallel application and can run across a Linux cluster. On
a 2 GHz Windows laptop we have simulated 10,000 nodes for a small applica-
tion. Using a 32 processor, large-memory Linux cluster we have simulated half
a million nodes running the super-scalable algorithms described earlier in this
paper.

The simulated network topology, such as nearest neighbor, mesh, torus and
random, can be configured before running an application. The simulator has
a number of built in failure modes that the user can specify. It allows the
killing of a selected node, block of nodes or a random percentage of nodes in
a specified region. The failures are interactively initiated, i.e. the user clicks
on a node and kills it, or selects a region and 1% of the nodes in this region
die.

5 Conclusions

In this paper we have summarized our recent research at the Oak Ridge National
Laboratory in super-scalable algorithms for high-end scientific computing on
extreme-scale supercomputer systems with 100,000 processors. We presented the
notion of a new class of algorithms called super-scalable algorithms that have
the properties of scale invariance and natural fault tolerance. These properties
allow scientific algorithms to scale to hundreds of thousands of processors, while
maintaining efficiency and fault-tolerance.
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We described solutions for two classes of super-scalable algorithms. In the
first, the problem can be formulated as some function of a local volume, such as
for finite difference applications. In the second, the problem requires global infor-
mation, like in global maximum searches. We also developed a self-healing FFT
based on peer-to-peer diskless checkpointing. Finally, we developed a software
simulator that is able to run an enormous number of tasks.

Future research needs to be conducted to further develop appropriate pro-
gramming models for 100,000-processor machines. Furthermore, scientists will
need to rethink the mathematical models used in today’s applications to better
support the development of super-scalable solutions based on scale invariance
and natural fault tolerance.
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Abstract. This paper presents “gRpas”, a tool written in Java and
designed to help analyzing test results from scientific computing appli-
cations. “gRpas” stands for “gather Results / plot, analyze, and store”.
As one of its main features, the tool is easy to interface with the user
program. Furthermore it provides for one click data filtering and plot
generation, effective graphical display of program output, and statistical
report generation on algorithm results and performance. gRpas also has
built-in functionality for comparison testing between two or more algo-
rithms or algorithm versions. We will present examples of its use with
parallel multivariate integration routines. However, its target applica-
tions cover a wide class of scientific computing programs.

1 Introduction

Software applications in general and scientific computing programs in particular
can be seen as multidimensional functions: f : Rn → Rm. A program can take
an n-variate input, and generate an m-variate output. To analyze the program
behavior, the investigator selects a set of input values and compares the output
with results obtained using a different method. The complexity of evaluating the
program arises through a number of factors including: the problem to be solved
and its parameters, the algorithm used and its parameters, random factors, total
number of processors involved, etc.

For a given problem, some algorithms perform better than others, while for
a given algorithm some problems will be solved more efficiently. Efficiency re-
lated results are generally affected by the problem parameters and the algorithm
parameters.

The random factor is related to the fact that some algorithms require a set
of random values. Ideally, the outcome must not depend on the random values;
however this is not always the case. By repeating the same test a number of
times, the developer is able to see if the output of the algorithm tends to the
same value.

The number of processors involved can complicate the analysis. On the one
hand, for each processor, the developer must monitor a number of efficiency
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related parameters; on the other hand, a disturbance of the distributed environ-
ment (such as in sharing bandwidth with another program) can possibly affect
the outcome, introducing a random factor.

For those problems for which there are no proved solutions (either because
they are too hard and require approximations - as for NP complete problems,
or because they involve too many extra conditions - as the parallel processing,
adaptive numerical integration, etc.), the development cycle often iterates as
follows:

a) find a new algorithm (or start from a current version);
b) perform a set of tests;
c) based on results analysis improve the algorithm.

For the later stages, some common questions are: How much testing must be
done to obtain significant results? Is the new algorithm better and how much
better? Despite the fact that there are no practical limits on the amount of data
that can be collected from the tests, it is desired to perform as few tests as
possible (to save CPU cycles, or decrease development time).

Tests are usually automated by varying one input parameter while keeping
the others constant. If, for the ith parameter, ki different values are tested, then
a problem with n input parameters and m output values generates m

∏
1≤i≤n ki

numbers to analyze.
Often, to evaluate improvements, the same set of tests are performed for

different versions. In [1], Hooker mentions two types of algorithm comparisons:
(i) competitive testing, and (ii) controlled experimentation. Competitive testing
is more suitable for development, and tells which algorithm is faster but not why,
whereas controlled experimentation is suitable for research and gives insight on
how the code behaves under certain conditions. We can relate this classification
with the following: (i) compare results from two or more versions. (ii) compare
results from the same algorithm version;

For comparing algorithms in (i), it is indicated to examine the difference
in result vectors from different algorithms for corresponding input parameters.
There is often a trade-off between the amount of work done and the quality of the
result. Algorithm A may be pessimistic and B more optimistic, so that requesting
less accuracy from A may lead to results equivalent to B’s. The performance
profiles technique of [4] accounts for this characteristic in the comparison of A
and B.

In (ii), the algorithm may be tested with respect to the influence of random
factors, either due to the environment or a random component in the algorithm
(such as through the use of random numbers). The difference between the (sam-
ple) result vectors in m-space is significant to measure performance dependence
on the random factor(s). Their distance can be accounted for by using the mean
and variance with respect to some or all of the output components.

Performance measures to test algorithm behavior as a function of varying
input parameters are problem related. For example, “result” and “estimated
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error” output parameters can be analyzed as a function of input “tolerated
error” by comparing the actual error (if known) and estimated error to the
level tolerated. The situation is complicated by the fact that the dependence
on different input parameters may be correlated, such as that of “actual error”
on “tolerated error” and “allowed number of iterations”. As another example,
various scalability measures (as a function of the number of processors used) are
discussed in [5].

Another issue to take into account is the stability of the algorithm. An unsta-
ble algorithm may cause a large change in results for a small change in the input
parameters, or, magnify the small errors from earlier computation stages until
the result deviates completely from the true answer. Examples can be found in
recurrence relations, like in computing the power of φ = − 1

2 (
√

5 + 1) using the
recursive formula φn+1 = φn−1 − φn. Solving Fredholm equations of the first
kind also belongs to this category [6].

In this paper we introduce the gRpas tool, designed to help analyze test
results from scientific computing applications. The idea was originally motivated
by applications in numerical integration. Section 2 below outlines the numerical
integration framework that lead to the development of gRpas. Section 3 presents
the tool’s main characteristics, and Section 4 concludes the paper.

2 Testing Numerical Integration Algorithms

The two main ingredients of a numerical integration problem are: I(α) the inte-
gral, and M(β) the integration method, where α and β are various parameters.
We denote by Ij a problem I(αj) and Mk a method M(βk). We consider the in-
tegrand function, integration region, requested accuracy and maximum number
of function evaluations as part of the integration parameters α. A few examples
of integration methods are: adaptive, Monte Carlo and quasi-Monte Carlo meth-
ods. Various cubature rules that can be used at the basis of adaptive multivariate
integration methods are listed in [2].

A major issue in numerical integration is that often we don’t know the charac-
teristics of the integrand function. In general, we don’t have answers to questions
like: are there any singularities, how steep are they and where are they located?

We denote with Mo
j the best algorithm that solves Ij , that is, the algorithm

with the best convergence. Let C(I, M) be the cost of solving I using algorithm
M , expressed in an appropriate measurement unit (e.g., number of function
evaluations performed).

Given M , it is our goal to develop a set of tests to:

a) find βk such that on the average over all Ij , C(I, M) is minimum. - Since it is
impossible to handle all Ij , we need to determine a suitable test set for which we
require that on the average C(I, M) is minimized. Alternatively we may require
that M(βk) = Mo

j for Ij in the test set. Or, we may just want to extract as
much information as possible about the algorithm behavior.
b) compare Mk with other algorithms for the entire test space.
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3 gRpas Tool

gRpas [7] is a small application designed to help analyze results from scientific
applications. Its main features are listed bellow.

3.1 Flexible Application Interface

For inter-operability and flexibility, all data is stored in an XML like format. For
each input/output parameter, the user specifies a set of attributes: name, type,
and tag. These are stored in a type repository and are used by the GUI module
and re-used for similar tests. All results, along with input parameters, are stored
in a tagged format.

3.2 Option for Filtering or Combining Results

Tests are performed in groups. Usually a set of tests is performed, analyzed and
if there are satisfactory results, another group of tests is performed. If the results
are not as expected, the code is changed and the same set of tests is repeated.
gRpas can combine the results from different groups of tests or can present them
individually. Figure 1 shows the tree structure: applications - versions - tests.
In Figure 2 a Test Set is expanded to show the relation between Individual
Tests and input parameters for an application with 4 parameters: p1, p2, p3, p4,
where p1 gets assigned three values and p2 two. The Test Set is composed of 6
Individual Tests.

Note that although the version can be seen as an algorithm parameter, from
the practical point of view it is better to consider it as a separate entity.

The user can filter certain results across multiple sets of tests for individual
analysis, or can combine multiple tests from multiple sources.

3.3 Flexible User Interface

The application is mainly designed for algorithm comparisons, and is mainly
intended for scientific software developers. The user interface is simple and is

Applications

Versions

Test Sets

Individual Tests ....

.... ....

Fig. 1. Tests Tree Structure
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point-and-click based. This allows for a short learning curve and fast response
to the user. After data is collected, extended plots can be generated. Parameters
defined in the input files can be selected by their names from drop-down menus.
Multiple plots can be drawn in the same window and multiple windows can be
displayed at once.

Figure 3 shows the main user interface. The table in the lower part lists all
the Test Sets performed for a particular version of code (they correspond to the
shaded areas in the Test Sets level in Figure 1). In the rightmost column the
title shows the name of the code version, and the cells show the time when the

Fig. 3. gRpas: multiple plots, multiple window
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Sets were generated. The middle column shows the parameters used in the Set,
and the left column shows the associated name for the Set.

Once the user has selected a Test Set, its parameters are shown in the control
group situated in the right (they correspond to the type of area that is shaded
in the Individual Tests level in Figure 1). This section has a double role: to
show and to select the parameters to be plotted. In the top part the user selects
the Y coordinate from a drop list containing all the output variables, while the
X coordinate is selected from the input parameters with multiple values. Once
the user has selected a parameter set, the plots are displayed in the center-left
area.

The plots in Figure 1 graph results from solving multivariate integration prob-
lems using a quasi-Monte Carlo method with up to 60 processors. The variable
input parameters are: Integrand Function, Number of Processors, and Func-
tion Limit. This particular Set consists of 325 Individual Tests, each repeated
a number of times. On the left, the Run Time is plotted versus the Number of
Processors for all the integrand functions using a different Function evaluation
Limit, whereas on the right the obtained error is plotted. Each plotted point
represents the median of multiple values. The data interval is shown as a closed
segment.

Figure 4 presents two algorithm versions (note an additional column in the
table Set area). The two versions have a number of identical Test Sets: Test s01,
Test s02, Test s05, and Test s06 (which can be identified by the date in the
algorithm version column). The plot shows the differences in the result values.

Fig. 4. gRpas: multiple algorithm plot
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3.4 User Defined Plugins

Extern modules can be linked to gRpas for additional functionality. The user can
pre-process the output before displaying, or can link in a different application.
The plugins must be written in java. The extern modules are called using menus.
For example, Figure 5 shows the effect of applying the scalability plugin: for
each test, the plot shows the inverse of the runtime multiplied with the runtime
of the first test (which corresponds to the sequential run).

3.5 Statistical Reports

As mentioned earlier, the developer is interested in two types of comparisons.
First, for a given algorithm M, what is the value of β such that M(β) gives the
best performance for a set of problems Ij . Second, given two or more algorithms,
which one performs better for the same set of problems.

Most of the time, a simple inspection of the plots gives enough information
to continue analyzing the algorithm or to change it.

To generate more elaborate statistics we have two options, either implement
a small set of functions in java as plugins, or export the data to applications like
Splus or SAS. It is our goal to implement a set of functions that can perform
comparisons at the click of a button.

For further consideration, we envision a new functionality for generating plots
from non-common-parameters tests. Instead of performing Test Sets where some
parameters are fixed while others vary, is possible to generate indicative plots

Fig. 5. gRpas: scalability plugin
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from Tests that don’t share common parameters. In this way it is possible to
reduce the number of performed tests, while increasing the problem investigation
space.

4 Conclusions

In this paper we presented “gRpas”, a tool to help analyze test results for sci-
entific computing applications. Intended to be used for both competitive testing
as well as controlled experimentation, the application has been extensively used
in our parallel numerical integration research. We included samples of its usage
from solving multivariate t-distribution (MVT) problems using a quasi-Monte
Carlo method with up to 60 processors. The “gRpas” application and code is
available for download at [7]. It can also be executed online as an applet at [7].
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Abstract. With increasing number of processors the visualization of
trace data for MPI communication primitives becomes harder due to
many limitations. An automatic analysis of the recorded data should be
able to identify some clues for the optimization of the source code. The
approach presented with this paper is able to divide the communication
time for each communication relationship into a necessary part and the
overhead. We use statistical methods to define a time for each single
communication event that we will accept as the ’usual’ time for this
event. Additional runtime will be considered as overhead. At the end
of this article, the benefits from this method are demonstrated on the
Sweep3D benchmark.

1 Introduction

2005, the supercomputer IBM ’Blue Gene’ will be installed with a processor
count of 131072. The first desktop systems with more than a single processor
are already available for everyone. To use such systems efficiently parallel pro-
grams have to be developed that utilizes all processors. Writing parallel programs
today is commonly done by using one (or both) of the two popular program-
ming paradigms, OpenMP [2] and MPI [4]. This work presents a new approach
for automatic bottleneck detection in MPI programs.

The first section gives an overview on actual approaches in MPI program
analysis. The next sections are dedicated to the motivation and our statistical
approach for finding a maximal communication time. Then we will present some
tests for the practical relevance of these maximal communication times. At the
end of this paper we will show how a profiler using our approach can be used
for automatic performance bottleneck detection in the Sweep3D benchmark.

2 State of the Art in MPI Program Analysis

The question how well a program is scaling with an increasing amount of proces-
sors has driven the development of many tools (see [11], [10], [3] etc.). Recording
all program activities during runtime and an appropriate post-mortem analysis
of the recorded data is still state of the art in parallel program analysis. This is
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due to two main reasons. First of all, in the beginning of an optimization process
one does typically not know where to start. What is needed is a trace of all pro-
gram activities. The outcome of this is at the same time the second reason for the
post-mortem analysis, a huge amount of data. The user himself will not be able
to do any analysis during runtime. An automated analysis will most probably
interfere with the program execution in a way that no meaningful conclusions
can be drawn from these data. Actually there exist several approaches for trace
file compression or removing of redundant information during the trace process
itself ([7],[1]) and during the post-mortem analysis ([8]).

3 Motivation

The aim of this article is to define a value that reflects the maximum execution
time for a MPI function call under ideal conditions. Within our approch we try
to determine, how the data within a sample generated with a repeated execution
of this function are distributed. If those data are distributed like a theoretical
distribution (like a Normal/Gaussian or Exponential distribution) it is possible
to define for example the time that is associated with 99% of this distribution as
the maximum time. First experiments have shown that the data we are looking
at are usually not normally distributed. Instead of this we have seen asymetric
distributions. As a result of this, a simple approach like calculating the mean μ
and variation σ2 and afterwards using the time associated with μ + 3σ would
end up with a maximum execution time without meaning. Because a calculation
that μ + 3σ includes 99.73% of the distribution is only true for the assumption
of a Gaussian distribution.

4 The Statistical Approach

To be able to divide the time t needed for each MPI communication event into
a necessary and a wasted part we will define a time tmax as a maximum time
we want to accept for an execution without overhead. A communication event
is a call of an MPI function of the MPI 1.1 standard that transmits data or
completes one of the non-blocking communication calls [4–p. 41]. The time t
is the execution time a function call needs during the program execution. To
determine tmax we take a sample S = {t1, . . . , tN} with the sample size N of
execution times for a communication event and define the wasted time toh as
follows:

t ≤ tmax → toh = 0
t > tmax → toh = t− tmax

We assume that a sample taken with a synthetic program represents the typi-
cal behavior of the underlying MPI implementation and hardware. The problem
that we have to face is that although each time ti within the sample is taken
by executing the same function with the same parameters those times are not
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identical. They are distributed in a way that differs from machine to machine.
Each time ti can not be smaller than a minimum tmin that is determined by
the MPI implementation and the hardware. It is most likely that none of the
times ti will match tmin exactly. Instead of that each is superimposed with one
or more errors. If we assume an exclusive use of the communication network
we can consider that those errors result from the overlapping execution of pro-
cesses, from the operation system or from the resolution of the timer used for
the measurement. If we assume further on that those processes are activated
periodically and each activation does only influence one measurement they can
be represented by a Poisson distribution. A sum of Poisson distributions is again
a Poisson distribution. If we presume t as

t = tmin + terr, (1)

we can model the distribution of the error terr as a Poisson distribution. During
our experiments we have seen that there are other statistical distributions that
sometimes fit to the error within a sample better than a Poisson distribution.
The upper bound of the error that can be accepted can be fixed by establish-
ing a quantile qmax for the adapted theoretical distribution. With this quantile
(reasonable values are 0.8 ≤ qmax ≤ 1) we are now able to calculate a maximum
error time terr,max. If we assume that min(S) is close to tmin we can define
tmax as

tmax = min(S) + terr,max. (2)

5 Used Models

In this evaluation we have used two theoretical distributions as the base for
the models. The first one is the already mentioned Poisson distribution. The
probability density function

pk =
λk

k!
e−λ, (k = 0, 1, . . .) (3)

with the parameter lambda is fitted to the histogram of the error.
The second used model is the discretization of an originally continuous ex-

ponential distribution. We have seen in our experiments on different computer
architectures that the type of the distribution differs from architecture to archi-
tecture. The observed error is sometimes distributed in a way that is similar to
an exponential distribution. For the discretization of an exponential we will part
the continuous function

f(x) =
{

0 : x < 0
λe−λx : x ≥ 0 (4)

into windows of equal size.
By introducing a window size i in a way that

pk = F ((k + 1) ∗ i)− F (k ∗ i), (5)

where k is the class number we get



Statistical Methods for Automatic Performance Bottleneck Detection 333

Fig. 1. Relationship between the continuous and discrete exponential distribution

pk = e−λki(1− e−λi) (6)

as a discrete exponential distribution. Some connections of the original and the
discretization can be taken from Figure 1.

6 Fitting the Model to the Data

To actually fit a sample to a model we first create a histogram from the sample.
To do this we need to sort the data into windows of a certain size. This window
size should not be smaller than the resolution of the timer used to get the sample.
Now we are able to use the maximum likelihood method

L(x1, . . . , xn; γ) = pf1
1 (γ) ∗ pf2

2 (γ) ∗ . . . ∗ pfr
r (γ), (7)

to fit the model to the data. The result of this process is a set of parameters for
a model.

7 Quality of the Model Fitting

To determine how well a model fits to the distribution the χ2 test is a way to
check the quality of the model fitting in the case of discrete distributions. The χ2

test uses a weighted sum of the square of the difference between the theoretical
frequency and the practical frequency for each class.

χ̂2 =
k∑

i=1

(Bi − Ei)
2

Ei
(8)

If the sum χ̂2 does not exceed an upper limit, we accept the model fitting. This
upper limit can be found in tables in adequate books (for example [12]) or can be
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approximated for those cases that use more than 30 classes. This approximation
is defined as

χ2
ν ≈ ν

(
1− 2

9ν
+ zα

√
2
9ν

)3

, (9)

where ν are the degrees of freedom and zα depends on the selected level of
significance and has to be taken from an adequate table. We always try to fit
each model to the sample and use the model with the lowest χ̂2. If all models
are rejected, there are two choices: generation of a new sample or building a new
model.

To increase the quality of the fitting we can use function (9) as the objective
function for an optimization

min
λ∈R+

∑
i

‖fi − pi(λ)‖. (10)

In this case we can use the parameters we got from the maximum likelihood
method as the start point for the optimization. The optimization itself will result
in slight changes of this parameters and a better fitting of the model in the sense
of the χ2 test.

8 Creating a Complete Profile

One problem that arises while analyzing the MPI related behavior of different
applications at different numbers of processors is that there are a lot of varying
message sizes. It is not necessary to pay attention to each possible single message
size at each possible processor count for each MPI function if the assumptions is
made, that the application will always be analyzed with the same environment
(hardware, MPI library, environment variables) the model has been built in. If
this environment does not change during the model fitting (and the generation
of the program traces later) we are able to define a discrete function

Tf : p, b→ tmax (11)

for each MPI function that uses the number of used processors (p) and the num-
ber of bytes (b) to define the time tmax for this pair (p, b). In order to be able
to evaluate Tf for each possible pair (p, b) we will define Tf for some base points
and interpolate all other points from these. To keep the error introduced by
this technique as low as possible the initial pairs (p, b) have to be chosen care-
fully. Within the BenchIt project [5] we have seen that for those communication
relations the following heuristic will work well for a start:

– Numbers of processors: each power of two and a number in between. (2n and
1.5 ∗ 2n with n = {1, 2, . . .})

– Message size: 1 Byte, 10, 20, . . . , 100, 200, . . . , 1000, and so on up to 4 MB

By using a bilinear interpolation between this base points we are now able to
evaluate Tf for each reasonable pair (p, b).
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9 Profile for a SGI Origin 3800

As a first example, we present the measurements for a subset of what we have
proposed within the last section. We will use just a single processor count and a
single message size to create a profile for a MPI Allreduce() with one integer and
eight processors on a SGI Origin 3800. For a first try, we have taken a sample

Fig. 2. Runtimes for repeated execution of a MPI Allreduce() with one integer and
eight processors on a SGI Origin 3800

of size 3000. This sample is shown in Figure 2. To actually see how large the
sample really needs to be, we have fitted the models to subsets of this sample.
The first subset size we used is 50. This size is increased by 10 (up to 3000).
Each try produces a tmax which is plotted in Figure 3 against the subset size.

Fig. 3. Result of the model fitting for the model with the Poisson distribution plotted
against the sample size

One conclusions from this example and our experiments at all [6] is that
sample sizes around 200 are already enough to fit a model to the data. What we
have seen during the experiments is that the error χ̂2 is sensitive to the sample
size and has always increased with it even when the result tmax is stable.
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10 Application to Sweep3D

As a more practical example for the usefulness we have implemented a profiler
that is able to trace each call of a MPI function back to a source code location.
This source code location is either a source file and the associated line number or
the name of the function that called this MPI function. By using the arguments
applied to the MPI function (mainly the message size s and the execution time
t) and the number of processors participating in a collective MPI function call
it is possible to find the (p,b) pair for each call. Now we can evaluate Tf to
figure out how long this call should have taken at maximum. By adding up toh

for each source code location it is possible to automatically find the source code
locations, where the application is wasting time during communication. These
position will be a good entry point for optimizing the communication behavior.

Table 1. Total communication time in seconds for Sweep3D for different numbers of
processors

numbers of processors 4 8 12 14 21 24 28
communication time 26.79 55.03 73.78 109.42 129.35 124.40 166.10

As an practical example we have chosen the Sweep3D application [9] from
the ASCI benchmark collection. The communication time is mainly claimed by
point to point communication. In Table 2 we see the overhead for those two
lines in the source code in the source file msg_stuff.cpp that need most of the
communication time.

Table 2. Overhead in seconds caused by the two source code lines performing the point
to point communication within the file msg stuff.cpp at different number of processors

Numbers of processors
Line Function 4 8 12 14 21 24 28
311 MPI Send() 5.9508 11.7368 9.3950 12.5326 13.9212 10.0274 12.2072
364 MPI Recv() 18.0278 36.9847 54.6950 85.4923 98.2872 95.7525 129.9080

With this information and the knowledge about the total time spent during
communication (Table 1) we can conclude that there is a late sender/late receiver
problem dominating the communication time with the bigger fraction for the late
sender. By replacing the blocking MPI function calls with non-blocking calls and
one MPI Waitall() we were able to attenuate this problem.

11 Conclusion and Future Work

We have shown that it is possible to use statistical distributions to model the
overhead that occur during a repeated execution of a MPI function. By using
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a fixed quantile of the distribution we are able to define the time each MPI
function call should not exceed. With this information we are able to find the
overhead within communication relations. Mapping this overhead back to the
source code location gives the user clues about good entry points for program
optimization.

Future work will be the an automatic measurement for a complete MPI profile
without the heuristics.
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Abstract. We present a new approach to the automatic generation
of adjoint codes using automatic differentiation by source transforma-
tion. Our method relies on static checkpointing techniques applied to an
extended version of the program’s call graph. A code template is pro-
vided to implement a control structure governing the execution of the
adjoint and augmented forward versions of each subroutine in the pro-
gram. These code variants are generated automatically by algorithms
that are independent of the programming language of the original code.
The major advantage of this new approach is its flexibility with respect
to various reversal schemes.

1 Context and Outline

This paper discusses novel algorithmic choices made in the context of the ongoing
work on OpenAD (see www.mcs.anl.gov/OpenAD) – a software tool for the auto-
matic generation of adjoint codes. OpenAD is being developed as part of the Ad-
joint Compiler Technology and Standards (ACTS, see www.autodiff.org/ACTS)
project. The main application of this tool within the ACTS project is the MIT
General Circulation Model (MITgcm, see mitgcm.org).

The structure of the paper is as follows. In Section 2 we discuss the basics
of adjoint code construction and present an example for an adjoint code at the
level of single subroutines. Two static call graph reversal modes are explained in
Section 3. In Section 4 we consider a new approach to the generation of adjoint
code based on code templates. A successful application of the new method is
presented in Section 5.
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2 Introduction

Inverse methods [1] play an increasingly important role in various application
areas of numerical scientific computing. Such methods are of interest, for exam-
ple, in the context of large-scale gradient-based optimization methods as they
eliminate the dependence of the complexity of the gradient computation on the
dimension of the parameter space. We assume that we are given a computer
program that implements some mathematical model

y = F (x), x ∈ IRn,y ∈ IRm . (1)

Our aim is to derive an adjoint program that computes the product of the trans-
posed Jacobian matrix (F ′(x))T with an adjoint vector ȳ in the image space
IRm. This modification of the program’s semantics is to be performed by a source
transformation tool for automatic differentiation. In a compiler like fashion the
original program for F is parsed into an abstract intermediate representation
(ir). The source transformation is performed based on a set of static analyses [2]
on ir. The modified internal representation īr is unparsed to obtain the adjoint
program. This process is illustrated in Figure 1. Automatic differentiation (AD)

y = F (x)

parser unparser
semantic

transformation

static analyses

ir īr

x̄ = (F ′(x))T · ȳ

Fig. 1. Source transformation tool for the automatic generation of adjoint codes

[3, 4, 5] is a set of techniques for transforming numerical programs into deriva-
tive code that can be used to compute derivatives of vector functions such as
Jacobians, Hessians, or higher-order Taylor coefficients. A detailed description
of the mathematical foundations of AD is beyond the scope of this paper. Refer
to [6] for a discussion of the theory.

The adjoint of a program implementing a vector function as in Equation (1)
is obtained by the reverse mode of AD. Given values for x and the adjoints of
the original outputs ȳ, the adjoint program computes the transposed Jacobian
vector product

x̄ = (F ′)T · ȳ . (2)

This process is best introduced with the help of a simple example that illustrates
the basic features. Consider the Fortran implementation of a function y = F (x)
depicted in Figure 2(a), where x ∈ IR4, y ∈ IR. Often the program that imple-
ments F consists of a possibly large number of subroutines calling each other. In
this paper we consider methods for implementing adjoint codes at the interpro-
cedural level. Our approach uses a given solution for the problem of constructing
adjoints at the intraprocedural level like the one shown in Figure 2(b),(c).

An execution of the augmented forward code (as in Figure 2(b)) stores the
flow of control [2] in an integer stack (IS) as well as all numerical values (in a
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(a) y=1.
do i=1,4

if (i<3) then

x(i)=sin(x(i))
else

x(i)=x(i)*x(i)
end if

y=y*x(i)
end do

(b) y=1.
do i=1,4

if (i<3) then
push(IS,1)
push(FS,x(i))
x(i)=sin(x(i))

else
push(IS,0)
push(FS,x(i))
x(i):=x(i)*x(i)

end if
push(FS,y)
y=y*x(i)

end do

(c)
do i=4,1,-1

call pop(FS,y)
x_b(i)=x_b(i)+y*y_b
y_b=x(i)*y_b
call pop(IS,branchId)
if (branchId==1) then

call pop(FS,x(i))
x_b(i)=cos(x(i))*x_b(i)

else
call pop(FS,x(i))
x_b(i)=2*x(i)*x_b(i)

end if
end do

Fig. 2. Intraprocedural adjoint code: original (a), augmented forward (b), adjoint (c)

floating-point stack FS) needed for the adjoint computation during the follow-
ing reverse sweep. In principle the adjoint code is obtained by applying Equa-
tion (2) to each statement y = φ(x1, . . . , xk) of the original code in reverse order
(w.l.o.g. we consider scalar assignments). This application yields x̄i = x̄i + ∂φ

∂xi
ȳ

for i = 1, . . . , k. The increment of the current value of x̄i is due to the fact that xi

can occur on several right-hand sides. Adjoint versions of variables in the original
code are marked by the suffix b. For example, the code in the example shown
in Figure 2(c) requires the values of x(i) and y, which are therefore stored in
Figure 2(b). A detailed discussion of the reversal of the flow of control inside a
subroutine can be found in [7].

Adjoint codes permit the accumulation of the Jacobian at a cost proportional
to the number of outputs m. Of particular interest are gradients (m = 1) ob-
tained at a small constant multiple of the cost of evaluating the function itself,
for example, in the context of data assimilation in the MITgcm. The gradient
of some objective with respect to parameters at the grid points of a very fine
discretization leads to a number of input variables n on the order of 109. Neither
forward-mode AD nor approximation by finite difference quotients represents a
feasible approach, as either has a complexity of O(n).

3 Call Graph Reversal Modes

In the remainder of this paper we assume that adjoint code is available for
all subroutines in the given program generated by a method similar to the one
sketched in the previous section. The call graph (CG) is usually defined as a graph
with nodes representing subroutines and edges representing potential (direct)
calls [2]. It is a static entity and generally not acyclic. To be useful for the static
construction of adjoint code at the interprocedural level, we need to break the
cycles, a process generally possible only for a concrete execution of the program.
The result is the dynamic call tree (DCT). Edges represent subroutine calls
and the order of execution in the context of a depth-first traversal. The vertices
represent executions of variants of subroutine code (forward, augmented forward,
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subroutine 1

call 2; ... call 4; ... call 2;

end subroutine 1

subroutine 2

call 3

end subroutine 2

subroutine 4

call 5

end subroutine 4

11

31 3251

4121 22

Fig. 3. Dynamic call tree of a simple calling hierarchy

(a) (b)run forward coderun forward code

run augmented forward coderun augmented forward code

run adjoint coderun adjoint code

store argument checkpointstore argument checkpoint

restore argument checkpointrestore argument checkpoint

order of executionorder of execution

subroutine callsubroutine call

11 11

3131 3232 5151

41 41 2121 2222

Fig. 4. Symbols for reversal mode graphs (a), DCT of split reversal mode (b)

adjoint). The order of calls to other subroutines shown on the next lower level
is implied by the left to right order of edges emanating from a given vertex.
An edge pointing to a vertex on the same level indicates the execution of a
different code variant of the same subroutine. Hence, the depth-first traversal is
well defined. Figure 3 shows the DCT for a simple example. Vertices are labeled
with the identifier of the respective subroutine. Superscripts denote the instance
of the call, as one and the same subroutine can be called repeatedly. In the
example, subroutines 2 and 3 are called twice. The symbols are explained in
Figure 4(a). Note that for the purpose of static reversal schemes the DCT is
merely a conceptual tool and does not need to be instantiated in practice.

Two basic call graph reversal modes have been proposed in the literature [6].
In split reversal mode the adjoint computation is preceded by an execution of
the augmented forward code of the entire program. All values that are needed
for the correct reversal of the intraprocedural flow of control, as well as those
required to evaluate the adjoint assignments correctly, are stored. The split re-
versal of the example in Figure 3 is shown in Figure 4(b). For computationally
challenging problems this approach usually leads to prohibitively large memory
requirements.
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11 11

31313131 32323232 51515151

414141 212121 222222

Fig. 5. DCT of adjoint obtained by joint reversal mode

This problem can be mitigated by the joint reversal mode, where a trade-
off between memory requirement and computational complexity is achieved by
checkpointing [8] at the level of subroutine arguments. The augmented forward
code variant directly followed by the adjoint code variant of the same subrou-
tine is run only when the adjoint values of the inputs of this subroutine are
required for executing the adjoint code variant of the calling subroutine. While
traversing the call graph backwards, one needs to know the input values to a
subroutine to run its augmented forward code. Rather than recomputing these
inputs, we first store them as argument checkpoints and later restore them for
use with the augmented forward run. Figure 5 illustrates this statement for the
example in Figure 3. Obviously, joint reversal represents a trade-off between the
consumption of memory resources and the number of instructions performed by
the adjoint code. Split and joint reversal modes can be combined in a hierarchical
fashion as described in [6] and Section 5.

4 Code Templates

Section 3 outlines the principal approach to control a reversal scheme. The
basic building blocks are variants Si of the original subroutine code S0, each
accomplishing one of the tasks shown as a subroutine symbol in Figure 4(a).
The Si are created by transforming the source code contained in the respec-
tive subroutine bodies. To integrate the Si into a particular reversal scheme,
we need to be able to make all subroutine calls in the same fashion as in the
original code and, at the same time, control which task each subroutine call
accomplishes. We replace the original subroutine body with a branch struc-
ture in which each branch contains one Si. The execution of each branch is
determined by a global control structure whose members represent the state
of execution in the reversal scheme. The branches contain code for pre- and
post-state transitions enclosing the respective Si. This ensures that the trans-
formations producing the Si do not depend on any particular reversal scheme.
In practice we insert the Si in a subroutine template, shown in Figure 6(a).
The template is written in the target language, and the insertion is done by
a postprocessing step that identifies specific pragmas in the template code as
insertion points for the Si. Anything related to setting up storage for taping
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(a)
template variables
subroutine variables
setup

state indicates task 2

state indicates task 1

pre state change for task 2

post state change for task 2

wrapup

pre state change for task 1

post state change for task 1

S1

S2

(b) subroutine template()
use OpenAD_tape ! tape storage
use OpenAD_rev ! state structure

!$TEMPLATE_PRAGMA_DECLARATIONS

if (rev_mode%tape) then
! the state component
! ’taping’ is true
!$PLACEHOLDER_PRAGMA$ id=2

end if

if (rev_mode%adjoint) then
! the state component
! ’adjoint’ run is true
!$PLACEHOLDER_PRAGMA$ id=3

end if end subroutine template

Fig. 6. Subroutine template components (a), split-mode Fortran90 template (b)

or checkpointing, such as declaring data arrays or referring to external mod-
ules, can be coded directly into the template. The following paragraphs show
examples.

Split Reversal: Split reversal is the simplest static reversal mode. We first ex-
ecute the entire computation with the augmented forward code (S2) and then
follow with the adjoint (S3). From the task pattern shown in Figure 4(b) it
is apparent that, aside from the top-level routine, there is no change to the
state structure within the call tree. Therefore, there is no need for state changes
within the template. Since no checkpointing is needed either, we have only two
tasks: producing the tape and the adjoint run. Figure 6(b) shows a simplified
version of the split-mode template used in OpenAD. The different Si in the
PLACEHOLDER PRAGMA are identified by their respective i =id. The state is con-
tained in rev mode, a static Fortran90 variable in module OpenAD rev of type
modeType also defined in this module. In order to perform a split-mode reversal
for the entire computation, a driver routine calls the top-level subroutine first in
taping mode and then in adjoint mode.

Joint Reversal with Argument Checkpointing: Figure 5 illustrates the
task pattern for a joint reversal scheme that requires state changes in the tem-
plate as well as the insertion of more tasks. Figure 7 shows a simplified ver-
sion of the template used in OpenAD. The state transitions in the template
directly relate to the pattern shown in Figure 5. Each prestate change ap-
plies to the callees of the current subroutine. Since the argument store (S4)
and restore (S6) do not contain any subroutine calls they do not need state
changes. Looking at Figure 5, one realizes that the callees of any subroutine
executed in plain forward mode (S1) never store the arguments (only callees
of subroutines in taping mode do). This explains lines 18, 25, and 30. Further-
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more, all callees of a routine currently in taping mode are not to be taped
but instead run in plain forward mode, as reflected in lines 27 and 28. Joint
mode in particular means that a subroutine called in taping mode (S2) has
its adjoint (S3) executed immediately after S2. This is facilitated by line 33,
which makes the condition in line 35 true, and we execute S3 without leav-
ing the subroutine. Any subroutine executed in adjoint mode has its direct

1:subroutine template()
2: use OpenAD_tape
3: use OpenAD_rev
4: use OpenAD_checkpoints
5: !$TEMPLATE_PRAGMA_DECLARATIONS
6: type(modeType) :: orig_mode
7:
8: if (rev_mode%arg_store) then
9: ! store arguments

10: !$PLACEHOLDER_PRAGMA$ id=4
11: end if
12: if (rev_mode%arg_restore) then
13: ! restore arguments
14: !$PLACEHOLDER_PRAGMA$ id=6
15: end if
16: if (rev_mode%plain) then
17: orig_mode=rev_mode
18: rev_mode%arg_store=.FALSE.
19: ! run the original code
20: !$PLACEHOLDER_PRAGMA$ id=1
21: rev_mode=orig_mode
22: end if
23: if (rev_mode%tape) then
24: ! run augmented forward code
25: rev_mode%arg_store=.TRUE.
26: rev_mode%arg_restore=.FALSE.
27: rev_mode%plain=.TRUE.
28: rev_mode%tape=.FALSE.
29: !$PLACEHOLDER_PRAGMA$ id=2
30: rev_mode%arg_store=.FALSE.
31: rev_mode%arg_restore=.FALSE.
32: rev_mode%plain=.FALSE.
33: rev_mode%adjoint=.TRUE.
34: end if
35: if (rev_mode%adjoint) then
36: ! run the adjoint code
37: rev_mode%arg_restore=.TRUE.
38: rev_mode%tape=.TRUE.
39: rev_mode%adjoint=.FALSE.
40: !$PLACEHOLDER_PRAGMA$ id=3
41: rev_mode%plain=.FALSE.
42: rev_mode%tape=.TRUE.
43: rev_mode%adjoint=.FALSE.
44: end if
45:end subroutine template

Fig. 7. Joint mode Fortran90 template
with argument checkpointing

callees called in taping mode, which
in turn triggers their respective ad-
joint run. This is done in lines 37–
39. Finally, we have to account for se-
quence of callees in a subroutine; that
is, when we are done with this subrou-
tine, the next subroutine (in reverse
order) needs to be adjoined. This pro-
cess is triggered by calling the subrou-
tine in taping mode, as done in lines
41–43. The respective top-level rou-
tine is called by the driver with the
state structure having both tape and
adjoint set to true.

5 Application

A simplified version of the MITgcm
code is the so-called shallow water
model, which can be used for prob-
lems of variable complexity. A sim-
ple split or joint mode implies storage
or runtime requirements far beyond
what is feasible. Hierarchical check-
pointing has traditionally been used
to allow for a trade-off between stor-
age and runtime requirements. For
the shallow water code we imple-
mented a reversal scheme with a two-
level hierarchical checkpointing split-
ting the main time-stepping loop into
an inner loop i and an outer loop o.
Wrapping the respective loop bodies
into subroutines allows the use of the
subroutine-level template approach il-
lustrated in Figure 8. We show two
loop iterations for each level, whereas
the real-world problem potentially has thousands of steps at each level. Subrou-
tine calls located outside the outer loop are nonrepetitive allowing for use of the
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checkpoint level 1

checkpoint level 2

adjoin

all callees in plain mode all callees in split mode

in joint mode

and all callersf1

f1f1

o1 o1o2o2o2

i1 i2 i3i3i3i3 i4i4i4i4

Fig. 8. Two-level hierarchical checkpointing scheme

joint mode because the few checkpoints require little memory. A single execution
of the inner-loop body and its callees is short enough to fit all required values
on the tape stack, allowing for use of the split mode.

The code transformation uses the templates introduced above for the subrou-
tines handled in either mode respectively. To control the outer and inner level
checkpointing, we use two additional templates that are similar to the joint-
mode template but have small adjustments in the state transitions to control
the checkpointing. The templates and their use in applying OpenAD to the
shallow water model code are part of the case studies presented on the OpenAD
website.
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Abstract. This paper reports a case study in automated composition of 
application families from components.  The case study composes multiple 
instances of an h-p adaptive finite element code. An application family is 
represented as a structure of components.  Each component is encapsulated with 
an interface giving a semantic specification of the properties and behavior of 
the component.  Instances of the application family can be automatically 
assembled from a library of components by a compiler and the application 
instance can be optimized by component replacement during runtime through 
runtime component selection and binding.  The case study demonstrates the 
benefits of the component composition approach to application family 
development and shows that execution efficiency is maintained or improved by 
the componentized development process.   

1   Introduction 

1.1   Applications as Families of Programs: Problem, Approach and Case Study 

Application packages such as h-p adaptive finite element codes can be applied to a 
wide spectrum of problems in engineering and sciences [1,2]. These packages are 
usually composed of a large number of parameterized functions including mesh 
generation, element matrix generation strategy for h-p adaptation, methods for 
solution of the resulting linear system of equations, etc.  These application codes must 
operate robustly and efficiently on a wide spectrum of problems and on a wide 
spectrum of execution environments.  The properties and behavior of the program 
may vary widely with the mesh, with the model/equation set, the properties of the 
material or materials composing the system which is the subject of the computational 
model, etc. 

The current practice in development of h-p adaptive codes is to construct them as 
an integrated and comprehensive package of functional modules based on common, 
shared data structures. A package which is robust and offers a wide spectrum of 
implementations for each of the possible functions may be very complex and very 
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difficult to debug and to maintain and modify and these codes are often sub-optimally 
efficient on many of the problems to which they are applied and many of the 
execution environments upon which they may be hosted.   

We address these problems through automated component-oriented development.  
We demonstrate that such automation is feasible, and execution efficiency is 
maintained or improved by the componentized development process. The semantic 
parameters of choice in our case study include: model or equation set, problem 
geometry, mesh structure including mesh generation, strategy for h-p adaptation and 
methods for solution of resulting linear system of equations. Each functionality is 
represented as a separate, semantically parameterized, component.  There may be 
several implementations of each component, for example, there may be several 
different solvers (direct or iterative).  

Each component is encapsulated with an interface which specifies its properties. 
This encapsulation is based on a domain analysis of the problem set the application is 
intended to address and a domain analysis of applicable computational methods.  An 
application family is developed by specifying properties for each component and 
invoking a compiler which automatically selects appropriate components through the 
use of information on the components specified in the interfaces of these components.  
The compiler can generate a serial or parallel (either multithreaded or MPI) code as 
desired.  The codes may be adapted to evolution of the meshes and approximation 
functions by monitoring of the code and runtime replacement of components in the 
computational model. 

The approach is illustrated by a case study of its application to a simple but 
representative h-p adaptive code which contains all of the functions typically found in 
such codes. The code is reverse engineered to extract components which can be 
characterized in terms of the domain analysis.  Several versions of the application 
family are realized through the compilation process and the properties and 
performance of the instances are presented.  It is demonstrated that application 
instances which are efficient for multiple cases of the reachable application family are 
readily generated. 

2   Approach: Component-Oriented Development with Semantic 
Interfaces 

This section sketches the concepts of component-oriented development which form 
the basis of this case study and describes the implementation technology. A more 
complete specification can be found in [7]. 

2.1   The Interface Definition Language 

The concepts of the interface definition language which specifies the semantic 
properties of the components are sketched in the following. 

Component: A component is one or more sequential computations, an interface 
which specifies the information used for selection and matching of components and a 
state machine which manages the interface, the interactions with other peers and the 
invocation of the sequential computations.  
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Associative Interface: An associative interface [7] encapsulates a component. It 
describes the behavior and functionality of a component. An associative interface 
consists of an accepts specification and a requires specification. 

Accepts Specification: An accepts interface specifies the set of interactions in 
which a component is willing to participate. The accepts interface for a component is 
a set of three-tuples (profile, transaction, protocol).  A profile is a set of 
attribute/value pairs. A transaction is a somewhat extended procedure call and a 
protocol is a state machine defining a sequence of interactions. 

Requires Specification: A requires interface specifies the set of interactions which 
a component must initiate if it is to complete the interactions it has agreed to accept. 
The requires interface is a set of three-tuples (selector, transaction, protocol). A 
selector is a conditional expression over the attributes of all the components in the 
domain. 

Properties of implementations such as degree of parallelism for a given component 
are also specified in the associative interface as runtime determined parameters.  

2.2   Compilation Process 

Each attribute name in the selector expression of a component behaves as a variable. 
The attribute variables in a selector are instantiated with the values defined in the 
profile of another component. The profile and the selector are said to match when the 
instantiated conditional expression evaluates to true. 

The source program for the compilation process is a component which implements 
initialization for the program and has a requires interface which specifies the 
components implementing the first steps of the computation and one or more libraries 
to search for components.  The target language for the compilation process is a 
generalized data flow graph as defined in [9].   The generated data flow graph is then 
compiled to a parallel program for a specific architecture by compilation processes 
implemented in the CODE [9] parallel programming system. 

2.3   Runtime Adaptation 

The component-composition approach to application family development enables 
substitution of components implementing different algorithms during execution.   

Most operating systems enable runtime linking of components to executable 
images.  The requirement is to identify components which need to be replaced and to 
specify the properties of the component which is to be substituted for an existing 
component.  Additionally the programs must be instrumented to acquire and analyze 
the execution properties and behavior of the components of the system.   

Composition of a program from components enables and facilitates each of these 
tasks.  Monitoring can be done on a component by component basis; components 
whose behavior is unlikely to vary need not be monitored. The monitoring code is 
readily generated by the compiler on a component by component basis.  The required 
analysis and actions can be provided in a separate component or components.  
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3   Case Study 
 

3.1   Description of the h-p Adaptive Finite Element Code 

This case study in application family development is based on an h-p adaptive finite 
element code structure developed in [3,4,5].  These packages have a common data 
structure in one-, two-, and three-dimensional space.  The major logical components 
include mesh generation, problem definition, shape function definition, and element 
routine, linear system of equation solver, error estimation module, and h-p adaptation 
module. We have used the one-dimensional code in this case study since it has the 
same structure as the two-D and three-D codes but is of considerably smaller size. 

 

 

Fig. 1. Workflow Diagram for h-p Adaptive Finite Element Code 

3.2   Componentization of the h-p Adaptive Finite Element Code 

The set of components is determined by constructing a workflow diagram for the 
application in which each logical function is identified as a component. Figure 1 is a 
workflow diagram for a family of codes implementing h-p adaptive codes.  Figure 1 and 
the components in Figure 1 were obtained by reverse engineering the one-dimensional 
code described in the previous section.  This componentization does not represent the 
finest granularity of functional decomposition. The “Coarse Mesh Solver” and the “Fine 
Mesh Solver” each contain three logical functions, the computational model, the 
element generator for the stiffness matrix and the solver for the stiffness matrix.  
Componentization was stopped at the level shown in Figure 1 because component 
extraction by reverse engineering of the existing code was laborious and because this 
componentization enables practical experiments in componentization. 

3.3   Experiments 

The experiments illustrate composition of programs implementing a sequence of 
models, compile time choice of linear solvers and runtime substitution of the linear 
solver.  
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Compile time selection of linear solvers is illustrated by composing application 
instances first using a direct solver for the coarse mesh and a conjugate gradient 
solver with a diagonal preconditioner for the fine mesh. Runtime replacement (and 
optimization) is illustrated by replacement of the direct solver by the conjugate 
gradient solver after the first cycle of the adaptation demonstrates that the direct 
solver is not an efficient choice. 

Composition of applications based on different computational models for a 
physical system is illustrated by composing a sequence of applications using 
successively more accurate models for bioheat transfer.  We consider a set of bioheat 
transfer equations ranging from simple conductivity (Poisson) to incorporation of 
blood perfusion (Pennes Equation) to incorporation of artery-vein countercurrent 
(Weinbaum-Jiji Equation  [5]).  

These models represent progression of complexity and accuracy from the simple 
Poisson model through the Pennes and Wein-Jiji models.  The experiment compares a  
standard metric resulting from solution of each of the models.  

3.4   Illustrations of Automated Composition 

3.4.1   Compile Time Selection of Solver and Model 
The component library is initialized with two solvers:  i) A direct solver that uses LU 
factorization and back substitution and  ii) A Preconditioned Conjugate Gradient 
(PCG) solver that uses a diagonal preconditioner. Each of the four models sketched in 
Section 3.3:  i) Laplace model ii) Poisson model iii) Pennes model and iv) Weinbaum-
Jiji model have been incorporated into a component.  The componentization of the h-
p adaptive code leaves the model and the solver in the same component although they 
could readily be separated and would be separated for a production implementation.  
There are therefore eight implementations of the solver component.  Each can be used 
for the coarse or fine solver so long as the model is the same for both the coarse and 
fine meshes.  These eight implementations were encapsulated using the interface 
definition language of PCOM2. A component that needs a particular combination of 
solver and model expresses that requirement using the selector interface. The selector 
of a component that requires a direct solver and Poisson model is shown below (only 
the attributes part is shown for space limitation). 
 
Selector: 
    string domain == “application”; 
 string component == “solver”; 
 string solver_type == “Direct” 
 string model == “Poisson” 

Similarly a PCG implementation of a solver that uses a Laplace model expresses 
that information in the profile of that implementation. 

Profile: 
    string domain = “application”; 
 string component = “solver”; 
 string solver_type = “PCG” 
 string model = “Laplace” 
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The compiler chooses the appropriate component  as described in Section 2.2.  By 
changing the selector section of a component the appropriate implementation can be 
chosen at compile time. 

Table 1 compares the solutions obtained from application family instances based 
on each of Poisson, Pennes and Weinbaum-Jiji computational models. Using 
Weinbaum-Jiji as a base model, we compared the solution in H1(D)-norm. Table 1 
indicates that differences are significant. These quantities in percentage can be used as 
a criterion for the decision-making in model selection. For example, if the acceptance 
criterion is set to 20%, then we need to reject both Poisson and Pennes models with 
respect to more accurate Weinbaum-Jiji model.  

Table 1. Properties  of Solutions from Multiple models 

Model Poisson Pennes Weinaum-Jiji 
Solution Norm 0.18787E+06 0.18348E+06 0.14895E+06 

Percentage 26% 23% - 

3.4.2   Runtime Optimization by Component Replacement 
The PCOM2 compiler automatically generates performance measures for the 
execution behavior of each component.  This information can be used to determine 
whether a currently loaded component is performing efficiently and/or robustly. 
When it is determined that a change of algorithm is needed, the dynamic loading 
capability of the PCOM2 runtime system can be used to dynamically replace an 
implementation of a component. The implementation of the solver component 
incorporated code to load libraries at runtime depending upon argument values in the 
transaction specification. Based on the argument (a domain attribute) the 
implementation can either run the direct solver or load a PCG solver from the library 
and invoke it. Similarly the PCG solver can be directed to replace itself by a direct 
solver.  In the illustration reported here, during the first iteration the coarse mesh was 
solved using a direct solver and the fine mesh was solved using a PCG solver. But for 
large mesh sizes the direct solver component may take a longer time to solver the 
coarse mesh than the PCG solver takes to solve the fine mesh.  After the first 
iteration, the runtime of the direct solve of the coarse mesh and the PCG solve of the 
fine mesh are compared component are compared in the optimize component, 
“optimize.” If it turns out that the direct solve of the coarse mesh is too slow, an 
appropriate argument is passed to the coarse mesh solver so that it can load the PCG 
solver using dynamic loading from the library on the next mesh refinement iteration. 
 

Table 2. Execution Time Improvement with Dynamic Solver Replacement 

Iteration Coarse Mesh Solve Fine Mesh Solve Total Solve Time 

1 
2401x2401Direct 

3.162 sec. 
5401x5401PCG 

1.199 sec. 
4.361sec. 

2 
2404x2404PCG 

0.536 sec. 
5404x5404PCG 

0.972 sec. 
1.508 sec. 
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Table 2 summarizes the results of some experiments with dynamic solver 
replacement.  An appropriate choice of solver cuts the time for solution down by 
nearly a factor of three. 

4   Related Research 

For a survey of the research on component-oriented development focusing on 
generation of parallel and distributed programs, please see [7]  

There has been very little research utilizing dynamic replacement of components to 
enhance performance or robustness of scientific and engineering applications.  Adve’s 
PCL [8] system enables runtime adaptation of task graphs at a finer level of 
granularity (the basic block level).   

AspectIX [10] offers the ability to replace an implementation at runtime. The 
functional and configuration interface in AspectIX is similar to the transaction and 
attributes of the profile in PCOM2. The transaction provides the syntax of a 
component and the attributes expresses the semantics in the program domain. 
AspectIX uses the interface information at runtime. P-COM2 integrates runtime and 
compile time composition. 

5   Conclusions 

The feasibility and the potential benefits of automated compiler-based composition of 
instances of application systems from libraries of components has been demonstrated.  
The concepts and their applications are quite simple and readily accessible to 
application developers.  Modification and maintenance of families of application 
systems is simplified.  Runtime adaptation at the component level is shown to be 
straightforwardly implemented and to offer the potential of substantial performance 
benefits. 
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Abstract. The article presents the first component of a new approach
for testing distributed object-oriented applications called TestByRep
which is based on the concept of replication of object states. The paper
describes key ideas in TestByRep like: hash clocks for ordering events in
distributed object-oriented systems with the unknown number of objects,
the E-path for representing the execution of the method, construction of
the E-tree for determining states of objects involved in a remote method
call and introduces the recovery condition in order to assure that the
determined state is consistent.

1 Introduction

Testing non-distributed applications is easier than testing distributed ones since
in non-distributed applications it is usually possible to use the cyclic debug-
ging technique [1, 2]. The cyclic debugging technique is based on the approach
of repeatable execution of a program in order to exercise its code and localise
errors. Although it is a very simple technique, it is commonly used by testers
and programmers of non-distributed applications. However, adapting the cyclic
debugging technique to distributed applications is not straightforward and re-
quires special mechanisms which must be incorporated into the distributed
application, the execution platform or the operating system. It is because in
distributed systems testers meet difficulties like: determining a global consis-
tent state of a distributed application, physical distribution of application’s
components, accessibility of application’s components, the lack of global clock
which makes impossible to reckon about the order of the events in a distributed
application [3].

This paper describes the first component of a new methodology called Test-
ByRep based on the concept of replication of object states in order to enable the
cyclic debugging technique for distributed object-oriented applications (DOA).
The idea of replication is widely used in order to increase reliability and acces-
sibility as well as to provide fault-tolerance and support load-balancing [4, 5, 6].
The methodology TestByRep shows that the idea of replication can be also ap-
plied to test and debug DOA.

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 355–363, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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TestByRep consists of three main components: (1) the model and key con-
cepts, (2) the infrastructure to capture the relations among objects and object
states during the execution of DOA and (3) the method driven recovery ap-
proach which comprises reexecution, simulated execution and selective execution
of replicated objects [7].

The description of the infrastructure to capture the relations among objects
in DOA can be found in [8]. In this paper we present fundamental concepts of
the methodology TestByRep: hash clocks, E-paths and E-trees.

2 Hash Clocks

To order the events in DOA, we introduce the concept of hash clocks. The logical
clock and two important conditions: (1) the clock condition and (2) the strong
clock condition were defined in [3]. The logical clock (it is a function) assigns
numbers to events in the system. In order to work properly it should satisfy
the clock condition. Events in the system have timestamps which are concrete
values of the logical clock. Timestamps are assigned to events in the system.
The clock condition says that earlier events in the system should have lower
timestamps [3]. And when it is possible to draw a conclusion based on timestamps
about the order of the events in the system, we say that the logical clock satisfies
the strong clock condition [3]. Logical clocks can be defined as numbers [3],
vectors with the a priori known and constant size [9] or matrices also with the a
priori given constant size [9, 10, 11]. However, sometimes in DOA it is difficult to
predict the number of objects in the application, especially if foreign objects are
considered [8]. A distributed object-oriented application consists of cooperating
objects scattered over the network. A tester can have an access to the source
code of the object and such an object is called native object or s(he) cannot have
an access to the source code and such objects are called foreign objects [12], e.g.,
services which are used by native objects.

In this context the assumption about the constant and known sizes of vectors
or matrices is irrelevant. In [13] were proposed logical clocks which take into
account the dynamic and unknown number of processes in the system. However,
they require an additional process which assigns subsequent numbers to new
processes or before registering a new process in the system, all other processes
must agree on the number which should be assigned to this new process. The
presented approach can be appropriate for non-object distributed systems like
PVM or MPI (in fact it was proposed for PVM applications), however DOA
requires a new approach.

In this paper we propose a new logical clock called a hash clock. The con-
struction of the hash clock is based on the hash table. The hash table is the set of
key-value pairs with effective search of elements [14]. We assume that elements
can be dynamically added to the hash table. We also assume that objects in the
distributed object-oriented system have unique identifiers. Symbol ido means the
identifier of object o and HCo denotes the hash clock of object o. Hash clock HCo

is a set of key-value pairs where keys are object identifiers while values are nat-
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ural numbers representing the logical clock of a given key-object from the point
of view of object o. For example: HCo = {(ido, Co), (ido1 , Co1), . . . , (idok

, Cok
)},

where k = 1, 2, . . . , means that from the point of view of object o: object o has
the clock value Co, object o1 has the clock value Co1 , and so on. Let the function
HCo() give a value of the key argument in hash clock HCo, i.e., HCo(ido1) = Co1 .
Values of hash clocks will be called hash timestamps and denoted by symbol
HTS.

Before presenting the algorithm for updating the hash clock, first we should
define operations of adding the new value to the hash clock and merging a hash
clock with a hash timestamp. The operation of adding the new element to the
hash clock is defined as follows:

HCo.add(ido1 , C1) ≡ HCo := HCo ∪ {(ido1 , C1)} (1)

We assume that if it is required operation add() increases the size of the hash
clock and then adds the element to it. The symbol IdHCo

denotes the set of
identifiers of the hash clock of object o and IdHTS denotes the set of iden-
tifiers of hash timestamp HTS, e.g., IdHCo

= {ido, ido1 , . . . , idok
}. Function

mergeMax() defines how to merge a hash clock and a hash timestamp and is
described by Algorithm 1.

Algorithm 1 (Function mergeMax(HCo,HTS))

1. ∀id∈IdHT S
(id �∈ IdHCo

) ⇒ (HCo.add(id,HTS(id)).
2. ∀id∈IdHCo

(id ∈ IdHTS) ⇒ (HCo(id) := max(HCo(id),HTS(id))).

Function mergeMax() increases hash clock HCo (if it is required) and compares
the values of logical clocks of relevant identifiers of HCo and HTS, and then
chooses the greater value and assigns it to the relevant object identifier in HCo.

We assume that objects interact with other objects only by method calls
which can be modeled as requests and replies [6, 8]. By the internal event we
understand the event which does not require the communication with another
object, e.g., the event of invoking by an object its own method. Otherwise the
event is called external, i.e., requires the interaction with another object. In the
context of requests and replies the method call can be modeled as the event of
(1) sending request req by object o1 to object o2 denoted by s(req), (2) receiving
request req by object o2 denoted by r(req), (3) performing relevant actions by
o2, (4) sending reply rep by object o2 to object o1 denoted by s(rep), and finally
(5) receiving reply rep by object o1 from object o2 [8]. If it is not relevant to
distinguish replies and requests, they will be called messages and denoted by
symbol m. We assume that messages carry hash timestamps of their senders.

Now, the algorithm of updating the hash clock can be introduced.

Algorithm 2 (Updating the hash clock)

1. HCo := {(ido, 0)}.
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2. For each new event e in the system:
1). HCo(ido) := HCo(ido) + 1, if event e is an internal event
2). HCo := mergeMax(HCo,HTS(m)), if e = r(m)

HCo.add(idp, 0), if e = s(m) and idp is a receiver
of m and idp �∈ IdHCo

HCo(ido) := HCo(ido) + 1.

Firstly, the hash clock is initialized and then after each internal event the clock
value referring to object o is increased by 1. Then, after each event (external or
internal) the hash clock is increased by 1. However, in the case of the receive
event the current hash clock is compared with the received hash timestamp of
the received message and updated according to Algorithm 1. In the case of the
sending event if a receiver is not in the hash clock, the receiver is added to the
hash clock and its clock is initialized with 0.

Figure 1 presents Algorithm 2. Let’s notice that the size of the hash clock
for each object settles at the number of objects in the system if objects in
the system interact and information about hash clocks scatters over objects
in the system. Let’s consider for example the send event e1,2 from Figure 1.
The hash timestamp assigned to event e1,2 is HCo1(e1,2) = {(o1, 2), (o3, 0)}.
Next, this hash timestamp is sent to object o3. Since HCo3 does not contain the
identifier of object o1, pair (o1, 2) is added to HCo3 according to Algorithm 1,
and the rest elements are updated according to Algorithm 1. Finally, this results
in HCo3(e3,3) = {(o3, 3), (o2, 1), (o1, 2)}.

Since hash clocks can have different sizes in order to compare them we need
to normalize them. Let’s define operation extend():

Fig. 1. The hash clock for the dynamic unknown number of objects in the system
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Definition 1 (Operation extend(HTS1,HTS2)) Let HTS1 and HTS2 be
hash timestamps. We say that HTSext is the extended hash timestamp of HTS1

with respect to HTS2 if HTSext was constructed according to the following rules:

1. HTSext := HTS1.
2. ∀id∈IdHT S2

(id �∈ IdHTS1) ⇒ HTSext.add(id, 0).

Operation extend() returns the hash timestamp which contains all object iden-
tifiers and relevant values from its first argument and all object identifiers
from its second argument with value 0 if the first argument does not contain
them. Let’s consider for example HTS1 = HTS(e2,2) = {(o2, 2), (o3, 2)} and
HTS2 = HTS(e3,4) = {(o3, 4), (o2, 1), (o1, 2)} from Figure 1. Then HTSext =
extend(HTS1,HTS2) = {(o1, 0), (o2, 2), (o3, 2)}.

Considering operation extend() it is possible to define operators �, < and ||
for comparison of hash timestamps [7]. Informally HTS1 � HTS2 when for all
identifiers in HTS1 their values are not greater than relevant values in HTS2.
We say that HTS1 < HTS2 if HTS1 � HTS2 and exists at least one identifier
id in HTS1 that HTS1(id) < HTS2(id). When HTS1||HTS2, i.e., the hash
timestamps are concurrent, then ¬(HTS1 < HTS2) ∧ ¬(HTS2 < HTS1).

We can prove that hash clocks with updating by Algorithm 2 and operation
extend() satisfy the clock condition and strong clock condition [7]. It means that
hash clocks can be used to conclude about the order of events in the system and
construct consistent state of a set of objects.

3 Consistent States of Distributed Objects

The states of objects registered in corresponding logs during the execution of
DOA are called checkpoints [10]. They will be denoted as on diagrams and in-
stead of ei,j we will use symbol si,j . In order to check if a given set of checkpoints
is consistent it is sufficient to check if timestamps corresponding to checkpoints
are concurrent. If at least one pair of the set of checkpoints is not concurrent the
state of the set of objects represented by these checkpoints is not consistent [15].

In order to determine the consistent state of the set of objects we can repre-
sent a method call as an execution path, shortly called E-path.

3.1 E-Path

The E-path is the sequence of events beginning from the event of sending a
request and ending with the event of receiving the reply corresponding to this
request. Let’s consider Figure 2.

Since e1,2 = s(req1) and e1,3 = r(rep1), they determine the following E-path
= 〈e1,2, e2,2, e2,4, e3,2, e3,3, e2,5, e2,7, e3,5, e3,7, e4,4,

e4,5, e3,8, e3,10, e5,2, e5,3, e3,11, e3,13, e2,8, e2,10, e1,3〉.
Having the E-path of the method call it is possible to determine which objects

in the system are involved in the method call. For example in Figure 2 the fol-
lowing objects participate in calling a method in request req1: {o1, o2, o3, o4, o5}
since all of them belongs to E-path(req1).
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Fig. 2. The E-path

In order to determine the consistent state before the method call, the E-tree
can be constructed.

3.2 E-Tree

The E-tree is the tree of the execution of the method. It is an ordered tree [14]
where the root of the tree is the request of the method execution which is sent by
a caller to a callee and nodes are requests which belong to E-path of the request
in the root node. Earlier requests are placed in the most left nodes in the E-tree.
The E-tree for request req1 from Figure 2 is shown in Figure 3.

Each level of the E-tree corresponds to the so-called method execution in-
terval of the direct parent in the E-tree. The method execution interval de-
noted by Im is the period of time determined by the event of receipt of the
request by an object and the event of sending the reply to the request. Infor-
mally, the method execution interval is the period of time when the callee per-
form the method requested by the caller. For example in Figure 2: Im(req1) =
〈e2,2, e2,10〉 and Im(req3) = 〈e3,5, e3,13〉. Considering the E-tree from Figure 3
we can see that req2, req3 ∈ Im(req1) (level k = 1) and req4, req5 ∈ Im(req3)
(level k = 2).

Fig. 3. The E-tree for request req1 from Figure 2
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We can construct a consistent state of objects preceding the method call if
checkpoints satisfy the recovery condition defined as follows:

Definition 2 (The recovery condition.) Let ea,i be the i-th event in object
a. If the state of object a is registered with the following rules the recovery con-
dition is satisfied:

1. (ea,i+1 = s(req)) ⇒ sa,i

2. (ea,i+1 = r(req)) ⇒ sa,i

3. (ea,i = s(rep)) ⇒ sa,i+1

4. (ea,i = r(rep)) ⇒ sa,i+1

Rules 1 and 2 of Definition 2 state that the checkpoint should be registered
just before any event of sending and receiving a request. Rules 3 and 4 say
that checkpoints should be registered just after sending and receiving replies to
requests.

Let’s notice that checkpoints in Figure 2 satisfy the recovery condition.

3.3 Consistent State

Determining the consistent state of objects involved in a given remote method
call requires that the recovery condition is satisfied and E-tree of the given
method call is constructed. Then, the consistent state can be determined by
examining the E-tree beginning from the root level to the lowest level in the
following way:

Algorithm 3 (Determining consistent state)

1. Add to set CS the checkpoints directly preceding the event of sending request
in the root node in the E-tree and the event of receiving that request. Add to
set O the sender and receiver of the request placed in the root node.

2. Initialize variable k := 0. It will denote the current level of the E-tree.
3. If k is greater than the depth of the E-tree then stop the algorithm.
4. For each request on level k check if the receiver of the request is in set O and

if it is not then do:
(a) add the receiver of the request to set O and
(b) add the checkpoint directly preceding the event of the receiving this request

to set CS.
5. Increase by 1 variable k, i.e., k := k + 1. Do step 3.

Algorithm 3 examines the E-tree and adds checkpoints directly preceding the
receive events to set CS. However, the checkpoint is added only if its owner
does not belong to set O, i.e., this is the first request of a given receiver. For
example, for the E-tree in Figure 3 Algorithm 3 will generate the following set
O = {o1, o2, o3, o4, o5}. It is correct since all objects from set O are involved in
the method call requested in request req1 (compare the E-path of request req1

in Figure 2). The result set CS = {s1,1, s2,1, s3,1, s4,3, s5,1}. We can prove that
the set of checkpoints, generated by Algorithm 3 assuming that the recovery
condition is satisfied, is consistent [7] and as a result it can be used to set states
of replica objects in order to test a remote method call.
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4 Conclusions

The paper presents the first component of the new methodology called Test-
ByRep. TestByRep allows for adapting the cyclic debugging technique to dis-
tributed object-oriented applications. Determining a consistent state is a key
element of TestByRep. We showed in this article that it can be done with the
concept of hash clocks which enable ordering of events in DOA with respect
to dynamic and unknown number of objects in DOA, notions of E-path and E-
tree which provide means for representing a remote method call and allow for
determining the consistent state of remote objects participating in the method
call.
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Abstract. Many storage formats (or data structures) have been pro-
posed to represent sparse matrices. This paper presents a performance
evaluation in Java comparing eight of the most popular formats plus one
recently proposed specifically for Java (by Gundersen and Steihaug [6] –
Java Sparse Array) using the matrix-vector multiplication operation.

1 Introduction

Sparse matrices are those matrices which have a substantial minority of nonzero
elements – normally less than 10% are nonzero elements. These matrices are
pervasive in many computational science and engineering (CS&E) applications.
The storage formats for sparse matrices have been proposed to better suit par-
ticular CS&E applications or computer architectures. The significant number of
different storage formats is the source of a research problem. For example, con-
sider the recently published Basic Linear Algebra Subroutines (BLAS) standard
and the part dedicated to sparse matrices (Sparse BLAS )[4]. The Sparse BLAS
do not state which storage formats must be supported or used. Each specific
hardware vendor has the freedom (or problem) to select the storage format (or
formats) that perform best for its hardware. In the context of iterative meth-
ods [2] and Java, this papers investigates the performance delivered by different
storage formats considering a wide variety of sparse matrices.

The structure of the paper is as follows. Section 2 introduces the most com-
monly used storage formats for sparse matrices. The Java Sparse Array (JSA)
storage format was recently proposed by Gundersen and Steihaug [6] to take
advantage of Java arrays; Section 3 briefly describes JSA. The performance eval-
uation (see Section 5) consider a specific kernel from iterative methods, namely
matrix-vector multiplication, and compares this operation on two different com-
putational platforms with nine different storage formats. The Java implementa-
tion of this matrix operation is described in Section 4. The performance study
considers around 200 different sparse matrices representing various CS&E ap-
plications as recorded by the Matrix Market repository [1]. To the best of the
authors’ knowledge, there is no other performance evaluation of storage formats
for sparse matrices which consider such a variety of matrices and storage formats.
Conclusions and future work are given in Section 6.
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2 Storage Formats for Sparse Matrices

The objective of storage formats for sparse matrices is to best exploit certain ma-
trix properties by (1) reducing memory space, by storing only nonzero elements
of a sparse matrix, and (2) by storing these elements in contiguous memory
locations, for more efficient execution of subroutines on the matrix data.

From an implementation point of view, there are two categories of storage
formats. Point entry is used to categorise storage formats where each entry
in the storage format is a single element of the matrix. Block entry refers to
storage formats where each entry defines a dense block of elements of any two
dimensions. For both cases, programming languages provide static and dynamic
data structures. However since Fortran 77 has been the dominant language in
CS&E and does not support dynamic data structures, the most commonly used
storage formats are array-based.

There are many documented versions of different storage formats for sparse
matrices. One of the most complete sources is the book by Duff et al. [3] (for a
historical source see [7]).

2.1 Point Entry Storage Formats

Coordinate Format (COO) — Possibly the most intuitive storage format for
a sparse matrix is in terms of coordinates. Instead of storing the matrix densely,
a list of the coordinates in terms of row and column numbers is stored, with the
associated nonzero values. COO requires no specific structure of the matrix and
is a very flexible format. It requires three (unordered) arrays and a single scalar
recording the total number of nonzero elements, nnz. The combination of the
three arrays provides a row i and column j coordinate pair for an element in the
matrix along with its value aij . In general, for a matrix with nnz, COO requires
three 1-dimensional arrays of length nnz plus a scalar.

Compressed Sparse Row/Column Storage Formats (CSR/CSC) — As
with COO, CSR and CSC storage formats can store any matrix. In CSR, the
nonzero values of every row in the matrix are stored, together with their column
number, consecutively in two parallel arrays, Value and j. There is no particu-
lar order with respect to the column number, j. The Size and Pointer for each
row define the number of nonzero elements in the row and point to the relative
position of the first nonzero element of the next row, respectively. The column
based version, CSC, instead stores Value and i, in two parallel arrays and Size
and Pointer of each column allows each member of Value to be associated with
a column as well as the row given in i. The storage requirements are two arrays,
each of length the number of rows (or columns), and two further arrays of length
nnz, and a scalar to point to the next free location in the arrays i (or j ) and Value.

The Diagonal Storage Format (DIA) and Skyline Storage Formats (SKS)
are also part of the performance evaluation described in Section 5, but their
description is omitted for brevity.
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Fig. 1. Examples of two-dimensional arrays in Java

2.2 Block Entry Storage Formats

Block entry storage formats form an extension of certain point entry storage
formats based on partitioning matrices into blocks of elements (i.e. sub-matrices).
An example of a variable block matrix A is as follows:

A =

⎛⎜⎜⎝
a11 a12 a13 a14 a15 a16 a17
a22 a22 a23 a24 a25 a26 a27
a31 a32 a33 a34 a35 a36 a37
a41 a42 a43 a44 a45 a46 a47
a51 a52 a53 a54 a55 a56 a57
a61 a62 a63 a64 a65 a66 a67

⎞⎟⎟⎠ or

(
A11 A12 A13
A21 A22 A23
A31 A32 A33

)
where, for example, A11 =

(
a11 a12

)
, A13 =

(
a17

)
, A22 =

(
a23 a24 a25 a26
a33 a34 a35 a36

)
and A33 =

(
a47
a57
a67

)
.

In the point entry storage formats, the storage format describes the position in
the (Value) array of single matrix elements. Block entry storage formats (with
length of block lb), instead have a scheme to describe the position of a single
block in a n/lb × n/lb blocked matrix. Each block contains lb2 elements. In
this way, most point entry storage formats can be blocked to generate Block
Coordinate storage format (BCO), Block Sparse Row/Column storage format
(BSR/BSC) and others where the block does not have constant dimensions (e.g.
Variable Block Compressed Sparse Row).

3 Java Sparse Array (JSA)

The storage formats covered so far have been in use for several years. In contrast,
a more recent storage format, JSA, has been created to exploit Java’s flexible
definition of multi-dimensional arrays. In Java, every array is an object storing
either primitive types (i.e. float, double, etc.) or other objects. A two-dimensional
array is formed as an array of arrays. This definition enables developers to create
both rectangular and jagged arrays (see Fig. 1).

JSA is a row oriented storage format similar to CSR. It uses two arrays, each
element of which is itself an array (object). One of these arrays, Value, stores
arrays of the matrix elements – each row in the matrix has its elements in a
separate array. All the separate arrays are elements of the Value array; that is
an array of array objects. The second main array Index stores arrays containing
the column numbers of the matrix, again one array per row. The memory re-
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Fig. 2. An example sparse matrix stored using JSA

quirements to store a sparse matrix in JSA are 2nnz +2n array locations. Figure
2 shows an example sparse matrix stored using JSA.

4 Sparse Matrix-Vector Multiplication

The performance evaluation presented in the following section is predicated upon
Java implementations of sparse matrix-vector multiplications. These implemen-
tations have been developed for this work and follow the structure of the Fortran
95 reference implementation of the Sparse BLAS developed by CERFACS [4].
Object-oriented features are used only for passing parameters to methods (sub-
routines), but are not used inside the kernels that actually implement the matrix
operation. Some simplifications are made compared with the Sparse BLAS refer-
ence implementation. The matrix data is assumed to be static once created. This
does not modify the implementation of the matrix-vector multiplication, but
simplifies the code to create, access and destroy matrices. The implementations
concentrate on square and double precision matrices. The Java implementations
incorporate external code, such as JSA.

JSA Implementation — Two Java implementations of sparse matrix-vector
multiplication are considered for JSA: JSA-GS and JSA2. The JSA-GS imple-
mentation is the code made available by Gundersen and Steihaug [6]. This code
does not include a specialised case for symmetric matrices1. A new subroutine
was incorporated into this code (a new method in class JavaSparseArray) to
support symmetric matrices. The JSA2 implementation is a reimplementation
of JSA following the structure of the Sparse BLAS reference implementation. The
main differences compared with JSA-GS is the code for creating, handling and
destroying matrices, and one subroutine (or method) which implements the mul-
tiplication rather than two as in JSA-GS. When a matrix is created the Sparse
BLAS allow users to specify whether the matrix is symmetric. With JSA-GS
a program has to check the information provided about the matrix to call ei-
ther the general subroutine or the symmetric subroutine. With JSA2, a program
simply calls the subroutine and the check is performed internally. Otherwise the
sets of instructions that implement the multiplication are identical.

1 A matrix A is symmetric when aij = aji.
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5 Performance Evaluation

The aim of this performance evaluation is to analyse the circumstances under
which a given storage format performs better than the other storage formats.

Table 1. Legend for the ‘storage formats’-axis in Fig. 3

1 COO 6 BCO block size 8 11 BSR block size 16 16 BSC block size 32
2 CSR 7 BCO block size 16 12 BSR block size 32 17 BSC block size 64
3 CSC 8 BCO block size 32 13 BSR block size 64 18 DIA
4 JSA-GS 9 BCO block size 64 14 BSC block size 8 19 SKS
5 JSA2 10 BSR block size 8 15 BSC block size 16

Experimental Testbed — Matrix test data are (around 200 different matri-
ces) real, symmetric and non-symmetric matrices from Eigenvalue problems and
Linear Systems available from the Matrix Market Collection [1]. The test pro-
gram reads a matrix from file, calculates the multiplication of that matrix with
a random vector and records the result as well as the time taken to calculate the
product. The test program repeats this computation for the 9 different storage
formats (note different block sizes).

The two test machines run the Java Virtual Machines (JVMs) with the mini-
mum and maximum heap sizes of 128 MB and 1536 MB, respectively, and -server
flag. System A is an Ultra Sparc 10 at 333 MHz with 256 MB running Solaris 5.8
and Sun Java 2 SDK 1.4.2 Standard Edition (SE). System B is an Intel Pentium
4 at 2.6 GHz with 512 MB running Red Hat 9 kernel 2.4.20-31.9 and Sun Java
2 SDK 1.4.2 SE. The timer accuracy is one millisecond and the time reported
is the time spent performing 50 matrix-vector multiplications on System A and
200 on System B. The numbers 50 and 200 are selected so that the times are
large enough in relation to the accuracy of the timers.

Performance Results on all Systems and Matrices — Figure 3 presents
the average times (out of four runs) for each matrix on both machines. The
general pattern is the same on both platforms. The block entry storage formats
do not perform significantly better with different block sizes. This suggests that
any gain that results from more efficient use of the memory hierarchy is offset by
increases in the number of zero elements that need to be processed. Throughout,
the point entry storage formats, with the exception of DIA, appear to give the
best performance. At best the block entry storage formats get close to the point
entry storage formats.

The Fastest Storage Formats — In Fig. 3 the fastest storage formats are
COO, CSR, CSC, JSA-GS and JSA2. Figure 4 shows in more detail the execution
times for these storage formats. The graphs present the results for JSA-GS, JSA2
and the minimum time taken by the other three storage formats; i.e. min(COO,
CSR, CSC) ≡ MCCC. For System A, JSA-GS consistently performs better than
JSA2 and JSA2 itself in most cases performs better than or equivalent to MCCC.
System B does not offer the same clear conclusion. For the matrices in the region
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Fig. 3. Time results (seconds) on Systems A and B. The legend for the ‘storage
formats’-axis is given in Table 1. The ‘matrix number’-axis is ordered by nnz



370 M. Luján et al.

Fig. 4. Time results (seconds) for the fastest storage formats. The matrix number axis
is ordered by nnz
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1 to 90 (matrices with the fewest nnz), MCCC performs in most cases similarly
to JSA-GS. For these matrices JSA2 performs similarly, but slightly worse than
JSA-GS. For the rest of the matrices, JSA-GS performs better than JSA2 in most
cases and JSA2 performs better than or similarly to MCCC. The exception is in
the matrix region around 130 where JSA-GS and JSA2 deliver similar execution
times, but both are outperformed by MCCC.

As mentioned in Section 4, the computationally intensive code in JSA-GS and
JSA2 is identical. Thus, a reasonably expectation would be that the performance
delivered by JSA-GS and JSA2 should be similar. One possible explanation for
the observed different performances is that the JVMs find it more amenable
to optimise the smaller subroutines (methods) in JSA-GS (symmetric vs. non-
symmetric support).

6 Conclusions and Future Work

It would be presumptuous to say that all the storage formats for sparse matrices
are covered by this work, especially since there are many minor variations which
can create entirely new storage formats. Nonetheless, this paper has presented
a comprehensive performance comparison of storage formats for sparse matri-
ces. The results have shown that JSA performes better than the other storage
formats for most matrices. The block entry storage formats have not performed
as well as the point entry storage formats. Future work underway is to include
a similar set of experiments with Fortran implementations and then other op-
erations supported by the Sparse BLAS. The most relevant related work is the
Sparsity project [5]. For a given sparse matrix the Sparsity project has developed
compile time techniques to optimise automatically several sparse matrix kernels
using a specific block entry storage format.
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Abstract. The physics of magnetically-confined fusion plasmas involves many
different processes with multiple time and length scales that cover many orders
of magnitude. As the capability of large parallel computers continues to grow, the
goal of an integrated self-consistent simulation of all of the relevant physics draws
closer. However, advances in computer science, physics formulations, and algo-
rithms are also needed to achieve this goal. In this paper, we present an overview
of an on-going project which is exploring these issues in the context of integrated
simulation of radio frequency (RF) heating and transport physics as an initial step
toward whole-device modeling. We present our experience in using the common
componment architecture (CCA) as the underlying framework for the integration
of the different physics modules. This work illustrates the viability of using high
performance component technology in a complex simulation environment.

1 Introduction

The processes involved in modelling magnetically-confined fusion plasmas include
electromagnetic-wave plasma interactions, transport (both collisional and turbulent)
particle drift orbit effects, magnetohydrodynamics, atomic physics, and plasma-wall
interactions. Research groups have developed codes to model these processes individu-
ally, or in a very loosely coupled fashion (generally without self-consistency). However
scientific needs for planned systems, such as the International Thermonuclear Exper-
imental Reactor (ITER) project1, require the capability to model entire devices in an
integrated, self-consistent fashion. This coupling requires that the output of one simula-
tion process provides (time varying) boundary conditions or inputs to the other physical
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process model simulations. A complete, integrated whole device model (WDM) simu-
lation would encompass time scales ranging from nanoseconds to tens of minutes and
length scales from the subatomic to the size of the reactor vessel itself (∼6 meters
tall).

The growing capability of large parallel computers continually increases the feasi-
bility of this type of integrated simulation, at least in terms of the raw computational
power required. However, significant challenges still must be overcome to make large-
scale coupled simulations, such as WDM, a practical reality. Advances must be made
in computer science, algorithms and in the physics formulations themselves [1]. For
example, while a well-tested physical model will typically provide satisfactory results
in its original (uncoupled or loosely coupled) context, the behavior may become more
complex and harder to understand when additional physical processes are coupled in
because assumptions under which the original model was developed may break down.
Likewise, the algorithms and mathematical approaches used in the individual models
must often change to accommodate the new coupled interactions. For example, when
coupling two simulations where the natural time step differs by a factor of a million, it
is often not feasible to actually run a million steps of the fast model between succes-
sive steps of the slower one, as a naive integration approach might attempt. Alternative
algorithms and solution strategies are required to preserve the essential physics while
accelerating the coupled solution to a more practical level. In addition, the integra-
tion of codes developed by disparate groups raises software-related issues ranging from
reconciling software architectures and facilitating software-based collaboration, to the
detailed mechanics of integrating software that may have been developed using differ-
ent parallel programming models, written in different incompatible languages, and use
different data structures.

In order to examine these issues in more detail and lay the groundwork for larger-
scale efforts to develop a comprehensive integration fusion simulation capability [1], we
have undertaken a modest “prototype” integrated fusion simulation effort. Our project
focuses initially on the coupling of just two physical processes: RF heating of the
plasma, which occurs on the nanosecond time scale, with transport within the plasma,
which occurs on the millisecond time scale. We have developed an “evolutionary pre-
conditioning” approach to address the disparity in time scales between these two mod-
els, and have used the Common Component Architecture (CCA)2 as an efficient and
flexible framework in which to integrate the independent simulation codes. In this pa-
per, we present a high-level overview of our ongoing effort, emphasizing the computer
science and mathematical aspects of the project.

This paper is organized as follows: in Section 2 we present, briefly, a description of
the RF heating and transport processes and how they are simulated; Section 3 describes
the evolutionary preconditioning approach used to numerically facilitate the integra-
tion; and, Section 4 introduces the Common Component Architecture and its utility for
this work. Then in Section 5 we describe our prototype integrated simulation applica-
tion and share our experiences developing it. We present our Conclusions and plans for
Future Work in Section 6.

2 http://www.cca-forum.org
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2 Plasma Physics: RF Heating and Transport

Plasma transport, typically particle convection; current and particle diffusion; and ther-
mal conduction, combined with the boundary conditions and sources for the fluxes, con-
trol the evolution of macroscopic plasma parameters. The transport coefficients used to
model the fluxes can be highly non-linear and, in some cases, non-local in space and
time. As a result, the time and space dependence of the temperatures, densities, and
magnetic fields that comprise the desired output can be quite complex. Time scales
for these processes are in the range of hundreds of milliseconds to tens of seconds for
present and planned experiments.

The transport of particles, heat, and current (or equivalently magnetic flux) are each
described by a partial differential equation. For example, heat transport for a particular
plasma species i is described by an equation of the form

∂(niTi)
∂t

+
→
∇ ·Ki

→
∇ (niTi) = Si (1)

where ni is the density of species i, Ti is the temperature, Ki is the thermal conduc-
tivity, and Si is the external source/sink of energy. For simplicity, convective terms
and the interchange of energy between species due to friction and thermal equilibration
have been omitted. Although the plasma is either 2-D or 3-D in space, systems with
good confinement have magnetic field lines that form closed, nested surfaces. Because
transport along field lines is much faster than that across field likes, we average the
transport equations along magnetic field lines and solves for transport across these sur-
faces. Standard conservative finite different techniques and operator splitting are used
for solving the coupled systems. Evolving the transport equations is much less compu-
tationally intensive than solving for the interactions of the plasma with RF waves.

Radio frequency (RF) power in the ion cyclotron frequency range (∼50-200 MHz
at 10s of MW) is a principle means of plasma heating. Plasma parameters may be
assumed constant for the tens of nanoseconds time scale for variation of the RF elec-
tromagnetic fields. Thus the waves reach steady state on the electromagnetic time scale
before plasma parameters change significantly. Thus wave properties, for example en-
ergy deposition, may be calculated with stationary plasma parameters and subsequently
used to advance the transport.

For many problems of interest, plasma responses to the applied RF power may
be linearized in RF fields. Under these conditions, the All-Orders Spectral Algorithm
(AORSA) solves for the wave fields needed for the plasma simulation [2] This code
accurately treats the physics of waves that interact with arbitrary harmonics of the ion
cyclotron frequency and with perpendicular wavelengths that are smaller than ion gy-
roradii in the strong equilibrium magnetic field. However, resolving the spatial depen-
dence of the dominant wave-plasma interactions in 2-D requires the solution of from
10,000 to over 100,000 dense linear equations and can use over 10,000 processor hours.
As a result, time-dependent plasma simulations were prohibitively expensive as hun-
dreds of AORSA solutions might be required to resolve a few plasma energy confine-
ment times. To address this issue, we have developed an “evolutionary preconditioning”
approach to accelerate the coupled simulation.
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3 Mathematics: Evolutionary Preconditioning

One of the most time consuming computational kernels in the AORSA code is the so-
lution of a large dense complex linear system by LU factorization in parallel using
ScaLAPACK [3]. The matrix is highly non-symmetric and the spectrum has large com-
ponents in the imaginary plane. This presents a significant challenge to most Krylov
iterative solvers such as GMRES [4] and an effective preconditioner is required.

The key to implementing a time dependent simulation was the observation that the
plasma parameters (determined by the transport simulation) are changing on a longer
time scale, so we need results from a sequence of closely related RF calculations rather
than independent solutions to a large number of independent simulations. Thus we use
an “evolutionary” approach, using the exact LU decomposition for a set of plasma con-
ditions at one time to precondition the AORSA linear equations that are determined by
the parameters for a subsequent time step. Reusing the LU factorization from previous
time steps as a preconditioner for an iterative solver offers the possiblity of reducing the
O(N3) cost for factorization to O(N2) cost in triangular solves and matrix multiplies.
When the plasma parameters have evolved sufficiently that the iterative method is no
longer effective, a new direct solution will be recomputed. Hopefully, the need for such
direct factorization would be limited to a sufficient small number of intermediate points
to make the overall simulation practical.

This approach has been tested and proven effective over a reasonable range of
plasma parameters. For “sensitive” parameters including electron density and magnetic
field strengths, parameters could be varied ±20% and still converge within 100 itera-
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Fig. 1. Sensitivity of convergence of evolutionary preconditioning scheme to changes in various
simulation parameters. Tests were done for a 32×32 mode problem, with a reduced matrix size
(N ) of 1965 complex equations
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tions. While for “non-sensitive” parameters such as electron and ion temperatures and
toroidal mode number of RF antenna, a variation of ±50% was possible while main-
taining good convergence. Fig. 1 illustrates the convergence characteristics of several
simulation parameters. These results suggest that a significant number of transport time
steps can be taken before a new preconditioner must be generated. We are currently
working on incorporating this approach into the integrated simulation.

4 Computer Science: The Common Component Architecture

The computer science and software engineering aspects of building a coupled simu-
lation are often at least as complex as the physics and mathematics involved. Issues
range from the software (and social) engineering of getting disparate groups of soft-
ware developers to collaborate around the integrated simulation to the details of rec-
onciling different software architectures, programming styles, parallel programming
models, programming languages, data structures, etc. In this work, we look to ideas
of component-based software engineering (CBSE), and in particular the realization of
those ideas in the Common Component Architecture (CCA) [5, 6] to provide a soft-
ware environment in which to integrate the coupled simulation and facilitate the social
aspects of collaborative development.

CBSE is, fundamentally, a means to help manage the complexity inherent in mod-
ern large-scale software systems. CBSE treats applications as assemblies of software
components that interact with each other only through well-defined interfaces (or ports
in CCA terminology) within a particular execution environment, or framework. Com-
ponents are units of software functionality, and are a logical means of encapsulating
knowledge from one scientific domain (or sub-domain) for use by those in others,
thereby facilitating group and multidisciplinary interactions. The glue that binds the
components together is a set of common, agreed-upon interfaces, or ports. Multiple
component implementations conforming to the same external interface standard should
be interoperable, while providing flexibility to accommodate different aspects such as
algorithms, performance characteristics, and coding styles. At the same time, the use
of common interfaces facilitates the reuse of components across multiple applications.
The Common Component Architecture distinguishes between provides ports, which
are implemented by a component, and uses ports, where a component makes calls on
a port provided by another component. The framework is responsible for providing an
environment in which applications can be assembled from components (by connect-
ing matching uses and provides ports) while insuring that internals of the components
remain opaque to each other.

The CCA is designed specifically for the needs of parallel, scientific high-
performance computing (HPC) in response to limitations of other, more widely used
component approaches (see [5]). The general-purpose design of the CCA is intended
for use in a wide range of scientific domains, and CCA-based simulations are under
development in numerous fields, e.g. [7]. The CCA’s emphasis on supporting HPC sci-
entific computing has led to a number of important characteristics being incorporated
into its design, and into tools that implement the CCA environment.
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The CCA’s uses/provides design pattern allows components in the same process
address space to be invoked directly, without intervention by the framework, and with
data passed by reference if desired, preserving high performance for components which
are local to each other [8]. In parallel computing, interactions among components within
the same process are handled by the CCA’s port-based mechanisms, taking advantage of
the “direct connect” approach just mentioned. Interactions across parallel instances of a
component are up to the component’s developer, and carry no CCA-imposed overheads.

Language interoperability is an important feature of many component models be-
cause it allows components to be opaque with respect to implementation language as
well as other implementation details. In the CCA, the Scientific Interface Definition
Language (SIDL) [9] provides a means to express the interfaces between components
independent of their implementation language. SIDL works in conjunction with the Ba-
bel language interoperability tool3 [9], which currently supports C, C++, Fortran 77,
Fortran 90/95, Python, and Java.

Finally, the CCA employs a minimalist design philosophy to simplify the task of
incorporating existing software into the CCA environment. The amount of extra code
needed to acclimate a software module to the CCA environment can be as little as one
extra (typically short) method, and several additional calls that manage ports provision-
ing and use. Experience has shown that componentization of existing software in the
CCA environment is straightforward when starting from well-organized code [10].

5 Prototype Integrated Fusion Simulation

Our prototype integrated simulation was designed with the idea it should be extensible
to integrate other physical processes in addition to the RF heating and transport simula-
tions. In addition, we envisioned a simple, evolutionary migration path from the existing
physics software to the componentized integrated simulation. The resulting design in-
cludes four types of components: a driver, which orchestrates the coupled simulation;
the “physics” components, which encapsulate the original standalone simulation codes,
an in-memory “plasma state” component, which holds the data exchanged by the differ-
ent physics components, and “transformers” which adapt data from the form stored in
the plasma state and the forms required by the various physics components. Fig. 2 shows
the visual representation of the assembled application provided by the Ccaffeine CCA
framework 4.

While the physics components and the transformers are all written in Fortran 90,
the driver is written in the Python scripting language to facilitate flexible and rapid
experimentation with different driver algorithms and parameters, and the plasma state
component is implemented in C++.

The original standalone physics components read and write files directly for their
inputs and outputs, and the initial version of the coupled application retains this charac-
teristic (temporarily), using same file formats to transfer data between the plasma state

3 http://www.llnl.gov/CASC/components/babel.html
4 http://www.cca-forum.org/ccafe/
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Fig. 2. Plasma simulation components

and the physics components. This approach was taken in order to minimize changes to
the physics codes before verifying their correct behavior within the coupled application.
We expect to quickly evolve the interfaces to allow for direct data exchange between
components as the following step in the evolution of the port interfaces.

Data exchange between different physics module poses another challenge related
to the format of the data. The output of one component may need to be re-gridded or
transformed into a different coordinate system for another component. Most standalone
physics codes in this community have their own set of transformation routines to per-
form these functions on inputs derived from other codes. In our initial prototype, we
decided that the plasma state component should store data in the format in which it
was computed. We use transformer components (extracted from the original standalone
physics simulations) to implement a “receiver makes right” approach to insure compo-
nents using the data get it in the format they need. While this approach does not address
the n2 problem of data transformation, we plan on using this prototype to gain a better
understanding of the data transform issues in fusion simulations and develop general
purpose reusable components that address this issue, drawing on existing efforts such
as [11, 12].

The design of the interfaces that define the boundaries between the various com-
ponents is crucial for the long-term flexibility and extensibility of the model. In our
prototype, we opted for an evolutionary approach that facilitates rapid code integration,
while allowing for future refinement as we gain better understanding of the overall ap-
plication. A decision was made to adopt an initial design that promoted a loose compo-
nent coupling, where methods that make up port interfaces are kept at a decidedly high
level. This decision allows prototyping to proceed with little or no change to the mature
physics applications that underly the main physics components. An added benefit of
this approach has been the reduction in the amount of testing that had to be performed
to validate the correctness of the overall application.



Coupled Fusion Simulation Using the Common Component Architecture 379

6 Conclusions and Future Work

In this paper, we presented the physical, mathematical, and computer science issues
involved in the design and implementation of a coupled fusion simulation using the
Common Component Architecture. The prototype we developed couples together sev-
eral physics modules, along with the necessary data and driver components. Our expe-
rience has demonstrated the viability of using CCA as the underlying foundation for
such integration efforts. As we continue, our primary focus is on gaining a better under-
standing of the detailed needs of large-scale coupled fusion simulations and evolving
our prototype to meet them. This includes, for example, expanding the capabilities of
the prototype by introducing application controlled checkpointing and archival storage
into the plasma state component. Another aspect of our future plan involves the refine-
ment of the interfaces, with the ultimate goal of helping to develop interfaces that can
be agreed to and used across the larger fusion community; this would be an important
step towards coupled simulations integrating more physical processes.
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Abstract. Today’s scientific simulations often generate huge amounts
of data for data archival, data analysis, and visualization. These data are
stored in high-performance distributed storages that consist of a network-
oriented computing environment. In such a computing environment, one
of the major issues affecting in achieving substantial I/O performance
and scalability is to build an efficient locking protocol. In this paper, we
present a distributed locking protocol that enables multiple client nodes
to simultaneously write their data to distinct data portions of a file, while
providing the consistent view of client cached data, and conclude with an
evaluation of the performance of our locking protocol on a Linux cluster.

1 Introduction

Today’s scientific simulations often generate huge amounts of data for data
archival, data analysis, and visualization, and then these data are stored in
high performance distributed storages that consist of a network-oriented com-
puting environment. The common network-oriented storage architecture desig-
nates a few number of network-attached servers as a data storage pool and
connects the clients to the servers via network, like GigaEthernet or Fibre Chan-
nel [1, 2, 3, 5, 6]. In such a storage architecture, a critical issue affecting in achiev-
ing high I/O bandwidth and scalability for the scientific simulations is to build
an efficient locking protocol which is used for providing the coordinated ac-
cesses to remotely stored data and for providing the consistent views of client
cached data. The reason is that, in order to produce high I/O bandwidth, many
scientific simulations use parallel I/O packages where multiple client nodes si-
multaneously perform their I/O operations. MPI-IO is among those parallel I/O
packages. MPI-IO [8, 10] is specifically designed to enable the optimizations that
are critical for generating high-performance I/O. These optimizations include
collective I/O and the ability to access noncontiguous data sets. However, in
order to achieve high I/O performance using MPI-IO on a network-oriented
distributed storage, the distributed file system which is running on top of the
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storage must provide the ability to lock a file per data section to have multiple
concurrent writers. However, many of the locking protocols integrated with dis-
tributed file systems are based on a coarse-grained method [1, 2, 3] where only
a single client at any given time is allowed to write its data to a file, while the
other clients are waiting for the current node to finish its write operation even
when the others would write to the different data portions of the same file. This
drawback significantly degrades I/O performance in many scientific simulations
where supporting parallel write operations happens to be proved generating high
I/O bandwidth [4, 7].

In this paper, we present a distributed locking protocol based on multiple
reader/single writer semantics for a data portion to be accessed. In this scheme,
a single lock is used to synchronize concurrent accesses to a data portion of a
file. But, several nodes can simultaneously run on the district data sections in
order to support data concurrency. We conclude our paper by discussing the
performance evaluation of our locking protocol on a Linux cluster.

2 Design Motivation

Our main objectives in developing a distributed locking protocol were to provide
high-performance parallel I/O, to minimize the communication latency occurred
during the lock negotiation steps, and to utilize local lock services as much as
possible.

– High-performance I/O We designed the distributed locking protocol ca-
pable of allowing multiple concurrent writers to the same file to achieve
high performance I/O. Also, the locking protocol provides data consistency
between the data stored in the storage device and the data stored in the
client-side cache.

– Low communication latency We designed the locking protocol to reduce
the network overhead taking place during the lock negotiation steps with
Global Lock Manager (GLM). All the lock requests coming from the client
nodes are evenly distributed on multiple GLMs. Moreover, in order to mini-
mize the number of callback messages necessary to revoke and release a lock,
we grouped all the client nodes into several node groups. If GLM finds the
node group where the lock holder belongs to it then sends a lock revocation
message to the node group.

– Use of local lock service we designed the locking protocol to utilize local
lock service to the maximum extents in order not to incur communication
overhead with GLM and remote lock holders. By retaining the privileges on
data sections even in the absence of active processes on a client, we eliminated
the need to communicate with GLM repeatedly for the same data section,
and thus can minimize the network latency.
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3 Implementation Details

3.1 Overview

Figure 1 illustrates the distributed lock interface that is integrated with dis-
tributed file systems. Applications issue I/O requests using local file system
interface, on top of VFS layer. Before performing an I/O request, each client
should acquire an appropriate distributed lock from GLM in order to maintain
data consistency between the cached data on clients and the remote, shared data
on servers. The lock request is initiated by calling the lock interface, snq clm lock.

As mentioned in section 2, in order to reduce the communication latency
occurring in the lock acquire step, we grouped the client nodes into several node
groups. In the current implementation, an eight bit integer is used to denote node
groups. When a client acquires an appropriate lock to perform I/O operation,
the bit corresponding to the node group where the client belongs to is set to 1.
Also, if a client requests a lock to GLM, GLM first locates the node group where
the lock holder belongs to and then sends a callback message to the nodes of the
node group. When the lock holder receives the callback message, it releases the
requested lock and sends back an acknowledge to GLM to grant the lock to the
requester.

Figure 2 represents a hierarchical overview of the locking construct with two
client nodes and one GLM. The lock modes that we provide for are SHARED
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for multiple read processes and EXCLUSIVE for a single write process. The lock
structure consists of three levels: metalock, datalock, and childlock. The met-
alocks, inode0 on node A and inode1 on node B in Figure 2, synchronize accesses
to files and the value of a metalock is an inode number of the corresponding file.
Below the metalock is a datalock responsible for coordinating accesses to a data
portion. For example, on node A, metalock inode0 is split into two datalocks
associated with the data sections 0-999 and 1000-1999 in bytes and, on node
B, two datalocks below inode1 are associated with the data sections 0-2999 and
3000-5999 in bytes. In order to grant a datalock, the lock mode of the higher lock
(metalock) must be SHARED, meaning that a file is shared between multiple
clients.

The lowest level is a childlock that is of a split datalock. As mentioned in
section 2, given that a datalock is granted, the datalock can be split further
to maximize local lock services as long as the data section to be accessed by a
requesting process does not exceed the data section of the datalock held. In other
words, in Figure 2, the datalock for the data portion 0-999 is split into three
childlocks that control accesses to the data portion 0-100, 100-199, and 800-
899, respectively. The childlock is locally granted and therefore the requesting
process needs not communicate with GLM to obtain the childlock. However, the
childlock is granted only when the lock mode of a childlock is compatible with
that of the higher datalock. The datalock and childlock are found by comparing
the starting file offset and data length being passed from the local file interface.

GLM contains the global lock information consisting of a list of locks that
each GLM is responsible for serving. In Figure 2, GLM contains the metalocks,
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inode0 and inode1, and the datalocks of the data portions 0-999, 1000-1999, 0-
2999, and 3000-5999 held by node A and node B. GLM also contains the node
group information indicating those groups where the lock holders belong to.

4 Performance Evaluation

We measured the performance of the distributed locking protocol on the ma-
chines that have Pentium3 866MHz CPU, 256 MB of RAM, and 100Mbps of
Fast Ethernet. The operating system installed on those machines was RedHat
9.0 with Linux kernel 2.4.20-8. The performance results focused on the time
to obtain locks by performing lock revoke, downgrade, and upgrade operations.
The time to invalidate client cached data and to write dirty data to disk was
not included in the evaluation.

Figures 3 and 4 represent the time to obtain the locks with the exclusive
mode in write operations and with the shared mode in read operations, as the
number of clients increases from 4 to 16. Also, in Figure 3, one machine was
configured as a GLM and, in Figure 4, four machines were configured as GLMs.
When four machines were configured as GLMs, each lock request is given to a
GLM, according to round robin fashion. All clients read or wrote 1Mbytes of
data to the distinct portions of the same file. In this case, the lock requested
by each client is newly created on GLM and returned to the requesting client,
causing no callback message to be sent to the remote lock holder. Figures 3 and
4 show that if there is no lock revocation occurred with the remote lock holder,
then the communication overhead necessary for acquiring a new lock becomes
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small both with the exclusive mode and with the shared mode. Also, changing
the number of GLMs from one to four doesn’t affect the performance.

Figures 5 and 6 show the time to obtain the locks with the exclusive mode
and with the shared mode, while moving each client’s data section to access to
the one given to the neighbor at the previous step. For example, at the first
step, the first client accesses to the first 1Mbytes of data section of a file and the
second client accesses to the second 1Mbytes of data section of the same file. At
the second step, the first client’s data section changes to the second 1Mbytes of
data section for which the second client has already acquired the lock at the first
step. Therefore, at the second step, the second client should yield the lock held
to the first client, while taking a new lock from the third client. Also, Figure 5
shows the time taken by using one GLM and Figure 6 shows the time taken by
using four GLMs.

Figures 5 and 6 both illustrate that the overhead of the lock revocation is
significant with the exclusive mode because only a single client is allowed to
write to a data section at any given time. With the shared mode, there is no
need to contact the remote lock holder since a single lock can be shared be-
tween multiple nodes. With the shared lock mode, GLM just increases a counter
denoting the number of shared lock holders before granting the lock. Finally,
the communication overhead is decreased when the number of GLMs is changed
from one to four since the lock requests issued by the clients can be distributed
on the multiple GLMs.

In order to figure out how much the network latency occurred at the lock
negotiation step dominates the performance, we changed the number of clients
running on each node, while keeping the total number of clients as 16. If the
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number of clients on a node is one, then every 16 clients runs on the different
node. If the number of clients is two, then two clients run on each node and so 8
different nodes are needed to have 16 clients as total. Also, as did in Figures 5 and
6, we changed the data access range of each client to the one given to the neighbor
at the previous step. With two clients running on the same node, the callback
message is sent to the remote lock holder every two I/O operations to revoke a
lock. With four clients, the callback message is sent to the remote lock holder
every four I/O operations, resulting in the lock negotiation overhead decrement,
compared to two clients on each node. According to this experiment, we could see
that the dominating performance factor with 16 clients is the network overhead
to contact the remote lock holder.

5 Conclusion

Concurrent accesses to the same file frequently occur in modern scientific simula-
tions where allowing parallel write operations significantly improves I/O band-
width. However, most distributed client-server file systems support a coarse-
grained locking protocol in which all the concurrent write operations to a file
are serialized even when the data sections being written are different between
writers. In this paper, we presented a distributed locking protocol with which sev-
eral nodes can simultaneously write to the distinct data portions of a file, while
guaranteeing a consistent view of client cached data. The distributed locking
protocol has also been designed to exploit locality of lock requests to minimize
communication overhead with GLM and remote lock holders.
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Abstract. We show the implementation and the simulation results of a
hierarchical, cluster based routing protocol for mobile ad hoc networks
using Parallel Virtual Machine (PVM). The network represented by a
graph is partitioned into clusters by a graph partitioning algorithm and
the shortest routes are first calculated locally in each cluster in the first
srep. The simplified network which consists only of the nodes that have
connections to other clusters called the neighbor nodes is then formed and
the shortest routes are calculated for this simple network as the second
step. A complete route between the two nodes of different clusters is
formed by the union of intra-cluster and inter-cluster routes. We show
the implementation results using PVM where a workstation represents a
cluster and each node is a PVM process. The results obtained support the
theoretical considerations where the efficiency increases by the number
of clusters in use.

1 Introduction

Mobile ad hoc networks do not have central administration or fixed infrastruc-
ture and consist of mobile wireless nodes that have temporary interconnections
to communicate over packet radios. As the topology of a mobile network changes
dynamically, routes are needed to be calculated much more frequently than
the wired networks. Various methods such as distributed, adaptive and self-
stabilizing algorithms are used to perform routing in mobile networks. In Link
reversal routing algorithms, a node reverses its incident links when it loses routes
to the destination. Performance analysis of link reversal algorithms are given in
[1] and TORA [9] is an example system that uses link reversal routing. Routing
in mobile networks can be performed by clustering, that is, partitioning of the
network into smaller subnetworks to limit the amount of routing information
stored at individual nodes. In [8], a mobile network is partitioned into clusters
of a two level graph. In the zone routing proposed in [5] where a zone functions
similar to a cluster, the requested routes are first searched within the local zone.
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For inter-zone routes, the search is carried by multicast messages to the bound-
ary nodes within the zones. In k-way clustering, the mobile network is divided
into non-overlapping clusters where two nodes of a cluster are at most k hops
away from each other. A k-way clustering method is proposed in [3] where the
spanning tree of the network is constructed in the first phase and this tree is
partitioned into subtrees with bounded diameters in the second phase.

In this study, we evaluate the performance of a hierarchical, two-level dynamic
routing protocol described in [4] using PVM. The protocol consists of three main
phases of partitioning the mobile network graph into clusters, calculating local
cluster routes and finally calculating the simplified network graph routes. The
rest of the paper is organized as follows. The background is given in Section 2,
the analysis is discussed in Section 3, the PVM test results are given in Section
4 and the conclusions are outlined in Section 5.

2 Background

2.1 Partitioning of the Mobile Network

Graph partitioning algorithms aim at providing subgraphs such that the number
of vertices in each partition is averaged and the number of edges cut between
the partitions is minimum with a total minimum cost. An arbitrary network
can be constructed as an undirected connected graph G = (V,E,w) where V
is the set of routing nodes, E is the set of edges giving the cost of communica-
tion between the routing nodes and w: E → � is the set of weights associated
with edges. Multilevel partitioning is performed by coarsening, partitioning and
uncoarsening phases [6]. During the coarsening phase, a set of smaller graphs
are obtained from the initial graph. In the maximal matching, vertices which
are not neighbors are searched. In Heaviest edge matching (HEM), the vertices
are visited in random order, but the collapsing is performed with the vertex
that has the heaviest weight edge with the chosen vertex. In Random Matching
(RM) however, vertices are visited in random order and an adjacent vertice is
chosen in random. The coarsest graph can then be partitioned and further re-
finements can be achieved by suitable algorithms like Kernighen and Lin [7].
Finally, the partition of the coarsest graph is iteratively reformed back to the
original graph.

We provide a partitioning method called Fixed Centered Partitioning (FCP)
[4] where several fixed centers are chosen and the graph is then coarsened around
these fixed centers by collapsing the heaviest or random edges around them
iteratively. Different than [6], FCP does not have a matching phase, therefore
iterations are much faster. FCP requires the initial marking of the fixed centers.
One possible solution is to choose the fixed centers randomly so that they are all
at least some bounded distance from each other. The heuristic for the bound we
used is h = 2d / p where d is the diameter of the network and p is the number
of partitions (clusters) to be formed. The time complexity of the total collapsing
of FCP is O(n). FCP provided much favorable partitions than CM and RM in
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terms of the average edge cost, time to partition a graph and the quality of the
partitions experimentaly [4].

2.2 The Hierarchical Routing Protocol

The routing protocol called the Neighbor Protocol for the mobile network is not
fully distributed due to the existence of some privileged nodes in the network.
The distributed routing architecture consists of hierarchical clusters of routing
nodes and each cluster has a controller which is called the representative. At the
highest level, one of the representatives called the coordinator, receives messages
to update its view everytime there is an addition or deletion of a node to a cluster.
Upon such changes of configuration or periodically gathering of the changes, the
coordinator starts a new configuration process by partitioning the network graph
into new clusters. The nodes in the cluster that have connections to other clusters
are called the neighbor nodes. The coordinator chooses one of the neighbor nodes
in each cluster as the cluster representative and sends the cluster and neighbor
topology information to the representative of such a group. Each representative
then distributes the local connectivity information to all of the nodes in its
group which concludes the first step of the protocol. In the second step, each
node performs All-Pairs Shortest-Paths (APSP) routing within its cluster. At
the end of this step, the distances between all pairs of nodes in the cluster
including the neighbor nodes are calculated. In the third step, only the neighbor
nodes calculate APSP routes for the simplified network graph which consists
of neighbor nodes only. Any route is then formed by the union of the route
from the source node to its nearest neighbor, the shortest route between the
source neighbor and the destination neighbor and the shortest route between
the destination neighbor and the destination node.
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2.3 An Example Network

An example network is depicted in Fig. 1. The initial centers allocated are 28, 8,
1 and 32. The coordinator and also the representative for cluster D is at 13. The
coordinator partitions the graph using FCP as shown. Based on the partitioning
information, the representatives chosen from the neighbors as 17, 30 and 15
are informed of their local connection. In the second phase, the representatives
transfer this information to local nodes in their clusters in parallel. The ordinary
nodes then calculate APSP in parallel, however, the neighbor nodes have to also
calculate APSP for the simplified network graph which consists of the neighbor
nodes only as shown in Fig. 3. Consider an example where node 26 in cluster A
wants to send a message to the node 35 in cluster C. Since destination is not in
its own cluster, 26 sends the message to its closest neighbor node, 17. Node 17
sends the message to node 7 which is its closest neighbor node in cluster C over
17-29-31-13-39-7. The neighbor node 7 routes the message to the destination
over the shortest path which is 7-23-0-35. The total cost of this path is 49.
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Fig. 2. The Simplified Neighbor Network

3 Analysis

The performance analysis should include the following

1. Partitioning of the network graph by FCP : O1

2. Distribution of the cluster connectivity messages to the cluster representa-
tives : O2

3. Distribution of the routing information to the individual nodes by each rep-
resentative : O3

4. Intra-cluster route calculation time by the nodes within the cluster : O4

5. Inter-neighbor route calculation by the neighbors : O5

It was shown in [4] that the distribution of individual cluster routing infor-
mation to the nodes (steps 2 and 3 above) take Odist(m) time where m is an
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upper bound on the number of nodes in a cluster. Also the total time required for
intra-cluster and inter-neighbor routing algorithms is Oroute(m3). The following
theorem showed the Speedup obtained by the proposed protocol[4].

Theorem 1. The Speedup obtained by the proposed protocol to a pure sequential
all-to-all shortest paths protocol is O(p3) and to the parallel case where each node
calculates all of the routes in parallel with others is O(p2/m).

Proof. Total time for the protocol (Oprot) is :

Oprot = Opart(n) + Odist(m) + Oroute(m3) = O(n + m3) (1)

and assuming a balanced partition, that is, n = mp

Oprot = O(n + m3) = O(mp + m3) (2)

Assuming the network has p clusters and m nodes at each cluster, a serial
algorithm to compute all routes of this network will take Oserial((p ∗m)3) op-
erations. The speedup S that can be approximated with respect to pure serial
case is :

S = Oserial/Oprot = O((p ∗m)3/(mp + m3)) (3)

and assuming m� p

S = O(p3) (4)

For the pure parallel case where each node has all of the network connectivity
information, Opar = O(p

2m2) and the speedup now is :

S = O(p2m2/m3) = O(p2/m) (5)

4 Experimental Results Using PVM

Simulation of the network initialization and routing was performed using PVM.
The simulation was performed for cluster sizes of 2, 4, 8, and 12 on a Beowulf
cluster of PC’s running Linux.

4.1 Initialization

To simulate the Neighbor Protocol, a central coordinator task is started to ini-
tialize the configuration of the network as follows:

1. Central coordinator task partitions graph into designated number of clusters.
2. From each cluster, the coordinator selects a neighbor node as representative

and spawns a rep task on a new host.
3. Coordinator distributes local (cluster) connectivity information and neighbor

connectivity to each rep task.
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4. Each rep task spawns a neighbor task for each neighbor (not including itself)
in its cluster on its host machine, and distributes local connectivity and
neighbor connectivity to the neighbor.

5. The rep task spawns an ordinary task for each remaining non-neighbor node
in the cluster and sends only local connectivity.

Every node, in parallel, calculates local routes using APSP. In addition, the
neighbor tasks perform APSP for inter-cluster routes. Upon completing routing
calculations, each node sends and ACK message to the representative of the
cluster. Once the rep has collected ACK messages from all nodes in the cluster
it sends ACK to the coordinator. When the coordinator has collected ACK’s
from all rep tasks, initialization is complete. The results for initialization of the
network cluster configuration and routing calculations is shown in Fig. 3 for
different size clusters. The times are significantly lower than the times for a non-
distributed implementation that does not use the Neighbor Protocol wherein all
nodes perform APSP for the entire graph as illustrated below. The measurements
for normal APSP are about 5-10 times higher than the NP values and are not
shown in graph.
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4.2 Network Communication

Once a node has calculated routes it sends messages to randomly picked nodes in
the network. Node u sends a message to node w by first creating a message and
then looking up the next node v, in the route to w. For example, if ordinary node
in cluster d1 wishes to send a message to a node in cluster d2, it would send the
message to the next node in the shortest path to its closest neighbor, to be routed
to cluster d2. When an incoming message is received, the node checks the header
and either receives it or forwards it to the next node in route to destination. This
procedure continues for each node to send one hundred messages and until all
messages have been received. We measured communication time required for



394 G. Marshall and K. Erciyes

each node in the Neighbor Protocol to send one hundred messages and have
them correctly routed and received. We found that run time is lower for more
clusters providing less of a load per cluster as graph size increases.
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Fig. 4 shows that the execution time is roughly equivalent for smaller graphs
of sizes 20 and 40 nodes for all cluster sizes but is improved for the larger
graphs of 100 and 120 nodes for larger number of clusters such as 8 and 12.
Again, the distributed Neighbor version substantially outperforms the single
host implementation as shown.
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In Fig. 5, the efficiency curves for various cluster and node sizes are plotted
where it can be seen that the efficiency rises as the number of clusters increases
which is in accordance with the theoretical analysis (Section 3 and [4]).
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5 Conclusions

We showed the simulation and further results of a proposed dynamic routing pro-
tocol initially described in [4] for a mobile network called the Neighbor Protocol
using PVM. The protocol consists of three main steps of by firstly partitioning
the mobile network graph, secondly delivery of the connectivity information of
each cluster to the representative of the cluster which forwards this to individ-
ual nodes which calculate APSP routes within their clusters. In the final step,
neighbor nodes calculate APSP routes for the simplified network. We showed
that this approach improves performance considerably theoretically and the test
results using PVM supported the theoretical analysis that the efficiency of the
NP protocol rises as the number of clusters are inreased. The method we propose
for routing in mobile networks provides good routes which are not necessarily the
shortest paths but are comparable to shortest paths as shown by the tests. Fur-
ther tests that exhibit the dymanic nature of the mobile networks to evaluate
the performance of NP in terms of total control traffic against the frequency of
route requests and frequency of movement in a mobile network using PVM are
required. We are also looking into the fully distributed version of this protocol
for mobile ad hoc networks for the case where there is no central coordinator
but there are representatives and decisions on the partitioning of the graph and
routing are done at the representative level by distributed agreement.
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Abstract. A recent trend in storage systems design is to move disks
to a storage area network for direct client access. While several highly
scalable file systems have been built using such direct attached disks,
they have all been designed for traditional text-based data, and are not
well suited for streaming continuous media, i.e., audio and video files,
which are characterized by high volumes of data and require strict tim-
ing requirements during storage and retrieval. In this paper, we propose
a scalable distributed continuous media file system built using Storage
Area Network (SAN)-Attached disks, and describe bandwidth and time
sensitive read/write procedures for our file system. We present experi-
mental results on the performance of our Linux-based prototype imple-
mentation of the file system and show that the file system can provide
strict bandwidth guarantees for continuous media streams.

1 Introduction

A new trend in storage systems design is to move disks, that traditionally reside
behind a centralized server (e.g., Network File System (NFS) [6], Symphony [7],
Continuous Media File System (CMFS) [1]), to a storage area network (SAN)
for direct client access. While several highly scalable file systems have been built
using such direct attached disks (e.g., Global File System (GFS) [8], File systems
for NASD [4], xFS [2] among many others), they have all been designed for
traditional text-based data (i.e., file systems consisting of many small files), and
are not well suited for streaming continuous media files, which are characterized
by large volumes of data and stringent bandwidth requirements.

In this paper we propose a scalable distributed continuous media file system
based on Storage Area Network (SAN)-Attached disks that can provide strict
bandwidth guarantees to open media streams. We briefly describe the general
architecture of the file system and discuss different ways to implement this “real-
time” sensitivity. We present experimental results on the performance of our
Linux-based prototype implementation of the file system using the Fibre Channel
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SAN. Our file system appears as a (Ext2fs) [3] file system to users, and can
provide strict bandwidth guarantees for continuous media streams.

2 Architecture of the Distributed File System

The architecture of the Fibre Channel Distributed File System (FCDFS) is
shown in Figure 1(a). Main components are a file server (FCDFS-Server) and
several Storage Area Network (SAN)-Attached disks, which are directly exposed
to the clients. While the SAN is used for data transmission between the disks
and the clients, a control network connects the clients and the server and is used
for exchange of file system meta-data and control messages. Although the figure
shows separate logical networks for the SAN and the Control Network, both can
coexist on the same physical network depending on the capabilities of the SAN.

Fig. 1. (a) Architecture of FCDFS: A file server, client and disks connected together,
(b) Open, and (c) Read/Write Operations: A and D denotes attribute and data disks,
respectively

FCDFS consists of a client part, which we call the Client-FCDFS, and a
FCDFS-Server. While Client-FCDFS is responsible for maintaining open files
(streams) and actual reading and writing of the data from/to the disks, the
server is responsible for maintaining the meta-data for all volumes, files and
directories, and coordinating client access to the data disks. The Client-FCDFS
and the server work together in a coordinated fashion to make the operations
seamless to the users.

An overview of the file read/write procedure is shown in Figure 1(c). To
read or write a block of data, the Client-FCDFS sends a read/write request
to the server specifying the logical block of the file to read/write along with
the deadline of the request. The server converts the logical block into a (disk,
physical block) pair, and schedules the request based on its deadline. Once the
client gets a response to its read/write request, it directly accesses the data disk.
Therefore, during a read operation, the data directly comes from the disk to the
client and during a write operation, the data directly goes from the client to
the disk. Excluding the file server from the path of data transfers makes the file
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system scalable. The server is contacted when the file is opened and closed and
for read/write request scheduling and acts like a data disk access coordinator.
The actual disk request is carried out by the client.

3 Bandwidth Allocation and Enforcement

To preserve the quality guarantee across all streams, per stream bandwidth
allocation and its enforcement is necessary, and involves the following steps:

1. Bandwidth allocation: Each stream (user) is allocated a certain bandwidth.
FCDFS-Client computes a deadline for each pull request using the negoti-
ated bandwidth.

2. Bandwidth enforcement: FCDFS-Server employs a time-sensitive scheduling
discipline to ensure that no request misses its deadline.

3.1 Bandwidth Allocation by Client-FCDFS

Client-FCDFS keeps per-stream state information, performs bandwidth negotia-
tion during file open, and subsequently assigns a service deadline to each request.
The deadline, specified in milliseconds, defines an interval (starting at the cur-
rent time) by the end of which the request must be completed if the promised
stream bandwidth is to be satisfied. FCDFS ensures that the average bandwidth
usage per stream is within the negotiated value.

Figure 2(a) shows the procedure used to compute the deadline. To keep track
of past bandwidth usage by a stream, the Client-FCDFS keeps a virtual clock [9],

Fig. 2. (a) Algorithm for deadline computation, (b) An example assignment of relative
deadlines at the client. Negotiated bandwidth is 10Mbps and requests are in FCDFS-
block size of 1MB. Notice that the deadline for the third request is negative, which
happens when a stream gets (or asks) less than what it negotiated for a period of time.
The negative deadline allows the stream to eventually catch up
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vc, for each stream. During the admission of the stream, vc is initialized to 0.
It is modified only when there is any I/O request for the stream. vc keeps
account of how long it should have taken for a request to complete had the
stream obtained the exact negotiated bandwidth. Note that FCDFS allows the
deadline to become negative if a stream does not use its allocated bandwidth.
However, FCDFS limits the maximum credit (i.e., the parameter MaxCredit
in bytes in the following algorithm) that a stream can accumulate during any
inactive period (i.e., no I/O). This ensures that the burst size to the system is
limited and regulated.

3.2 Bandwidth Enforcement by the FCDFS-Server

The bandwidth enforcement deals with effective and efficient scheduling of the
user requests at the server such that a request completes by its deadline. This
proceeds in two steps as detailed in the following two sections.

3.2.1 Global Request Deadline Computation
Upon reception of a request, the server converts the relative deadline of the
request (recall that each request carries a relative deadline that specifies an
interval within which the request must be completed) into an absolute deadline
so that the relative order among requests from different client hosts can be
constructed and maintained. Computation of the absolute deadline of a request,
srequest, simply is: srequest = tcur + rdeadline, where tcur is the current time at
the server, rdeadline is the relative deadline specified by the client.

3.2.2 Request Scheduling
To achieve time-sensitive scheduling of client requests, the server keeps an or-
dered queue of requests (RQ) for each data disk. The requests in RQ are sched-
uled using the Earliest Deadline First (EDF) algorithm [5] with the absolute
deadline, srequest, as the key.

Upon reception of a new request, the server checks the RQ for the disk. If
there is no request accessing the disk, then the server schedules the new request
by sending a RUN message to the client. Notice that the server schedules a
request for execution, but it is the Client-FCDFS that actually executes the
request. Thus the server is not on the path of data flow between the disk and
the client host.

If there is already a request accessing the disk when a request arrives, the
server has two choices: (1) It can wait until the currently executing request
completes and then schedule the next request from among the pending requests
or (2) If the new request has a smaller deadline, it can preempt the currently
executing request and schedule the new one. These two scheduling disciplines
are called non-preemptive scheduling and preemptive scheduling.

Figure 3(a) shows how 2 requests from different clients are scheduled by the
non-preemptive scheduling discipline. First, Client 1 sends a READ request.
Because the disk is idle, the server schedules it immediately, and sends a RUN
reply. Client 1 starts accessing the disk. While the disk read is in progress,
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Fig. 3. (a) Sequence of Events in non-preemtive scheduling, (b) Sequence of Events in
preemptive scheduling

Client 2 sends a READ request, which waits its turn until the currently ex-
ecuting request is done. When Client 1 is done reading the disk, it sends a
DONE message to the server. The server then schedules Client 2’s request and
sends a RUN reply. Client 2 reads the data from the disk, and sends a DONE
message back to the server when done. If Client 2’s request had a stricter
deadline than Client 1’s request, it might miss its deadline because it must
wait until the currently executing request is done.

Figure 3(b) shows how 2 requests from different clients are scheduled by
the preemptive scheduling discipline. First, Client 1 sends a READ request.
Since the disk is idle, the server schedules it immediately, sends a RUN re-
ply. Client 1 starts accessing the disk. While Client 1 is reading from the
disk, Client 2 sends a READ request. Because the request from Client 2 has
a stricter deadline than the currently executing request from Client 1, the
server preempts it by sending a PAUSE to Client 1 and a RUN to Client
2. From this point on, Client 2 starts reading the disk. When Client 2 is
DONE, it sends a DONE message back to the server. The server then resched-
ules Client 1’s request by sending a RUN reply. Client 1 then resumes the
execution of the request and finishes it. It sends a DONE message to the server
when done.

Since a FCDFS-block resides contiguously on a disk, the non-preemptive
policy ensures that disk head movement will be minimal during the service.
Therefore, the policy can yield high disk utilization. On the other hand, since
servicing a 1MB FCDFS-block may take a considerable amount of time (about
100ms for a disk with an average transfer rate of 10MB/s), the higher prior-
ity requests may get delayed when the disk is busy, which may cause deadline
misses.

3.2.3 Request Execution at the Client-FCDFS
Although requests are scheduled by the server, it is the Client-FCDFS that
executes them. To execute disk read/write requests, the Client-FCDFS runs a
kernel thread for each data disk, which runs the algorithm shown in figure 4.
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Fig. 4. Request execution at the Client-FCDFS

Instead of issuing a single request for an FCDFS block of size 1MB, Exe-
cuteRequest function issues 1024 read requests, each for a 1KB portion of the
block. Therefore “r.blocks” in the algorithm is initialized to 1024 and saved prop-
erly in the case of a request preemption. ExecuteRequest does not issue each 1KB
request separately, rather it prepares groups of requests of size BatchSize and
gives this group of requests to the disk driver at once. Once BatchSize requests
are complete, the next group of requests are prepared. This process continues
until the whole block is read/written.

When the server employs the preemptive scheduling discipline, it sends a
PAUSE message to preempt a request. Upon reception of a PAUSE message,
ExecuteRequest saves the current state of the request and suspends the execu-
tion. The execution resumes when the server reschedules the request by sending
a RUN message. Notice that the execution of the current request will be pre-
empted only after BatchSize disk requests are complete even if PAUSE message
arrives early. Therefore, the value of BatchSize determines how quickly (i.e., the
frequency) the Client-FCDFS can respond to preemption messages.

4 Numerical Results

To evaluate the bandwidth enforcement policies of our file system, we set up
an architecture consisting of 4 client hosts, a server and 8 disks connected to
a Fibre Channel Arbitrated Loop (FC AL) with a maximum transfer rate of
800Mbps. Client hosts and the server are connected with a switched 100Mbps
Ethernet network. The block size for the file system was fixed at 1MB 1. We
use a volume with 6 disks, and 18 users equally distributed across 4 client
hosts: 2 hosts run 5 and 2 hosts run 4. We then use the following workloads for
evaluation:

1 Optimal block size of 1MB was determined by experimentation.
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Fig. 5. Workload (a): equal bandwidth distribution, Workload (b): skewed bandwidth
distribution. Notice that with non-preemptive scheduling some clients get less than
what they negotiated for

(a) Equal bandwidth distribution: All 18 users ask for the same bandwidth
of 35Mbps for a total of 630Mbps.

(b) Skewed bandwidth distribution: 4 very fast users ask for 95Mbps and
14 slow users ask for 14 Mbps for a total of 576Mbps.

Figure 5 shows the results of the experiments. Each user is represented by
a vertical bar in the figures. The gray portion of the bar corresponds to the
requested bandwidth and is always 100 in the figures. The black portion of
the bar shows the percentage of the extra bandwidth received to the requested
bandwidth and is simply computed by Received−Requested

Requested × 100. The received
bandwidth is overlayed on top of the requested bandwidth. If the client gets
at least what it requested, the black portion of the bar will be above the re-
quested bandwidth of 100% and shows the extra bandwidth that the user has
received. (This is seen in Figure 5(a)). If however, the user gets less than what
it requested, the black portion will be negative and will be below the 100%
requested bandwidth overriding the gray portion of the bar (This is seen in Fig-
ure 5(b)). In the x-axis we show the actual bandwidth requested by the user in
Mbps.

First column of Figure 5(a) and (b) show the results for non-preemptive
scheduling: In (a), we see that the requested bandwidths are enforced. Since all
users are asking for the same bandwidth, the request deadlines will pretty be
similar. So the server will alternate between the requests from the users and
non-preemptive EDF scheduling enforces the requested bandwidths for all users.
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In (b) however, we observe that negotiated bandwidths are not enforced: The
slow users get a lot more than what they asked for, while the fast users get less
than what they asked for.

Observing that non-preemptive EDF scheduling does not always enforce
bandwidth, we evaluated the effectiveness of preemptive scheduling by conduct-
ing the same set of experiments. We have assumed a BatchSize of 64 in these
experiments 2. The second column of Figure 5(a) and (b) show the results for
each individual user. When all users ask for the same bandwidth, the band-
widths are enforced as in non-preemptive scheduling. When there are a mix of
slow and fast users, preemptive scheduling is still able to enforce user band-
widths as shown in Figure 5(b). In this experiment, we observed that 48% of
the requests are preempted by the server, which causes total disk bandwidth to
go down to 590Mbps instead of 640Mbps with no preemption. That’s the price
paid to enforce negotiated bandwidths of all users.

5 Concluding Remarks

In this paper we presented the architecture and bandwidth enforcement al-
gorithms of our Continuous Media Fibre Channel Distributed File System (FCDFS).
Experimental results obtained from our prototype implementation of the file
system in Linux platform are presented to evaluate the effectiveness of the
file system in enforcing the real-time bandwidth guarantees. We conclude that
the proposed file system is well-suited for emerging continuous media
applications.
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Abstract. Many applications using sensing data require the fast retrieval of ag-
gregated information in sensor networks. In this paper, distributed spatial index 
structure in sensor networks for time-efficient aggregation query processing is 
proposed. The main idea is logically to organize sensors in underlying networks 
into distributed R-Tree structure, named Sensor Tree. Each node of the Sensor 
Tree has pre-aggregated results which are the collection of the values of aggre-
gated result for sensing data of the same type of sensors within MBR. If a spa-
tial region query is required, the processing of the query searches the location of 
the target sensor from the root of the Sensor Tree. And then it finally sends the 
values of pre-aggregated result of that sensor. By the proposed Sensor Tree ag-
gregation query processing on any region can reduce response time and energy 
consumption since it avoids flooding query to the leaf sensor or non-relevant 
sensors in the sensor networks. 

1   Introduction 

In the past few years, smart sensor devices have matured to the point that it is now 
feasible as large, distributed sensor networks. Sensors are connected to the physical 
world which they monitor and collect data. Sensors are connected to other sensors in a 
through a wireless network, and they use multi-hop routing protocol to communicate 
with sensors that are spatially distance [9, 12]. Sensors of the same type, for example, 
temperature sensors, light sensors result the sensing data of the same type which has 
the same schema. Sensor network consists of lots of sensors and provides opportuni-
ties for monitoring information about a spatial region of interest. Sensor data might 
contain noise, and it is often possible to obtain more accurate result by aggregation 
data from several sensors. Summaries and aggregates of sensing data are thus more 
useful than individual sensor readings [4]. 

Sensors in the sensor networks are usually not connected to a fixed infrastructure, 
they use batteries as their main power supply, and saving of power is the one of the 
design issues of a sensor network [10]. But sensor networks can be embedded in a 
variety of environments. Different applications usually have different requirements 
from accuracy, power consumption to time-efficient processing. In many spatial ap-
plications, for example rescue region control system, spatial queries which gather 
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sensing data within a specific region are an essential functionality and require the fast 
retrieval of aggregated information in sensor networks. 

In this paper, distributed spatial index structure in sensor networks is proposed for 
time-efficient aggregation query processing. The main idea is combining in-network 
distributed spatial index with the pre-aggregated results, named Sensor Tree. It is to 
cover the underlying sensors distributed R-Tree using the location of the same type of 
sensors and to store for each Minimum Bounding Rectangle (MBR), the values of the 
aggregation function for sensing data of the same type of sensors that are enclosed by 
the MBR [1, 3]. If a region query is required, the processing of the query is started to 
search the location of the target sensor from the root of the Sensor Tree and finished 
by sending the pre-aggregation value of the finding sensor to server which requires 
the query. 

By using pre-aggregation technique of the proposed Sensor Tree region query 
processing can reduce response time and energy consumption since it avoids flooding 
query to the leaf sensor or non-relevant sensors in the sensor networks. 

The remainder of the paper is structured as follows. Section 2 provides some re-
lated work. Section 3 proposes Sensor Tree, which is a distributed index with pre-
aggregated results for time-efficient aggregation query processing in sensor networks. 
Section 4 evaluates the proposed approach by comparison with others. Finally section 
5 has concluding remarks of this paper. 

2   Related Work 

Traditionally, sensors are used as data gathering instruments, which continuously feed 
a database on server. Each sensor can produce a stream of data about it surroundings. 
If queries are posed at a powered server, they are flooded to sensors in the networks. 
Most of all queries over sensor networks are simple and repeatable. In particular, 
since a message send operation may spend at least 1000 times more battery than a 
local operation (e.g. sense operation), query processing in sensor network should 
avoid unnecessary communication as much as possible [6]. 

There has been much previous work on query processing in sensor networks [7, 
8]. Due to the geographical distribution of sensors in a sensor networks, each piece of 
data generated in the sensor networks has geographic location. And hence to specify 
the data of the interest over which a query should be answered, each query in a sensor 
network has a geographical region associated with it [2]. It seems that any kind of 
index on distributed data requires a hierarchical structure that aggregates information 
from different region of the networks. Prior work in range query for sensor networks 
has addressed a number of important issues in constructing such hierarchies. More 
detailed information can be accessed by top-down traversal of the hierarchy to visit 
the sensors holding the relevant information [3, 5, 11]. These researches noted the 
importance of power consumption. They focus on in-network query processing to 
reduce communication cost and power consumption. 

Therefore, there is need for making an efficient access structure on sensor net-
works in order contact only the relevant sensor nodes for the execution of a query and 
hence achieve real time response and an accurate result. 
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3   Sensor Tree: Distributed Index Structure with Pre-aggregated 
Results in Sensor Networks 

In this section, distributed index structure in sensor networks is proposed for time-
efficient aggregation query processing. The main idea is to cover the underlying sen-
sors in networks distributed R-Tree with pre-aggregated results, named Sensor Tree. 
Sensor Tree stores for each Minimum Bounding Rectangle (MBR), the values of the 
aggregation function for sensing data of the same type of sensors within the MBR. 
Sensor Tree is built on the sensor of the spatial dimension, therefore its structure is a 
hierarchical partitioning of the sensor network into rectangle-shaped clusters. 

 

 

Fig. 1. The Structure of Sensor Tree 

It is assumed that every sensor nodes in sensor networks lie in (x, y) coordinate 
space and have been deployed and arranged themselves into a connected topology, 
protocols for routing of the messages, and the cost of communication between nodes 
that are distance d apart takes O(d) amount of energy. 

Fig. 1 logically depicts a Sensor Tree which indexes a set of 5 roads r1, r2, …, r5 
with MBR is a1, a2, …, a5 respectively when we assume the virtual road is in the 
rectangle. There are 3 sensors on the road r2 and sensing data of sensor s3, s4, s5 are 
1, 1, 1 respectively. Therefore the total number of sensing data in r3 is 3 and there is 
an entry (a2, 3) in the internal node of the Sensor Tree. Moving one level up, MBR 
A1 contains three roads, r2, r3, r5.  The total number of sensing data in these roads is 
9, and therefore there is an entry (A1, 9) at level one of the Sensor Tree. 

Each sensor node has a unique identifier, id. Each node has a field of communica-
tion, which it is capable to send/receive messages. All nodes within this boundary are 
its immediate neighbors by duplex link. For a node v, we denotes v’s r-neighborhood, 
Nbr(v, r), as the set of nodes within a radius r of v. Every nodes v maintain a variable 
l.v, level of v denoting the highest level of the Sensor Tree that v has participated in. 
Every node in sensor networks cooperates at level 0 of Sensor Tree, only clusterheads 
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of level i cooperate for construction of level i + 1 of the Sensor Tree. To minimize 
communication cost, the choice of clusterhead should be tiered into the routing struc-
ture. We use a simple clusterhead selection procedure as follows. For every level i, v 
maintains a variable p, parent node ptr to denote v’s clusterhead for level i. Dually, v 
maintains c, children node ptr, That means, v is the clusterhead of the MBR that con-
tains c.v(i), children of v for level i. Using this doubly linked structure, any node can 
query the Sensor Tree. Pseudo code of joining cluster for node v at a level i is as  
follows. 

 
00: join_cluster() 
01: { 
02:    if (l.v = i and p.v(i) = nil) 
03:    { 
04:       r <- 1; 
05:       while (Nbr(v, r) < m or p.v(i) != nil) 
06:       { 
07:          if (there exists an i such that  

both u  Nbr(v, r) and l.u = i+ 1) 
08:          { 
09:             p.v(i) <- u; 
10:             c.u(i) <- c.u(i)  {v}; 
11:          } 
12:          r <- r + 1;  
13:       } 
14:       if (p.v(i) = nil and (if u  Nbr(v, r) is true 

than so is p.u(i) = nil)) 
15:       { 
16:          calculate mbr.v(i) using Nbr(v, r); 
17:          p.v(i) <- v; l.v <- i + 1; 
18:          c.v(i + 1) <- Nbr(v, r); 
19:       } 
20:    } 
21: } 

 
A node v with l.v = i executes the join_cluster() if it is not included in the cluster 

of level i + 1, that is p.v(i) = nil. In this case v first tries to contact a neighboring node 
u with l.u = i + 1 by searching increasingly larger radii, r, and join u’s cluster by 
setting p.v(i) = u. if such u not exists and v encounters n nodes in level i within its r-
neighborhood, and become the clusterhead of these n nodes in one step. If v is con-
tacted by another node u with l.u = i + 1, v simply joins u’s cluster. 

During the concurrent executions of join operation by multiple nodes, a cluster-
head may end up having more than N children. In the splitting cluster, a clusterhead v 
with more than N children at level i splits its cluster into clusters with number of chil-
dren greater than or equal to n but less than N. Split operation is the same in based  
R-tree. Pseudo code of splitting cluster for node v at a level i is as follows. 

 
00: split_cluster() 
01: { 
02:    if (c.v(i) > N) 
03:       split(mbr.v(i)); 
04: } 
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4   Comparison with Other Approaches 

Given a query over a sensor networks, a naive way to run the query will be to simply 
flood the all of the relevant sensor in sensor network with a query. Each sensor node 
in the network broadcast the query message exactly once and also remembers the id 
of the sensor node it receives the query from. If there are n sensors whose sensing 
regions intersect with the query’s region, then using about n message transmissions, a 
communication routing tree spanning the n sensor could be built within the network. 
Each node in the built routing tree responds to the query. The responses propagate 
upwards in the tree towards the root of the query source. This again incurs a cost of n 
message transmissions, assuming the responses are aggregated at each tree node. 
Thus, the total communication cost incurred in answering q such queries over the 
same region is 2qn using the naive flooding approach. 

Case of in-network query processing to visit only the sensors holding the relevant 
information, if there are m relevant sensors of the total n sensors, the total communi-
cation cost incurred in answering q such queries over the same region is C + 2qm, 
where C, m  C  n, is the communication cost incurred in composing the routing 
tree by m relevant sensors. 

Consider Sensor Tree with pre-aggregated results composed of m sensor. The total 
cost incurred in executing q queries over the same region will be D + m, where D, m 

 D  n, is the communication cost incurred in composing the Sensor Tree and m is 
the cost of propagating information from leafs to root of the Sensor Tree in the worst 
case. If m is substantially less than n, constructing Sensor Tree could result in large 
saving in communication cost. If there are n sensors, n is 1000, whose sensing regions 
intersect with the query’s region, communication cost incurred in answering query q 
is as Fig. 2. 

 

Fig. 2. Comparison of communication cost 
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5   Conclusion 

In this paper, it is focused that efficient execution of region query for aggregation 
distributed information in sensor networks. It is established that a distributed spatial 
index structure on sensors of the same type in sensor networks, which is called Sensor 
Tree. Each node of the Sensor Tree has pre-aggregated result which is the collection 
of the values of aggregated results for sensing data of the same type of sensors within 
MBR. Therefore, an aggregation query does not need to access all sensors in net-
works, since part of the answer is found in the intermediate sensor nodes of the tree. 

By using pre-aggregation of the proposed Sensor Tree the query can be answered 
much more efficiently without processing of aggregation and reduce response time 
and energy consumption and achieve an accurate response since it avoids flooding 
query to the leaf sensor or non-relevant sensors in the sensor networks. Our method 
allows efficient range query in sensor networks. 
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Abstract. A new method for controlling concurrent read/write oper-
ations upon inverted files is proposed and evaluated. Communication
and synchronization among processors is effected by ways of the bulk-
synchronous parallel model of computing. Thanks to the global synchro-
nization property of this model, a simple but very efficient mechanism
for synchronizing read/write operations is feasible at very low overheads
in running time. Experimental results using a large text collection show
that our method is more efficient than traditional approaches to the
synchronization problem.

1 Introduction

The inverted file [2] is a popular data structure that is frequently used as an
index for text databases. Its purpose is to speed-up query operations over large
text collections. A typical application is in Web search engines in which case the
server site must be able to cope efficiently with thousands of query operations
per unit time coming from Internet users. This has lead to the consideration of
parallel realizations of inverted files [1, 5, 9, 7, 11].

Query operations over parallel search engines are usually read-only requests
upon the distributed inverted file. This means that one is not concerned with
multiple users attempting to get information from the same text collection. All of
them are serviced with no regards for consistency problems since no concurrent
updates are performed over the data structure. However, it is becoming relevant
to consider mixes of read and write operations. For example, for a large news
service we want users to get very fresh texts as answers to their queries. Certainly
we cannot stop the server every time we add and index a few news into the text
collection. It is more convenient to let writes and reads take place concurrently.
Solutions to this problem using traditional approaches from relational databases
developments have been proposed for inverted files in [8].

Concurrency control is perfomed by algorithms that are in charge of properly
synchronizing simultaneous accesses to the underlying data structure. From the
database and parallel discrete-event simulation literature we learn of a number
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of synchronization algorithms [3]. They can be divided into conservative and
optimistic ones. The two-phases locks and time warp protocols are good examples
of conservative and optimistic approaches respectively [4]. In the first case, write
operations are performed when it is certain that no reads are to take place
whereas in the second one no such restriction is imposed and errors are detected
and corrected when necessary.

In this paper we propose a conservative algorithm that departs from previ-
ous approaches as it organizes computations in a bulk-synchronous manner as
understood in the BSP model of parallel computing [12]. This model is known
to be efficient, portable and scalable for a wide range of applications but it has
not been widely employed to support distributed indexes for text databases.
In BSP, processors are globally synchronized after performing computations on
local data and communication actions. Messages are available at their target
processors only after the global synchronization.

We take advantage of this fact to synchronize read/write operations in a
straightforward manner: queries are timestamped and organized in batches de-
limited by processor sychronizations. Rules for message availability and processor
synchronization ensure that consistency is maintained by just processing queries
in timestamp order. We apply the proposed method to a particular realization
of Distributed Inverted Files though it can actually applied to any other.

2 The BSP Model and Server Configuration

The bulk-synchronous parallel (BSP) model of computing [12] is a distributed
memory model with a well-defined structure that enables the prediction of run-
ning time. The practical model of BSP programming is SPMD, which is realized
as P program copies running on the P processors, wherein communication and
synchronization among copies is performed by ways of libraries such as BSPlib
or BSPub. In practice, it is certainly possible to implement BSP programs using
the traditional PVM and MPI libraries.

In BSP, the parallel computer is seen as composed of a set of P processor-
local-memory components which communicate with each other through mes-
sages. The computation is organized as a sequence of supersteps. During a super-
step, the processors may perform sequential computations on local data and/or
send messages to other processors. The messages are available for processing at
their destinations by the next superstep, and each superstep is ended with the
barrier synchronization of the processors.

We assume a server operating upon a set of P identical machines, each con-
taining its own main and secondary memory (e.g., a cluster of PCs). The text
database (documents) is evenly distributed over the P machines.

Clients request service to one broker machine, which in turn distribute them
evenly onto the P machines implementing the server. Requests are queries that
are solved by using an index data structure distributed on the P processors. We
assume that the index is implemented using an inverted file which, as described
in the next section, is composed of a vocabulary (set of terms) and a set of
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identifiers (inverted list) representing all the documents that contain at least
one of the words that are members of the vocabulary. The inverted file data
structure enables the efficient retrieval of all identifiers for which a given term
appears in the respective documents.

We assume that under a situation of heavy traffic the server is able to process
batches of Q = q P queries. Every query is composed of one or more vocabulary
terms for which it is necessary to retrieve all document identifiers associated
with them. Only the identifiers of the K most relevant documents are presented
to the user, namely those which more closely match the user information need
represented by the query terms. For this, it is necessary to perform a ranking
of documents. A widely used strategy for this task is the so-called vector model
[2], which provides a measure of how close is a given document to a certain user
query.

In order to better exploit the available parallelism we try to minimize the
amount of work performed by the broker machine. We restrict its functionality
to (a) receive user requests, (b) distribute the queries onto the processors (uni-
formly at random by means of a hashing function on the terms, i.e., vocabulary
words), (c) receive the best ranked documents (K in total) from the server, and
(d) pass them back to the user.

The two most basic operations related to providing answers to user queries
are left to the parallel sever. That is, the retrieval of document identifiers and its
respective ranking. Both operations are effected in parallel where the broker is
responsible for scheduling those in a manner that keeps load balance of processors
work as close to the optimal 1/P as possible.

For a collection of documents the inverted file strategy can be seen as a
vocabulary table in which each entry contains a term (relevant word) found in
the collection and a pointer to a list of document’s identifiers (inverted list) that
contains such term. Thus, for example, a query composed of the logical AND of
terms 1 and 2 can be solved by computing the intersection between the inverted-
lists associated with the terms 1 and 2. The resulting list of documents can be
then ranked so that the user is presented with the most relevant documents first
(the technical literature on this kind of topics is large and diverse, e.g., see [2]).
Parallelization of this strategy has been tackled using two approaches.

The global index approach is as follows. The whole collection of documents
is used to produce a single inverted file index which is identical to the sequen-
tial one. Then the T terms that form the global term table (vocabulary) are
uniformly distributed onto the P processors along with their respective lists of
document identifiers. This is done by ways of the same hashing function em-
ployed by the broker. Thus, after the mapping, every processor contains about
T/P terms per processor.

In the local index case, each processor contains the same T terms but the
length of document identifier lists are closely a fraction 1/P of the global index
ones. This is the strategy used by most popular search engines such as Google
though there has been some discussions in the literature [1, 5, 9, 7, 11] about
which approach is better (including variations and combinations). This discus-
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sion is out of the scope of this paper and we present our results in the context
of the global index approach.

The BSP realization of the global index is as follows. Every term is routed
to one server processor by the broker. For each term w belonging to a query
u the inverted lists associated with terms of u are retrieved in their respective
processors. Then these lists are sent to the ranker processor defined for the query
u to then proceed in the next superstep like the local inverted lists case. The
whole process takes 2 supersteps to complete.

The following pseudo-code shows the major tasks performed by every pro-
cessor of the server (which is a set of machines supporting the BSP model of
computing) for read-only queries,

while(true) // Each BSP processor.

{

Receive new messages and put them

in a queue Q.

Foreach message msg in Q do

{

switch( msg.type )

{

case BROKER:// term from the broker.

// retrieve and rank doc. list

List=FirstK-ItemsOfList(msg.term);

subList= preRanking(List);

// buffer message to be sent to the

// ranker processor.

bufferMsg(msg.ranker,RANKING,

subList);

break;

case RANKING:

if( queueSize(msg.queryId)==

msg.numTermsQry )

{

L=dequeueAll(msg.queryId);

List=CalculateFinalRanking(L);

bufferMsg(broker,SERVER,List);

}

else//queue up to wait for terms

enqueue(msg.queryId,msg);

break;

} // switch

} // foreach

Send all buffered messages to their

target processors, and globally

synchronize the processors.

} // while

3 Conservative Synchronization Algorithm

Every processor of the BSP machine must execute R/W operations of a large
number of queries. They are evenly distributed so that during a superstep all
processors maintain about the same number of them.

For each new document to be included in the text collection, a sub-set of
the vocabulary terms get their respective inverted-lists modified. Those modifi-
cations come in the form of write operations on the inverted file. The parsing
process and other calculations on the new document to be included is assumed
to be performed by a secondary machine which in turn sends the write opera-
tions to the broker machine. Thus the broker send the write operations as they
were normal queries. That is, they are routed to the server processors using the
hashing function on the vocabulary terms.
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A key fact here is that the broker can assign a unique timestamp to each query
it sends to the BSP server. The vocabulary terms are those which are assigned
timestamps and terms belonging to the same query get identical timestamps.
Now, no R/W consistency conflicts can ever take place if server processors pro-
cess terms with associated R/W operations in increasing timestamps. This is
true because at the end of every superstep the processors are barrier synchro-
nized and new messages arriving from other processors are only available by the
following superstep. This introduces a global order because batches of queries
are send to the server and every processor executes sequentially, one by one, the
queries it receives at the begining of each superstep.

Thus the R/W version of the global inverted file algorithm as implemented
in the BSP model is as follows,

while(true)// Each BSP processor.

{

Receive new messages and put them

in a queue Q.

Sort Q by increasing timestamps

(ranking messages are not considered).

Foreach message msg in Q do

{

switch( msg.type )

{

case BROKER_READ:// R query

List=FirstK-ItemsOfList(msg.term);

subList= preRanking(List);

bufferMsg( msg.ranker,RANKING,

subList);

break;

case BROKER_WRITE: // W query

UpdateList( msg.term,

msg.documentId, msg.info);

break;

case RANKING:

if ( queueSize(msg.queryId) ==

msg.numTermsQry )

{

L= dequeueAll(msg.queryId);

List= CalculateFinalRanking(L);

bufferMsg( broker,SERVER,List);

}

else// queue up to wait for terms

enqueue(msg.queryId,msg);

}// switch

}// foreach

Send all buffered messages to their

target processors,and globally

synchronize the processors.

}

As shown in this pseudo-code, the protocol is very simple which is in contrast
with previous appraches to synchronization of query operations in inverted files
[8], see next section.

4 Experimental Evaluation

We performed experiments using a 2GB sample of the Chilean Web and a query
log from www.todocl.cl. This gave us a realistic setting both on the set of terms
that compose the text collection and the type of terms that typically are part of
user queries. Transactions were generated at random by taking terms from the
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query log. We started with 60% of the text collection and increased it by includ-
ing the remaining 40% divided in documents as part of the write transactions
generated at random. At the start of this almost real-life system every processor
“knows” its set of queries (i.e., we exclude the effect of query traffic and broker
operations). We performed our experiments on a high-performance cluster with
16 processors (Pentium IV, 1GB main memory).

We worked with rather large query batches (64 ... 1024) to simulate high query
traffic scenarios. For the final ranking of answers to every query, we considered
only a small fraction of the involved inverted list since we considered only the
top 100 of those answers (Persin’s strategy was applied to organize the inverted
lists and filtering [10] and parallel priority queue technique proposed in [1]).

We compared our method against the two-phases and time warp protocols.
In the two-phases protocol, transactions first request locks on the subset of
index-terms that are part of a read-only query or the relevant terms found in
the document being added to the collection. After all of the locks have been
granted, the associated operations are allowed to take place and the locks are
released. Deadlocks are avoided by asking locks in lexicographic term order. A
direct realization of this protocol on a BSP machine is to request all the required
locks in the same superstep, and then wait during one or more supersteps to
receive all the pending lock authorisations. If a required lock is being held by
another transaction, it is necessary to wait until this transaction releases the
lock. Read locks are answered with the data itself to be read. Write locks are
requested by sending into the same message the new data to be written. That
is, no additional message traffic is necessary for effecting the R/W operations.
All messages releasing the granted locks can be sent in the same superstep.

The Time Warp protocol is based on the optimistic assumption that no
events will probably get into conflict with each other, and if that situation hap-
pens to occur a correction procedure is executed by moving backwards the com-
putation, correcting the error, and then moving it forward again but this time
taking into consideration the cause of the trouble. The same strategy can be
applied to the parallel processing of transactions. That is, they are allowed to
perform their R/W operations at will, but each time a data item is read or writ-
ten a consistency check is executed to detect if it necessary to do a roll-back of
all causally related transactions or let them continue forward. A timestamp is
assigned to each transaction. This is an increasing integer number. All opera-
tions of a given transaction receive the transaction timestamp and the protocol
is in charge of ensuring that all operations on records are done in increasing
timestamp order. Whenever an operation breaks this rule, all already-executed
operations on the involved record that have timestamps greater than the new
one are undone and re-executed on the record to obtain the right sequence. Only
read operations are allowed to be done in different timestamp order as long as
no write operation should have been executed in between.

Every time an operation of a given transaction is undone, it is also necessary
to undone all subsequent operations of the same transaction which have already
been executed on other records. Note that these records can be located in other
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processors. Then these operations must be re-executed again since each one in
the sequence can depend on the previous one. All this process is call a roll-
back. Efficiency depends heavily on the amount of roll-backs performed during
the computation. Transactions are committed when all their operations become
ones with timestamps less than the smallest timestamp of any operation waiting
to be executed (this considering all processors). In [6] we propose an efficient
BSP algorithm for Time Warp on BSP Computers which can be easily adapted
to support this strategy.

In figure 1.a we present speed-ups values for different number of processors ob-
tained in a 16-processors PC cluster running the BSPpub library. The speed-up
values where obtained taking the running time achieved by a efficient sequential
realization of inverted files, and dividing it by the running time achieved with the
method proposed in this paper (CON), the two-phases lock protocol (LOCKS)
and the time warp (TW) protocol. The server was assumed to receive batches
of 1024 queries. It is observed that the proposed concurrency control method
achieves better performance than the other alternative algorithms.
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Fig. 1. (a) Speed-ups for different number of processors (b) Speed-ups for different
number of queries per batch

To see the effect of batch size on the speed-up we obtained speed-up values
for different number of queries per batch. The results are shown in figure 1.b
where it can be seen that the proposed method is quite robust to small sized
batched. In practice we should expect large size batches as parallelism is justified
in situations of heavy query traffic on the server.

5 Conclusions

We have presented a very efficient method for synchronizing concurrent accesses
to distributed text databases which are indexed by a parallel realization of in-
verted files. The method outperforms previous solutions to this problem which
are based on the conservative two-phases locks and the optimistic Time Warp
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approaches. Both have involved implementations and are less efficient than the
method proposed in this paper.

The implementation is extremely simple because it only requieres processing
the new arriving R/W queries by increasing timestamps. Correctness comes from
the following points: (a) The broker send for processing batches of R/W queries,
(b) All R/W operations of a given batch are processed during the same superstep
(this is possible because the global index approach is employed to implement the
inverted file), and (c) At the end of every supersteps are barrier synchronized and
new queries only arrive by the begining of the next superstep. Some people could
argue that the cost of globally synchronizing the processors after every batch
can be too high. We claim that this is not the case because fairly small-sized
batches can easily amortize the cost of barrier synchronization of processors.
Our empirical results confirm this claim.
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Abstract. Most parallel computations require the exchange of data be-
tween processing elements. One of important basic communication op-
erations is all-reduce, a variation of the reduction operation. This paper
presents an all-reduce communication operation scheme using all-to-all
broadcast communication pattern. All-to-all broadcast is the operation
in which each processor sends its message to all other processors, and re-
ceives messages from all other processors in the system. In this paper, we
develop an efficient all-reduce operation scheme in a star network topol-
ogy with the single-port communication capability. Communication time
is compared against known broadcasting schemes to verify the efficiency
of the suggested scheme.

Keywords: all-reduce, all-to-all broadcast, distributed memory parallel
computing systems, inter-processor communication, star network.

1 Introduction

Due to rapid progress in hardware technology, designing a distributed memory
parallel computing system connecting autonomous microprocessors has become
feasible. In such a system, high-performance microprocessors communicate by
message passing and have no shared memory or global clock. Proper imple-
mentation of basic communication operations such as broadcast, reduction, and
all-reduce on various parallel computing systems is key to the design of efficient
parallel algorithms for distributed memory parallel systems.

One-to-all broadcast is an operation that disseminates information across
processors in a multiprocessor system. It is not difficult to see that broadcasting
stands as a foundation for many applications on parallel computing systems. To
list a few applications that use broadcasting, we mention Fast Fourier Transfor-
mation (FFT), parallel matrix algorithms, parallel graph algorithms, and dis-
tributed algorithms. The all-reduce operation combines the arriving content in
the input buffer of each processor using an associative operator (e.g. sum, max-
imum), and the result appears in the result buffer of all processors. All-reduce
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Table 1. Comparison of topological properties for parallel computer models of similar
sizes: n-Cube (hypercube), MCT (mesh connected tree), Dn (de Bruijn network), and
HSn,m (Cartesian product of hypercube and star)

Model Size Degree Diameter Model Size Degree Diameter
S5 120 4 6 S6 720 5 7

7-Cube 128 7 7 10-Cube 1024 10 10
MCT4(3) 81 12 16 MCT6(3) 729 18 24

D7 128 4 7 D10 1024 4 10
HS4,3 144 5 7 HS5,3 720 6 9

is typically used for barrier synchronization on a distributed memory parallel
computing system. Also, all-reduce is one of the most important MPI routines;
a case study reveals that more than 40% of the execution time of MPI routines
is spent in all-reduce or reduction operations [9].

In this paper, we study an all-reduce communication operation in star net-
works by using all-to-all broadcast communication pattern. The all-reduce op-
eration is identical to performing an all-to-one reduction which is followed by
a one-to-all broadcast of the result. Thus, we will compare the communication
time of our scheme with all-reduce operation by using the best known broadcast
scheme proposed in [10]. We first design a recursive all-to-all broadcast scheme
that can be utilized to perform the all-reduce operation.

The star model has attracted considerable interest in the parallel processing
research community [1, 2, 3, 7, 8, 10, 11] due to its numerous desirable properties
for building large parallel computer systems. Basic parameters such as size, de-
gree, and diameter for the models whose size is similar to Sn are shown in Table 1.

Broadcasting schemes vary according to the communication capability of the
channels or links. With single-port communication capability, every processor
can simultaneously send and receive at most one message in one communica-
tion step. Also, a channel or link may be bidirectional or unidirectional. Cost
measurements for the suggested scheme are provided under the single-port and
bidirectional communication capability. Following the terminology used in [4],
our scheme is “NODUP” in that there is no duplication of information on mes-
sages carried during the communication process.

The remainder of this paper is organized as follows. In Section 2 we intro-
duce the communication model and the assumptions made about that model. In
Section 3 we present an all-to-all broadcast scheme. In Section 4 we present an
all-reduce operation based on our all-to-all broadcast scheme. In Section 5, we
provide concluding remarks.

2 Model and Assumptions

The network model considered here is the star graph model. An n-star graph, Sn,
consists of n! nodes labeled with the n! permutations on the symbols {1, 2, . . . , n}.
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There is a communication link between two processors pi and pj in Sn if and
only if the permutation label of pj can be obtained from the permutation label
of pi by exchanging the symbol in the first position in pi with the symbol in
some other position in pi. If the label of pj is obtained from the label of pi by
exchanging the first symbol of pi with the symbol in kth position of pi, then pi

and pj are said to be connected along the communication link k.
The pattern of interconnected processors in the star network can be viewed

recursively as follows. S1 is a trivial network with one processor. Suppose that
Sn−1 is defined inductively, then Sn is composed of n graphs, Si

n−1, i = 1 . . . n,
where each Si

n−1 is an isomorphic copy of Sn−1 with symbols {1, . . . , n}− i, and
with symbol i appearing as the nth symbol in each processor in Si

n−1. Connecting
the nodes in different copies Si

n−1 and Sj
n−1 is done with respect to the above

definition. A node u in Si
n−1 is connected to a node v in Sj

n−1, i 	= j when the
label of v can be obtained from the label of u by exchanging the first symbol
with the nth symbol.

The communication model for parallel computers varies depending on the
communication hardware and the memory bus bandwidth. Most commercial
systems support the single-port model. In the single-port communication model,
a processor can send a message on only one of its communication links at a time.
The sending and the receiving ports are not necessarily the same. The system
model we consider is as follows; (1) The system is completely connected with
synchronous communication. (2) A processor sends a message to a connected
processor in one communication step. (3) Single-port communication and the
communication links are bidirectional.

3 All-to-All Broadcast

All-to-all broadcast is performed recursively. After performing all-to-all broad-
cast in each Si

n−1, i = 1, . . . , n, all-to-all broadcast in Sn is performed. To avoid
sending a message more than once to the same processor in the network, the pri-
vate memory of each processor will be divided into two parts: the result buffer,
and the outgoing message buffer. The partial sum will be stored in the result
buffer.

All-to-All broadcast in S4: The algorithm first calls itself recursively to per-
form broadcast in each of S1

3 , S2
3 , S3

3 , and S4
3 . The base of the recursion is when

the network is an S2. The algorithm performs broadcast in S2 by a simple ex-
change of messages between the two processors. Then each processor in S2 sends
its message along communication link 3, and saves it in its result buffer. After
that each processor sends its received message along communication link 2, and
broadcast in S3 is terminated. Now each S3 in S4 performs all-to-all broadcast in
parallel fashion. At this point every processor computes its message by concate-
nating the message in its outgoing buffer with the message in its result buffer.
Each processor stores the concatenated message in the result buffer, and writes
a copy of the concatenated message over the current content of the outgoing
buffer. We call this concatenated message the meta message. Then, every pro-
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cessor sends its meta message along communication link 4, and saves its message
in its result buffer. Once a processor receives the message along communication
link 4, it only needs to broadcast within each S3. It starts this process by send-
ing its message along communication link 3, then 2, meanwhile storing received
messages in the result buffer.

All-to-All broadcast in Sn: In general, suppose inductively that all-to-all
broadcast has been completed within each Si

n−1, i = 1 . . . n, and let us see how
this can be extended to all-to-all broadcast in Sn. Since all-to-all broadcast has
been completed in each Si

n−1, each processor in Si
n−1 has received the messages

from all other processors in Si
n−1, and hence all processors in Si

n−1 share the same
information. Denote the meta message in Si

n−1 by Δi
n−1. Let Δn =

⋃n
i=1 Δ

i
n−1,

then all-to-all broadcast in Sn is achieved once every processor in Sn holds Δn.
All-to-all broadcast is performed as follows. In the first stage every processor p in
Si

n−1, i = 1 . . . n, broadcasts its meta message Δi
n−1 along communication link

n and saves the meta message in its result buffer. After this stage, each Si
n−1

contains all messages in Δn among its processors. Thus, the only thing left to
be done in the second stage is to propagate the information within each Si

n−1.
This step needs to be done with some care so that to avoid sending a message
more than once to the same processor. Once p receives the meta message Δj

n−1,
j 	= i, along communication link n, it propagates Δj

n−1 across Si
n−1 by sending

it along communication links n− 1, n− 2, . . . , 2, respectively. Also, the received
message is stored in the result buffer.

Theorem 1. At the termination of all-to-all broadcast, each processor in Sn

holds the meta message Δn.

4 All-Reduce Operation

We perform all-reduce by using the communication pattern of all-to-all broad-
cast. Throughout this discussion, without loss of generality, we assume that
addition is the associative operation performed in the all-reduce. An illustration
of the all-reduce operation on S3 is given in Figure 1. At each node, the final sum
is obtained by adding the content in the result buffer and the outgoing buffer.

Fig. 1. The all-reduce operation on S3. At each node, parentheses show the local sum
in the outgoing buffer and the contents in the box is the local sum accumulated in the
result buffer
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All-Reduce

1. each Si
n−1 performs All-Reduce recursively;

/* At this point, all processors in Si
n−1 have the sum of corresponding

numbers to be added. */
2. each processor in Si

n−1, i = 1 . . . n, sends the local sum along
the communication link n and saves the local sum in its result buffer;

3. d = n − 1;
4. once each processor in Si

n−1 receives the local sum from
a processor in Sj

n−1, where j �= i, it performs the following
while d ≥ 2 do

send the local sum to a neighbor of Si
n−1 along the communication

link d;
add the number received from the processor and the content of
the result buffer in Si

n−1;
d = d − 1;

5. every processor adds the contents in its result buffer and the outgoing
message buffer;

Fig. 2. All-reduce communication operation scheme

Assume that each number in the box, initially in the result buffer, is a number
to be added.

An all-reduce operation follows the communication steps of all-to-all broad-
cast, but adds two numbers instead of concatenating messages. Thus, each mes-
sage transferred in the all-reduce operation has only one word, where each word
hold the partial sum of numbers. At the termination of the all-reduce operation,
each node holds the sum (1 + 2 + . . .+ n!). Figure 3 shows all-reduce performed
in S4. The all-reduce scheme All-Reduce is shown in Figure 2.

Theorem 2. At the termination of the all-reduce operation, each processor in
Sn holds the sum

∑n!
i=1 i.

Proof. The statement is vacuously true when n = 1. Let n > 1, and assume
inductively that when All-reduce on Sn−1 terminates, each processor in Sn−1

contains the sum of corresponding numbers. When All-reduce is called on Sn,
All-reduce calls itself recursively on each Si

n−1, i = 1 . . . n. Since each Si
n−1 is

a copy of Sn−1, by the inductive hypothesis, when each of these recursive calls
terminates, each processor in Si

n−1, i = 1 . . . n, holds the sum of corresponding
numbers.

From the recursive definition of Sn given in Section 2, each Si
n−1 is linked

to the other Sj
n−1, j 	= i by exactly (n − 2)! links along communication link n.

Thus, after the execution of step 2 of All-reduce, exactly (n− 2)! processors in
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Fig. 3. The all-reduce operation on S4

Si
n−1 holds the sum received from Sj

n−1. Also, each processor in Si
n−1 has the

local sum stored in its result buffer. Now, each Si
n−1 holds the partial sums such

that adding all partial sums results in
∑n!

i=1 i. Let p1 be a processor in Si
n−1, and

let
∑

j the partial sum received from Sj
n−1. From the above discussion, we know

that there are exactly (n− 2)! processors in Si
n−1 that hold the partial sum

∑
j .

If p1 is one of these processors then we are done. Suppose this is not the case.
Now from step 4 in All-reduce, we know that each of these processors will send∑

j along communication links n− 1, . . . , 2, respectively. We first claim that no
processor p1 in Si

n−1 is the neighbor of two distinct processors p2 and p3 that hold∑
j at the beginning of step 4. Suppose, for the sake of contradiction, that this

were not the case. Let p1 = σ1 . . . σn, and suppose that p1 is the neighbor of p2

and p3 along communication links x and y ∈ {1, . . . , n− 1}, respectively. Notice
first that x 	= y since a processor is connected to exactly one processor along any
given communication link. Since p1 is connected to p2 along communication link
x, p2 = σx, . . . , σ1, . . . σn. Similarly p3 = σy, . . . , σ1, . . . σn. Since both p2 and p3

have
∑

j , both p2 and p3 are connected to Sj
n−1 along communication link n.

Now all processors in Sj
n−1 have the same nth symbol. Since p2 and p3 are the

neighbors of two processors in Sj
n−1 along communication link n, it follows that

both p2 and p3 have the same first symbol and σx = σy, a contradiction, since
σx and σy are two symbols in the representation of processor p1, and hence must
be distinct.
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Table 2. Comparison of all-reduce operations on communication time

Dimension of Sn Size of Sn Tseng [11] Sheu [10] Ours
3 6 12 6 3
4 24 27 12 6
5 120 48 18 10
6 720 75 26 15
7 5040 108 34 21
8 40320 127 42 28
9 362880 192 50 36
10 3628800 243 60 45

It follows from the above claim that the neighbors of the processors possess-
ing the sum

∑
j at the beginning of step 4 of All-reduce are distinct. Now each

processor that holds
∑

j broadcasts it to exactly n− 2 neighbors along commu-
nication links n− 1, . . . , 2. Since all these neighbors are distinct, the number of
processors in Si

n−1 that receive
∑

j from a processor in Si
n−1 at the beginning

of step 4 is (n − 2)(n − 2)!. Thus, the total number of processors in Si
n−1 that

hold
∑

j at the end of All-reduce is (n − 2)! + (n − 2)(n − 2)! = (n − 1)!. It
follows that all processors in Si

n−1 hold
∑

j and in particular p1. Since p1 and j

were arbitrarily chosen, every processor in Si
n−1 possesses every

∑
j at the end

of All-reduce, and hence holds the total sum
∑n!

j=1 j. ��

Theorem 3. All-reduce performs an all-reduce operation on Sn in time n(n−
1)/2.

Proof. The above theorem proves that when the algorithm All-reduce termi-
nates, each processor holds the sum

∑n!
i=1 in the system. Let T (n) be the number

of communication steps performed by All-reduce on Sn. Each Si
n−1 performs

an all-reduce operation within itself and then sends a single message along com-
munication link n, and then along communication links n − 1, . . . , 2. Thus, the
number of communication steps performed by each Si

n−1 is T (n − 1) + n − 1.
Since all the Si

n−1’s do this in parallel, the number of communication steps for
Sn is the same as the number of communication steps performed by each Si

n−1.
Thus, the total number of communication steps performed by each Si

n−1, and
hence, by the whole network is given by the recurrence T (n) = T (n− 1)+n− 1.
It gives T (n) = n(n− 1)/2. ��

5 Concluding Remarks

In this paper we presented an efficient all-reduce communication operation scheme
by using the all-to-all broadcast communication pattern. Our scheme performs
an all-reduce operation on an n-star network with the single-port capability in
n(n− 1)/2 time steps. If we use an all-to-one reduction followed by a one-to-all
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broadcast, an all-reduce can be performed in time 2
∑n

i=2(log(i−1)�+1) by the
broadcast scheme proposed in [10] and in time 3(n−1)2 by the scheme proposed
in [11]. In terms of the communication time shown in Table 2, our algorithm
provides an improvement over the algorithms in [10, 11].
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Abstract. One of the most serious problems in wildland fire simulators
is the lack of precision for input parameters (moisture content, wind
speed, wind direction, etc.). In this paper, a statistical method based on
a factorial experiment is presented. This method evaluates a high number
of parameter combinations instead of considering a single value for each
parameter, in order to obtain a prediction which is closer to reality. The
proposed methodology has been implemented in a parallel scheme and
tested in a Linux cluster using MPI.

1 Introduction

The main goal of forest fire model developers is to provide models that explain
and predict fire behavior. These models can be used to develop simulators and
tools for preventing and fighting forest fires [1, 2, 7, 8]. These simulators and
tools are integrated into a Decision Support System (DSS). It is possible to
define a DSS as “a computer system that helps in the process of making a de-
cision, helping users to form and explore the implications of their judgments,
and, therefore to make decisions based on understanding” [14]. Therefore, this
type of system should help to form judgments instead of giving general ad-
vise as, for example, an information digest does in a database. Nowadays, a
DSS has the more ambitious objective of trying to supply accurate information
(sometimes in real time) to achieve terrain planning, implementation of pre-
ventive rules, efficient monitoring and giving online help while the forest fire is
happening.

However, most models are unable to accurately predict the forest fire’s be-
havior. This is due to several reasons but one of the most significant ones is that
there are several parameters (i.e. moisture content, wind conditions, etc.) that
are difficult to estimate precisely.

It is possible to minimize this input parameter problem by using techniques
such as parameter optimization [3], with the aim of determining as precisely
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as possible the parameter values that provide the closest prediction of real
behavior.

In this paper, although we also focus on processing the parameters, our goal
is to develop a methodology based on statistical analysis to determine the most
probable behavior of a forest fire and apply this methodology to implement a
DSS.

S2F 2M (Statistical System for Forest Fire Management) does not feed the
simulation core with “known” single values, but rather carries out a set of sim-
ulations considering a range of possible values for the input parameters that are
more uncertain.

This method requires a lot of computations to reach a conclusion because it
is necessary to run a large number of simulations. To tackle this problem we have
used a parallel scheme (master-worker), applied in a PC cluster. The method
has been implemented using MPI as a message pass library and is executed in a
Linux cluster. In this paper we analyze the improvements obtained by using the
proposed scheme in terms of quality of the prediction and simulation speed-up
for burns on experimental fields.

This paper is organized as follows: The factorial experimentation and basic
concepts of the system are explained in section 2. The system’s implementation is
described in section 3. Section 4 includes the results obtained when the method
was applied to two forest fires. Finally, the main conclusions are reported in
section 5.

2 Factorial Experimentation

The methodology of this work is based on statistics. Statistics deal with collec-
tion, presentation, analysis and use of data to make, for example, decisions. There
are two possible ways of collecting data about an event. In an observational
study the researcher only takes notes without interacting in the situation. Data
are obtained as they appear.

Another way is through designed experiments. In these kinds of experi-
ments it is possible to make deliberate changes in the controlled variables of a
system or process. Results are observed and then it is possible to either make
an inference or make a decision about variables that are responsible for changes.
When there are a lot of significant factors involved (i.e. weather, wind speed,
slope, etc.), the best strategy is to use some kind of factorial experiment. A
factorial experiment is one in which the factors vary at the same time [16](for
example, wind conditions, moisture content and vegetation parameters). A sce-
nario represents each particular situation that results from a set of values.

For a given time interval, we want to know whether a portion of the terrain
(called a cell) will be burnt or not. If n is the total number of scenarios and nA

is the number of scenarios in which the cell was burned, we can calculate the
ignition probability as:

Pign(A) = nA/n
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Pign()=1.0
Pign()=0.7
Pign()=0.1

Fig. 1. Generalizing the cells analysis

The next step is to generalize this reasoning and apply it to some cell sets.
In this manner we obtain a matrix with values representing the probability of
each cell catching fire (Fig. 1).

Hence, we can focus our analysis on the procedure of generating possible
scenarios.

2.1 Scenarios Generation

Our system uses a forest fire simulator as a black box which needs to be fed
with different parameters in order to work. A particular setting of the set of
parameters defines an individual scenario. These parameters correspond to the
parameters proposed in the Rothermel [9] model.

For each parameter we define a rank and an increment value, which are used
to move throughout the interval. For a given parameter i (which we will refer to
as Parameter i) the associated interval and increment is expressed as:

[Inferior threshold i, Superior threshold i], Increment i

Then, for each parameter i, it is possible to obtain a number Ci (parameter
domain cardinality), which is calculated as follows:

Ci = ((Superior threshold i−Inferior threshold i)+Increment i)/Increment i

Finally, from each parameter’s cardinality it is possible to calculate the total
number of scenarios obtained from variations of all possible combinations.

#Scenarios =
n∏

i=1

Ci

where n is the number of parameters.

3 S2F 2M Implementation

The concepts described above has been implemented in an operational system
that incorporates a simulation kernel and applies the methodology to evaluate
the fitness function. This system has been developed on a PC LINUX cluster
using MPI as message passing library.
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3.1 The Simulator

S2F 2M uses as a simulation core the wildland simulator proposed by Collin D.
Bevins, which is based on the fireLib library [4]. fireLib is a library that encap-
sulates the BEHAVE fire behavior algorithm [1]. In particular, this simulator
uses a cell automata approach to evaluate fire spread. The terrain is divided into
square cells and a neighborhood relationship is used to evaluate whether a cell
will be burnt and at what time the fire will reach the burnt cells.

As inputs, this simulator accepts maps of the terrain, vegetation character-
istics, wind and the initial ignition map.

The output generated by the simulator consists of a map of the terrain in
which each cell is labeled with its ignition time.

3.2 The Fitness Function

To evaluate the system’s response we defined a fitness function. Since S2F 2M
uses an approximation based on cells, the fitness function is defined as the quo-
tient between the number of cells in the intersection between the simulation
results and the real map, and the union of the simulation results and the real
situation ( Fitness = (cells in the intersection) / (cells in the union)).

Figure 2 shows an example of how to calculate this function for a terrain
made up of 5x5 cells. In this case, the fitness function is 7/10 = 0.7.

A fitness value equal to one corresponds to the perfect prediction because it
means that the predicted area is equal to the real burned area. On the other
hand, a fitness equal to zero indicates the maximum error, because in this case
our experiment did not coincide with reality at all.

3.3 Parallelisation

S2F 2M has to make a large quantity of calculations because it uses a sequential
simulator as a kernel [4], and for this reason it needs to make a simulation for
each resulting combination of parameters (#Scenarios). This high number of
simulations requires a lot of time.

To reduce the execution time we used multiple computational resources work-
ing in parallel to obtain the desired efficiency. Keeping in mind the nature of the
problem that S2F 2M tries to solve, we believe a master-worker architecture is

Real burned area Simulated burned area cells in the union
cells in the intersection

in the interseccionburned cells in the union

Fig. 2. Calculating the fitness for a 5 x 5 cell terrain
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suitable to achieve this aim, because a main processor can calculate each combi-
nation of parameters and send them to a set of workers. These workers carry out
the simulation and return the map to the master. This resulting map indicates
which cells are burned and which are not.

Our system has a well defined structure. The Master process has a data
reception stage (parameter files, terrain files, simulation time, etc.). After this
there is an initialization stage for data structures. In the main loop, the Master
process distributes scenarios to the workers, waits for results, receives results and
distributes more data to idle workers (if there are more scenarios to simulate).
Finally, it gives a graphical output.

The Worker structure is complementary. Each one has a data reception stage
(to initialize terrain size, slope). Following this, it enters a loop to receive scenar-
ios from the Master process to activate the simulation function for calculating
fire spread.

4 Experimental Results

To test the system we used two experiments in the field. Both burns took place in
Serra da Lousã (Gestosa, Portugal (40◦15’N, 8◦10’O)) , at an altitude of between
800 and 950 m above sea level. The burns were part of the SPREAD project [15].
In the Gestosa field experiments [10], terrain was divided into dedicated plots in
order to carry out different sorts of tests and measurements. In particular, we
worked with plots 513 and 519, which had the following characteristics:

Experiment 1 (Plot 513): the plot was represented by means of a grid of 58
columns x 50 rows (each cell was 2.989 x 2.989 feet).

Experiment 2 (Plot 519): the plot was represented by means of a grid of 89
columns x 91 rows (each cell was 2.989 x 2.989 feet).

In order to gather as much information as possible about the fire-spread be-
havior, a camera recorded the complete evolution of the fire. The video obtained
was analyzed and several images were extracted every 2 minutes in the first
experiment and every 2.5 minutes in the second. From the images the corre-
sponding fire contours were obtained and converted to cell format in order for
S2F 2M to interpret them.

4.1 Experiment 1

The first case is very complicated, because in a field experiment it is not possible
to control environmental conditions. Nevertheless, we fixed certain known values
(slope and moisture in 1, 10 and 100 hours) and let the others vary.

To make comparisons we fixed the initial time to 0 and a limit value of 12
minutes.

In table 1, we can see that the fitness for this experiment has values between
0.7 and 0.91. This indicates that our statistic output is very close to reality. It is
important to note that in the Fitness table only those cells with 100% ignition
probability (i.e. cells burned in 100% of the scenarios) are considered.
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Table 1. Fitness of experiment 1 in each interval

Initial time Final time Fitness
0:00 2:00 0,749420
2:00 4:00 0,690152
4:00 6:00 0,864360
6:00 8:00 0,953166
8:00 10:00 0,826158
10:00 12:00 0,915669

Exp. 1: Final area proposed by S  2F2M

Real area

Fig. 3. S2F 2M output for minute 12 of Experiment 1

In the figure 3 we can see that the S2F 2M result is always inside reality, that
is, the result does not exceed the real propagation. We only include the last step
of the simulation (in this case at minute 12), as the previous steps are included
in the real perimeter.

4.2 Experiment 2

The second experiment has a rank file equal to plot 513. This is because the
plots are located very near each other, and therefore the terrain features can be
taken to be equivalent. Table 2 shows the resulting fitness.

Finally, using the same criterion, we show the state proposed by S2F 2M at
minute 12.5 in figure 4. It is possible to identify clearly that the S2F 2M area is
inside the real perimeter.

4.3 Speed-Up Improvement

In a real case the system works under real time constraints and, therefore, it
is necessary to analyze the speed-up obtained by using different numbers of

Table 2. Fitness of experiment 2 in each interval

Initial time Final time Fitness
2:30 5:00 0,451988
5:00 7:30 0,486521
7:30 10:00 0,425703
10:00 12:30 0,774615
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Exp.2: Final area proposed by S  2F2M

Real area

Fig. 4. S2F 2M output for minute 12.5 of Experiment 2
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Fig. 5. Speed-up curve for experiment 1

processors. The number of processors used in the successive experiments were 1,
2, 4, 8, 12, 16, 20, 24, 28 and 32. Figure 5 shows the speed-up for a particular
example compared with a linear speed-up (the ideal case).

It can be observed that the speed-up is close to being linear until 16 processors
are used. From this point, an increase in the number of processors continues being
profitable, but it can be observed that the speed-up is not so linear.

5 Conclusions

In this paper we have described a tool with the objective of offering an alternative
to the normal use of a forest fire simulator. With this methodology we can obtain
a prediction of the ignition probability of a terrain without knowing exact data
about climatic factors, and without waiting for the fire to start.

From the experimental studies we can conclude that the area that S2F 2M
indicates with 100% probability of being reached by fire in a time interval is al-
ways included in the real burned area. Furthermore, since each output proposed by
S2F 2M needs a lot of calculations, we have used the parallel scheme of a master-
worker programming paradigm in order to speed-up the whole process.
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Abstract. Currently, coordinated scheduling of multiple parallel applications 
across computers has been considered as the critical factor to achieve high 
execution performance. We claim in this report that the performance and costs 
of the execution of parallel applications could be improved if not only dedicated 
clusters but also non-dedicated clusters were used and several parallel 
applications were executed concurreontly. To support this claim we carried out 
experimental study into the performance of multiple NAS parallel programs 
executing concurrently on a non-dedicated cluster. 

1   Introduction  

Parallel processing has moved one step closer toward the computing mainstream by 
exploiting specialized dedicated clusters and MPI. These dedicated clusters are built 
using off-shelf elements (processors, memories and networks), which make them 
cost-effective computer systems.  

The cost to performance ratio could be improved even further if non-dedicated 
clusters are used. These clusters are owned by many institutions, universities, 
business, and industry. They are made of not necessarily the fastest computers and 
networks, but still form a huge computational power that can be used to solve many 
problems that require parallel computing for high performance. Cluster’s PCs in their 
working environments are on average idle for much more than 50% of time [2, 4, 12]. 
Therefore, a cluster has the potential of concurrently supporting a mixture of parallel 
and sequential applications of different users, which could lead to the improvement of 
the execution performance [14, 15, 7]. We claim that these computer systems can also 
be used cost-effectively to concurrently execute several parallel applications 
submitted by many competing users. 

Parallel applications can share the computational resources of a cluster in two 
dimensions: space and time. Space-sharing is usually done by static allocation of 
processes to the available computers. Therefore, processes of different parallel 
applications can be mapped into different sets of computers of the cluster and the 
execution of those processes would not interfere with each other. On the other hand, 
time-sharing can be achieved if processes of parallel applications are mapped into the 
same computer and the local scheduler schedules these processes to share the CPU 
among them.  
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The time-sharing approach can provide good response time and good throughput 
for applications in a multi-user and multi-programs environment. However, it has 
been considered that uncoordinated scheduling of processes from different 
applications would seriously hurt the performance of a cluster [1, 3, 5, 17, 13]: the 
execution overhead can be up to over 15 times of the program execution time. To our 
knowledge, the only existing work which has shown an opposite result is [11]. 
Therefore, we believe that more experimental studies of this problem will provide not 
only a better understanding of the problem, lead industry, business and research 
institutions toward parallel processing on their existing clusters, but also form a 
background for the development of global scheduling facilities for computer clusters.  

The aim of this paper is to confirm our claim by showing the results of our study 
into the performance of multiple parallel applications executing concurrently on a 
cluster. We also want to demonstrate that the results achieved by other researchers 
showing that uncoordinated scheduling of parallel applications would seriously hurt 
the performance of a cluster are unsubstantiated. For this purpose experiments were 
carried out using the well known and widely used NAS Parallel Benchmarks [9]. 

The paper is organized as follows. Section 2 presents the related work. Section 3 
describes attributes of parallel applications required to carry out the proposed 
experiments on a cluster, and introduces the selected NAS benchmarks. Section 4 
details the experiments carried out. Section 5 reports on the achieved results and 
presents the analysis of these results. Finally, the conclusion is presented in Section 6.  

2   Related Work 

Parallel computer systems such as the Massively Parallel Processors (MPPs) have a 
low communication overhead and therefore the effect of uncoordinated scheduling of 
processes from parallel applications executing concurrently on the systems is 
significant. Coordinated scheduling such as gang-scheduling [5] is normally used to 
alleviate the problem.   

Time-sharing is intrinsically supported in a computer cluster via local scheduling. 
That means the local scheduler is responsible for time sharing of the CPU among all 
the processes which have been allocated to that computer. Processes from a parallel 
application can be placed into some or all of the computers in the cluster depending 
on the required parallelism. However, processes belonging to the same parallel 
application would not be guaranteed to execute at the same time across the computers 
in the cluster. Previous studies carried out using stimulation [1, 3, 17] have found that 
if the parallel application is communication intensive, uncoordinated scheduling of 
processes would lead to a great loss of performance because a process stalls when it 
communicates with a non-scheduled process.  

[13, 11] present the results of co-scheduling of multiple parallel applications on a 
cluster using local scheduling, which are quite different. [13] shows that co-
scheduling of parallel applications on a cluster worsens their execution performance. 
However, that result is difficult to assess as the experiment is not clearly described 
and applications used in the experiment are not defined. [11] shows that local 
scheduling can out-perform gang-scheduling of parallel applications executing on a 
Beowulf cluster with a slow network (100Mbps Ethernet).  
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3   The NAS Parallel Benchmarks (NPB) 

We have selected to use the NAS Parallel Benchmarks (NPB) for this study because 
they have been widely used to objectively measure and compare the performance of 
parallel computer systems. In particular, the NAS Parallel Benchmarks 2.4 [16] can 
be used as parallel applications and run on non-dedicated clusters. Each NPB 2.x 
provides source codes written with MPI. Furthermore, these benchmarks can be 
coarsely divided into two major categories, computation-bound and communication-
bound, which is important when carrying out experiments on commonly used clusters, 
with slow, 100Mbps, networks.  

The NPB suite is a set of eight programs, which were derived from computational 
fluid dynamics (CFD) codes [9]. Each of these programs focuses on some important 
aspects of highly parallel supercomputing for aerophysics applications. There are two 
groups of these applications: five “kernels” and three “simulated computational fluid 
dynamics (CFD) applications”. The kernels are relatively compact problems, easy to 
implement. They mimic the computational core of different numerical methods used 
by CFD applications – each of them emphasizes a particular type of numerical 
computation. They provide insight as to the general levels of performance that can be 
expected on these specific types of numerical computations. The simulated CFD 
applications are more difficult to implement – they indicate the types of actual data 
movement and computation required in state-of-the-art CFD application codes.  

3.1   Attributes of the Benchmark Programs Affecting the Scheduling Behaviour 

The behavior and scheduling study requirements led us to the specification of 
benchmark attributes that must be present because they influence the execution 
performance of a parallel application. These attributes form a basis of the selection of 
benchmarks for our experiments. They are as follows. 

• Computation attributes: In general, the problem size of a parallel program is 
directly proportional to its execution time. Each of the programs of the NPB suite 
comes with several problem sizes (classes): A, B, C, W(orkstation) and S(ample). 
Excluding classes W and S, class A is the smallest whereas class C is the largest. 

• Communication attributes: Different parallel program has different 
communication features. The communication features of the NAS programs can 
be considered in two aspects: communication volume and communication 
pattern. In respect to the communication volume, the programs can broadly be 
classified into three categories: low, medium and high. In respect to the 
communication pattern, two forms exist: point-to-point and collective. 

• Memory attributes: The size of main memory of a program during execution 
affects the scheduling behaviour, in particular could lead to memory swapping. 
The memory scheduling behavior of the NAS programs depends on the program 
size, characterized by the program class. 

• Topology attributes: The software topology of processes of a parallel program 
defines the size (number of processes) and the structure (the connections of 
processes) of the program. The NAS programs use various software topologies. 
FT, MG, CG, LU and IS run well with a power-of-2 number of processes; SP 
and BT run well with a square number of processes; and EP runs with any 
number of process. 



438 A.K.L. Wong and A.M. Goscinski 

 

Table 1. NAS programs with communication specific attributes 

Program Name Communication Volume Communication Pattern 
EP Negligible Negligible 
LU Low Point-to-Point >>> Collective 
BT Medium Point-to-Point >> Collective 
MG High Point-to-Point > Collective 

3.2   Selected NAS Benchmarks 

To evaluate the impact of concurrent execution of multiple parallel applications on 
their performance, we carried out an analysis of the NAS programs to identify those 
that posses the attributes addressed in Section 3.1. We have found that four programs, 
EP, LU, BT and MG, of the NBS suite, represent a broad range of communication 
patterns of parallel applications that can commonly be found in real world. The 
communication features of these programs are summarized based on [6, 9, 10] and 
shown in Table 1. 

We have chosen a problem size of class B for the programs listed above to make 
sure that (i) the execution time is long enough for the scheduling behaviour to be 
observed (only the number of iterations of execution in some programs have been 
altered), and (ii) memory swapping would not happen.   

We could not satisfy fully the topology requirement. The reason is as follows. The 
MG and LU belong to the group of those programs that perform best (require) a 
power-of-2 number of processes, and EP can also be executed effectively with the 
same number of processes, BT performs best when it runs with a square number of 
processes, i.e., 1, 4, 9, 16. We assumed that the loss of performance for executing BT 
with eight (processes) rather than nine (processes) will not distort the experiment 
outcomes, and carried out the experiments using a power-of-2 number of processes 
for each selected NAS program. Thus, the four programs, two kernel (EP and MG) 
and two simulated (LU and BT) applications, which posses the attributes to carry out 
our study, are selected. 

4   Experiments 

All of the scheduling experiments were carried out on a cluster which consists of 16 
Pentium III computers, each with 383 Mbytes of main memory. The computers are 
connected together by a 100Mbps Fast Ethernet network. Each computer runs the Red 
Hat Linux operating system with the parallel programming support of MPI.  

We decided to use a two level scheduling system, where the upper level is 
responsible for allocation of processes of each parallel application to cluster 
computers and the lower level schedules local parallel processes (of one or more than 
one application) running on each local computer of the cluster. MPI provides initial 
allocation of parallel processes to cluster computers. On an individual computer these 
processes are scheduled by the Red Hat Linux operating system scheduler. 

An MPI application usually can be executed by first constructing a network 
topology, which specifies in the topology configuration file (TCF) the number and the 
identity of the computers used for the execution. Such a network topology can then be 
booted up in the cluster, which basically starts a MPI daemon process on each of the 
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computers specified in the TCF. The MPI daemons are responsible for handling 
communications among processes of a parallel application. We used in our 
experiment the LAM/MPI implementation [8] as it is one of the most popular 
implementations of the MPI specification, and its version is LAM/MPI-6.5.9.  

First, we measured the execution times of the four selected NAS parallel programs 
(EP, LU, MG and BT) individually. Taking into account the topology attributes 
specified in [9]: a power-of-2 of processes for LU and MG, a square number of 
processes for BT and any number of processes for EP, we selected a power-of-2 of 
processes as the standard topology for all the four programs executing in this 
experiment. Since there are 16 computers in our cluster, each of the programs were 
run on 2, 4, 8 and 16 computers; all of the programs were compiled for using 16 
processes. Then, we measured i) the execution time for each of the selected NAS 
benchmarks when multiple copies of itself were executed concurrently on a cluster of 
16 computers, and ii) the execution time for each of the selected NAS benchmarks 
when one or multiple copies of EP were executed concurrently with itself on the same 
cluster. The influence of the local scheduling was then observed and measured. 

5   Results and Analysis 

Speedup of NAS Programs. Our experimental study was carried out using the 
programs of Class B of NPB.  
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Fig. 1. Execution Time of NAS programs against different number of computers 

Because the number of iterations of execution in the selected NAS parallel 
programs were increased, the execution time of each of parallel programs: EP, LU, 
BT and MG, against different number of computers: 2, 4, 8 and 16 of our cluster was 
measured. The result is presented in Figure 1. 

The results we achieved are consistent with the benchmarking results listed in [9]. 
Besides, our results indicate that using a cluster of 16 Pentium III computers to 
execute each of the NAS parallel programs requires around 40 minutes of time. We 
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believe that this time duration for an execution of a parallel program not only is 
realistic but also long enough for observing the scheduling behaviour when multiple 
copies of the programs are executed concurrently on a cluster.  

Concurrent Execution of the NAS Benchmark Programs. The purpose of the 
experiment was to determine the effect of co-scheduling of multiple NAS programs 
on a cluster with particular attention paid to the execution performance of the 
programs. Table 2 shows the results of co-scheduling of two and three identical NAS 
parallel programs on our 16-computers cluster.  

Table 2. Multi-program scheduling of parallel programs from the NBS 

Expecting to observe some worse performance, we used the term slowdown to 
refer to the slowing down of a parallel program when multiple copies of the same 
program are running concurrently on the same system. It is calculated by dividing the 
time (CET) of concurrent execution of multiple copies of a program on a multi-
programming system by the time (SET) of sequential execution of multiple copies of 
the program run on the same system. Therefore, a slowdown value of greater than 1 
implies a slowing down of the execution, and worse performance. 

Table 3 shows the results of co-scheduling of the NAS parallel programs: LU, BT 
and MG executing with one, two and three copies of EP. The reason for that is EP is a 
computation-bound parallel application while all others are communication-bound 
parallel applications. Mixing computation- and communication-bound applications 
together can generate a higher degree of randomness for the processes to 
communicate and synchronize each other.  

As the number of copies of a NAS parallel program increases, the total memory 
required for the executions increases significantly, especially in the data-spaces. In 
both cases, the memory requirement for programs to execute is carefully controlled to 
make sure that no memory swapping would occur. Our results show that no 
slowdown is greater than 1 in all of the above scheduling cases which is different 
from the results presented in the majority of the current publications. 

The results indicate that both computation-bound and communication-bound 
parallel applications are not sensitive to co-scheduling on a cluster with a slow 
network. From table 2, it can also be seen that the slowdown obtained in LU, BT and 
MG is slightly less than 1 which can be explained by the low CPU utilization of the 
programs. When multiple copies of those programs are scheduled together, a blocked 
process can be scheduled to keep the CPU as busy as possible.  

Sequential 
Execution Time 

(SET) (sec.) 

Concurrent 
Execution Time 

(CET) (sec.) 
Slowdown = CET/SET 

Number of copies Number of copies Number of copies 

Program 

1 2 3 1 2 3 1 2 3 

EP 2240 4480 6720 2240 4497 6711 1.00 1.00 1.00 

LU 2522 5044 7566 2522 4942 7478 1.00 0.98 0.99 

BT 2859 5718 8577 2859 5046 7561 1.00 0.88 0.88 

MG 2279 4558 6837 2279 4550 6769 1.00 1.00 0.99 
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Table 3. Mixed multi-program scheduling of parallel programs from the NBS 

6   Conclusions  

In this paper we have presented the results of the experimental study into the 
performance of multiple parallel applications executing concurrently on a cluster. The 
aim was to confirm our claim that the performance of the execution of parallel 
applications could be improved when several parallel applications are executed 
concurrently, and to show that the claim made by other researchers that uncoordinated 
scheduling of parallel applications would seriously hurt the performance of a cluster 
is unsubstantiated.  

Contrary to the results presented in most of the current literature, we have found 
that even if a parallel application is communication intensive, there is no performance 
loss of the parallel application due to uncoordinated communications and 
synchronizations of processes. Our study of the concurrent execution of multiple 
parallel applications on a cluster does not confirm the simulation results reported in 
[1, 3, 17], which recommend synchronized scheduling of multiple parallel 
applications such as gang-scheduling. The results of our experimental study using real 
parallel applications are different from the result shown in [13]; the only result 
presented in the current literature which is inline with us is in [11]. 

We have demonstrated that concurrent execution of multiple parallel applications 
on a cluster did not make the execution performance of a parallel application worse. 
The execution performance was improved. It seems that this cost-effective scheduling 
scheme is particularly useful for computer cluster, especially with a slow network. 
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Abstract. As High Performance Computing becomes more collaborative, soft-
ware certification practices are needed to quantify the credibility of shared ap-
plications. To demonstrate quantitative certification testing, Model-Based Sta-
tistical Testing (MBST) was applied to cexec, a cluster control utility developed 
in the Network and Cluster Computing Group of Oak Ridge National Labora-
tory. MBST involves generation of test cases from a usage model. The test re-
sults are then analyzed statistically to measure software reliability. The popula-
tion of cexec uses was modeled in terms of input selection choices. The J Usage 
Model Builder Library (JUMBL) provided the capability to generate test cases 
directly as Python scripts. Additional Python functions and shell scripts were 
written to complete a test automation framework. The resulting certification ca-
pability employs two large test suites. One consists of “weighted” test cases to 
provide an intensive fault detection capability, while the other consists of ran-
dom test cases to provide a statistically meaningful assessment of reliability. 

1   Introduction 

The work described here had two primary objectives: (1) to certify the cexec com-
mand in the Cluster Command and Control (C3) tool suite [1,2], and (2) to demon-
strate Model-Based Statistical Testing (MBST) as a certification methodology for 
computational software. Briefly C3 is a set of command line utilities to facilitate 
management of Linux clusters. The cexec command invokes a specified application 
on any combination of nodes in a Linux cluster. 

MBST treats software testing as a statistical experiment. That is, each test is 
viewed as a sample from the population of all possible uses. This approach to testing 
involves six tasks: (1) usage model definition, (2) model analysis, (3) test automation, 
(4) test case generation, (5) test execution, and (6) results analysis 

MBST is applied to systems by mapping input stimulus sequences to states of use 
and associated responses. However computational programs often have only two 
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states of use: pre-execution and post-execution. Such programs are further character-
ized by multiple input parameters, often with very large domains. 

For cexec, usage was modeled in terms of the input selection process. The model 
analysis, performed using the J Usage Model Builder Library (JUMBL) [3], provided 
information needed to plan details of the testing strategy. Once a testing strategy was 
defined, a test automation framework was implemented using Python and bash shell 
scripts. From the model, JUMBL was used to generate test cases. Test cases for all 
paths through the model were generated in decreasing order of probability; and a set 
of random test cases were generated to be statistically representative of the usage pro-
file embodied in the model. All test cases were executed using the test automation 
framework. The pass/fail outcome of all test cases was determined by automated in-
spection, supplemented by manual analysis of reported failures. The results were then 
analyzed statistically to provide a quantitative basis for certification. 

2   Model Definition 

Model definition requires four elements: (1) definition of the test boundary, (2) defini-
tion of a use, (3) identification of all input stimuli, and (4) identification of correct 
system responses. 

The test boundary is defined by the list of interfaces where stimuli can be applied 
and responses can be observed. The interface list for cexec includes the following: 

• The interface by which command line arguments are supplied on invocation. 
• The interface by which environment variables are supplied. 
• The file system interface by which files are read, written, or deleted. 
• The interfaces to stdout and stderr. 
• Other interfaces provided by UNIX system calls. 

The definition of a use is simply execution of cexec by sending its command line to 
the operating system of the cluster head node. For each use, the command runs to 
completion with no intervening stimuli. Consequently sampling the use population is 
a matter of sampling the set of all possible input combinations. Modeling the input se-
lection process as a discrete Markov chain allowed JUMBL to be used for test case 
generation and test analysis. With this approach, test cases are defined by input com-
binations obtained using the model as a statistical sampling mechanism. 

The set of all possible combinations of the input parameters is quite large, even for 
a utility such as cexec. In addition to some discrete command line options, cexec input 
may include the following inputs as arbitrary character strings: Machine Definition 
expressions (to specify a subset of the cluster), UNIX command strings, configuration 
file names, and configuration file contents. 

To cope with the large domains of these parameters, the following abstractions 
were used: 

• Machine Definitions = [good, bad, none] 
• UNIX commands = [good, bad] 
• configuration file names = [good, bad, missing (when expected)] 
• configuration files = [good, bad] 
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For test execution, sampling within these subdomains was built into the test 
automation framework.  

Fig. 1. cexec Usage Model 

The resulting input selection model is illustrated graphically in Figure 1. The nodes 
of the graph represent input parameter values (or abstracted ranges), and the arcs rep-
resent individual value choices. Probabilities (not shown in the figure) are assigned to 
the arcs to indicate the relative likelihood of each value for a particular parameter. 
The probabilities used were based on the following assumptions: 

• Except as noted below, all valid choices for a parameter are equally probable. 
• Valid choices for a parameter are about 100 times more likely than invalid choices. 
• A Machine Definition will be specified for 90% of all commands. 
• About half of all commands will specify the configuration file on the command 

line instead of using the default configuration file. 

3   Model Analysis 

Analysis of the model as a Markov chain is used for model validation and test plan-
ning. Table 1 shows key results from the model analysis. 

Table 1. cexec Usage Model Analysis 

Node Count  27 nodes 
Arc Count  60 arcs 
Statistically Typical Sequences  26.65 cases 
Maximum Mean First Passage 200 cases 
Mean First Passage Variance 39,800 

The model analysis results can be useful for both model validation and test plan-
ning. In this case the model structure is simple enough that the structure and prob-
abilities can be validated by inspection. 

For test planning, the analysis provides insights that are not available from inspec-
tion of the model. First the number of Statistically Typical Sequences given in Table 1 
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indicates that 26.65 (~100) random test cases are needed to produce a test population 
that is typical of the usage profile embodied by the model. Additionally the maximum 
Mean First Passage indicates the average number of random test cases needed to en-
counter every node of the model is 200 with a variance of 39,800. The corresponding 
standard deviation σ is on the order of 200. Using the semi-quantitative argument that 
>3σ test cases would give high confidence of complete model coverage, 1000 random 
test cases were planned. 

4   Test Automation 

Figure 2 shows an overview of the test automation data flow. The processes in the 
figure are grouped into the following major automation tasks: 

• Test case generation (cexec command line construction), 
• Generation of configuration files and Machine Definitions, 
• Results checking and comparison. 

Most of the automation framework is reusable for other C3 commands or future 
versions of cexec. Only the usage model definition file and the Python functions used 
to check test results would need to be changed. 

 
Fig. 2. Test Automation Overview 

Automated Command Line Construction 

To support test automation, the TML modeling language [4] allows each element 
(model, state, or arc) to be annotated with arbitrary text, referred to as a “label” in 
TML syntax. Test cases are initially generated and stored in a compressed Saved Test 
Record (STR) format. For test execution the JUMBL managetest export command [5] 
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is used to convert STR to a human-readable form. The exported test case is a sequen-
tial listing of the labels associated with the model elements encountered. 

Labels in the cexec TML file consist of Python statements. Initialization code is as-
sociated with the [Start] state. Python code in arc labels assigns values to cexec 
input parameters. Code associated with state labels records inputs for use in results 
checking. The label on the [Exit] state consists of code required to assemble the 
cexec command line, spawn the resulting command, and record and evaluate the out-
put. Thus each exported test case is a short Python program that automates execution 
of the required command string and comparison of actual and expected output. 

Configuration File and Machine Definition Generation 

As mentioned above, four of the cexec input parameters are character strings and were 
each abstracted into two or three discrete values in the usage model. During test case 
generation, each of these parameters is assigned one of its abstract values. At test case 
run time, the assigned abstract value must be replaced with a specific value from the 
associated subdomain. For example, “good” file names are created as <test case 
name>.conf, and “bad” file names are always bogus.conf (a non-existent file).  

Since configuration files and machine definitions are processed entirely within 
cexec, a much more varied sampling of their parameter spaces is desirable. Figure 3 
shows an overview of this sampling process. 

 

Fig. 3. Data Flow for Generating Configuration Files and Machine Definitions 

To expedite data format conversion, an XML format was defined to represent the 
content of a C3 configuration file. The Master Config File in Figure 3 is the XML 
representation of the complete test system. At test case run time, a subset of clusters 
and nodes is selected from the Master Config File and used to create the Reference 
Config File. The Reference Config File is then transformed to the Test Config File in 
the standard C3 configuration file format. 

If the test case calls for a “bad” configuration file, a single fault is inserted in the 
file by the Build Test Config process. The type of fault and the insertion location are 
selected randomly from among the syntactic elements that compose a C3 configura-
tion file. If the test case requires a Machine Definition expression in the command 
line, the clusters and nodes to be included are selected and composed into the required 
string by the Build Machine Def process in Figure 3. When required, machine defini-
tion fault injection is handled in a manner similar to that for configuration files.  

Results Checking 

The standard output of cexec for each test case is redirected to a log file. The contents 
of the log file are then compared to the expected output. The graphs in Figures 4 and 
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5 depict the mapping of input combinations to responses. Each shaded leaf node in the 
graph represents a set of input combinations for which the expected output can be de-
termined from a single rule. 

 Fig. 4. Top Level cexec Response Tree 

 

Fig. 5. Continuation of cexec Response Tree 

Based on these rules for the expected output, a Python function was written to 
make a run-time pass/fail determination for each test case. For each test case, this 
function writes the test case name and a summary of the cexec input parameters to a 
file. If a test case failure is detected, additional diagnostic information is written to the 
file. If cexec terminates abnormally, the UNIX exit code is reported. If cexec termi-
nates normally, the output line causing the failure determination is reported along 
with the expected result. Finally the test case is marked as a failure in the STR file. 

A few cases involving invalid Machine Definition input were reported as failed by 
the run-time checking and required manual inspection to screen out the false failures. 
However these cases were easily recognized in the summary report. 

Bad Config
Good Config

-h or --help help off

-f or --file with
invalid or missing

file name

no file option or
file option with
valid file name

No --all or --head --all --head --all and --head

Invalid
Machine
Definition

Valid
Machine
Definition

2

2 2 2

file missing and
no -i, --all, --head,

-p, nor --pipe

any other arg
combo with -h or

--help

2

Valid
Command

Invalid or
missing

Command

-i no -i -i no -i

-p or --pipe

-p or --pipe

-p or --pipe

-p or --pipe

no -p or --pipe

no -p or --pipe

no -p or --pipe

no -p or --pipe



 Model-Based Statistical Testing of a Cluster Utility 449 

 

5   Test Case Generation and Execution 

The JUMBL provides five test case generation options: state and arc coverage, ran-
dom, probability-weighted, cost-weighted, and manually crafted. The following fac-
tors were considered in selecting the test generation options to be used: 

• Since the model involves relatively coarse abstractions for configuration file and 
Machine Definition inputs, minimal state and arc coverage is not adequate.  

• With automation, up to several thousand test cases can be run within reasonable 
time and cost. 

• Since quantitative certification is a primary objective, a subset of the test cases 
should represent a statistically typical sample (based on the model). 

• Based on the model analysis above, the statistically typical sample requires 500 to 
1000 random test cases. 

• Since the model contains no loops or cycles, it is possible to test all possible paths 
through the model. 

Based on these factors, the probability-weighted generation option was selected as 
a way to produce test cases for all possible paths through the model. This process 
generated 6048 test cases. To provide a statistically typical sample, 1000 random test 
cases were also generated. 

The tests were executed on ORNL’s XTORC cluster. As described above, each test 
case was exported as a Python program. One bash shell script was used to sequence 
the weighted test cases, and a second was used for random test cases. Execution of all 
7048 test cases takes about four hours. 

6   Results Analysis 

Table 2 shows a summary of the test results. Sample Reliability is a simple ratio of 
the number of tests passed to the total for each type (i.e., assumes Bernoulli sam-
pling). Miller reliability is a Bayesian reliability estimate described in [6]. 

Table 2. cexec Certification Test Results 

Case Type Cases Pass Fail Sample Reliability / 
Variance 

Miller Reliability / 
Variance 

Weighted 6048 5837 211 0.965/0.0337 0.965/0.00564 
Random 1000 999 1 0.999/0.000999 0.998/0.000332 
Combined 7048 6836 212 0.970/0.0292 0.970/0.00488 

For weighted test cases, each path through the model is included exactly once in 
the test. This fact causes low probability test cases to be over-represented in the 
weighted sample relative to typical usage. The random test case sample, and therefore 
its reliabilities, reflects more realistic assumptions regarding actual usage. 

The total of 212 failures observed among all test cases resulted from six distinct 
faults. All of the faults involved failure of cexec to handle input errors gracefully. The 
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test results also included two significant observations regarding undocumented behav-
ior of cexec: (1) Non-existent nodes in the Machine Definition are ignored, and (2) 
duplicate nodes in the machine definition are processed as many times as they appear. 

7   Conclusions 

The purpose of the work described above was twofold: (1) demonstration of MBST 
for computational software and (2) certification of the C3 cexec utility. 

Using cexec as the system under test, this effort demonstrated that the methods and 
tools developed for MBST could be applied effectively to computational software. 
The key adaptation required is to model the input selection process instead of the dis-
crete behavior. Using the test case generation and annotation features of the JUMBL 
tool set, it was possible to generate automatically a large number of test cases whose 
execution could be readily automated. 

The following are key elements of the test automation framework: 

• Direct generation of test cases in the form of Python programs, 
• Python classes to generate run-time values for input parameters represented by ab-

stractions in the model, 
• Python utilities to capture cexec output, compare it to expected results, and record 

pass/fail information. 

With this framework, cexec can be thoroughly tested in about four hours, and the 
automation framework is largely reusable. 

In terms of cexec certification, the test cases generated using the “weighted” algo-
rithm exercised every input combination at the defined level of abstraction. While the 
weighted test cases proved quite thorough in detecting even obscure software faults, 
the random test cases provide the primary basis for certification. The random test 
cases represent a statistically typical usage sample based on the model. The results of 
these tests indicate that users can expect the cexec program to function properly 
99.8% of the time. 
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Abstract. Graphics processing units (GPUs) have evolved to become powerful, 
programmable vector processing units. Furthermore, the maximum processing 
power of current generation GPUs is technically superior to that of current 
generation CPUs (central processing units), and that power is doubling 
approximately every nine months, about twice the rate of Moore’s law. This 
research represents the first successful application of GPU vector processing to 
an existing scientific computing software package, specifically an application 
for computing the tertiary (3D) geometric structures of protein molecules from 
x-ray crystallography data. A framework for applying GPU parallel processing 
to other computational tasks is developed and discussed, and an example of the 
benefits of taking advantage of the visualization potential of newer GPUs in 
scientific computing is presented.  

1   Introduction 

The graphics processing units of the past four years have increased the capabilities of 
previous generations by a factor of two every six to nine months. Programmable 
graphics processing units (GPUs) are commonly included as hardware components in 
new computer workstations, including those workstations used for scientific 
computing. The current generation of GPUs is roughly equivalent to or greater than 
the processing power of current CPUs (central processing units), but that power is 
rarely used to its full capabilities. Numerous advances have been made recently in 
applying the GPU to non-graphical parallel matrix processing tasks, such as the Fast 
Fourier Transform (FFT) [6]. This research seeks to apply the vector processing 
power of a GPU to automatically computing the 3D geometry of proteins from x-ray 
crystallography data in an existing software package. 

Our primary goal is to apply distributed GPU-CPU computation to automated 
tertiary structure fitting in protein crystallography, a process that normally takes 
several hours or even days to execute on a sequential CPU. We proposed to use 
existing software, ARP/wARP [11], that is already fully-featured and widely used in 
the industry rather than producing a competing package for several reasons. First, 
change is difficult to engender in any field, especially where the learning curve  
for effective utilization of new software is steep. Second, the software packages 
in existence are already well-suited to the needs of researchers in protein 
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crystallography. Producing a complete product solely for the purpose of 
demonstrating GPU acceleration would have required hundreds of thousands of lines 
of programming to match the capabilities of packages already widely accepted  
and used.  

Our secondary goal is to produce a reusable, portable framework for applying GPU 
computation to scientific computing problems in other fields. As GPUs gain 
acceptance as parallel vector processing units, a generalized framework for taking 
advantage of available GPU vector processing power in other scientific computing 
applications is needed. By documenting and examining the steps taken to add GPU 
parallel computation to an existing scientific computing package, it is hoped that 
future researchers will be able to reapply that framework to other existing and new 
software packages in other fields.  

2   Literature Review 

The first programmable consumer GPUs became available less than four years ago. 
The first generation of programmable GPUs was not well-suited to general-purpose 
computation for several reasons. First, they allowed access to only selected portions 
of the graphics pipeline and had no easily accessible off-screen rendering capabilities. 
Second, they had to be programmed in GPU-specific assembly code, with no 
standardization across manufacturers. Third, their limited accuracy of 8 bits-per-pixel 
combined with their slower clock speeds and memory accesses, as well as smaller 
memory sizes, compared to CPUs made them unattractive to general-purpose 
computing researchers who needed fast 32-bit floating point operations as a minimum 
point of entry.  

By late 2002, however, a C-like programming language for the GPU, named Cg 
[5], had been developed for cross-platform GPU programming. Cg contained 
constructs for looping and conditional branching, required for most general-purpose 
computing, but GPU hardware took another two years to catch up to the capabilities 
provided for in the Cg language. Only in the NVIDIA GeForce FX6800 series GPU, 
released in late 2004, was it first possible to take advantage of true conditional 
branching on the GPU, as well as handle loops or programs that consisted of more 
than 1024 total instructions per pixel [8]. These advances enabled the research in this 
paper, and the previous work [9] upon which it is based.  

2.1   The Bioinformatics Problem 

X-ray crystallography is the most commonly used method for determining the 3D 
structure of proteins in bioinformatics. The 3D structure of a protein is valuable 
because it determines many of the protein's properties [4], making structure 
information useful in drug discovery research as well as many other fields in the 
biosciences. ARP/wARP [11] is the most popular, and most accurate, software 
package for automatically determining the structure of proteins from x-ray 
crystallography data [1]. ARP/wARP is used by researchers in our own 
Bioinformatics Lab so this program was the focus of our efforts. 
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ARP/wARP makes use of an iterative structure refinement process by means of a 
program called Refmac [7]. In run-time analysis, Refmac consumed as much as 83% 
of the run time of a typical 3D structure computation under ARP/wARP, and the 
source code for Refmac is freely available. Refmac was, therefore, selected as the test 
bed for our GPU acceleration research, as well as the subject of our investigation into 
visualization advantages of current GPUs in scientific computing. 

3   Implementation 

We first desired a proof of concept to test whether the stated superior performance of 
GPUs was possible to achieve in situations well-suited to the GPU. Our first 
implementation steps were to demonstrate that the GPU was at least as fast as the 
CPU at performing 2D convolutions like averaging filters, edge detection, and the 
Gaussian smoothing filters before implementing more complex algorithms for 
scientific computing. Straightforward algorithms for convolutions on the GPU and on 
the CPU were developed for comparison across a wide variety of matrix and image 
sizes (32x32 to 4096x4096).  

3.1   Building GPU Code for ARP/wARP 

In a trial run on a 247-residue protein molecule, ARP/wARP was able to fit 238 of the 
247 peptides to a model with 98% connectivity in 18 hours on a 2.8 GHz CPU, using 
1200 iterations of refinement. As previously mentioned, it was determined through 
run-time analysis that the most time-consuming process in ARP/wARP for our 
purposes is the Refmac refinement step, which uses an open-source molecular 
refinement program [7]. Therefore, we focused our attention on applying distributed 
GPU-CPU processing to the Refmac algorithms. 

Run-time profiling with the GNU compiler tool gprof yielded two subprograms in 
Refmac that consumed over 30% of the total processing time of the program, indens 
and prot_shrink. Due to the fact that indens could take up to 25% of the total 
runtime, while prot_shrink accounted for 10% or less of the runtime across a 
sample set of three proteins of varying sizes, attention was given to indens first. We 
set out to translate indens from its native FORTRAN for the CPU to Cg on the GPU. 

3.2   Toward a Framework 

Integrating GPU-CPU distributed computation with existing bioinformatics software 
introduces two significant hurdles: commingling C and Cg code for the GPU with the 
native FORTRAN of Refmac, and re-mapping 1D, 2D, and 3D matrix computation 
from the CPU to 2D texture calculations on the GPU. Our goal with respect to these 
challenges is to produce a reusable framework for adding GPU acceleration of matrix 
computation to existing computational tools across any field of scientific computing. 
We also hope to demonstrate the advantages of adding 3D visualization, which the 
GPU handles optimally, to general purpose and scientific computing software 
packages.  
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4    Experimental Results 

The GPU proved to be much faster at straightforward convolutions like Gaussian 
smoothing, averaging filters, and edge detection. In the case of a 3x3 convolution 
filter, the GPU (an NVIDIA GeForce FX6800) was from 10 to 90 times faster at high 
resolutions (2048x2048) than the CPU (a 2.8 GHz Intel Pentium 4), even after 
communication between main memory and the GPU was accounted for (see Figure 1).  

Most image processing packages do not perform straightforward convolution 
algorithms, however. On the CPU, it is usually several times faster to use the Fast 
Fourier Transform (FFT) and perform a matrix multiplication, which is much faster 
on the CPU than a convolution, then use the inverse Fourier Transform to reacquire 
the resulting image. The GPU is still a full order of magnitude faster than the CPU 
even after Fourier optimization, which raises the possibility that Fourier processing 
for convolutions could become obsolete.  

 

 

Fig. 1. Comparison of processing speed of various operations on CPU vs. GPU 

The GPU is especially well-suited to performing 2D convolutions and 
morphological masking and filtering operations. Furthermore, programming the GPU 
version of these algorithms is a straightforward process, allowing the developer to 
access pixel neighborhoods using a relative indexing paradigm rather than a 
complicated modular arithmetic scheme for referencing 2D array elements in main 
memory. Figure 2 shows the GPU code in Cg for performing a 3x3 averaging filter. 
Figure 3 shows the same algorithm in a straightforward CPU implementation in C. 

Notice that the Cg code shows relative texture lookups using vectors like (-1, 1) to 
denote left one, down one from the current pixel. The C version, on the other hand, is 
more difficult for several reasons. First, the C version must treat each color 
component (red, green, and blue, or RGB) as separate computations, while the GPU 
computes all three components simultaneously as three-component vectors of type 
TTfloat3. Second, the C method of computing array positions is one-dimensional 
rather than the 2D relative indexing of Cg. Therefore, non-intuitive modular 
arithmetic is necessary to resolve the location in main memory of a pixel that is one 
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unit left and one down from the current pixel. More information on digital image 
processing on GPUs can be found in a related paper [10]. 

 
float3 a[9]; 
a[0] = texRECT(image, texCoord + float2(-1, 1)); 
a[1] = texRECT(image, texCoord + float2(0 , 1)); 
a[2] = texRECT(image, texCoord + float2(1 , 1)); 
a[3] = texRECT(image, texCoord + float2(-1, 0)); 
a[4] = texRECT(image, texCoord + float2(0 , 0)); 
a[5] = texRECT(image, texCoord + float2(1 , 0)); 
a[6] = texRECT(image, texCoord + float2(-1,-1)); 
a[7] = texRECT(image, texCoord + float2(0 ,-1)); 
a[8] = texRECT(image, texCoord + float2(1 ,-1)); 
color = (a[0]+a[1]+a[2]+a[3]+a[4]+a[5]+a[6]+a[7]+a[8])/9.0; 

Fig. 2. A Cg 3x3 averaging filter function 

int a1,a2,a3,a4,a5,a6,a7,a8,a9; 
int wd=TexInfo->bmiHeader.biWidth; 
int ht=TexInfo->bmiHeader.biHeight; 
int m = wd*ht*3; 
for (r=0; r<m;r++) 
{ 
  a1=(r-(wd+1)*3+m)%m; 
  a2=(r-(wd)*3+m)%m; 
  a3=(r-(wd-1)*3+m)%m; 
  a4=(r-3+m)%m; 
  a5=r; 
  a6=(r+3)%m; 
  a7=(r+(wd-1)*3)%m; 
  a8=(r+(wd)*3)%m; 
  a9=(r+(wd+1)*3)%m; 
  TexBits2[r] = (TexBits[a1]+TexBits[a2]+TexBits[a3]+TexBits[a4]+TexBits[a5]+  
    TexBits[a6]+ TexBits[a7]+TexBits[a8]+TexBits[a9])/9; 
} 

Fig. 3. A simple subroutine in C for computing the 3x3 averaging filter 

4.1   GPU Acceleration of Refmac 

The GPU representation of the indens algorithm that operates on 1D arrays suffered 
from the same type of problem as the CPU operating on 2D arrays, only in reverse. 
Whereas the CPU version was able to use straightforward addressing to loop through 
the arrays, the GPU had to use more costly modular arithmetic to determine texture 
coordinates in 2D to correspond to the 1D positions of the array elements being 
processed. Because of the inefficiency of this additional computation, a speedup on 
the order of 90 times, as seen in straightforward convolutions, was not possible. 
However, due to the fact that the original FORTRAN code was not optimized for 
CPU caching, either, a significant advantage in speed was still afforded to the GPU 
version of the code.  

In run-time analysis of the two algorithms across three proteins of varying sizes, 
the GPU version was 1.8 to 2.6 times faster than the GPU at the indens subprogram 
than the CPU. Figure 4 below shows the comparison, with the GPU version broken  
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down into two components: CPU time (pre-processing and memory transfers from the 
CPU to the GPU and back again) and GPU time (the actual processing time of the 
algorithm on the GPU).  
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Fig. 4. Comparison of CPU and GPU versions of indens algorithm. The GPU version 
(indensCg) is broken down into CPU time (texture transfer, readback, etc.) and GPU 
processing time 

While this demonstrated the significant potential for acceleration of a single 
algorithm, the 1.8 to 2.6 times speedup in the indens subprogram translated to only 
one to two hours of time savings on a 16 to 48-hour protein structure recovery. Even 
if the prot_shrink algorithm could yield an optimal 90:1 speedup, due to the fact 
that it consumes only 8-10% of each Refmac iteration, another hour or two would be 
the maximum time savings possible in this application. Clearly the acceleration 
potential of the GPU holds great promise in certain settings, but achieving significant 
gains in general-purpose applications consisting of hundreds of algorithms and 
subprograms may be achieved only by rewriting major portions of the code. 

4.2   Adding Visualization to Refmac 

The area of GPU potential still remaining to be explored was visualization. We had 
already observed, from poring through log files from ARP/wARP, that the program 
could resolve a great number of residue positions in a protein rather quickly, then 
reach a plateau after which few of the remaining residues could be placed no matter 
how many iterations were provided. However, ARP/wARP has no integrated 
visualization tool that would enable the researcher to visually inspect a protein for 
suitability and terminate the structure-building process early. 

In the case of the smaller protein sample tested, a protein consisting of 139 amino 
acids, or residues, 134 of the residues had been correctly placed after only 300 
refinement cycles, a plateau that went unsurpassed in the remaining 900 iterations of 
refinement. In other words, 12.6 hours of the 16.8 hour GPU-accelerated run time for 
the smaller protein were unnecessary; a 96% complete solution was achieved in only 
4.2 hours.  
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By adding a system call once per Refmac iteration to a simple visualization 
program, RasMol [2], it was possible to view updated results of the previous iteration 
every one to four minutes, allowing the researcher to visually inspect the progress of 
the structure-building process from a different workstation across the room without 
having to sift through log or other intermediate files. Figure 5 shows some of the 
simple visualization styles provided by RasMol. 

 

     

Fig. 5. Three visualization views of a protein with 134 residues in RasMol (space fill, stick, and 
ribbon views) 

By providing this visual information automatically with no additional work on the 
part of the researcher, it was possible to halt each structure at 90% completion for a 
total time savings of 45 out of 80 hours of runtime, or 56%. It took only 34 minutes, 8 
hours, and 26 hours, respectively, to resolve proteins with 139, 247, and 475 residues 
to 90% completion, versus a total of 80 hours and 50 minutes to allow them to run to 
96% completion. For a researcher skilled at manually placing the remaining residues, 
the time saved by having automatic visualization built in to the model-building 
process would have been over 10 times greater than the time saved by accelerating the 
structure-building process using the GPU.  

4.3   Developing a Framework 

There were five main steps in the implementation used here that could be replicated 
for use in any existing or new software development in order to make use of GPU 
acceleration. First, run-time analysis, with a tool like gprof, is used to determine 
which subroutines consume the majority of processing time. Second, the source code 
of each high-use subroutine is examined for suitability for GPU implementation 
(small number of large vectors or matrices in the computation, etc.). Third, the 
selected algorithms are mapped to a 2D texture-rendering problem on a per-pixel 
basis, which is the MIMD-processing model of the GPU. Fourth, the source code is 
modified to include calls to the new GPU versions of the algorithms selected for 
acceleration. Finally, run-time testing is used to determine the speedup, if any, and 
adjustments are made, if needed, by revisiting steps two through four as needed. 

While these steps are not trivial, they represent a model for future application of 
GPU vector processing to existing and new scientific and general-purpose computing 
packages. Possibilities for simplifying the framework in certain domains are given in 
the following section.  
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5   Conclusions and Future Work 

This research presents the first successful application of GPU parallel vector 
processing to an existing scientific computing software package. In addition to 
implementing GPU-based acceleration of the given software, a visualization 
component was added to the process, resulting in a total time savings on the order of 
60% over the CPU-only version with no visualization included.  

In convolution-based operations from digital image processing (DIP), the GPU 
showed a speedup of up to 90:1 over the same implementation on the CPU, and a full 
order of magnitude of improvement over the FFT-optimized version of the algorithms 
on the CPU. Because 2D DIP is well-suited to GPU acceleration, a fruitful area for 
future research would be developing an image processing API at the same level of 
abstraction as the Brook language [3] for stream processing. An API or multi-step 
compiler system like Brook designed specifically for DIP operations could be a 
significant step toward general-purpose utilization of the GPU as a parallel vector 
processor.  

While there exists significant potential for accelerating scientific computing by 
using GPUs for parallel vector computation, three main obstacles still exist. First, 
translating algorithms from the original implementations to 2D, GPU versions is not a 
trivial process. Second, not all vector processing algorithms are good candidates for 
GPU acceleration, including those with excessive branching and conditional logic. 
Finally, differences in graphics hardware and drivers still pose a problem in 
implementing the same algorithm across different platforms. A significant move 
toward standardization in programming langages for GPUs will be necessary if GPUs 
are to be used for scientific computing on a consistent basis.  
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Abstract. A watershed software application is designed to model a
coupled system of multiple physics on multiple domains. Tremendous
computational resources are required to integrate the system equations
on large spatial domains with multiple temporal scales among them.
Supported by the Department of Defense Common High Performance
Computing Software Initiative, the parallel WASH123D software devel-
opment aims to efficiently simulate one aspect (i.e., soil and land) of the
battlespace environment. Currently, the coupled two-dimensional over-
land and three-dimensional subsurface flows have been completed. Dif-
ferent numerical approaches are implemented to solve different compo-
nents of the coupled system. The parallelization of such a complex sys-
tem is developed on an IT-based approach—modular, hierarchical model
construction, portable, scalable, and embedded parallel computational
tools development and integration. Experimental results are presented
to demonstrate the successful implementation of the parallel algorithms.
Detailed profiling is also provided to show the imposed light-weight com-
munication overhead.

1 Introduction

Watershed models simulate major hydrological processes on multiple spatial
domains over varied temporal scales with interactions among them spanning
from uncoupled to strongly coupled. Different numerical approaches for such
a coupled nonlinear hydrologic process have been proposed to be efficient and
affordable. Penn State Integrated Hydrologic Model (PIHM) [1] integrates hy-
drological models using the so-called “semi-discrete” method, which reduces the
governing partial differential equations (PDE) to ordinary differential equations
(ODE), while Yeh et al. [2] presented a first-principle, physics-based watershed
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model. According to Yeh’s review [3], HSPF (Hydrologic Simulation Program—
FORTRAN) and WASH123D are the only models that include complete media
systems, i.e., stream/rivers, overland regimes, and subsurface media, and en-
compass the complete suite of fluid flows and thermal, salinity, sediment, and
chemical transport processes. The difference between them is that HSPF em-
ploys the parametric approach, while WASH123D is based on a first-principle,
physics-based approach. The drawback of the parametric approach is explained
in Sect. 2.3.

The U.S. Army Corps of Engineers plays a critical role in the Nation’s water-
shed management. In addition, supported by the Department of Defense (DoD)
Common High Performance Computing Software Initiative (CHSSI), the par-
allel WASH123D software development aims to efficiently simulate one aspect
of the battlespace environment, which includes space, weather, ocean, and soil,
towards development of a complete battlespace environment. The current ac-
complishment, including the development of the numerical approaches, software
designs, and parallel algorithms, is presented in this paper.

2 Numerical Algorithms in WASH123D

The governing equations of two-dimensional (2-D) overland flow and three-
dimensional (3-D) subsurface flow, and the numerical approaches solving the
system equations are described in the following subsections. The numerical meth-
ods that this paper presents are those used for demonstration in Sect. 4.

2.1 2-D Overland Flow

The 2-D overland flow is computed by solving the depth-averaged diffusive wave
equation with the semi-Lagrangian finite element method (FEM). The governing
equation can be written as

∂h

∂t
+∇ · q = S + R− E − I or

∂h

∂t
+∇ · [Vh] = S + R− E − I , (1)

where h = overland water depth[L], t = time[t], q = overland flux[L3/t/L], S
= man-induced source[L3/t/L2], R = rainfall rate[L/t], E = evapotranspira-
tion rate[L/t], I = infiltration rate [L/t], and V = overland flow velocity[L/t].
With the semi-Lagrangian FEM, (1) can be written in Lagrangian form, then
integration along its characteristic line yields(
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where K = ∇ · V, �τ = the tracking time[t], which equals �t (the time in-
terval) when the backward tracking is carried out all the way to the root of
the characteristic line, but is less than �t when the backward tracking hits the
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boundary before �t is completely consumed; Ki
(n+1), hi

(n+1), Si
(n+1), Ri

(n+1),
Ei

(n+1), and Ii
(n+1) are the values of K, h, S, R, E, and I, respectively, at xi

at new time t = (n + 1)�t; and Ki
∗, hi

∗, Si
∗, Ri

∗, Ei
∗, and Ii

∗ are the values
at xi

∗, i.e., where the backward tracking ends. Equation (2) is used to compute
the water depth, h, at all nodes except for the upstream boundary nodes, where
water depth is determined by applying adequate boundary conditions. Since the
flow velocity can be computed and represented as a function of water depth, (2)
is used in a nonlinear iteration loop until a convergent solution is obtained.

2.2 3-D Subsurface Flow

The governing equation of subsurface flow through saturated-unsaturated porous
media can be derived based on the conservation law of water mass and can be
written as follows.

dθ

dh

∂h

∂t
= ∇ · [K · (∇h +∇z)] + q , (3)

where θ = moisture content[L3/L3], h = pressure head [L], K = the hydraulic
conductivity tensor[L/t], z = the potential head[L], and q = man-induced source
[L3/L3/t]. Equation (3), the well-known Richards equation, is solved with the
Galerkin FEM that can be found elsewhere [2].

2.3 2- and 3-D Coupling

The fluxes between surface and subsurface media are computed by imposing
continuity of fluxes and state variables (e.g., overland water depth and subsurface
pressure head). If the state variables exhibit discontinuity, then a linkage term is
used to simulate the fluxes. Considering the interaction between the 2-D overland
and 3-D subsurface flows, the pressures in the overland flow (if present) and in the
subsurface media must be continuous across the interface. Thus, the interaction
must be simulated by imposing continuity of pressures and fluxes as

ho = hs and Qo = Qs =⇒ I = n ·K · (∇hs +∇z) , (4)

where ho is the water depth[L] in the overland if it is present, hs is the pressure
head[L] in the subsurface, Qo is the flux [L3/L2/t] from the overland to the
interface, Qs is the flux from the interface to the subsurface media [L3/L2/t],
and n is an outward unit vector of the ground surface. The use of a linkage term
such as Qo = Qs = k(ho − hs), while convenient, is not appropriate because it
introduces a nonphysical parameter, k. The calibration of k to match simulation
with field data renders the coupled model ad hoc even though the overland and
subsurface models are each individually physics-based.

Algorithm 2.1 depicts the 2-D/3-D coupling algorithm used in WASH123D.
Ideally, overland flow and subsurface flow should be strongly coupled within each
time-step. However, this would introduce unaffordable computational character-
istics because small time intervals may be required for solving nonlinear 2-D
overland flow when a high-resolution mesh is employed. To make computation
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affordable, in WASH123D each 3-D flow-time interval may contain more than
one 2-D flow-time interval. The fluxes through the surface-subsurface interface
are updated using (4) for 2-D/3-D in each 3-D coupling/nonlinear iteration.

Algorithm 2.1 The 2-D/3-D Coupling Algorithm in WASH123D

Foreach 3D flow time step (�t3DF ) do
Foreach 3D coupling/nonlinear iteration do

Foreach 2D flow time step (�t2DF ) do
Incorporate infiltration/seepage for 2D/3D coupling
Foreach 2D coupling/nonlinear iteration do

Solve linearized 2D flow equation
Endfor

Endfor
Incorporate infiltration/seepage for 2D/3D coupling
Solve linearized 3D flow equation

Endfor
Endfor

3 Parallel Algorithms and Implementation

In WASH123D, different numerical approaches are implemented to solve differ-
ent components of the coupled system. The parallelization of such a complex
model starts with the data structure design and then tackles the programming
paradigm. The original serial computational kernel is included in the parallel
software without any changes to shorten the development time, because there is
no parallelization involved. Therefore, the data structure design becomes very
important if the goals of object orientation, parallelization, software integration,
and language interoperability are to be reached.

3.1 Data Structure Design

To account for problem domains that may include 1-D river/stream network,
2-D overland regime, and 3-D subsurface media, three WashMesh objects are
constructed in the object WashDomain, which embraces the computational do-
main as sketched in Fig. 1. These three objects describe the three subdomains,
on which a set of governing equations is derived to mathematically describe the
behavior of the component within the entire domain. Note that the WashDomain
also includes a coupling object named WashCouple. Moreover, the WashGlobal
object describes the common phenomena, and the WashProcinfo object sets
up the parallel environment context. Each subdomain (i.e., WashMesh) is parti-
tioned, based on users’ partitioning criteria, to processors by DBuilder [4]. Hence,
each WashMesh object may include vtxDomain and elementDomain, which are
created and managed by DBuilder, to maintain coherent data structures among
processors via ghost vertices/elements on a given mesh. The WashCouple object
may include the coupler for (1-D, 2-D), (1-D, 3-D), and/or (2-D, 3-D) inter-
actions. The coupler encapsulates all the implementation of a Message Passing
Interface (MPI) scheme for communication/synchronization between different
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Fig. 1. Data structure design of the parallel WASH123D

WashMesh objects. This approach can partition each subdomain (i.e., WashMesh)
independently. Therefore, this software tool can be reused to integrate two or
more applications with different physics on multidomains.

3.2 Parallel Particle Tracking Software Integration

To solve the 2-D overland flow problem, with the Picard method solving the non-
linearity of the 2-D overland flow (2), the linearized equation can be solved by
using particle tracking to compute the total time-derivative term in (1) and by
manipulating the integration along the tracking path for the source/sink terms.
Naturally, this application is perfectly suited for parallel implementation because
the dependent variable, either water depth or water stage, can be obtained by
solving the linearized equation independently. For such a purpose, the parallel
particle tracking (PT) software [5] is facilitated with a new pathline compu-
tation kernel to accurately track particles under unsteady flow fields [6]. The
design goal of the PT software development is to interface with different parallel
or mesh programming environments. This goal is achieved through a software
architecture specifying a lightweight functional interface [5].

3.3 DBuilder Software Toolkit Development

DBuilder [4] provides support of domain partitioning, parallel data management,
coupling coordination, and parallel solver interface. This toolkit embeds all the
MPI function calls required by the application codes and provides a set of user-
interface functions to retrieve/modify parallel data. The basic concept of the
development is based on a hierarchical modular design. To meet the requirements
of different numerical methods, DBuilder can build a vertex domain with a
distributed number of vertices, an element domain with a distributed number of
elements, and a boundary element domain comprised of boundary elements in
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the element domain. DBuilder provides a default rule and a callback approach
to users for the coordination between vertices and elements required by finite
element applications.

The synchronization mechanism in DBuilder includes two steps. First, the
local data that are shared on other processors are packed into a contiguous
memory section, i.e., data are packed sequentially based on the receiving pro-
cessor’s rank. Within this set the data are then ordered based on global index
values. Once the data have been packed, a single call to MPI Alltoallv is made
to update the ghost data on all processes. The computational cost of the pack
routine for a given process is O(N), where N is the number of local vertices.
The low computational cost is achieved by construction and storage of a map
of local data indices to the packed array indices. The communication cost of
MPI Alltoallv has a worst cost of O(N2), where N is the number of processors.

Multiphysics applications on multidomains have become a large focus. This
requires executing multidomain integration of two or more applications. The spa-
tial relationship between computational domains can be adjacent, partially/fully
overlapped, or distinct. DBuilder allows for the building of a coupler object to
avoid the dependency between meshes when partitioning. This functionality may
extend the reuse of this software toolkit to coupling different areas of applica-
tions, e.g., ocean and atmosphere coupled systems. Details can be found in [4].

4 Experimental Results

Fort Benning military base is located in the Upatoi River watershed, west-central
Georgia south of the city of Columbus, GA, and east of Phenix City, AL. Fort
Benning is a major training area for the U.S. Army Infantry. The 2-D overland
domain, which covers about 450 square miles, is discretized with 103,619 vertices
and 206,167 elements. The underlying 3-D domain contains 3,092,505 elements
and 1,657,904 vertices.

Figure 2 plots the wall clock time vs. number of processors for the coupled 2-D
overland flow simulation and 3-D subsurface flow simulation on the Fort Benning
site on three different architectures. At the Engineer Research and Development
Center Major Shared Resource Center (ERDC MSRC), the Compaq AlphaServer
SC45 machine is configured with 128 nodes. Each node has four 1-GHz processors
connected by a 64-port, single-rail Quadrics high-speed interconnect switch. At
the Naval Oceanographic Office MSRC, the IBM P4 machine has 168 nodes.
Each node has eight 1.3-GHz CPUs and 8 GBs of memory. Nodes communicate
through the IBM’s Colony II switch. At the Army Research Laboratory (ARL)
MSRC, the linux cluster, Evolocity II, has 256 processors. Each has a 3.06-
GHz CPU using Myrinet interconnect for communication. Figure 3 shows the
communication overhead taken up in the total wall clock time on these three
different machine architectures.

From these figures, one can observe that ARL’s linux cluster outperforms the
others except when the simulation runs on 32 processors. For the 64-processor
simulation, the parallel efficiency is around 74 percent on the Evolocity II linux
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Table 1. Scalability on three machines

Compaq SC45 IBM P4 Evolocity II Linux cluster
nproc Time (sec) Speedup PE Time (sec) Speedup PE Time (sec) Speedup PE

8 90978.28 — — 82379.64 — — 65983.72 — —
16 45677.70 15.934 0.995 41497.16 15.882 0.993 35597.69 14.829 0.927
32 24316.91 29.931 0.939 20326.74 32.422 1.013 22360.68 23.608 0.738
64 17590.44 41.376 0.691 12224.27 53.912 0.842 11143.44 47.370 0.740

cluster, listed in Table 1, around 84 percent on the IBM P4 (see Table 1), and less
than 70 percent on the SC45 (see Table 1). The main cause for such a difference
is that the IBM P4 has better scalability with communication (see Fig. 3) and
the Evolocity II has better CPU speed.

Figure 4 plots the high-water memory marks to show the memory scalabil-
ity. While the parallel implementation imposes memory overhead, the memory
requirements per processor are greatly reduced. The reduction of memory can
then reduce the cache miss or page swapping, which can improve the performance
significantly.

5 Summary and Future Plans

The software tool DBuilder has successfully embedded MPI routines so that
application developers do not need to know the MPI library and parallel algo-
rithms. The result shows that the implementation in DBuilder has successfully
partitioned the domain, balanced the workload, and scaled the memory usage
among processors. The following tasks for the software development have been
completed: implementation of dynamic memory allocation, DBuilder function-
ality enrichment, parallel PT software integration, and the parallel performance
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evaluation. From the experimental demonstration, verification, fixed problem
scalability, and memory scalability have been investigated. Further detailed pro-
filing such as communication and memory overhead of each component will be
performed. The WASH123D team has developed the 1-D module and is working
on the 1-, 2-, and 3-D coupling module as well. Large-scale field problems are
currently prepared for a large number of processors.
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Abstract. We have built user environments that simplify and provide 
interactive access to data, models, and compute resources as well as integrate 
various distributed computational services to study earthquake waveforms 
utilizing 3D models and compute resources within the Geosciences Network 
(GEONgrid) and national computational grids, such as TeraGrid. These data 
and computing services are implemented using a Web services approach and 
are incorporated in a service-based portal architecture. We then illustrate how 
these data, models, and services can be used to build distributed, interactive 
scientific applications. 

1   Introduction 

Application-specific web-based scientific portals provide user-centric views of 
computational grid technologies based on global, large-scale distributed computing 
for scientific applications [1], [2]. Building on a foundation of distributed service 
components, we can typically construct a sophisticated, domain-specific portal 
system. These services may be built on top of Grid technologies such as Globus, 
Legion, and Condor, and web technologies and standards that are developed for 
Internet computing and are used to provide browser-based access to High 
Performance Computing (HPC) systems. Numerous such portals have been 
developed, with varying degrees of specializations. Some examples include NASA’s 
Information Power Grid [3], NPACI’s Hotpage [4] and application-specific Problem 
Solving Environments, PNNL’s Extensible Computational Chemistry Environment 
(Ecce) system [5], UNICORE [6], Gateway System [7], and NMI’s Open Grid 
Computing Environment (OGCE) portal [8]. 

As part of GEON’s (Geoscience Network) computational and open grid computing 
environment (GEON project [9] funded by NSF), we have started developing a 
domain-specific application portal (SYNSEIS – SYNthetic SEISmogram generation 
tool) to help seismologists as well as any other researchers to calculate realistic 3D 
regional seismic waveforms using a well-tested, finite difference code, e3d. E3d was 
developed by the Lawrence Livermore National Laboratory [10]. This system is also 
designed to be used in day-to-day activities of researchers, especially EarthScope 
scientists who will be accessing data from hundreds of stations everyday and need to 
process the data in a timely fashion. 
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As the emergence of rich clients and rich Internet applications become important, we 
develop a user-friendly interface to SYNSEIS using Macromedia Flash MX [11]. 
Within our SYNSEIS user interface, we provide several components: an interactive 
mapping tool, event/station/waveform extraction tools that allow users to seamlessly 
access IRIS Data Management Center (DMC)’s remote archives [12], simulation of 
synthetic seismograms on the TeraGrid machines, and monitoring the job status. 

This paper describes our design and initial efforts for building SYNSEIS 
application tool as one of the main GEON’s science applications on the GEONgrid 
portal. The GEONgrid portal provides the unifying hosting environment for managing 
geoscience data and applications via the GEONgrid [13]. It is built out of portlet 
containers that access distributed data and computational resources via Web services, 
Grid services and other Internet computing technologies. Using GEON grid 
environments and national-scale TeraGrid supercomputer centers [14] for high 
performance computing, the SYNSEIS application is developed as a portlet object 
that can provide the hosting environments interacting with the codes and the data 
retrieval systems. It is also built using a service-based architecture for reusability and 
interoperability of each constituent service components which are exposed as Web 
services. This allows multiple use-case scenarios. Each service component can be 
reused by other researchers and portal developers. 

2   SYNSEIS Architecture 

The SYNSEIS architecture is based on a Web Services model which has received a 
great deal of attention from both the commercial and the Grid computing 
communities, the latter through the Globus group’s proposed Open Grid Services 
Architecture (OGSA) [15], illustrated in Figure 1. Web Services [16] essentially do 
not present new concepts for distributed computing but rather implement important 
simplifying, standards-compliant ways for entities to find and invoke the appropriate 
remote service. These have important implications to the field of computational or 
science portals. 

The user interacts with the SYNSEIS application tool through a web browser, 
which accesses a central user interface server that contains the collection of Web 
service clients in Web service connectors of Macromedia Flash MX [17]. The central 
goal of the SYNSEIS user interface (Figure 2) is to allow users to analyze seismic 
data hosted at the IRIS DMC which stored the recorded seismogram data, network 
and station data, and the earthquake event data [12] and calculate realistic 3D 
seismograms using the computational resources via the grid system. Using the data 
archival service, the user selects the bounding box area on the map and an event-
station pair within the region, and then plots the waveform data which is accessed via 
IRIS DMC for the given event-station pairs. In order to run the application, e3d, the 
user selects the computational resource and creates the input data as an XML object 
using the input form provided by an interactive user interface for submitting the job. 
The input format for e3d application may be expressed in XML document which 
provides a useful data exchange language [18]. The XML object may be used to 
encode and provide structure to code input files and output data. We use XML 
descriptions as an independent format that may be used to generate input files for the 
codes in the proper legacy format. 
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Fig. 1. SYNSEIS architecture with Web service invocations of remote services. Arrows 
indicate remote invocations with indicated protocols 

 

Fig. 2. SYNSEIS’s interactive graphic user interface 

A SYNSEIS user interface server maintains several client stubs that provide local 
interfaces to various remote services. These remote services are described in the 
WSDL format [19] and are invoked via SOAP [20] over HTTP. These services are 
invoked on various service-providing hosts, which may in turn interact with local or 
remote databases, data repositories, or remote queuing and system environments via 
grid services as shown in Figure 1. 

The merit of the service-based architecture which we pursue in SYNSEIS tool 
allows the portal user to browse the geologic data model’s service on a particular host, 
specify model parameters, and create the input data file and transfer it to the job 
submission service on a particular host. This service host maintains remote 
application executables, and the application may be run with the appropriate input 
data on a queuing system which may include a cluster or parallel computer. Following 
with the completion of the job execution, the user may transfer the simulation outputs 
back to another database or file system, or download the files to his/her desktop. 
Based on these service components that are described in Section 3, portal developers 
can also compose them in their portal environments easily. 
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3   Job and File Management 

3.1   Job Submission with File Transfer 

A job submission service is a basic component required to integrate the computational 
grid with Web Services. This service may execute operating system calls directly or 
may interact with Grid services through client APIs. We implement this service with 
file transfer on top of Grid technologies using Java CoG Kit [21] which is the Globus 
interface to run jobs on remote computational resources in a secure and authenticated 
manner. SOAP requests having the user input (XML string) and a compute host name 
as input parameters can be sent out to the targeting SOAP server which manages and 
interacts with computational grids.  

Before submitting the job to the targeted host, this user XML document is stored 
into the data repository and is reused by the user later (for example, to modify some 
input parameters) for resubmitting the job, or getting the output file names. 

The job RSL (Resource Specification Language) [22] script which contains the 
application metadata is needed to run the Globus job through the gatekeeper. It is 
created and integrated with Application Information Web Service developed by the 
Community Grids Lab, Indiana University, Bloomington (More detailed description is 
available from [23]) as the information repository describing e3d application for the 
seismic simulation and other system commands for dealing with the job files such as 
ls, rm, qstat, and so on. And the GASS (Global Access to Secondary Storage) server 
is created to receive the standard output/error. The GASS URL is also set as the 
stdout/stderr parameter in this job RSL script. This will stream the job output/error to 
GASS server that is redirected to the Job output listener.  

Before submitting the job RSL script to the gatekeeper (GRAM server), the user 
input   XML file that the application needs can be transferred to one of the hosts of 
computational grids (currently, we are using national computational grids, TeraGrid) 
through the GridFTP. After submitting the job RSL script, the output results 
describing the running job are caught from the GASS server. The information is 
parsed to get the job information to create the job table that specifies User ID, Job ID, 
Job Host Name, Job Error Handling message, user XML input’s file name, Job 
directory name, Job submission time, and Job status. The job table is also stored into 
the job database. Finally, this job information is returned back to the client that 
invokes this job submission service as WSDL complex type. 

3.2   Job Monitoring with File Transfer 

A job monitoring service is also very basic service component in most of 
computational portals. Users are easily able to check the current job status from the 
queuing system about jobs on the high performance computing resources through the 
Web service client APIs. The job monitoring service is implemented using Java CoG 
Kit, like submitting the job. It is used by clients through a SOAP access to monitor 
the execution of a job running in a remote queuing system. Basically, a job 
submission service returns a unique job identifier (Job ID from the job information)  
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that can be used for enquiry about the job status. If the job is submitted to a batch 
scheduler it is in the pending state while sitting in the queue waiting to be executed. 
The job may become suspended due to pre-emption mechanisms. In case of normal 
completion the job status is “Done”, otherwise the job is “Failed”. In our case, once 
the user’s job is done, generated outputs are transferred to the data repository for 
allowing the user to access using the file transfer service. 

The input parameters to this service consist of the user’s job ID, the job output 
directory name, and the host name of the computational resource, such as, “SDSC”, 
“NCSA”. The service implementation is designed as a persistent data factory so that 
retrieval for a particular job can be performed easily without invoking the grid service 
depending on the job status. First of all, the user-saved job information is retrieved 
from the job database. If the job status column indicates “Done”, the data are wrapped 
into URLs and returned to the client immediately. If the job status is not ”Done”, then 
a job RSL script, which specifies the execution of the job status, will be created to run 
the Globus job, integrating with Application Information Web Service [23]. For 
redirecting the standard output/error for the job running from the remote machine, the 
GASS server is started. The GASS URL is added into the generated job RSL script as 
the stdout/stderr parameter. Then the generated job script is submitted to the targeting 
gatekeeper (GRAM server).  

The output results about the job status of the scheduler are transmitted to the GASS 
server that is running locally, and are then parsed for getting the job status. If the job 
is not completed yet, the job status of the particular submitted job is updated and 
saved into the job database. Otherwise, the user job’s output files are transferred from 
the remote host, and the job status is updated and stored in the job database. For doing 
that, there is one more additional step. The job RSL script is generated for checking 
the list of the file names in the remote job directory, and submitted to the destination 
host (GRAM server) again. The output results which contain the list of the output file 
names are parsed to get the used XML file name and the generated output file names. 
This XML file is retrieved from the job data repository, and then unmarshalled into 
e3d’s input XML schema [18] to extract the pieces of output file names. Based on 
that, the prefixes of the output file names are created for obtaining the targeted output 
files. This generated output list is used for transferring the output files to the job data 
repository via the GridFTP service. On the completion of file transferring, the URLs 
of the output files are returned to the clients for downloading. 

4   Data Management 

4.1   Data Model Service 

SYNSEIS application allows users to select a region of interest on an interactive 
United States map and extract related geological data model which contains Moho 
and sediment thickness data via a Web service invocation which is remotely accessed 
through SOAP messages over HTTP. We have defined a WSDL interface for setting 
the boundary with geographic coordinates (longitude, latitude). This service may load  
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the whole US Moho or sediment data and then calculate the location using the  
bounding box data provided by the input parameters. The selected region’s data for 
the data model is returned to the users to construct a 3D geologic model. We 
implement this service in Java. Typically we use it to take a subset of the whole data, 
keeping the same data format. The different data models provided by the different 
institutions are also available to this service. In the SYNSEIS user interface, each data 
model can be viewed as a map after receiving the data model from the Web service. 

4.2   Data Archival Service 

IRIS (Incorporated Research Institutions for Seismology) is a university research 
consortium dedicated to exploring the Earth's interior through the collection and 
distribution of seismological data. IRIS DMC receives earthquake and seismic data 
from a variety of Data Collection Centers and is responsible for the long term archive 
and distribution of all IRIS generated data [12]. For accessing those data centers, the 
Data Handling Interface (DHI) servers at the FISSURES Project provide a framework 
for seismology software and data transmission based on CORBA [24] and Java 
Platforms that are developed in an open and cooperative fashion [25]. There are three 
servers at the DHI servers: the Network Server for providing information about 
networks, stations, sites, channels, and responses, the Event Server for accessing the 
event metadata including event origins, magnitudes, predicted arrival times and 
channels, and the Seismogram Server for providing for retrieval of seismograms 
consisting of the near real-time data and the archived data. 

Based on the DHI clients that are implemented using Java CORBA IDL (Interface 
Definition Language), implementation, and utility tools provided by the FISSURES 
project, we implement the data archival Web service for easily integrating and reusing 
any applications. This service may be built on top of the DHI clients, which access the 
CORBA servers. We refer to the actual service interface for manipulating the data 
acquisition as the data retrieval manager. This is defined in WSDL and exposes the 
following methods for retrieving the archived data from the IRIS DMC:  

• A user can retrieve one or more station data which contain the network code, the 
stations begin time and end time, the station channel data (BH*) from the network 
server within a given bounding box area (min, max point of the longitude and 
latitude). 

• A user can search for one or more event data that have the origin time, magnitude, 
depth, longitude, and latitude from the event server within the same bounding box 
area in a region time period. 

• A user can retrieve one or more seismogram waveform data from the seismogram 
server using a station and event pair and a time range. Depending on the event 
date, the seismogram data can be retrieved from the near real-time server, or from 
the archived server. 

The above method calls are used for internally manipulating IRIS data. Externally, 
the seismogram data instance is represented as a set of URL wrapper classes. We 
store these instances from the seismogram server persistently on the file system. 
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5   Conclusion and Future Directions 

We presented our initial architecture of an application-specific tool called SYNSEIS 
which was built using Web services, relevant job services and data management 
implementations. The architecture is composed of three major service components.  
First, we provide a job submission Web Service to run the relevant applications in 
TeraGrid or GEONgrid using Grid technologies, especially Globus, including a file 
transfer. After submitting the job that contains users’ input parameters, the job 
information is saved into the job database. This enables us to extract out the job 
results and check out the job status. Next, we provide a means for obtaining a job 
status. This job monitoring Web Service is done through the execution of the 
command of queuing system for checking the job status using the grid services, 
providing the file transfer. Once the job is finished, the job outputs are transferred to 
the data repository which is running on a SOAP server. Finally, we must wrap the 
crustal data models in useful services that can be plugged into our SYNSEIS 
application tool. These modules must implement a set of specified interfaces for 
manipulating the bounding box on the US map. We provide data archival service 
interfaces for retrieving real seismogram waveform data from IRIS DMC as well. 

There are several possible future revisions in our architecture. The first is to 
provide a secure role-based authorization control to fully integrate into the GEONgrid 
portal. In order to allow users to submit their jobs and check the job status, SYNSEIS 
SWF (the file format used by Macromedia Flash) code needs to use the user proxy 
credential generated by the user after logging on to the portal. The second possible 
improvement we plan to make is in the schema of the Application Information Web 
Service for integrating with the job script generator. The Application Descriptor 
schema contains the HostBinding element that indicates the Host Descriptor, which 
describes the hosting environment, especially the location, type, parameters of the 
queuing system. In our application tool, more system commands are required for 
doing the job and data handling.  So, for a more general way, we will extend this 
schema to put the system environments. The third one is to add more user capabilities 
in the user interface for complex earthquake simulations. Currently, we provide 
simply the event-station pair and point source case. We will take into consideration 
providing event-multiple stations situations, a line source implementation, and 
multiple seismogram plots. The fourth possible modification is in the nature of the 
implementation for the effective Web service design. As shown in Figure 1, we have 
designed this application tool to compose of pure Web service components with Grids 
technologies. The job management Web services have been implemented on top of 
the system level Grid services in the back-end. And the data archive service has also 
been built on top of CORBA services in the back-end.  However, we must also 
explore alternative stateful Web services mechanism that will implement applications 
that manage the state. This mechanism would remove some of the duplicate control 
capabilities and communications from the SOAP server. The definition of 
conventions for managing state may be handled through standard ways such as WSRF 
(Web Service Resource Framework) [26] or OGSI (Open Grid Services 
Infrastructure) [27] so that applications discover, bind, and communicate with stateful 
resources in standard and interoperable ways. 



476 C. Youn et al. 

 

References 

1. Foster, I., Kesselman, C. (ed.): The Grid: Blueprint for a New Computing Infrastructure. 
Morgan Kauffmann, 1999 

2. Berman, F., Fox, G., and Hey, T.: Grid Computing: Making the Global Infrastructure a 
Reality. Wiley, 2003 

3. W.E. Johnston, D. Gannon, B. Nitzberg. Grids as Production Computing Environments: 
The Engineering Aspects of NASA’s Information Power Grid. Proceedings 8th IEEE 
International Symposium on High Performance Distributed Computing, 1999 

4. M.P. Thomas, J.R. Boisseau. Building Grid computing portals: the NPACI Grid portal 
toolkit. In Grid Computing: Making the Global Infrastructure a Reality, F. Berman, G. 
Fox, and T. Hey. John Wiley & Sons, Chichester, England, March 2003 

5. K. Schuchardt, B. Didier, G. Black. Ecce--a problem-solving environment’s evolution 
toward Grid services and a Web architecture. Concurrency and Computation: Practice and 
Experience, Vol. 14, No. 13-15, pp 1221-1239 (2002) 

6. D.W. Erwin. UNICORE—a Grid computing environment. Concurrency and Computation: 
Practice and Experience, Vol. 14, No. 13-15, pp 1395-1410 (2002) 

7. Gateway Project. See http://www.gatewayportal.org 
8. NMI Portal – Open Grid Computing Environment (OGCE). See http://www.collab-

ogce.org/nmi/index.jsp 
9. GEON (Cyberinfrastructure for the Geoscience) project. See http://www.geongrid.org 

10. Larsen, S.: e3d: 2D/3D Elastic Finite-Difference Wave Propagation Code. Available from 
http://www.seismo.unr.edu/ftp/pub/louie/class/455/e3d/e3d.txt 

11. Allaire, J.: Macromedia Flash MX—A next-generation rich client. March 2002. Available 
from http://www.macromedia.com/devnet/mx/flash/whitepapers/richclient.pdf 

12. IRIS. See http://www.iris.washington.edu 
13. GEONgrid portal. Available from https://geon01.sdsc.edu:8282/gridsphere/gridsphere 
14. Teragrid project. Available from http://www.teragrid.org 
15. I. Foster, et al. The Physiology of the Grid: an Open Grid Services Architecture for 

Distributed Systems Integration. See http://www.globus.org/research/papers/ogsa.pdf 
16. Graham, S. et al.: Building Web Services with Java.  SAMS, Indianapolis, 2002 
17. Allaire, J.: Macromedia MX: Components and Web Services. April 2002. Available from 

http://www.macromedia.com/devnet/mx/coldfusion/whitepapers/components_ws.pdf 
18. Input XML Schema for the e3d application. Available from http://geon01.sdsc.edu:8484/ 

GEONappws/ApplSchema/event_sim_input_new.xsd 
19. Christensen, E., Curbera, F., Meredith, G., Weerawarana, S.: Web Service Description 

Language(WSDL) version1.1. W3C Note 15 March 2001. See http://www.w3c.org/TR/ 
wsdl 

20. Gudgin, M., Hadley, M., Mendelsohn, N., Moreau, J., Nielsen, H. F.: SOAP Version 1.2 
Part 1: Messaging Framework.  W3C Recommendation 24 June 2003.  Available from 
http://www.w3.org/TR/soap12-part1 

21. Java CoG Kit. Available from http://www-unix.globus.org/cog/java/ 
22. RSL v1.0. See http://www.globus.org/gram/rsl_spec1.html 
23. Youn, C., Pierce, M., and Fox, G., “Building Problem Solving Environments with 

Application Web Service Toolkits” ICCS 2003 Workshop on Complex Problem Solving 
Environments for Grid Computing, LNCS 2660, pp. 403-412, 2003 

24. Object Management Group. Available from http://www.omg.org 
25. Fissures project. Available from http://www.seis.sc.edu/software/Fissures/ 
26. The WS-Resource Framework. Available from http://www.globus.org/wsrf 
27. Open Grid Services Infrastructure Working Group (OGSI-WG). Available from 

http://forge.gridforum.org/projects/ogsi-wg 



 

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 477 – 484, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Toward GT3 and OGSI.NET Interoperability: 
GRAM Support on OGSI.NET∗ 

James V.S. Watson, Sang-Min Park, and Marty Humphrey 

Department of Computer Science, University of Virginia, Charlottesville, VA 22904, USA 

Abstract. OGSI.NET is the implementation of the Open Grid Services Infra-
structure (OGSI) that leverages the Microsoft .NET Framework. OGSI.NET 
and the Globus Toolkit combine to create a comprehensive platform for compu-
tational science by supporting the emerging Grid protocols on Windows and 
Linux/UNIX, respectively. A significant challenge in building OGSI.NET is in-
teroperability with the Globus Toolkit, both in terms of the rendering of indi-
vidual services (OGSI-compliance and more recently WSRF-compliance) and 
also conformance to higher-level protocols developed in the Globus project and 
in the Global Grid Forum. This paper presents the design and experiences of 
implementing the Globus GRAM protocols on OGSI.NET. A major challenge 
was to easily and securely create processes as specific target users in the Win-
dows environment. Differences between GT3 GRAM and OGSI.NET GRAM 
are described and an overview of WSRF.NET GRAM is presented.  

1   Introduction 

It is generally believed that the foundation of next-generation Grids will be the Open 
Grid Services Architecture (OGSA)[1], which is an overall vision for Grid computing 
that combines the strengths of projects such as Globus [2] and Legion [3] with Web 
Services. OGSA endorses the service-oriented architecture as the foundation of Grid 
Computing. The introduction of the largely abstract OGSA was accompanied by the 
Open Grid Services Infrastructure (OGSI)[4], which attempted to specify the low-
level interfaces and—to a certain extent—the behaviors of the individual services in 
an OGSA-compliant Grid. OGSI defined a particular rendering of the service by using 
both standard and non-standard uses of the XML, SOAP, and the Web Services De-
scription Language (WSDL). The Grid community actively contributed to the defini-
tion of OGSI through the Global Grid Forum (GGF) standardization process. 
OGSI.NET [5] is the implementation of the Open Grid Services Infrastructure (OGSI) 
that leverages the Microsoft .NET Framework. OGSI.NET and the Globus Toolkit 
combine to create a comprehensive platform for computational science by supporting 
the emerging Grid protocols on Windows and Linux/UNIX, respectively. 

An important use of a computational grid is allowing users to submit jobs to the 
grid without needing explicit knowledge of which machines are being used or logging 
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onto each machine manually.  For example, a user may desire to run a parameter-
space problem in which hundreds of similar jobs can be executed in parallel.  The 
user would prefer to authenticate himself only once to the computational grid, though 
many machines may be used to execute these parallel jobs.  The user will also prefer 
to create these many job specifications with a minimum of effort and not have to 
configure the job specifications based on which machines are being utilized for  
each job. 

A significant challenge in building OGSI.NET is interoperability with the Globus 
Toolkit, both in terms of the rendering of individual services (OGSI-compliance and 
more recently WSRF-compliance [6]) and also conformance to higher-level protocols 
developed in the Globus project and in the Global Grid Forum.  Specifically with 
regard to remote execution described above, the challenge is to conform to the Grid 
Resource Allocation Manager (GRAM) [7] of the Globus Toolkit. This paper reports 
the implementation experiences of the development of GRAM-supporting services on 
OGSI.NET. A major challenge was to easily and securely create processes as specific 
target users in the Windows environment. This work is the first attempt to expand the 
Grid to include remote job execution on Windows machines via GRAM, as GT3 is 
only able to run on Windows machines now in a limited client-side mode via the Java 
Cog [8]. A .NET client was also written that runs on Windows and can submit jobs to 
machines running GT3 or OGSI.NET. These results provide the basis for remote 
execution currently being created in our implementation of WSRF on .NET [9] [10]. 

The next section reviews GRAM.  Section 3 describes Windows security issues 
that came up as a result of trying to implement the same functionality of GRAM on 
Windows machines.  Section 4 explains OGSI.NET GRAM, interoperability between 
Windows and Linux machines, and an example usage of this set of services. Section 5 
gives a brief overview of WSRF.NET GRAM. Section 6 concludes this paper. 

2   Review of GRAM 

GRAM running on GT3 allows a user to easily submit a job and have it execute on 
the machine running the GRAM set of services.  The Globus Resource Specification 
Language (RSL) [7] is an XML schema-defined language that is used by the user to 
specify the job submission.  Many aspects of a job submission can optionally be in-
cluded, such as the starting directory, user environment, and non-local input files.  
Substitution values are also allowed so that values can be better controlled and up-
dated.  For example, if the only changes in a parameter space problem were a single 
argument and related output filename, the user could specify the value like so: 
<rsl:substitutionDef name= "ArgValue"> <rsl:stringElement value="50"/> 
</rsl:substitutionDef>.  The user would then be able to specify this value in multiple 
locations in the job submission like so: <rsl:substitutionRef name="ArgValue"/>. 

Job submissions are authenticated by the use of a gridmap file located on each 
server, which contains a mapping between an X509 certificate DN and a local user 
name.  The job submission is signed with the user's X509 certificate.  The DN from 
the signature is then compared to the entries in the gridmap file.  If a match is found, 
the job submission is accepted and the job will be run as the local user specified in the 
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gridmap file.  By running the job as a local user, the damage a malicious user can 
cause is limited to whatever access rights the local user already holds. 

3   Windows Security 

In this section, we describe the relevant aspects of Windows security that in some 
cases were leveraged and in some cases had to be overcome in order to implement 
GRAM in OGSI.NET. Implementing the GRAM set of services on Windows proved 
to be rather challenging because of the security mechanisms that are available in 
Linux and are not easily accessible in Windows.  The major hurdle in Windows secu-
rity is creating a new process (in this case, the actual job to run on the machine) as a 
different user than the user asking for the process to be created. 

Security in Windows is based, in part, on passing user tokens to authentication 
methods.  The well-documented methods available to create a new user token require 
a user name and password combination in clear text. If these well-documented meth-
ods are used, there are a number of possibilities for implementation.  In one case, the 
user securely enters in the password for each job submission.  Obviously, this is unde-
sirable because it does not allow a user to sign-on once and for the grid services to 
authenticate the user on each machine.  Another option is to include the user name 
and password pair in the gridmap file.  This option has two major problems.  If the 
file containing the passwords is read by a malicious user, that user can access the 
system as any user that is listed in the file.  By mapping the DN to a local user name, 
the ability to read the gridmap file does not make it easier for a malicious user to gain 
access to the system by impersonating another user because it is assumed that the DN 
is hard to forge.  Another problem is that the gridmap file will need to be changed 
every time the user changes his password on the machine, which would likely result 
in an updating nightmare for the system administrator. 

UNIX and Linux systems allow a setuid bit to be set on files.  When this bit is set 
on an executable, the executable may change the effective user id so that it can access 
resources that are inaccessible to the user that ran the executable.  The call to change 
the effective user id only requires that the setuid bit be set on the executable. 

There is a method on Windows called NtCreateToken() that is located in ntdll.dll.  
In order to use the NtCreateToken() method, the user running the executable that calls 
NtCreateToken() must be given the Create Token privilege.  The call to NtCreateTo-
ken() is not as simple as the call to setuid() in *nix systems, which only requires the 
new user id.  NtCreateToken() requires 12 input parameters that must be properly set 
for a new user token to be created.  Since this method is undocumented in Windows 
help files, our code was influenced by other code that required the use of NtCreateTo-
ken(): CVSNT, Cygwin, and GUI-Based RunAsEx.  Currently, the user token infor-
mation also must be located on the machine where this code is running.  This means 
that a user name cannot be intended to refer to an account name that is on a domain 
other than the local machine. 

An important difference between the setuid bit and the NtCreateToken() method is 
the extent of the privileges.  On *nix systems, the ability to impersonate other users is 
confined to the executable that has the setuid bit set, but any user with the proper 
permissions can run that executable.  On Windows systems, the privilege to call 
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NtCreateToken() is given to users, instead of executables.  This means that the user 
who runs any executable that eventually calls NtCreateToken() must have the Create 
Token privilege.  This greatly increases the amount of code that is now susceptible to 
malicious users who would then gain the ability to run an executable as any user. 

 

Fig. 1. OGSI.NET GRAM Architecture 

4   OGSI.NET GRAM 

The service architecture of OGSI.NET GRAM is based on GT3 GRAM and appears 
in Figure 1.  The top service is the Master Managed Job Factory Service (MMJFS).  
This persistent service waits for new job submissions.  When a job submission is 
received and the request is authenticated with the gridmap file, a Managed Job Fac-
tory Service (MJFS) may be created.  In order to efficiently use local resources, at 
most one MJFS for each local user name that appears in the gridmap file will be run-
ning at any time.  When the first job to run as a given local user name is submitted, a 
new MJFS is created and the job submission is forwarded to the new MJFS.  Other-
wise, the MMJFS will forward the job submission to the MJFS that already exists for 
the given local user name.  When a MJFS receives a job submission, it creates a new 
Managed Job Service (MJS) that will actually execute and monitor the job as it runs 
locally on the system.  The MJS creates two File Stream Factory Services (FSFS), one 
corresponding to standard output and one for standard error.  Each FSFS will then 
create as many File Stream Services (FSS) as are specified in the job submission.  The 
reason that a user can specify multiple locations is to make it easier for job results to 
be distributed.  For example, a single user submits a job, but the user may wish all 
members of his group to receive the results.  The RSL allows the user to not have to 
worry about sending the results out after the job has completed.  The MJFS, FSFS, 
and FSS names appear in parentheses because the services are used by the system to 
satisfy the job submission, but it is not necessary for the user submitting the job to 
know that they exist.  When a user submits a job, a reference to the newly created 
MJS is returned. 
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4.1   Differences Between OGSI.NET and GT3 GRAM 

The GRAM set of services in GT3 also includes a Resource Information Provider 
Service (RIPS) that actually accesses the underlying operating system to get system-
specific information, such as the scheduling and file systems.  The MMJFS and MJS 
instances will subscribe to the RIPS to acquire information about the local system and 
job state changes, respectively. While we understand that this type of information is 
arguably necessary for OGSI.NET MMJFS and MJS instances, we do not believe that 
it is necessary to conform to the specific interfaces of the Globus RIPS at this time.  

When the requested executable is actually run, the executable is called by invoking 
the Windows method CreateProcessAsUser() and passing in the user token created by 
NtCreateToken().  Except for the specified executable, everything in the OGSI.NET 
GRAM set of services run as the user with the Create Token privilege.  The GRAM 
set of services in GT3, however, create each MJFS as the specified local user.  This 
reduces the amount of security vulnerabilities that may allow a malicious user to gain 
access to the system as any user. 

4.2   Interoperability 

In many ways, the single criteria for success for OGSI.NET remote job execution is to 
faciliates clients on both Windows and Linux machines to send job submissions to 
both Windows and Linux machines with a minimum of user interaction. 

By solely using GRAM in GT3, it is possible to take a Linux client and submit a 
job to a Linux machine running GT3.  The Globus Alliance offers a Java CoG Kit [8] 
which offers some client functionality, but does not offer a client that can use the 
version of GRAM in GT3.  Java CoG Kit version 1.1 only supports up to version 
2.4.0 of the Globus Toolkit.  Analysis of the client code offered in the GT3 source 
download revealed that it is possible to invoke a Java-only client that can use GRAM 
in GT3, thus allowing a Windows client to also submit jobs to a Linux machine run-
ning GT3. 

The job submission sent from the client must be signed with the user's certificate 
in order for the server to properly authenticate the job submission request.  In GT3, 
the versions of the WS-Security specification and other Web Services specifications 
are provided as part of the GT3 implementation, while OGSI.NET uses Microsoft's 
Web Services Enhancements 2.0 (WSE 2.0) [11].  In early development, we had diffi-
culty getting our implementation of WS-Security to interoperable with the version of 
WS-Security in GT3. However, this has since been resolved as both implementations 
have recently conformed to the Basic Security Profile of the Web Services Interop-
erability group (WS-I [12]). 

4.3   Example Usage 

The prototypical use case is shown in Figure 2.  At the time of this writing, due to 
incompatible security protocols inherited from tooling on both the Windows and 
Linux platforms, currently, there is no client that can run on Linux that can submit a 
job to OGSI.NET GRAM (although we expect this to change shortly).  GT3 already 
provides a Linux client that can submit a job to GT3, so the arrow in Figure 2 indicat-
ing that functionality is not applicable to the work described in this paper.  We have 
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our client run from a Windows Server 2003 machine to show that the Windows client 
and server do not have to run the exact same operating system (i.e., Windows XP). 

 

 

Fig. 2. Example Machine Configurations 

The Windows client that we developed invokes either an OGSI.NET client or a 
Java GT3 client (via the Java Cog), depending on the machine that is being contacted.  
Other than the simple switch to know which client code to invoke, the arguments are 
exactly the same. 

While GridFTP has been implemented as part of the OGSI.NET project, it is not 
currently fully-integrated into the OGSI.NET hosting environment such that a server 
can move files on behalf of a user automatically. Therefore, the client also examines 
the job submission file and downloads the first standard output and standard error 
files to the client's current running directory.  This allows a client to easily view the 
results of running the job without having to manually check the output files on the 
server.  This GridFTP functionality requires "grid-proxy-init" and "globus-url-copy" 
from the Java CoG Kit and GridFTP instances running on the servers. 

In our testing, to ensure that the job was being run as the proper local user we set 
up the same file on both OGSI.NET servers that explicitly denied access to user Foo1.  
The same X509 certificate DN referred to different local user names on the two 
OGSI.NET servers (users Foo1 and Foo2).  When the job submission included the 
DOS command "type" and specified the above file, one server displayed the contents 
of the file, while the other server denied the user access to that file and printed the 
error to standard error. 

Running this client exposed the fact that Windows has a concept similar to real 
and effective user ids like *nix systems.  For example, executing a .NET program as 
the job submission that displays the value System.Environment.UserName will show 
the name of the user that has the Create Token privilege.  Running the Cygwin 
"whoami" command instead will show the local user name that is in the gridmap file. 

5   WSRF.NET GRAM 

In this section, we introduce a new GRAM implementation currently being developed 
on top of WSRF.NET. The Web Service Resource Framework (WSRF), announced in 
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January 2004, is an effort to create stateful web services by defining “WS-Resources” 
[6]. It provides an abstraction of stateful resources which could be identified by exist-
ing web service technologies (e.g., WS-Addressing). Globus Tookit version 4 (GT4) 
is now being developed based on the WSRF concepts.  GRAM in GT4 has different 
features from GT3 GRAM. The Job (process) is now modeled as a WS-Resource, and 
a client can interact with a job through operations defined in WSRF portTypes and 
GRAM Services. In other words, a client can submit a job through an operation in the 
GRAM Factory Service, and query the job’s state using one of the resource property 
operations defined in WSRF. 

WSRF.NET is an implementation of full set of WSRF and WS-Notification speci-
fications on Microsoft .NET [9]. WSRF.NET GRAM is an implementation of GRAM 
services using WSRF.NET libraries and tooling. GT4 GRAM defines two WSRF-
compliant web services, ManagedJobFactoryService (MJFS) and ManagedJobService 
(MJS). It also defines an xml-based job description language. WSRF.NET GRAM 
exposes these two web services and accepts the job description. The ManagedJobFac-
toryService keeps information of hardware and software resources (e.g., localResour-
ceManager) as WS-Resources and reflects their state as resource property document. 
WS-Resources in the ManagedJobService are information of process. 

When a job-creation operation is called by a client, MJFS creates a new resource as 
a Windows process and the process is executed under the local user name which is 
different from the user name running ASP.NET infrastructure. The process handle is 
used to expose a process. WSRF.NET has a mechanism to save and retrieve the proc-
ess handle to/from a database so that the process information can be sustained. The 
client may query MJS about the resource property of process (e.g., process state) 
using operations defined in the WSRF Resource Property portTypes. When the job’s 
state changes, MJS notifies the client of new state using the WS-Notification libraries 
implemented in WSRF.NET. After receiving the ‘done’ or ‘failed’ notification, the 
client terminates. 

The Globus Toolkit has been using the proxy certificate for WS-Security, and it 
has been the biggest challenge for interoperability. In WSRF.NET we support WS-
Security processing with GT proxy certificate, thus GT4 GRAM and WSRF.NET 
GRAM are interoperable. In other words, users can submit the job to WSRF.NET 
GRAM services using GT4 client tools. In our future release, we are planning to pro-
vide a secure and reliable authorization mechanism, a delegation service, and file 
movement service all of which will be incorporated in WSRF.NET GRAM. 

6   Conclusion 

Remote execution is a fundamental operation for Grids. Prior to the work described in 
this paper, there was no Grid-standards-compliant mechanism for remote execution 
on the Windows platform. In this paper, we described the design and implementation 
of GRAM for OGSI.NET, focusing on the security model and issues that had to be 
overcome.  We also described our prototype implement in WSRF.NET. We are cur-
rently building on this support to create the University of Virginia Campus Grid 
(UVaCG), using WSRF.NET and GT4 as the foundation of the Grid. By combining 
this new support for remote execution with our continuing support for remote data 
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access via GridFTP and higher-level abstractions and GUIs, we have taken a signifi-
cant step toward the realization of the Grid as a ubiquitous platform for computational 
science. 
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Abstract. In data grid environments, many large-scale scientific ex-
periments and simulations generate very large amounts of data in the
distributed storages, spanning thousands of files and data sets. In such
environments, the replication technique for the fast data sharing be-
tween the community of researchers, and the high-performance I/O for
the storage and efficient data accesses on heterogeneous resources present
an extremely challenging task. Several data replication techniques have
been developed to support high-performance data accesses to the re-
motely produced scientific data. However, most of those techniques were
implemented with the assumption that the data being replicated is read-
only so that it would not be modified once it has been generated. Fur-
thermore, those techniques mainly focus on measuring up the network
performance, but ignoring I/O overhead incurred during the data gener-
ation and replication. We have developed a software system, called Grid
Environment-based Data Management System (GEDAS), that provides
a high-level, user-friendly interface, while maintaining the consistent data
replicas among the grid communities. We describe the design and imple-
mentation of GEDAS and present performance results on Linux cluster.

1 Introduction

In data grid environments, many large-scale scientific experiments and simula-
tions generate very large amounts of data [1, 2, 3](on the order of several hundred
gigabytes to terabytes) in the geographically distributed storages. Furthermore,
these data are shared between the researchers and colleagues for data analysis,
data visualization, and so forth. Several data replication techniques, including
Globus toolkit [4, 5, 6], have been developed to support high-performance data
accesses to the remotely produced scientific data.

However, most of those data replication techniques were implemented with
the assumption that the data being replicated is read-only so that once it has
been generated would it not be modified in any grid site. Furthermore, those

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 485–492, 2005.
c©Springer-Verlag Berlin Heidelberg 2005



486 J. No and H. Park

techniques mainly focus on measuring up the network performance, but ignoring
the I/O overhead incurred during the data generation and replication on the
heterogeneous storages.

We have developed a software system, called Grid Environment-based Data
Management System (GEDAS), that provides a high-level, user-friendly interface
to share the remotely produced data among the grid communities. As a related
work, we have implemented Scientific Data Manager (SDM) that combines the
good features of both file I/O and databases [7, 8]. We, in GEDAS, extend the
SDM capabilities to maintain the consistent data replicas among the grid com-
munities and to support high-performance I/O using MPI-IO to store the real
and replicated data. GEDAS interacts with database to store application-related
and system-related metadata to support the integrated data replicas and high-
performance I/O on the distributed resources, while taking advantage of various
I/O optimizations available in MPI-IO, such as collective I/O and noncontiguous
requests, in a manner that is transparent to the user.

The rest of this paper is organized as follows. In Section 2, we discuss our
goals in developing GEDAS. In Section 3, we present the design and implemen-
tation of GEDAS. Performance results on the Linux cluster located at Sejong
University are presented in Section 4. We conclude in Section 5.

2 Design Motivation

Our main objectives in developing GEDAS were to maintain consistent data
replication among the geographically distributed sites, to provide high-performance
parallel I/O, to provide a high-level application programming interface (API)
and to support a convenient data-retrieval capability.

– Consistent Data Replication. In order to maintain the consistently in-
tegrated data replicas among the distributed resources, GEDAS uses the
version checking method that is much similar to the locking mechanism of
distributed file systems [9, 10]. Whenever an application running on a site
modifies the replicated data, it informs the data modification to the sites that
share the same data, including the owner that originally generated the data,
using the version number, and thus would have them access the recently
modified data.

– High-Performance I/O. To achieve high-performance I/O, GEDAS uses
MPI-IO to access real data. MPI-IO, the I/O interface defined as part of
the MPI-2 standard [11], is rapidly emerging as the standard, portable API
for I/O in parallel applications. High-performance implementations of MPI-
IO, both vendor and public-domain implementation, are available for most
platforms. MPI-IO is specifically designed to enable the optimizations that
are critical for high-performance parallel I/O. Examples of these optimiza-
tions include collective I/O, the ability to access noncontiguous data sets,
and the ability to pass hints to the implementation about access patterns,
file-striping parameters, and so forth.
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– High-Level API. Our goal was to provide a high-level unified API for any
kind of application (regular or irregular) while encapsulating the details of
either MPI-IO or a database. The user can specify the data with a high-
level description, together with annotations, and use a similar API for data
retrieval. GEDAS internally translates the user’s request into appropriate
MPI-IO calls, including creating MPI derived data types for noncontiguous
data. GEDAS also interacts with the database when necessary, by using
embedded SQL functions.

3 Implementation Details

We describe the design and implementation of GEDAS.

3.1 GEDAS Metadata Structure

Figure 1 describes an overview of GEDAS. GEDAS stores application-related
metadata and system-related metadata to application registry table, data registry
table, file registry table, performance registry table, and system registry table.
These data base tables are made for each application to provide a high-level re-
mote data access abstraction, while supporting a transparent, user-friendly user
interface.

Fig. 1. GEDAS Architecture
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The data registry tabe includes the properties of each data set, such as data
type, storage order, data access pattern, and global size. Also, it contains data
replication-related metadata, such as the owner ip, replication location ip, and
version number to be used in checking the replica consistency.

The file registry table stores a globally determined file offset denoting the
starting offset of the file of each data set. GEDAS uses this information to make
appropriate MPI-IO calls to access the real data. The file registry table also
includes the physical file name to be mapped to the data set.

The system registry table contains the system-related metadata, including
filesystem type and striping unit size where the real data is stored. This infor-
mation is used to choose the optimal file layout for the real data storage.

The performance registry table includes the performance values evaluated
using buffered I/O and directed I/O on each filesystem type registered in the
system registry table. In the buffered I/O, all the data transfers between the
user buffer and the storage go through the kernel buffer. On the other hand, in
the directed I/O, the data transfers bypass the kernel. These values are measured
using a multiple of 2Mbytes of data size. When the data sets are accessed on a
certain registered filesystem, GEDAS compares the performance values evaluated
using buffered I/O and direct I/O to those that have been obtained using the
closest data granularity in the performance registry table. If the direct I/O is
selected as a better I/O option, then the direct I/O flag defined in the MPI-IO
is turned on to bypass the kernel buffer during the data transfer.

GEDAS provides the capability to maintain the consistent data replication
among the remote resources using the data version checking. When the data
requested by an application could not be found on the local storage, GEDAS
connects the data owner to replicate the data to the local storage. The associ-
ated metadata stored in the application registry table, data registry table, and
file registry table are also replicated to the local database.

If the data set needed to the application has been replicated before, then
GEDAS asks the data owner for the version number associated to the data
set. When the version number stored in the local database table and the one
received from the data owner are the same, GEDAS reads the data replica from
the local storage. Otherwise, GEDAS invalidates the data replica stored in the
local storage, and then receives the data from the data owner, while updating
the version number in the local database to the highest one.

3.2 GEDAS API

In GEDAS, users can specify groups of data sets by assigning properties to
the first data set in a group and by propagating them to the other data sets
belonging to the same group. The main reason for making groups of data sets
is that GEDAS can then use different ways of organizing data in files, with
different performance implications. For example, each data set can be written
in a separate file, or the data sets of a group can be written to a single file.
The properties assigned to each data set are stored in the database by invoking
GEDAS set attributes. In case of read operation, data from a specific run can be
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retrieved by specifying attributes of the data, such as the date of the run. Also,
the properties of the data sets need not be specified because GEDAS retrieves
this information from the database.

The main GEDAS functions for writing and reading data are GEDAS write
and GEDAS read. Before calling these functions, the user must provide the in-
formation necessary for GEDAS to perform I/O, such as the starting points and
sizes of the subarray in each dimension in the case of block distribution, or the
size of process grids and distribution arguments in each dimension in the case
of cyclic distribution.

4 Performance Evaluation

In order to measure the performance, we used two Linux clusters located at
Sejong university. Each cluster consists of four nodes having Pentium3 866MHz
CPU, 256 MB of RAM, and 100Mbps of Fast Ethernet each. The operating
system installed on those machines was RedHat 9.0 with Linux kernel 2.4.20-8.
Each cluster uses its own PostgreSQL to store the metadata.

The performance results were obtained using the template implemented based
on the three-dimensional astrophysics application, developed at the University
of Chicago. The application stores block-distributed data in each dimension. In
the template, we tested GEDAS library for the cyclic-distributed data as well.
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On one of the clusters, the template has generated six floating-point arrays for
data analysis, another six floating-point arrays for restart, and seven character
arrays for visualization. Once those data are generated, we accessed the data
from the other cluster using the GEDAS library. The template grouped the data
sets into three data groups, according to the usage.

Figures 2 and 3 describe the performance results when the data sets are
accessed on one cluster, while the requested data sets are stored on the other
cluster in three different ways of file layout. The data access patterns tested
are block distribution in Figure 2 and cyclic distribution in Figure 3. The per-
formance values include the database overhead to access the associated meta-
data.

As can be seen, the bandwidth measured in the block-distributed data access
pattern is higher than that measured in the cyclic data access pattern due to the
smaller communication overhead incurred in the MPI-IO’s collective operation.
In both distributions, the independent file layout shows the least bandwidth
because it generates more files than the other two file layout methods, resulting
in the higher file-open and close costs.

Figures 4 and 5 demonstrate the performance results obtained to access the
replica of the desired data sets in the block distribution and cyclic distribution,
respectively. The replicated data is stored in the independent layout, intermedi-
ate layout, and long-length layout. When compared to Figures 2 and 3, accessing
the data replica shows almost as much as twice bandwidth accessing from the
remote owner because of the less communication overhead.
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Figure 6 shows the time overhead to open and close files, on top of Linux
kernel 2.4.20-8. In the template, the independent file layout produces fifty-seven
files: eighteen files for data analysis, twenty-one files for data visualization, and
another eighteen files for restart. The intermediate file layout generates nineteen
files: six files for data analysis, another six files for restart, and seven files for
data visualization. The long-length file layout generates only three files, one for
each data group.

Figure 6 shows that the less files are generated to store the data sets, the less
file-open and close costs are incurred on Linux kernel 2.4.20-8.

Figure 7 shows the times to access the associated metadata from the re-
mote database necessary for replicating the desired data set to the local storage.
It demonstrates that the cost for inserting the metadata received to the local
database is the highest overhead in the metadata communication.

5 Conclusion

We have presented the design and implementation of a toolkit, called GEDAS,
for high-performance scientific data management in data grid environments.
GEDAS provides a simple, high-level interface and performs all necessary I/O
optimizations to access and replicate the remote data transparently to the user.
We also experimented with different ways of organizing data in files, called in-
dependent file layout, intermediate file layout, and long-length file layout. In
general, when file-open cost on a particular file system is high, long-length file
layout performs well because it minimizes the number of files created. If the
file-open cost is small, the performance of the three file layouts depends on how
the number and size of files affect performance on the particular file system. An
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appropriate file layout policy can thereby be chosen for a particular file system.
Also, we compared the performance produced in accessing the data sets from
replicas to that in accessing the data sets from the remote owner. In the future,
we plan to use GEDAS with more applications and evaluate both the usability
and performance.
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Abstract. This paper presents a successful implementation of the SPURport, a 
prototype Grid Portal for the earthquake engineering community. The portal 
eliminates the need for installing and maintaining simulation software by the 
end user. However, the portal infrastructure is application-neutral and can be 
used as a blueprint for developing portals for other communities. It provides 
seamless access to remote resources and supports the incorporation of legacy 
applications. It uses XML-based metadata extensively, which enables the intro-
duction of high-level middle-tier services that aggregate and coordinate lower-
level services provided by the Globus toolkit. For example, the high level Job 
Submission Service orchestrates resolution of logical entities, file transfers, and 
data streaming prior to actual job submission, hiding these activities from the 
end user. 

1   Introduction 

This paper describes a successful implementation of the SPURport - a prototype Grid 
Portal for the earthquake engineering community. The portal builds on and extends 
the current functionality of the NEESgrid [1], the cyberinfrastructure for the Network 
of Earthquake Engineering Simulations (NEES) [2]. The NEESgrid, in turn, is an 
application of OGSI/Globus Toolkit 3.0 [3]. The grid portal consists of three major 
components: a Web Portal providing the remote access to the SPURport functionality, 
the Grid Portal middleware that implements the portal specific services, and the back-
end comprising the computational resources as well as data and metadata repositories.  
    The Web Portal is implemented using the CHEF[4] portal toolkit that adds collabo-
rative features to the JetSpeed[5] portlet framework hosted by the Apache-Tomcat 
server. Since the portal front end is implemented as a portlet, it can be implemented 
using other portlet containers. Indeed, we have an alternative implementation using 
JSR-169 compliant GridSphere[6] toolkit. The use of CHEF is dictated by the integra-
tion with the NEESgrid. The portlet technology is widely used to implement Web 
Portals and it is recommended by the Open Grid Computing Environments consor-
tium [7]. The portal toolkits, such as CHEF or GridSphere, provide a set of build-in 
portlets such as secure login (including access to myProxy server), user management 
and templates for the portal pages layout. They also provide a support for accessing 
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remote services through Globus infrastructure (Java Cog [8]).  However, access to the 
low level Globus functionality is not sufficient for implementing complex Grid  
Portals such as SPURport.  
    The actual functionality of SPURport is implemented by the SPURport middleware 
that creates a bridge between the required portal functionality and low level Globus 
services. Particular important is support for the incorporation of the legacy applica-
tions and orchestrating Globus services to perform complex tasks. Although driven by 
the specific requirements of earthquake engineering, the middleware is application-
neutral, and can be reused for other application domains. 
    The rest of this paper is organized as follows: Section 2 briefly summarizes the 
goals of the SPUR project. Section 3 describes the requested functionality of the por-
tal, and Section 4 explains the portal implementation. Due to space limitations, only 
selected portal features and the middle-tier implementation to support these features 
are discussed. Summary and conclusions are given in Section 5.  

2   Large-Scale Seismic Performance of Urban Regions 

The SPUR (Seismic Performance of Urban Regions) project is using the NEESgrid 
technology to link high-end simulations of earthquake ground motion, advanced mod-
els for building performance, large-scale databases, and visualizations to develop new 
knowledge about the spatial distribution of structural damage in a region and the ef-
fectiveness of building codes on controlling damage in a region.  In this collaborative 
effort (between Mississippi State University, Carnegie Mellon University and Univer-
sities of California, Berkeley and Irvine) new visualization methods have been devel-
oped for understanding the dynamic processes in a large region, and new methods for 
communicating this information to scientists and engineers, as well as for conveying 
the effects of earthquakes to non-technical decision-makers. This is achieved through 
the use of the SPURport: a Grid-services-based middleware that provide access to 
computational resources, the databases for the regional models and simulations, as 
well as selecting scenarios and regional inventories for analysis. 

3   Functionality of SPURport 

The fundamental requirement for the SPURport is performing real time simulations of 
structural responses to ground motion caused by an earthquake. The implementation 
must provide an integrated simulation environment accessible anywhere through a 
Web Browser. Specifically, the portal must eliminate the need for explicit logging-in 
to remote systems (to retrieve, pre-process, transfer and post-process the data or sub-
mit jobs for execution); installation of any software; and the need for computer-
related knowledge of the end user. For example, the user might be not familiar with 
the operating system of the remote computer, the user might not know how to query 
metadata servers to find the data or interpret the XML-encoded response of the server, 
the user might not know how to transfer data from one remote location (data reposi-
tory) to another (compute servers), the user might not know or understand the data 
format which is needed to extract and format input data for the simulations, the user 
might be not familiar with OpenSees framework and consequently might not know 
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how to prepare and run the simulations, the user might not know how to verify the 
consistency of the results., i.e., making sure that the right data are fed to the correctly 
prepared OpenSees script, etc. 
    The SPURport is required to be an integrated simulation environment; to provide 
an easy access to all services needed to specify, configure and perform simulation, as 
well as access the simulation results without the need of leaving the Web Browser. 
Furthermore, the portal should provide access to other NEESgrid services such as data 
and metadata repositories thus enabling collaborations between the users, data sharing 
and data dissemination to interested parities. The portal must be fault tolerant in the 
sense that work done by the end user cannot be lost as a result of interruption of con-
nectivity (voluntary or not). At any time, the user should be able to reconnect to the 
servers and resume the broken session. Finally, the user should be able to reconstruct 
all circumstances that led to any particular simulation performed through the portal.    
    The context for a simulation is determined by three elements: (1) the earthquake 
model, (2) the structure model and (3) the inventory of structures. The earthquake 
model (or fault type) defines the ground motion. The simulations of earthquakes have 
been performed by our collaborators at Carnegie Mellon University [9]. The SPUR-
port provides access to a repository of the results of these simulations. The structure 
models, as well as the OpenSees-based structure simulation framework, have been 
provided by our partners at University of California Berkeley [10]. An inventory of 
structures is defined as a collection of structures of a given types (for example, build-
ings of different sizes constructed using different materials according to specific 
building codes) distributed according to a selected pattern over the region of the simu-
lated earthquake. The result of simulations of the seismic performance of the inven-
tory is a distribution of potential damages in the region caused by an earthquake. At 
this stage of this project, the statistical analysis of the inventory performance has been 
done off-line because it is computationally very expensive and thus cannot be done 
interactively. Instead, the SPURport provides access to the repository of the results. 
We anticipate a parallel version of OpenSees running on high performance platforms 
to be developed by UC Berkeley outside this project. Once it is available, the simula-
tions of the inventories will be incorporated into the SPURport.    
    Currently, a typical use of the SPURport is as follows. The user, guided by the 
metadata viewer and interactive visualizations, selects an earthquake model. Simi-
larly, the user selects a structure type and sets its parameters, creating an instance of 
the structure to be simulated interactively. Next, the user chooses an inventory type 
and gets access to pre-computed results of the inventory simulation for the selected 
earthquake model. Finally, the user places the previously defined structure instance at 
a desired location on the distribution plot and runs the real-time simulation. The value 
of this scenario is that the user may try different what-if cases by placing different 
kinds of structures at locations known from the inventory simulations to be high- or 
low-risk locations.  

4   SPURport Implementation 

The Front End of SPURport is a CHEF teamlet, and thus it is seamlessly integrated 
with the rest of the NEESgrid user interface. This integration makes it possible to 
directly use NEESgrid/Chef user authentication mechanisms. The SPURport user 
interface is implemented as a single applet. 
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    Figure 1 shows the layout of the SPURport GUI. The four text fields in the upper 
part of the SPURport applet display all currents selections that the user has made: 
Earthquake model, Structure Model, Inventory and Simulation (here, apparently at the 
beginning of a user session, only the Earthquake Model is selected). The rest of the 
applet frame is taken by the Swing Tabbed Pane: each tab corresponds to a particular 
function. The tabs are described in the following sections. 

Access to Ground Motion Data Repository. Access to shared data repositories is a 
common use pattern for portals. SPURport provide support for this functionality 
through a combination of three web services: file repository service, metadata service 
and replica locator service. These three services are coordinated by a high-level data 
service provider, referred to as the data service façade. Each data set is uniquely iden-
tified by a logical Uniform Resource Identificator (URI), or a logical name, and is 
associated with its descriptor – a metadata record. The Replica Locator service re-
solves the URI into the physical location of the file – its Uniform Resource Locator 
(URL). Note that in general there is a one-to-many relationship between the data set 
URI and URL allowing for the creation file replicas to optimize access to it.  This 
design follows a pattern employed by many other Grid-related efforts, and the imple-
mentation of the Replica Locator service is a part of the Globus distribution. 
    The typical use scenario is that user queries the metadata service to identify the 
data set, and the SPURport front end provides a graphical interface for making these 
queries and examining their results, as shown in Fig. 1). Once the file is selected, its  
 

  

Fig. 1. SPURport GUI: Earthquake Model selection. The left panel shows a list of available 
datasets, the middle panel shows the metadata for the selected data set, and the right panel 
displays the contents of the retrieved file 
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URI is resolved by the replica locator and the resulting URL of the data set is used to 
actually retrieve the data. To simplify the front-end implementation and to reduce 
communication overhead, the interactions between the services are orchestrated by 
the façade.  Thus, once the URI of the file is known, it is just a single request made by 
the applet to initiate the file transfer to the selected location, or streaming it to the 
applet for visualization. The applet call is converted by a JSP to an invocation of a 
corresponding façade’s method that in turn makes all necessary calls to the services, 
as needed. The façade accesses the services through adapters, making it unaware and 
thus independent from the actual implementation of the back-end services. The cur-
rent SPURport uses NEESgrid’s OGSI/GT3-compliant NMDS [11] as metadata ser-
vice and flat file system accessible through GridFTP as a file repository. 

 
Incorporation of a Legacy Application. The SPURport simulation capabilities are 
based on the OpenSees framework, a Grid-unaware, legacy application. It has been 
brought to the portal using a similar approach as used in our previous portals, Gate-
way and Distributed Marine Environment Forecast System [12]. The key concept here 
is the employment of a metadata that describes the application. This metadata is re-
ferred to as “application descriptor”. The application descriptor is an XML document 
comprised of three parts: application signature (name, credits, support, and the like), 
description of the application parameters including i/o specification, and instructions 
on how to run it (e.g., location of the executables, values of environmental variables, 
etc) that is automatically translated by the SPURport Job Submission Service into  the 
Globus Resource Specification Language (RSL) at the submission time. This is the 
SPURport mechanism of hiding the complexity of the running applications in the 
Grid environment. Incorporating OpenSees, and other legacy applications, into the 
portal is accomplished by creating the XML application descriptor by filling out a 
web form. This is a task for the application expert who understands the application 
requirements (hardware, environment, input data, application parameters, etc) and 
thus not the end user. The support for the application metadata is provided by the 
SPURport Metadata Service. 
 
Job Configuration – Structure Models.  OpenSees applications, as many other 
applications, are controlled by input files. In the case of OpenSees, the controlling 
input file is written in the OpenSees script (an extension to the Tcl scripting lan-
guage). In particular, the geometry and properties of the structures to be modeled are 
defined using the OpenSees scripts. The SPURport provides a library of such scripts, 
maintained by the data repository (in addition to files representing ground motion). 
Consequently, the user can browse the metadata to select and upload the script that 
represents the structure of interest. Furthermore, OpenSees scripting support parame-
ters, and therefore the properties of a particular structure type can be adjusted. These 
parameters are captured in the corresponding script’s metadata. The SPURport user 
selects thus a structure type (OpenSees script), and the portal seamlessly downloads 
the script’s metadata and generates in-the-fly a graphical user interface revealing all 
adjustable parameters for the selected type of structure. The user sets the values of 
these parameters (or leaves the default values) and saves them as an instance of the 
structure. These values are used by the Job Submission Service.  
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Job Submission.  The Globus toolkit provides all necessary services for submitting 
jobs on remote systems and the Java COG provides Java interfaces to these services 
making the invocation of the Globus services easy in the portal environment. How-
ever, the complete process of the job submission is a multistep process requiring co-
ordination of several services. Therefore SPURport introduces its own, high-level Job 
Submission service that acts as a façade for the low-level Globus services and inter-
acts with other SPURport services.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2.  To select the structure location the user displays the ground motion data or looks at a 
statistical distribution of previously run simulations.  Here, the panel shows the distribution of 
Umax (maximum displacement of the top most floors) for the selected period of structure oscilla-
tions and ductility. The white rectangle in the central part of the plot shows the location of the 
fault, and the white dot inside the rectangle shows the epicenter of the simulated earthquake. 
The user selects the location by clicking on the panel (c.f. the second white dot on top of a dark 
region corresponding to high Umax values, left of the fault, which resulted by placing the cursor 
in that spot and clicking the left mouse button) 

    To submit a job, a user environment for running the job is created. This involves 
creating a working directory on the target system. Then input files are staged to the 
working directory. The OpenSees simulations require two input files. One is the driv-
ing OpenSees script that must be retrieved from the data repository and modified  
as specified by the user (changes of the structure parameters).  The other is the accel-
eration time-history of the ground motion at the location where the simulated struc-
ture is located (see Fig. 2). To get this file, the data corresponding to the selected 
earthquake model in the data repository are fed to a filtering routine that extract data 
points needed for the simulation. That pruned data set is transferred to the target ma-
chine. Next, the job submission request is created as the Globus RSL document by 
combining the information stored in the application descriptor, parameters set by the 
user as well as information about the user environment. At this moment the job is 
ready for submission, and the history metadata is created, so that a record on how the 
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simulation was run is preserved for a future reference. Then the job is submitted 
through Globus GRAM and the Job Service registers itself as a target for GRAM 
notifications.  All changes in the job status reported by GRAM are forwarded to the 
SPURport monitoring services. Once the job is completed, its output files (including 
stdout and stderr) are staged out to the location specified by the user.  

 
Monitoring Job Status and Access to the Results . All users jobs submitted through 
the SPURport are accessible through the Job Table interface (Fig. 3), until explicitly 
deleted by the user. The table displays where and when the job was submitted and its 
current status (PENDING, RUNNING, DONE). Once the job is completed the user 
can query its properties (e.g., input files, values of parameters, and history) and access 
– view or download - its results, including standard output, standard error and output 
data files.  

 

 

Fig. 3. SPURport Job Table interface allows monitoring the status of submitted jobs and pro-
vide access to their results. The jobs can be searched using metadata queries 

5   Conclusions 

This paper presents a successful implementation of a prototype Grid Portal for the 
earthquake engineering community. However, only the front-end has been customized 
for the particular domain. The portal infrastructure is application neutral and can be 
used as a blueprint for developing portals for other communities. It provides seamless 
access to remote resources (CPU and data) through OGSI/Globus 3.0 and provides 
support for easy incorporation of legacy applications. It extensively uses XML-based 
metadata for describing both data and applications. The metadata are used for auto-
matic generation of the GUI, supporting the user with selection of applications and 
data. Furthermore, describing the application by metadata opens the opportunity to 
introduce the high-level middle-tier services that aggregate and coordinate lower-level 
services provided by the Globus toolkit.. Consequently, all the complexity of the 
heterogeneous, distributed Grid environment is hidden from the user. The applications 
and data are installed, maintained and upgraded by application experts. Therefore, the 
end user – the domain expert – can again concentrate on his or her research rather 
than acquiring computer wizardry.    
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Abstract. In many ways, the ultimate success of the Grid will be highly de-
pendent on the support for and integration with existing legacy infrastructure 
such as authentication infrastructure. This paper describes the design and im-
plementation of the integration of Pubcookie, a popular Web-based authentica-
tion infrastructure used on campuses, and MyProxy, the on-line credential re-
pository for the Grid. Specifically, we enable a valid Pubcookie credential to be 
dynamically exchanged for a Grid credential, without requiring the user to re-
authenticate. Through this integration, this project makes an important contribu-
tion to an overall goal of single sign-on and more specifically the ability to "au-
thenticate locally and act globally". 

1   Introduction 

Through a largely global effort, the last few years have seen a significant expansion 
and hardening of Grid technologies, particularly the maturation of the Globus Toolkit 
[1] and related technologies.  Although the underlying software of the Grid can al-
ways be improved -- particularly the ability of the software to tolerate faults -- scien-
tists are increasingly relying on Grid software to enable and manage their scientific 
explorations. The next version of the Globus Toolkit, based on WSRF [2], along with 
the WSRF-compliant hosting environment for the .NET Framework (WSRF.NET 
[3][4]), promises to expand these capabilities even further by creating uniform 
mechanism across Linux/UNIX and Windows, respectively.  

However, one of the continuing challenges of the Grid software is to accommodate 
legacy mechanisms and policies. To make an existing scientific application "grid-
aware", one must address issues related to security, I/O, scalability, licensing, etc., 
that often require non-trivial modifications. To truly be successful and a ubiquitous 
global computing infrastructure, the Grid must require fewer modifications to existing 
behaviors, particularly the manner in which scientists are accustomed to interacting 
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with local resources. When the local scientist believes she is performing experiments 
and manipulating data on a local set of resources when she is actually using non-local 
Grid resources, the Grid will be an unequivocal success.  

This is particularly true with regard to security -- existing security policies, mecha-
nisms, and trust relationships must be leveraged instead of being displaced by the 
Grid. For example, assume that a campus researcher has previously set up a secure 
Web portal for access either to local data or local compute cycles. To protect her 
resource, she has used Pubcookie [5], a popular open-source package for intra-
institutional single-sign-on end-user Web authentication. Recently, she has been 
overwhelmed by local and non-local requests for this content and is investigating 
using the Grid (such as the TeraGrid [6] or the Open Science Grid [7]) as a back-end 
compute engine and data store as needed. However, she wants the back-end use of the 
Grid resource to be as seamless as possible and, unfortunately, she cannot afford to 
pay for the Grid resource usage on behalf of the requestors. Instead, these Grid com-
putations and data request/storage must be performed by (and charged to) the re-
questor himself. In this situation, it is unacceptable to require the scientist to replace 
her existing local authentication with the Grid Security Infrastructure (GSI [8]), which 
is required of most Grid resources.  

This paper describes our project to re-use existing campus trust relationships and 
authentication infrastructures when dynamically expanding to Grid computing re-
sources on demand as in the scenario above. We bridge the campus environment of 
Pubcookie with the Grid environment of GSI through the MyProxy on-line credential 
repository [9][10]. In essence, the possession of a valid Pubcookie token is used as the 
basis for retrieving a Grid credential from the MyProxy server. In doing so, the user 
does not have to re-authenticate to the Grid -- the Pubcookie credential is exchanged 
for a valid credential to be used on the Grid. More broadly, this project makes an 
important contribution to an overall goal of single sign-on and more specifically the 
ability to "authenticate locally and act globally". 

This paper is organized as follows. In Section 2, we present the existing projects 
that are related to this work. In Section 3, we describe Pubcookie and MyProxy in 
more detail and describe the integration design and implementation. Section 4 con-
cludes and describes the future direction of this project.  

2   Related Work 

In this section, we describe the related work -- the Grid technologies in Section 2.1 
and then the non-Grid technologies in Section 2.2. MyProxy and Pubcookie are pre-
sented separately in Section 3, along with the design for the integration of the two 
technologies.  

2.1   Grid Technologies  

There are a number of excellent projects that contribute pieces toward overall Grid 
security today.  The Grid Security Infrastructure (GSI [8]) focuses on an authentica-
tion infrastructure for the Grid that is based on a Public-Key Infrastructure (PKI). GSI 
provides a standard programming interface for authentication, message integrity, and 
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message confidentiality (GSSAPI), a mutual-authentication mechanism based on 
SSL/TLS, and a delegation protocol by which a user can temporarily empower a soft-
ware service to act on her behalf. GSI also supports restricted delegation via proxy 
certificates; however, to our knowledge, to date, this capability is not used in most 
situations. The Community Authorization Service (CAS [11]) extends the base sup-
port of GSI so that a person can obtain and exercise authorization rights based on the 
group to which they belong. Additionally, two projects focus on the generation and 
creation of the gridmap file, which is used to both authorize users and specific the 
local account to which the global (grid) account is to be mapped: VOMS [12] man-
ages a list of "Virtual Organizations" that define this mapping, while Walden [13] 
retrieves this list from a local authorization source such as an LDAP server.  

2.2   Campus/Enterprise Technologies 

Internet2 is leading the development of many important middleware projects aimed at 
the campus environment, focusing on directories and PKI. Shibboleth [14] is an open-
source, privacy-preserving federating software project to support inter-institutional 
sharing of web resources subject to access controls.  Essentially, when a user at one 
institution (the “Origin”) tries to use a resource at another (the “Target”), Shibboleth 
sends attributes about the user to the Target institution without having to log into the 
target institution. The Target institution grants access based on the attributes. The user 
controls what attributes are given to the Target institution (for example, it is not 
strictly necessary that the attributes include the name of the user, if the Target institu-
tion bases its decision on, say, “member of UVa”). Stanford’s Signet [15] is software 
to define and manage an organization’s privilege system, with special emphasis on 
how to take a role-based organization and develop appropriate groups, policies, and 
attributes to operate an authority service. Signet is not an authorization service, but 
rather integrates with authorization services. An example use of Signet is a Web-
based interface for assigning workers on campus the ability to make constrained pur-
chasing decisions for a limited period of time. Grouper [16] offers support for basic 
group management, with subgroups and compound groups. To date, none of these 
projects have been made Grid-aware in the manner in which we have integrated Pub-
cookie with MyProxy as described in this paper (an effort to make Shibboleth Grid-
aware has just commenced as of this writing).   

3   Integration Design and Implementation 

In this section, we first give the details of Pubcookie, and then MyProxy, and then we 
give the design for how we integrate Pubcookie and MyProxy to effectively connect 
the campus to the Grid without requiring a second sign-on.   

3.1   Pubcookie 

As shown in Figure 1, Pubcookie [5] provides single sign-on authentication to web 
sites using existing site-wide authentication services.  In this way, a user who has 
already authenticated for access to one web site can access other protected sites  
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without having to enter another password.  For example, a user who has authenticated 
to a web mail system could browse a separate web database system without needing 
to log in again.  

Pubcookie provides the glue between the authentication service and the web site 
and is not responsible for the actual authentication or authorization of users.  Pub-
cookie does not verify who the user is – it hands this task off to a separate authentica-
tion service (like Kerberos [17], LDAP, or NIS).  Likewise, Pubcookie does not de-
cide if a user should be allowed to access a given page or resource.  Control of access 
to the resource is left to the originating application.   

This is accomplished, as the name implies, with cookies.  When a user initially at-
tempts to access a protected site (Arrow #1 of Figure 1), the Pubcookie module at that 
site automatically redirects her browser  to a Pubcookie login page with a “granting 
request” cookie containing the request (the URL) and a random number (#2).  The user 
enters her username and password on the login page (#3), which Pubcookie verifies 
using the configured authentication service (#4 and #5).  Pubcookie then returns two 
cookies to the user’s browser (#6) and redirects the user back to the original site (#7). 

 

 

The first of these cookies returned in step #6 of Figure 1 is a “granting cookie”.  
This cookie authenticates the user to the target web site ("Pubcookie-enabled Applica-
tion Server").  The cookie contains the information in the “granting request” cookie 
plus the authenticated username.  When the Pubcookie login server redirects the 
browser back to the original web site (#7), the Pubcookie module at the web site veri-
fies the “granting cookie” and determines if the user is authorized to access the web 
page.  If the user is authorized, the web server returns the requested content (i.e., the 
web page) with a session cookie to authenticate subsequent requests at that site (#8). 
The second cookie returned by the login server is the Pubcookie “session cookie”.  As 
its name implies, this is the cookie that the user maintains throughout their Pubcookie 
session.  When the user visits a new Pubcookie-enabled web site, it will again redirect 

Fig. 1. Pubcookie Usage (without MyProxy integration) 
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her to the Pubcookie login server.  However, now that the user has a Pubcookie “ses-
sion cookie”, she does not have to login again (Steps #4 and #5).  The login server 
verifies the session cookie and automatically redirects the user back to the new web 
site with a new “granting cookie”.  Thus, the user has a single sign-on to all Pub-
cookie-enabled web sites.  

There are two means by which the security of these cookies is guaranteed.  First, 
they are encrypted.  When Pubcookie is being set up, the Pubcookie login server 
(which issues the cookies) and the application server (i.e., the web server the user is 
trying to access) exchange a cryptographic key.  This key is in turn used to encrypt 
and decrypt the data used by Pubcookie.  The second method by which security is 
achieved is digital signatures.  The Pubcookie login server digitally signs all cookies 
it issues, so that application servers can use the login server’s public key to verify the 
authenticity of the cookies it issues. 

3.2   MyProxy 

MyProxy [9][10] is a service for securely storing GSI credentials.  MyProxy uses the 
proxy delegation protocol to allow clients to retrieve short-lived proxy credentials 
without exporting long-lived keys from the MyProxy server.  A dedicated MyProxy 
server provides more secure storage for user keys than a general-purpose workstation 
or file-server, and MyProxy can be integrated with cryptographic hardware to further 
protect user keys [18].  To retrieve a proxy credential from the MyProxy repository, 
the MyProxy client must first authenticate.  Current versions of MyProxy support 
authentication via password, certificate, Kerberos, or PAM (Pluggable Authentication 
Modules).  This allows users to retrieve proxy credentials from the MyProxy server 
whenever and wherever they are needed.  Additionally, MyProxy can be used to re-
new credentials for trusted long-lived services. 

MyProxy is widely used with grid portals, which provide a web interface to grid 
services.  To allow users to interact with secure grid services through the portal inter-
face, the portal must have access to the user’s grid credentials, so it can perform se-
cure operations on the user’s behalf.  To meet this requirement, users allow the grid 
portal to retrieve their credentials from the MyProxy server, by sending their 
MyProxy username and password to the portal, which it then uses to authenticate to 
MyProxy and retrieve the short-lived credentials.  Given the security issues associated 
with web server platforms, this limits the vulnerability of user credentials on the por-
tal by giving the portal access to credentials with a limited lifetime, with access 
logged at the MyProxy server, with the user able to change her MyProxy password at 
any time to deny the portal any further access to the credentials. 

3.3   Integration  

Because Pubcookie successfully implements single sign-on for the campus/enterprise 
environment, and MyProxy/GSI successfully implements single sign-on for the Grid 
environment, it is highly attractive to investigate the design, cost of implementation, 
and the implied security of using one credential as the basis for acquiring the other 
type of credential (i.e, Pubcookie-for-MyProxy or MyProxy-for-Pubcookie). Because 
our specific goal was to not disrupt the local campus environment in attempting to 
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provide the ability to dynamically expand the local resources to a Grid such as the 
TeraGrid, we chose to use a valid Pubcookie as the basis for retrieving a GSI creden-
tial from MyProxy. More specifically, the user authenticates to the grid portal using 
the Pubcookie mechanism and the grid portal retrieve GSI credentials for the user 
from MyProxy by authenticating with the Pubcookie “granting cookie” without re-
quiring the user to enter an additional password (for MyProxy). As shown in Figure 2, 
the system appears to the end-user as before (without MyProxy integration) but now 
has the option to expand onto the Grid, perhaps even without the local user realizing 
this is being done (Steps #8 through #11).  

 

To achieve this, we modified the Pubcookie-enabled Application Server software 
to send the signed authentication data from the decrypted cookie to MyProxy (#8), 
over an SSL authenticated and encrypted channel.  The SSL channel is mutually au-
thenticated, so the application server knows that it is communicating with the trusted 
MyProxy server, and the MyProxy server knows the identity of the application server, 
to be compared against the server name in the cookie, to ensure the cookie has not 
been stolen.  For added security, the MyProxy server can be configured to only allow 
connections from specific trusted application servers (such as the specific Pubcookie-
enabled Application Service shown in Figure 12).  The MyProxy server then verifies 
the cookie’s signature, verifies that the username in the cookie matches the MyProxy 
username, verifies that the server name in the cookie matches the portal’s authenti-
cated SSL name, and if verification succeeds, delegates the proxy credentials (#9).  
MyProxy uses the OpenSSL library to verify the signature; no Pubcookie code was 
added to the MyProxy software.  

Our development was based on the widely-available source code for MyProxy 
from the MyProxy web page [10]. These modifications are being made as permanent 
additions to the MyProxy source code. The tests and verification were performed at 

Fig. 2. Pubcookie Usage (with MyProxy integration) 
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the University of Virginia's Pubcookie installation, which is a modified version of 
Pubcookie 3.1.1. The modifications include the ability to use Radius authentication as 
the connection to the local authentication source and also SMB authentication.   

It is important for the MyProxy username to match the Pubcookie username, so the 
portal uses the correct GSI credentials for each Pubcookie authenticated user.  Multi-
ple mechanisms are available to ensure this.  First, the site’s security administrators 
may load the MyProxy repository with user credentials under the correct usernames.  
This configuration relies on the MyProxy server, Pubcookie authentication service, 
and site Certification Authority (which creates the GSI credentials) being under the 
same administrative control.  A second option is for the MyProxy administrator to 
maintain an access control list mapping Pubcookie usernames to MyProxy usernames.  
The mapping could support multiple Pubcookie servers by formatting Pubcookie 
usernames as user@server.  The third option is for MyProxy users to set the Pub-
cookie authorization policy for their credentials when they upload them to the 
MyProxy repository, using MyProxy’s existing per-credential authorization function-
ality.  The MyProxy administrator must also configure the server to trust the Pub-
cookie login server signing key(s). 

4   Conclusion  

In many ways, the ultimate success of the Grid will be highly dependent on the sup-
port for and integration with existing legacy infrastructure. In this paper, we described 
our support for re-using existing campus/enterprise authentication infrastructure in 
combination with the Grid. That is, we have successfully and securely implemented 
modifications to MyProxy so that a valid Pubcookie-issued cookie could be used as 
the basis for acquiring a GSI credential. 

Having successfully completed the modifications to MyProxy, we are currently re-
writing our Grid portal that we have developed at the University of Virginia as part of 
the National Partnership for Advanced Computational Infrastructure (NPACI). The 
purpose of this portal is to provide an easy-to-use web interface for Computational 
Biophysics (focusing on applications such as CHARMM, Amber, and NAMD) [19]. 
This portal is currently protected via usernames and passwords. By making this portal 
protected by Pubcookie (while still supporting username/password when a user does 
not have the ability to be authenticated via Pubcookie), and making the portal connect 
to a Pubcookie-speaking Myproxy server, we significantly increase the ease-of-use 
for the computational scientist.  
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Abstract. We revisit and use the dependence transformation method
to generate parallel algorithms suitable for cluster and grid computing.
We illustrate this method in two applications: to obtain a systolic matrix
product algorithm, and to compute the alignment score of two strings.
The product of two n × n matrices is viewed as multiplying two p × p
matrices whose elements are n/p × n/p submatrices. For m such mul-
tiplications, using p2 processors, the proposed parallel solution gives a
linear speedup of mp3

(m+2)p−2
or roughly p2. The alignment problem of

two strings of lengths m and n is solved in O(p) communication rounds
and O(mn/p) local computing time. We show promising experimental
results obtained on a 16-node Beowulf cluster and on an 18-node grid
called InteGrade, consisting of desktop computers.

1 Introduction

The abundance of low cost computing resources in clusters and the increasing
network bandwidth make it attractive to run parallel applications with the so-
called grid-based computing. We attempt to use efficiently the computational
resources that are idle to obtain a system of high computing power with the
existing machines. Due to the high communication cost in cluster and grid com-
puting, we are interested in designing parallel applications with low demand on
communication. To this end, we propose a method to design parallel algorithms
with the nice property of each processing having to communicate with only a few
others. It is based on a modification of the dependence transformation method
that was originally proposed to design systolic arrays for VLSI implementation
on silicon chips. Given a sequential algorithm specified as nested loops, or more
formally as a system of uniform recurrence equations, the specified computation
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can be transformed into a time-processor space domain adequate to be imple-
mented on a VLSI chip [2, 3, 7, 6, 8, 10].

Some nice properties of systolic arrays include the regularity on the layout
of the processing elements and local communication where each processing ele-
ment communicates only with a few neighbor processors. These features make
it suitable for implementation on a cluster where we wish to avoid costly global
communication primitives. We illustrate the proposed method by deriving paral-
lel algorithms for matrix multiplications and for computing the alignment score
for string comparison. We then present implementation results on a 16-node
Beowulf cluster and also on an 18-node grid, called InteGrade [4], consisting of
desktop computers.

2 Dependence Transformation

Given a sequential algorithm expressed as nested loops or, more formally, as
a system of uniform recurrence equations [5], the dependence transformation
method [3, 10] transforms the computations involved into a time-space represen-
tation. We illustrate this method through an example.

Example 1. Given two n × n matrices A = (aij) and B = (bij), the matrix
product can be expressed by a system of uniform recurrence equations, defined
on the domain of all the points (i, j, k) for 0 ≤ i, j, k < n.

0 ≤ i < n, 0 ≤ j < n, 0 ≤ k < n,
C(i, j, k) = C(i, j, k − 1) + A(i, j − 1, k)B(i− 1, j, k)
A(i, j, k) = A(i, j − 1, k)
B(i, j, k) = B(i− 1, j, k)

A(i,−1, k) and B(−1, j, k) are the coefficients aik and bkj , respectively. The
values of C(i, j,−1) are assumed to be zero. The output values C(i, j, n− 1), at
the right side of the equations, give the desired product. To compute C(i, j, k)
we use the value C(i, j, k − 1) that needs to be computed earlier. We say there
is a dependence vector for variable C, denoted by θc =

(
0 0 1

)T . Likewise we

have the dependence vectors θa =
(
0 1 0

)T and θb =
(
1 0 0

)T .
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Fig. 1. Dependence graph assuming n = 3
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Consider a dependence graph which has as vertices the points of the domain
and directed edges from vertices y to z if z depends on y. See Figure 1 for
an example. Each point of the dependence graph represents some elementary
computation that needs to be calculated. Through a time function τ and a
processor allocation function α, we can transform the dependences so that the
points that do not depend on each other can be computed in parallel.

The time function maps each elementary computation of the dependence
graph into a positive integer that represents the time unit it is executed. Consider
a domain point z =

(
z0 z1 z2

)T
. The following is a time function: τ(z) =

λ0z0 +λ1z1 +λ2z2 + δ, where λi and δ are integers, and satisfying the condition:
if z depends on y, then τ(z) > τ(y).

Let λ =
(
λ0 λ1 λ2

)T . Then τ(z) = λT z + δ. Suppose z depends on y by
the dependence vector θ, that is, z − y = θ. Then we have τ(z) > τ(y) or,
equivalently, τ(z)− τ(y) > 0. This can be written as λT (z− y) > 0, or λT θ > 0,
or λT θ ≥ 1. Thus for each dependence vector θi we have λT θi > 0.

Consider Example 1, we have θc =
(
0 0 1

)T
, θa =

(
0 1 0

)T
, θb =

(
1 0 0

)T
.

It can be shown [10] that τ(z) = z0+z1+z2 is a time function. That is τ(z) = λT z

where λ =
(
1 1 1

)T
.

The processor allocation function α maps each point z (of a domain of n
dimensions) onto a point (of a space n−1 dimensions) α(z) where the elementary
computation associated to z is performed. Different points of the domain that
are computed at the same time instant should be mapped to different processing
elements, that is, ∀z, y in the domain, α(z) = α(y) ⇒ τ(z) 	= τ(y).

Quinton and Robert [10] show how to obtain a processor allocation function
α, given the time function λ, by projecting the domain points according to a
direction given by a vector u that is not orthogonal to λ. Consider a domain of
dimension 3. Let u = (u0 u1 u2)T be a non-null vector such that λTu 	= 0. It can
be shown [10] that α(z) = (α0(z), α1(z)) is a processor allocation function where
α0(z) = u2z0−u0z2 and α1(z) = u2z1−u1z2. In our example, we wish to obtain
a processor allocation function α that maps each one of the dependence vectors
onto either the null vector or (0 1)T or (0 1)T . The following is a possible
processor allocation function.

α(z) =
(

1 0 0
0 1 0

)⎛⎝ z0
z1
z2

⎞⎠ =
(
z0

z1

)
.

Figure 2 shows how this systolic array computes the matrix product of two
matrices A and B. Each processing element receives an element of matrix A and
an element of matrix B, computes the product of the two elements and adds it to
the element of matrix C it stores. This parallel solution requires a total of 3n−2
computing steps plus the same amount of communication steps. We obtain a
speedup in terms of computing steps of n3/(3n− 2) or n2/3 for large n. Notice
that we waste some time to fill in and flush out the pipeline. If we need to obtain
m matrix products, then the parallel time is improved with the amortization of
the costs of pipeline fill-in and flush-out. For m products of two n× n matrices,
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Fig. 2. Computing the product A × B

we need a total of (m + 1)n− 1 computing steps and communication steps. We
now get a speedup in terms of computing steps of (mn3/((m + 1)n − 1) or n2

for large n and m. Since we use n2 processing elements, we get linear speedup.
Systolic arrays operate in a synchronous and lock-step fashion. Frequent syn-

chronization of all the processor on a cluster or grid is too costly. However,
synchronization of the input, compute, output steps of the parallel algorithm on
the cluster can be achieved by using non-blocking sends and blocking receives.

The fine granularity of systolic algorithms is not suitable for cluster or grid
computing due to the disparity between communication and computations speeds.
To achieve a coarser grain, we can view each element of a matrix as a block or a
submatrix. In other words, instead of each processor receives one single element
of each matrix A and matrix B, it receives a submatrix of matrix A and matrix
B. It can be shown that we still get linear speedup.

In the global atmospheric circulation model used for weather forecasting com-
putation of Fourier and Legendre Transforms are needed [9]. A global model
simulates the behavior of atmospheric fields along the discrete time. Partial dif-
ferential equations are solved in two spaces: the grid space (here we use the
term grid in the Mathematical sense) and the spectral space. The Fourier Trans-
form moves a field between grid and Fourier representations while the Legendre
Transform moves a field between Fourier and spectral representations. Fourier
Transforms are computed by using the well-known FFT (fast Fourier Trans-
form). Legendre Transforms constitute the most time-consuming part and can
be computed as multiple matrix products, handled by the proposed algorithm.

3 A Parallel Algorithm for Alignment of Sequences

In [1] we have proposed a parallel algorithm for efficient sequence alignment.
In this section we show that, by using the proposed dependence transformation
method, it is straightforward to generate this algorithm. Consider two given
strings A and C, where A = a1a2 . . . am and C = c1c2 . . . cn. To align the two
strings, we insert spaces in the two sequences in such way that they become equal
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A a c t t c a – t A a c t t c a – t

C a t t c – a c g C a – t t c a c g

Score 1 0 1 0 0 1 0 0 3 Score 1 0 1 1 1 1 0 0 5

Fig. 3. Examples of alignment

in length. See Figure 3 where each column consists of a symbol of A (or a space)
and a symbol of C (or a space). An alignment between A and C is a matching
of the symbols of A and of C in such way that if we draw lines between the
matched symbols, these lines cannot cross each other. Figure 3 shows two simple
alignment examples where we assign a score of 1 when the aligned symbols in a
column match and 0 otherwise. The alignment on the right has a higher score
(5) than that on the left (3).

A more general score assignment for a given string alignment considers inser-
tion/deletion and match/mismatch of symbols, each with the respective scores.
For example, a match has a positive score while the other operations negative
scores. The similarity score S of the alignment between strings A and C can be
computed by the following recurrence equation. For 0 < r ≤ m, 0 < s ≤ n,

S(r, s) = max

⎧⎪⎪⎨⎪⎪⎩
S[r, s− 1]− t
S[r − 1, s− 1] + t (match) or
S[r − 1, s− 1]− t (mismatch)
S[r − 1, s]− t

An l1 × l2 grid DAG (Figure 4) is a directed acyclic graph whose vertices
are the l1l2 points of an l1 × l2 grid, with edges from grid point G(i, j) to the
grid points G(i, j + 1), G(i + 1, j) and G(i + 1, j + 1). In our terminology, the
grid DAG is a dependence graph. Associate an (m + 1) × (n + 1) grid dag G
with the alignment problem as follows: the (m + 1)(n + 1) vertices of G are
in one-to-one correspondence with the (m + 1)(n + 1) entries of the S-matrix.
It is easy to see that we need to compute a minimum source-sink path in the
grid DAG. In Figure 4 the problem is to find the minimum path from (0,0)
to (8,10).

a

c

b

c

bA

a

a

b

(0, 0)
b a a b c a

C

b c a b

(8, 10)

S(i, j 1)

S(i 1, j 1)

S(i, j)

S(i 1, j)

Fig. 4. Grid DAG G for A = baabcbca and C = baabcabcab
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Let us now apply the dependence transformation method. From the recur-
rence equation, we obtain the dependence vectors: d1 =

(
0 1
)T , d2 =

(
1 1
)T ,

d3 =
(
1 0
)T

. A possible time function is τ(z) = z0 + z1 = λT z where λ =(
1 1
)T

. For the processor allocation function α, we can use u =
(
1 0
)T

.
This will result in the following scheduling of the tasks to be executed by p

processors, each with O(mn/p) local memory. The string A is stored in all pro-
cessors, and the string C is divided into p pieces, of size n

p , and each processor
Pi, 1 ≤ i ≤ p, receives the i-th piece of C (c(i−1) n

p +1 . . . ci n
p
). P k

i denotes the
work of Processor Pi at round k. Thus initially P1 starts computing at round
0. Then P1 and P2 can work at round 1, P1, P2 and P3 at round 2, and so on.
In other words, after computing the k-th part of the sub-matrix Si (denoted
Sk

i ), processor Pi sends to processor Pi+1 the elements of the right boundary
(rightmost column) of Sk

i . These elements are denoted by Rk
i . The systolic al-

gorithm requires O(p) communication rounds and O(mn/p) local computing
time.

4 Experimental Results

We ran our experiment on a 16-node Beowulf cluster, using the LAM-MPI in-
terface. Each node has a 1.2GHz AMD Thunderbird Athlon processor, 256 KB
L2 cache, 768 MB of RAM memory and 30.73 GB hard disk. The nodes are con-
nected by a Switch 3COM 3300 FastEthernet 100Mb. We also used an 18-node
grid using InteGrade (see [4]) middleware that provides efficient use of desktop
microcomputers that are idle and available in a computer laboratory for grad-
uate students, consisting of Pentium II 400 Mhz and 3 Athlon 1700+ desktop
microcomputers interconnected in a local area network by 100Mb Ethernet. We
have implemented and used some of the communication primitives of the Ox-

900x900
1200x1200
1500x1500











 1800x1800

2 4 6 8
0

20

40

60

80

100

120

140

No. Processors

M
in

ut
es

(a) Running times.

900x900
1200x1200
1500x1500










 1800x1800

2 4 6 8

2

4

6

8

10

No. Processors

Sp
ee

du
p

(b) Speedups.

Fig. 5. Matrix product results on a Beowulf cluster
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Fig. 7. String alignment results on the InteGrade grid

ford BSPLib such as bsp put() and bsp get(). The number of processors used is
always a perfect square (1, 4, 9, etc),

Figure 5 shows the results obtained on the Beowulf cluster, for 50 matrix
products of sizes 900 × 900 to 1800 × 1800. The super-linear behavior on some
of the speedup curves can be explained by the more efficient use of cache in the
parallel program. The speedups start to decrease for large matrix sizes, when the
communication costs start to dominate in relation to the overall computation
time. Figure 6 shows the matrix product results on the InteGrade grid of desktop
computers. Figure 7 show the results for the string alignment algorithm, also run
on the InteGrade grid.
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5 Conclusion

We propose to use the dependence transformation method, to generate par-
allel algorithms for cluster or grid computing, after some suitable adaptation.
It should be observed that the method is general. In fact we have used this
method to derive parallel algorithms for other problems, such as convolution,
and transitive closure. All these algorithms share the desirable property of lo-
cal communication with a few other processors, with no global communication.
TCP/IP connection start-up is heavy. Thus an important issue to be addressed
is the reuse of connections
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Abstract. Grid technologies have emerged to enable large-scale flexi-
ble resource sharing among virtual organizations. Resource location of
next generation grid systems needs to be fully decentralized, more im-
portantly, be survivable and adaptive to uncertain factors in grid envi-
ronments. This paper applies the concepts and principles of relationship
networks in human society to design a dynamic location approach. The
simulation results have proved that our approach can: form relationship
clusters to improve the location performance effectively; well adapt to dif-
ferent resource distributions and user request patterns; and survive from
the changes of dynamic environments such as partial failure of agents.

1 Introduction

Grid systems have evolved over nearly a decade to enable large-scale flexible
resource sharing among dynamic virtual organizations (VOs) [1]. The next gen-
eration grid systems [2] will exist in an unstable environment (where a large
number of nodes join and leave the grids frequently). When this happens, new
services that can survive and adapt to a user’s environment have to be developed.

Resource location means that given a description of desired resources, a lo-
cation mechanism can return a set of contact addresses of resources that match
the description in a wide-area grid environment. As a critical activity in grid sys-
tems, it inevitably faces the challenges brought by next generation grid systems.
It needs to be fully decentralized, more importantly, be survivable and adap-
tive to uncertain factors (such as different resource distribution and variable
user request patterns) in grid environments. Unfortunately, existing grid loca-
tion technologies such as Globus’s MDS have not addressed the survivability and
adaptability of dynamic location. So, it is valuable for us to look at the location
approach in other fields. In the real life, it is a natural way for us to depend on
our relationship networks for finding relevant information: our acquaintances,
our acquaintances’ acquaintances, and so on. These relationship entities and re-
lationships among them can provide a fully decentralized, naturally adaptive
and effective way to gather and disseminate the resource information.

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 517–525, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Inspired by this, we study an approach that places the intelligence on the grid
entities, enabling the users to locate desirable resources based on relationship
networks. The work in this paper is the further results of our previous research
[3], which viewed a grid as interacting agents and applied some key mechanisms of
natural ecosystems to build a grid middleware named Ecological Network-based
Grid Middleware (ENGM). The rest of this paper is organized as follows. Based
on ENGM platform, Section 2 presents a basic framework for resource location.
Relationship networks-based location mechanism is demonstrated in Section 3,
which is followed by a simulation and corresponding analysis in Section 4. Section
5 briefly describes related work in P2P field and concludes our efforts.

2 A Wide-Area Resource Location Framework

2.1 Design of Ecological Network-Based Grid Middleware

From the bottom up, the architecture of ENGM system is presented as three-
layers: Heterogeneous and Distributed Resources layer, ENGM layer, and Grid
Applications for VOs layer. (1) Heterogeneous and Distributed Resources con-
sist of different types of resources available from multiple service providers dis-
tributed in grids. Via a java virtual machine, an ENGM platform can run on a
heterogeneous distributed system that established in a network node. (2) ENGM
provides the services support a common set of applications in distributed net-
work environments. It is made up by ENGM functional modules, ENGM core
services, grid agent survivable environment, and emergent grid common service.
(a) ENGM functional modules deal with the management of networks and sys-
tems. (b) ENGM core services layer provides a set of general-purpose runtime
services that are frequently used by agents such as niche sensing service. (c) Grid
agent survivable environment is runtime environment for deploying and execut-
ing agents that are characterized by high demand for computing, storage and
network bandwidth requirements. (d) Emergent grid common services are kernel
of middleware and responsible for resource allocation, information service, task
assignment, and so on. These common services are emerged from the autonomous
agents. (3) Grid Applications for VOs use developing kits and organize certain
agents and common services automatically for special purpose applications.

2.2 Framework for Resource Location

Every grid resource supplier maybe has one or more servers that store and pro-
vide access to their resources. We regard these servers as nodes. An ENGM
platform-based wide-area framework is set up on these nodes. Furthermore, some
nodes can form a niche that refers to a logically defined area where agents can
learn their surrounding environment. For instance, an agent may sense which
agents are in the niche, what services they perform, and which resources it can
access. Here, a niche can be regarded as a VO.

Agents in the framework fall into two categories: grid user agents (GUAs)
and grid service agents (GSAs). A GUA represents a kind of user tasks. GSAs



Relationship Networks as a Survivable and Adaptive Mechanism 519

are used to comprise the main components of ENGM, such as grid informa-
tion service agent (GISA). Agents are represented on their unit functions. Ev-
ery unit function is defined as a metadata structure that enables collaboration
among agents. The metadata of an agent consists of agentID (a global unique
identifier of an agent), agentAddress (location of this agent), serviceType (ser-
vice type of this agent), serviceDescription (description of service information),
and relationshipDescription (information about its acquaintances, agents know
each other are called acquaintances). Besides basic information of its acquain-
tances, relationshipDescription of an agent still consists TrustCredit (indication
of reliability to acquaintance) and collaborationRecord (collaboration history
records).

A GUA makes search instructions from a user into request messages and
send them to GISA in local niche. The GISA responds with the matched re-
source descriptions if it has them locally, otherwise it forwards the requests to
another GISA outside the niche until the request hit returns or request time
exhausts. Note that there is only one GISA in a niche. Each GISA only knows
about a subset of all GISAs, then it can select one to forward, and the selected
one delivers the request to one of its acquaintances, and so on. Broadcast-type
search strategies will lead to high bandwidth cost, scalability problem and con-
gestion constraints. Instead of broadcasting a request to a large fraction of the
network, a request is only passed onto one node at each step in our frame-
work.

3 A Relationship Network-Based Location Approach

A three-phased location approach based on relationship networks is given out as
follows: GISA relationship construction, request processing strategy and trust-
based reconstruction of relationship. GISA relationship construction is respon-
sible for collecting and updating information about the currently participating
GISAs and for the forming relationship networks. Request processing strategy
performs the search itself. Trust-based reconstruction of relationship makes the
necessary preparations for a more efficient search.

1. GISA relationship construction. A GISA joins the grid by contacting a
member GISA. Contact addresses of member GISA can be learned through
sensing mechanism integrated in ENGM [3]. Once a nearby GISA is found, a
relationship can be established. GISAs can be aware of their acquaintances and
update the relationships of changed GISA.

2. Request processing strategy. A GUA receives a search instruction sent by a
grid user in local niche, and then it creates a request message. A request message
contains the message ID, information on request originator and the forwarder,
a set of parameters to specify target resource attributes and a set of weights to
describe the importance degree of each request resource attribute. When a GISA
receive a request message, it first examines the message ID to check whether it
has seen the message in the past. If has, it discards the message. Otherwise, it
evaluates the request by its resource matching model and request forwarding
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model. Then, the GISA decides to respond the request with its local resource,
forward the request to its acquaintances, or reject the request. A GISA can both
respond the request and forward the search request. Next, we give out resource
matching model and request forwarding model as follows. The parameters used
to describe the target resources are defined as the form of vector space. Grid
resources provided in a peer are modeled as an attribute vector. The resources
in the request message are also modeled as an attribute vector.

(a) Resource matching model: Given a request vector R = 〈r1, r2, . . . , rn〉, a

weight vector W = 〈w1, w2, . . . , wn〉(where
n∑

t=1
wt = 1) that indicates the impor-

tance degree of each request attribute about R , and a grid resource vector G =
〈g1, g2, . . . , gn〉, the matching strength between and is defined as:MSvec(R,W,G)

=
n∑

t=1
MSsin(rt, gt) ·wt. If gt satisfies rt, MSsin(rt, gt) = 1.Otherwise,MSsin(rt,

gt) = 0 . For example, a single request attribute value rt represents more than
128 MB of available memory and a single resource attribute value gt stands for
256 MB of available memory. So, we have MSsin(rt, gt) = 1. In addition, the
request originator will specify a threshold for resource matching denoted as ωi

(0 ≤ ωi ≤ 1). If MSvec(R,W,G) ≥ ωi, there is a matching between R and G.
(b) Request forwarding model: Assume that Ai is an any GISA and Aij

is its
one of acquaintances. The forwarding strength that Ai imposes on Aij

is relative
to trustCredit and collaborationRecord. The optimal matching strength on re-
quests in collaborationRecord is defined as MSopt(R,W,Rk

ij
) =

m
max
k=1

MSvec(R,W,

Rk
ij

) · δk
ij

, where R and W have the same meaning in resource matching model,
Rk

ij
= 〈rk1

ij
, rk2

ij
, . . . , rkn

ij
〉 is a request vector Aij

previously answered and/or for-
warded and δk

ij
is a parameter in [− 1

2 , 1] that indicates the user evaluation of lo-
cation with Rk

ij
. Given a weight η to trustCredit and collaborationRecord, the for-

warding strength that Ai imposes on Aij
that is defined as FSvec(R,W,Ai, Aij

) =
η · trusti,iij

+ (1 − η) ·MSopt(R,W,Rk
ij

), where trusti,ij
is a number between

[0, 1] that represents trustCredit value that Ai has on Aij
. If optimal forwarding

strength FSopt(R,W,Ai, Aik
) =

n
max
k=1

FSvec(R,W,Ai, Aik
) is obtained, a deci-

sion can be easily made by Ai regarding which acquaintance is more likely to
lead towards desired resources. Ai can specify a threshold for request forwarding
θi(0 ≤ θi ≤ 1 and usually θi ≤ ωi). If FSopt(R,W,Ai, Aik

) ≥ θi, Ai will for-
ward the request message. What’s more, Ai will discard the message if it neither
responses the request with its local resources nor forwards the request.

3. Trust-based reconstruction of relationship. This dynamic mechanism on
reconstruction of relationship, can contribute to resource location. It updates and
strengthens relationship networks by establishing and changing the trustCredit
values among the GISAs. Reliability is expressed through a trustCredit value
with which each GISA labels its acquaintances. On receiving a request hit, the
request originator returns a defray message including a collaboration record and
a credit that stands for user evaluation of request hit based on service defraying
model. A credit could be a reward or a penalty, which indicates the degree of
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its preference of the received request hit. This message is propagated through
the same path where the location request has been originally forwarded. When
an intermediate GISA on the path receives message, it adjusts the trustCredit
value of the relationship that has been used to forward the original location
request. trustCredit value is increased for a reward (i.e., high degree of the request
originator’s preference), and is decreased for a penalty (i.e., low degree of the
request originator’s preference). Service defraying model is given out as follows.
Given a credit γ (− 1

2 ≤ γ ≤ 1)which stands for a reward or penalty contained in
a defray message, Ai updates the trustCredit value of Aij

using following method:
if γ ≥ 0,trust+i,ij

= trust−i,ij
(1− γ2) + γ2; if γ < 0, trust+i,ij

= trust−i,ij
(2− 1

1+γ ),
where trust−i,ij

is a number in [0, 1] that represents trustCredit value which Ai

imposes on Aij
before updating. Correspondingly, trust+i,ij

is the trustCredit
value after updating. We have chosen the above method with the purpose of
remaking ratings rise slowly and fall quickly.

To evaluate the approach, a simulator is developed upon ENGM platform.
The simulation setup, results and analysis are described in next section.

4 Simulation Study

4.1 Simulation Setup

1. Initial relationship network topology. Define that a cycle starts from a request
message sent by a GISA and ends till all the relevant messages disappear in the
system, and 100 cycles is a generation in the simulation. We adopt the generation
method of network topology proposed in [4] to establish relationship networks,
whose nodes are GISAs and whose edges connect pairs of GISAs those know each
other. The generated topology follows power law. It is pointed out emphatically
that the statistic results from domain level and router level also follow above
power law rule, and GISAs just play their roles on these two levels.

2. Resource distribution. Two involved thresholds, θ1 and ωi are predefined
as fixed values. We make a set of common resources (contains 20000 different
resource vectors) and a set of new-type resources (contains 2000 different resource
vectors that are completely different from common resources). We experiment on
two strategies. (a) Balanced distribution strategy: initially each GISA provides
3-5 resource vectors, which are randomly picked out from the common resource
set. (b) Unbalanced distribution strategy: a few number of GISAs provide most
of the resource vectors from common resource set, while the large number of
GISAs share the small part of the resources.

3. User requests and user evaluation. Requests are initiated at a fixed per-
centage of randomly selected GISAs and contain resource vectors. The resource
attributes of each request have the same weight. Two user request patterns are
studied: (a) unbiased user request scenario (requesting all the vectors randomly)
and (b) biased user request scenario (using a great probability to request a small
part of and special vectors available in the simulation network). We randomly
assign a fixed threshold to each GISA for indicating the satisfaction level of a
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request originator. On receiving a request hit, the request originator will exam-
ine the match degree of responded resources. If the matched result is no greater
than the threshold, the originator returns the rate message with a credit 0.1 to
resource responder; otherwise, the credit will be -0.1. The GISAs in the credit-
propagated chain will be given the same credit.

4.2 Simulation Results and Analysis

The simulation evaluates the survivability and adaptability from 3 aspects: re-
source distributions, user request patterns, and the reliability of GISAs. Also, we
have a discussion of the performance distinctions affected by different η (0, 0.25,
0.5, 0.75, 1). Considering the randomness, we repeat the experiments multiple
times. The results given out are average values of measurements.

A. Effects of Resource Distribution. Fig. 1 shows the performance re-
sults with different η in balanced and unbalanced resource environments. At the
beginning of simulation, relationships are random, and location performs poorly.
Many hops need to be visited to hit the target GISA. As more simulation cycles
elapse, GISA gradually obtain many relationships similar to themselves, lead-
ing to improved performance in location process. We find that such improve-
ment results from the clustering of vector-matched GISAs. The clusters have
not formed in the process of random forwarding simulation, and the location
will go aimlessly till it meets the matched GISA. So the random forwarding has
the lowest efficiency, though it has lowest cost (no need to store any information
in GISAs). The comparison between the results has proved that our approach
can form clusters and improve the location performance adaptively.The condi-
tion with η = 1(locate totally according to trustCredit value) takes the minimum
overhead costs, but it is with the lowest location efficiency in this scheme. While
η = 0 (locate totally according to collaborationRecord), it is with the highest
location efficiency, but not greater consumption. In unbalanced environments,
the efficiency of the trustCredit-based location (with minor value of η) is much
better than that in balanced environments. When a few number of GISAs hold
most of the resources and so have rather more relationships, it is easier for them
to form clusters. Compared to in a balanced environment, in a highly unbalanced
environment, a GISA that had already responded some requests is more likely
to have answers to other requests as well.

B. Influence of User Request Scenario. Comparing Fig. 1 with Fig. 2,
we can see that, as a whole, the performance of our approach is better within
biased request scenario than unbiased request scenario. Especially, the perfor-
mance with η = 1 has evidently been improved, which means that location fully
according to trustCredit value can adaptive to the relationship networks very well
and can better support the special user request scenario. It shows very good ef-
ficiency in the unbalanced environments, response latency in this environment
is almost half of that in the balanced environments. Similarly, in the unbalanced
environments, the performance has been improved comparing to the balanced
environments as η equals 0.75, 0.5 and 0.25. Relative to the unbalanced envi-
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Fig. 1. Average number of hops per request as a function of simulation time, within
unbiased user request scenario and 5000 GISAs, for two resource distribution(Left:
balanced. Right: unbalanced)

ronments, when η = 0, the performance is better in the balanced environments,
which demonstrates that the fair distribution of information can help to find a
useful GISA as there is no relevant previous information of the current request.

C. Reliability of GISAs. We adopt the same simulation setup as the right
of Fig. 2 (unbalanced and biased) to conduct a comparison when the GISAs are

Fig. 2. Average number of hops per request as a function of simulation time, within
biased user request scenario and 5000 GISAs in two environments(Left: balanced. Right:
unbalanced)
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not always available. At each generation, we chose 1% of GISAs randomly in
the simulation and set them unavailable for location. The concept of difference

D = Nunreliable
hop −Nreliable

hop

Nreliable
hop

is defined as a measure of the adaptability to unreliable

GISAs, where Nreliable
hop and Nunreliable

hop are respectively the average number of
hops per request for a certain number of GISAs in a static (all reliable) and
dynamic scenario. The performance is compared between these two scenarios to
determine how the approach is impacted by the unreliable GISAs. The average

differences (equals to 1
N

N∑
i=1

D, where N = 5 stands for 5 experiment points on

the number of GISAs) with each η (η = 0, 0.25, 0.5, 0.75, 1) for all the numbers of
GISAs are respectively 0.0373, 0.039, 0.0403, 0.0302, and 0.0429. Each average
difference is very small, which suggests that the approach could be survivable to
unreliable GISAs.

5 Related Work and Conclusions

Peer-to-peer technology are a very popular technology to deal with highly vari-
able distributed environment. A distributed search approach in Gnutella is broad-
casting a request to all peers in an unreasonable manner. CAN, Chord, and
Pastry build distributed hashing structures that provide good scalability and
search performance. However, the routing table in them for each node is fixed
and thus the network is not reconfigurable. The location mechanism of Freenet
is based on usage patterns, which make the popular files closer to users, while
discard eventually the least popular files. Our design also proceed from this user-
centered intention. However, it does not view that unpopular data is unimportant
data.

This paper applies the concepts of relationship networks to design a dy-
namic location approach. The performance comparison between the approach
and a random forwarding has proved that our approach can form relationship
clusters and improve the location performance. The simulation results demon-
strate the approach can well adapt and survive to different resource distribu-
tions, user request patterns, even the partial failure of GISAs. We also give
out the performance distinctions of different η to help users better understand
the tradeoffs between overhead costs and performance, and chose the preferable
parameter.
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Abstract. Increasing complexity of distributed applications and com-
modity of resources through grids are making harder the task of deploy-
ing those applications. There is a clear need for a versatile deployment
of distributed applications. In the same time, a security architecture
must be able to cope with large variations in application deployment:
from intra-domain to multiple domains, going over private, to virtually-
private, to public networks. As a consequence, the security should not
be tied up in the application code, but rather easily configurable in a
flexible and abstract manner. To cope with those issues, we propose a
high-level and declarative security framework for object-oriented Grid
applications. This article presents the transparent deployment-based se-
curity we have developed. In a rather abstract manner, it allows one to
set security policies on various security entities (domain, runtime, nodes,
objects) in a way that is compatible with security needs according to a
given deployment.

1 Introduction

This paper aims at introducing our security framework designed for distributed
applications and optimized for grid infrastructure. We focus here on the trans-
parent and deployment-based security part. It allows the secure deployment
and the secure execution of security unaware distributed applications. Writing
security policies for an application deployed within at least two different ad-
ministrative domains is a challenge and leads to ad-hoc security solutions. Grid
computation makes this challenge harder to overcome. The dynamic nature of
grid resources enforces the use of a security framework that can be easily adapted
to dynamically acquired resources. From one execution to the other, acquired
resources could change due to concurrent access to the grid by external applica-
tions or node failures. Regarding this aspect, security features should be easily
configurable and adaptable. There is also a strong need of security from users,
but writing security-enabled program is often difficult and painful. Rather than
letting programmers write security-related code and handle security concepts,
we advocate that a middleware should provide an easy way to use security fea-
tures. Our approach goes further and introduces a transparent security model
for distributed applications. Our security framework focuses on authentication
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of users and processes; it supports user-to-process, process-to-user, process-to-
process authentication. We provide authentication solutions that allow users,
user’s processes, and the resources used by those processes to verify each other’s
identity and to communicate securely. We assume that processes are running on
a trusted environment, our framework is not intended to protect objects from
malicious runtimes but applications from each other and network attacks.

The security model discussed in this paper is implemented on ProActive [1,
2]. Section 2 introduces ProActive and its descriptor-based deployment model.
Section 3 introduces the security model associated to the deployment model.
Section 4 presents the declarative language we created to store and express
security rules. Then, section 5 gives some implementation details and section
6 presents some benchmarks. Section 7 compares with related work. Finally,
section 8 concludes and presents future extensions.

2 The ProActive Middleware

ProActive is a LGPL Java library for concurrent, distributed and mobile comput-
ing. With a reduced set of simple primitives, ProActive provides a comprehensive
API allowing to simplify the programming of applications that are distributed
on Local Area Network, on clusters or on grids.

2.1 Base Model

A distributed application built using ProActive is composed of a number of
medium-grained entities called active objects. Given a standard Java object,
ProActive allows to transparently add behaviours to this java object. These
transparent behaviours are, for example, location transparency, activity trans-
parency or mobility. Each active object has one distinguished element, the root,
which is the only entry point to the active object. It also contains a connected
graph of standard java objects called passive objects. References are only possi-
ble onto root object and not onto passive objects. There is no sharing of passive
objects. Each active object has its own thread of control.

2.2 Descriptor-Based Mapping and Deployment

Another extra service provided by ProActive is the capability to remotely create
remotely accessible objects. For that reason, there is a need to identify Run-
times, and to provide them some services. A Runtime is a remotely accessible
java object which offers a set of services needed by ProActive to access remote
Java Virtual Machine. Offered services are the creation of local nodes, the cre-
ation of another VM (local or remote) and the creation of a local active ob-
ject within an existing local node. At any time, a runtime hosts one or several
nodes. A Node is an object defined in ProActive which gathers several active
objects in a logical entity. Remote objects are identified by an URL, for ex-
ample rmi://lo.inria.fr/Node1 identifies a node. However, the first step towards
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seamless deployment is to abstract away from hardware and software details as
node or runtime URLs. To abstract away the underlying execution plate-form,
and to allow a source-independent deployment, ProActive provides the following
elements:

– Virtual Nodes: an abstraction of the distributed resources,
– XML Descriptors: a way to define the logical entities the application needs

to run, the computing resources available and the mapping of those logi-
cal entities onto those hardware resources (i.e. real machines, using actual
creation, registry, and lookup protocols).

Virtual Nodes (VNs) are identified as a name (a simple string) in the program
source. They are defined and configured in the XML descriptor file. After acti-
vation, a VN is mapped to one or to a set of actual ProActive Nodes. Of course,
distributed entities (active objects) are created on Nodes, not on Virtual Nodes.
From application point of view, there is no notion of local or remote objects
or remote runtimes, nor how the underlying architecture has been set up. As
a consequence, applications cannot know if some security risks exist when an
interaction is performed. The rest of the article presents our security model and
how it ensures a secure seamless deployment and a secure application execution.

3 Generic Security Infrastructure Model

ProActive is used to deploy distributed applications as if they were deployed
onto a big virtual computer. First, the underlying deployment mechanism starts
or acquires remote or local execution places (runtimes or nodes). Then, once
the deployment is over, the real program can be started. All these steps involve
many different security features such as remote creation of node, of activities,
method calls, etc. The first item, prior to seeing how the security infrastructure
works, we have to solve is how to identify participating entities.

3.1 Security Entity Model

A Security Entity is an object which contains a wrapped object onto which it
enforces a security policy (see figure 1). The wrapped object is seen as a black
box. The security entity does not interact with its wrapped object internal code
to handle security features. This allows to secure all kind of java objects even if
the object has been loaded using Java Native Interface (JNI). The security entity
is able to intercept incoming and outgoing calls thanks to the use of the proxy
pattern. For each intercepted call, it performs needed security checks onto that
call. Each Security Entity is uniquely identified by an EntityID which is, actu-
ally, a PKI certificate. Access control, communication privacy and integrity and
specific ProActive features like migration or group communication are defined
in Access Control Lists (ACLs) using our security language (see section 4). It is
worth mentioning that, as no assumption is done onto the wrapped object, it can
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Fig. 1. A Security Entity

also be a security entity. This is an important point that allows an hierarchical
organization of security entities.

3.2 Hierarchical Security Entities

A ProActive application is composed of several objects: runtimes, nodes and
active objects. These objects are remotely accessible and must be secured. The
ProActive infrastructure implies an ordered structure (see figure 2): runtimes
contain nodes which contain active objects. This hierarchy is used to structure
and to define our security hierarchy. Each part of this structure belongs to a
specific security level. When a Security Entity is involved in an interaction with

Fig. 2. Hierarchical Security Entities

an other, prior to performing the interaction, the Security Entity checks if this
interaction is authorized by checking its owns security policy and by retrieving
security rules from its wrapping security entities.

3.3 Domain Level Security

Domains are a standard way to structure (virtual) organizations involved in
a Grid infrastructure. A Security Domain represents a distinct scope, within
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which common security needs are exhibited and common security rules observed.
As a Security Domain is a Security Entity, it is possible to define fine grain
and declarative security policies at the level of Domains. It allows organizations
(companies, research labs, . . . ) to specify general security policies onto their
resources. Domains are intended to be set by grid administrators.

3.4 Provider Level Security

A resource Provider is an individual, a research institute or an organization
offering some resources under a certain security policy to a restricted set of
users. A resource provider can set up a runtime with its own policy where clients
will be able to perform computation. ProActive runtimes have been extended in
order to become Security Entities. Alternatively, ProActive runtimes are directly
deployed and set up by Grid users using deployment descriptors.

3.5 Application Level Security

Virtual Nodes are application abstractions, and nodes are only a run-time en-
tity resulting from the deployment. A decisive feature allows one to define
application-level security on those application-level abstractions. Application Se-
curity policies can contain references on virtual nodes used within the application
source code. One can express which security attributes a communication between
two Virtual Nodes requires. At execution, that security will be imposed on the
Nodes resulting from the mapping of Virtual Nodes to runtimes.
Security policies are stored within an XML file, like the deployment descriptor.
When a user want to start an application, he writes the deployment descriptor
according to the deployment scenario he needs. He writes the security policies
file and references this security policies file in the descriptor file.

4 Declarative Grid Security Language

The general syntax to provide security rules is the following1:

Entities -> Entities: Interaction # [SecurityAttributes]

An entity is a security entity onto which one want to define a policy rule. As
an interaction always involves two entities, the first Entities part describes the
entity which starts the interaction, the second one, the entity which receives the
interaction. In order to express fine security rules, the entities part can be a set
of entities. So, it is possible to specify that : (1) if the active object which starts
the interaction belongs to Virtual Node A and if this Virtual Node is located
within Domain D; (2) and the targeted active object belongs to Virtual Node
B, then the communication must ciphered.

1 For simplicity reasons, XML syntax has been removed
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Interaction is a list of actions (communication, migration, creation of run-
times, nodes, active objects). Finally, security attributes specify how, if autho-
rized, those interactions have to be achieved in terms of authentication, integrity
and confidentiality. Each attribute can be required, optional or denied. This helps
the security mechanism to compute a result security policy according to the se-
curity attributes computation algorithm (see section 5).

Our language also accepts joker rules. They are important to cover all cases,
to specify default behaviors, and to provide a conservative security strategy for
un-forecasted deployments.

In order to provide a flavor of the system, we consider the following example.

Domain[inria.fr] -> Domain[ll.cnrs.fr] : Q,P # [+A,+I,?C]

The rule specifies that between the domain inria.fr (identified by a specific cer-
tificate) and the parallel machine ll.cnrs.fr, all communications (reQuests, and
rePlies) are authorized, they are done with authentication and integrity, confi-
dentiality being accepted but not required.

5 Adaptative Security Policies

As we are in a distributed world, without a global administrator to handle all
security policies, a given interaction could involve many security policies. The
following protocol is used by security entities to compute a final security rule
for a given interaction using all matching security policies. Indeed, the final
policies being used are both dynamically computed, and possibly change during
computation time.

1. The object acting as a client performs a method call onto the object acting
as server.
(a) The security entity intercepts the method call. The security mechanism

contacts the callee security entity and requests callee entity location
informations (callee security entity + encapsulating entities).

(b) The client security entity collects all location informations. Once it has all
location informations about caller and callee, it can retrieve all security
rules matching to the interaction between callee and caller on the caller
side.

(c) The caller’s security entity computes all matching rules to obtain a result
rule and sends it to the callee security entity.

2. Callee security entity receives the requested policy rule by the caller security
entity. The callee security entity :
(a) retrieves all rules that match the requested interaction, computes them

to find the result rule.
(b) compares the rule requested by caller security entity with the locally com-

puted rule. If they do not match, the interaction stops and the callee’s
security entity returns an exception to caller’s security entity. Otherwise,
an object matching that session is created and will be used to perform
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all security related actions needed for this specific interaction. If needed,
the caller generates a session key.

(c) gets back to the callee security informations (Session ID, cyphered session
key, computed rule).

3. The caller security entity checks that the returned policy rule matches its
local policy, then creates a local session object. The method call is given to
the Session object. The Session object performs security actions requested by
the exchanged policy rule and gives the secured method call to the underlying
transport layer.

6 Benchmarks

To perform benchmarks, we choose the Jacobi iterations, an algorithm to solve a
linear matrix equation. It performs local computations and communications to
exchange data. Benchmarks are executed on 5 Pentium IV@3.2Ghz, 1Go(DDR),
512 Kb L2 cache, Linux (2.4.22) computers interconnected by a 100Mb/s net-
work. Java VM is Sun JVM 1.4.2. These computers are simultaneously used by
their users. When activated, security policy requires that all interactions (com-
munications and also deployment) are ciphered and authenticated. The left figure
represents the average duration, in milliseconds, of a Jacobi iteration depending
on the data. The right figure presents the duration of matrix initialization (data
transfer) at the computation initialization step depending on the data. Bench-
marks show that as soon as the size of computed data begins to grow the ratio
of the overhead induced by the security strongly decreases, from 1.8 to 1.15.

7 Related Work

The .NET [3] framework provides security features allowing protection of a host
against malicious code. Security system is based on user- and code-identity us-
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ing public/private keys, hash functions, digital signatures and security policies.
There are four policy levels Enterprise, Machine, User and Application Do-
main. ProActive security levels are not restricted. Note that ProActive does
not use code identity. Legion [4] encapsulates functionalities as objects and pro-
vide mechanisms for their location, migration, etc. Legion objects interact via
remote method invocations and the main security objectives are authenticating
the communicating parties, protecting traffic, enforcing access control, delegat-
ing rights and enforcing site-specific security concerns. Unlike ProActive, Legion
does not support a hierarchical management of security policies. The Globus
system relies on the Globus Security Infrastructure (GSI) [5] that supports, in-
tegrates and unifies popular security models. It supports an inter-domain and
intra-domain security interoperability. The notion of virtual organization is de-
fined as a set of individuals and/or institutions sharing resources and services
under a set of rules and policies governing the extent and conditions for that
sharing. ProActive is able to interact with GSI, it also goes further by proposing
a dynamic and adaptive security which takes account computation mobility.

8 Conclusion

We have proposed a decentralized, declarative security mechanism for distributed
systems that features interoperability with local policies, dynamically negotiated
security policies, and multi-users systems. The use of a logical representation of
the application (Virtual Nodes) allows to have a security policy adaptable to the
deployment, a crucial feature for Grid applications. The security mechanism al-
lows to express all security-related configurations within domain policy files, and
application deployment descriptor, outside the source code of the application.

As a very short term perspective, the implementation of group communica-
tion security is in the process of being finalized; a single session key being used
for all group members. This work is an attempt to contribute to the construction
of flexible solutions that are very much needed for Grid deployment.
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Abstract. Grid benchmarking for improved computational resource se-
lection can shed a light for improving the performance of computationally
intensive applications. In this paper we report on a number of experi-
ments with a biomedical parallel application to investigate the levels
of performance offered by hardware resources distributed across a pan-
European computational Grid network. We provide a number of per-
formance measurements based on the iteration time per processor and
communication delay between processors, for a blood flow simulation
benchmark based on the lattice Boltzmann method. We have found that
the performance results obtained from real application benchmarking
are much more useful for running our biomedical application on a highly
distributed grid infrastructure than the regular resource information pro-
vided by standard Grid information services to resource brokers.

1 Introduction

Resource selection in Grid environments is a crucial problem. Regardless of who
performs the resource selection, be it users or automated systems (i.e. sched-
ulers or resource brokers), the decision makers are faced with the difficult task
of matching/mapping jobs to resources. Previous work on the specification of
resources and services in complex heterogeneous computing systems and meta-
computing environments in general [1] and, particularly, in grid environments,
[2], has led to a better understanding of the issues. Nevertheless, the evolution
of Grid architectures has underlined the need for addressing application-specific
characterization of the resources available. Grid benchmarking, or the charac-
terization of Grid computational resources for improving resource selection, can
be used to help improving the performance of computationally intensive parallel
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applications by enhacing the resource selection process. Our application for pre-
operative support, a blood-flow simulation solver, is an implementation of the
lattice Boltzmann method, a mesoscopic approach for simulating fluid flow based
on the kinetic Boltzmann equation. The problem statement is straight-forward:
how can we find the best resources to run the application at hand? Additionally,
since the application is often run in multiple instaces using parameterised runs, it
would be desirable to have acces to information that would help better schedule
these jobs. In this article we discuss our results after performing a number of ex-
periments to investigate the levels of performance offered by hardware resources
distributed across the CrossGrid European computational Grid. We show how
we can rank resources based on a benchmark derived from the blood-flow simula-
tion kernel. In the remainder of this article, Section 2 describes the parallel solver
we use as a benchmark in more detail. Section 3 lays out some specifications of
the experimentation testbed used, the CrosGrid tesbed. In Section 4 we provide
a short description of the GridBench framework which we used to perform our
benchmarking experiments. In Section 5 we discuss some of the issues related to
benchmarking on the Grid, particularly in light of resource characterization and
ranking based on kernel performance, and offer our results. Finally, in Section 6
we briefly discuss our conclusions and relevant future work.

2 Non-invasive Vascular Reconstruction

For our benchmarking experiments we use a parallel solver from the Virtual
Radiology Explorer (VRE) Grid-based Problem Solving Environment (PSE), a
type of integrative collaborative environment [3] that includes simulation, in-
teraction, and visualization components for pre-treatment planning in vascular
interventional and surgical procedures. This PSE was developed by the Uni-
versity of Amsterdam and deployed within the European Crossgrid project [4].
The deployment of the interactive VRE system within Crossgrid resulted in a
pan-European experimental PSE using resources from across Europe, exploiting
available achievements from other European Grid projects such as European
DataGrid1 and the Large Hadron Collider Computing Grid2. We lay out a base
architecture for PSEs using the Grid as a medium, with a validated case study in
vascular reconstruction. For additional background, motivation, and the latest
Grid-based results, see [6]. The VRE contains an efficient parallel computational
hemodynamics solver [7] that computes pressure, velocities, and shear stresses
during a full systolic cycle. The simulator is based on the Lattice-Boltzmann
method (LBM), a mesoscopic approach for simulating fluid flow based on the
kinetic Boltzmann equation [8]. The data used as input for the VRE can be
obtained from several imaging techniques used to detect vascular disorders. For
instance, 3D data acquired by Computed Tomography or Magnetic Resonance

1 http://www.eu-datagrid.org
2 http://lcg.web.cern.ch/LCG/Documents/default.htm
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Fig. 1. Segmented medical data from the abdominal aorta, accesible via Grid Storage
Elements functioning as medical repositories

Imaging, or particularly Magnetic Resonance Angiography for imaging blood
vessels that contain flowing blood. To convert the medical scans into meshes our
solver can work with, the raw medical data is first segmented so that only the
arterial structures of interest remain in the data set (Figure 1).

Measurements are important for diagnoses. Clinical decision-making relies
on evaluation of the vessels in terms of the degree of narrowing for stenosis and
dilatation (increase over normal arterial diameter) for aneurysm. The selection
of a bypass (its shape, length, and diameter) depends on sizes and geometry of
an artery.

3 The CrossGrid Experimental Testbed

The CrossGrid distributed testbed3 shares resources across 16 European sites.
The sites range from relatively small computing facilities in universities, to large
computing centers, offering an ideal mixture to test the possibilities of an exper-
imental Grid framework. National research networks and the high-performance
European network, Geant4, assure interconnectivity between all sites. The net-
work includes a local step, typically inside a University or Research Center, via
Fast or Gigabit Ethernet, a jump via a national network provider at speeds
that will range from 34 Mbit/s to 622 Mbit/s or even Gigabit, to the national
node, and a link to the Geant network at 155 Mbit/s to 2.5 Gbit/s. Our ex-
periments were conducted on the CrossGrid testbed, following the basic LCG-2
architecture. In this architecture, a Grid VO is made up of a set of geographi-
cally distributed sites (computer clusters) containing computational or storage
resources. Each site contains a Computing Element, which manages a set of
Worker Nodes. A site may also contain a Storage Element, which is an interface
to mass storage.

3 http://www.eu-crossgrid.org
4 http://www.dante.net/geant/
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4 The GridBench Tool

GridBench [9] is a tool for benchmarking Grids. It consists of a framework con-
taining a set of tools that aim to facilitate the characterization of Grid nodes or
collections of Grid resources. The framework has two main objectives: to gen-
erate metrics that characterize the performance capacity of resources belonging
to a Virtual Organization (VO), and to provide a tool for researchers that wish
to investigate various aspects of Grid performance using well-understood kernels
that are representative of more complex applications deployed on the Grid. In
order to perform benchmarking measurements in an organized and flexible way,
GridBench provides a means for running benchmarks on Grid environments as
well as collecting, archiving, and publishing the results. The framework allows
for convenient integration of new and existing benchmarks into the suite, as
well as the customization of existing benchmarks through parameters. We have
used the tool to perform our biomedical application benchmarking experiments
(Figure 2).

(a) (b)

Fig. 2. GridBench: 2(a) shows the main components and services of the GridBench
software architecture. 2(b) shows the GridBench GUI, used for defining and executing
benchmarks, and browsing and analyzing results

5 Results and Discussion

Our application benchmark, the BStream kernel, is part of an interactive Grid
application that involves processing of 3D data, which makes it computationally
expensive. Shown here is the computationally intensive part of the application,
which uses the Message Passing Interface (MPI) for parallelization. This code
was instrumented to measure elapsed time for each iteration as well as the time
spent on MPI communication, and integrated into GridBench5. As a dataset
we used different sample files that represent our normal workload, from simple
tube-like artery structures to aorta segments containing bifurcartions.

5 The charts presented in this section were automatically generated using the Grid-
Bench Graphic User Interface.



538 A. Tirado-Ramos et al.

5.1 Resource Comparison

Figure 3(a) shows the measured iteration times of the BStream kernel on 13 sites
available in our testbed. In each case, the same workload was applied by using
identical input data and parameters. Figure 3(a) shows the results obtained by
using 2 CPUs in each measurement. For the 2 CPU measurements, using 2 CPUs
on the same Worker Node was preferred over using two CPUs on two different
Worker-Nodes. This is important, since it was found that this would seriously
impact performance of this kernel (Figure 5). Resources cluster.ui.sav.sk and
loki01.ific.uv.es employ single-CPU nodes while the majority of site employ dual-
CPU Worker Nodes. In Figure 3(a) (as well as the rest of the charts in Figure 3)
we observe that iteration times remain fairly constant throughout the duration
of the computation. For our experiments, we have set the application kernel
to run for 800 iterations, so it can be seen that right before the end of each
run (at around 760 to 780 iterations) a jump in performance of about 30%
larger time per iteration values is experienced in all nodes. This is mainly due
to the design of the current version of the kernel, where the first processor that

(a) (b)

(c) (d)

Fig. 3. The performance of the kernel at a set of sites using 2, 4, 8 and 12 CPU’s
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(a) (b)

(c) (d)

Fig. 4. Scalability as it is measured at four sites. Lower iteration times are better

started running gathers data from all other processors before producing the final
output6. Nevertheless, iteration times remain relatively invariant regardless of

6 The new version of the BStream kernel, which is work in progress at the time of
writing this paper, has a different design that addresses this issue.
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the number of iterations. For this reason it is reasonable to assume that short
run-time experiments (using a small number of iterations) are representative of
our real-life experiments, in which we use larger iteration counts.

Figures 3(b), 3(c) and 3(d) show the performance of the kernel at a set of
sites using 4, 8 and 12 CPUs respectively. Generally we observe a “downward”
trend indicating that the code is somewhat scalable, i.e. using a larger number
of cpus at a given site will yield a faster run-time, but more on scalability will
be given in the next sub-section.

5.2 Scalability

Figure 4 shows the scalability of the kernel as it is measured at four
sites: cgce.ifca.org.es (up to 12 CPUs), cluster.ui.sav.sk (up to 12 CPUs),
xgrid.icm.edu.pl (up to 8 CPUs) and zeus24.cyf-kr.edu.pl (up to 8 CPUs). It
is quite interesting to observe that the different sites display a different scalabil-
ity. For example, in Figure 4(a) the runtime is reduced to less than 30% when
going from 2 CPUs to 8 CPUs, while in Figure 4(b) the improvement is only just
under 50%. Similarly, while in 4(a) there is approximately a 25% improvement
in runtime when going from 8 CPUs to 12 CPUs, in 4(b) there is only marginal
improvement. Scalability at each resource needs to be taken into considaration
for efficient resource selection.

(a) (b)

Fig. 5. Impact of MPI communication on runtime. 5(a) Iteration and communication
times using 2 CPUs on the same (dual) Worker Node (1x2), and 1 CPU on each of
2 Worker Nodes. 5(b) Iteration and communication times using 2 CPUs on each of 2
(dual) Worker Nodes (2x2), and 1 CPU on each of 4 Worker Nodes (4x1)

5.3 Communication Measurements

The BStream kernel uses MPI for inter-proces communication, which we compiled
using the MPICH4 device. The code is highly coupled and it is expected that the
performance of the interconnect, i.e., the LAN connecting the cluster nodes will
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Fig. 6. Completion times of the BStream kernel using different numbers of CPUs on
several resources

have a considerable impact on the performance of the kernel. To investigate this,
the BStream code was instrumented to measure the time spent in communica-
tion7. To isolate the effect of the network we ran the code using just two CPUs
on a dual-CPU Worker Node (1x2)8, using two CPUs on two different (identical)
Worker Nodes (2x1). This is shown in Figure 5(a). Figure 5(b) shows a similar
experiment using 4 CPUs. In 5(a) we observe that there is considerable difference
in communication performance which also impacts the time per iteration. On the
other hand, in 5(b) we observe no significant difference when running in either
mode, since the network is used is both cases (both in 2x2 and in 4x1).

5.4 Decision-Making

Figure 6 conveys a lot of usefull information since it provides a ranking of run-
times on all of the resources available. This ranking could be used directly in

7 The impact of the instrumentation was measured and was found to be insignificant.
8 The MPI library used was not optimized for SMP, and communication still went

through the TCP/IP stack.
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resource selection especially in cases where the relative CPU, Memory and net-
work speeds at each resource (site) are not known. For example, it appears that
it is better to run the code at zeus24.cyf-kr.edu.pl using 4 CPU’s than at clus-
ter.ui.sav.sk using 8 CPU’s.

6 Conclusions and Future Work

We have presented a concise set of benchmarking results for the characteriza-
tion of computational Grid resources in terms of the performance of CPU, main
memory and interconnects, for a biomedical application for the simulation of
blood flow. We have presented a set of benchmarking experiments to experi-
ment with specific computation versus communication metrics. This small set of
biomedical application benchmarking results are run on the highly distributed
Grid resources offered by the European CrossGrid testbed with small overhead
and with minimal effort by the user. These benchmarks can be invoked in a peri-
odic and on demand manner using the GridBench framework, with the resulting
measurements archived and made available via Grid services based on a web
services framework. Furthermore, we found that ranking resources based on the
performance of a stripped-down and instrumented version of an application can
give us realistic resource rankings that reflect the performance of the application
itself. We have shown how the results obtained using GridBench can be used for
ranking of resources and how they can help in resource selection. In the future
we plan to further investigate the relation between full-blown application perfor-
mance and micro-benchmark performance in the context of highly distributed
Grid environments.
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Abstract. Most people assume that grid computing is the mainstream
high performance and throughput computing platform in the future. To
monitor these grid environment and provide grid information service be-
come extremely important for using grid computing resource efficiently.
In this paper we propose an adaptive grid application and resource mon-
itor framework named AGARM. The AGARM framework can be used
not only to monitor resources but also to monitor applications in the grid
environment. Moreover, we show how the monitor activity is optimized
by the adaptive pulling techniques, which is based on the moving average
estimation algorithm.

1 Introduction

A grid [3] system is an environment in which users, such as scientists, can access
resources in a transparent and secure manner. Many grid middleware have been
developed to facilitate people unitize those distributed resources including grid
security, grid resource monitor and management, meta-scheduler, user interface,
etc. It is extremely important to monitor these grid computing resources and
provide grid information service for using grid computing resource efficiently.
There are some grid middleware have the capability to do that to some extent
[2, 4, 8, 9, 10, 11]. But, we need a monitoring system that is scalable, flexible,
adaptable, modular, open standard, and OGSA-compatible.

However, due to the complexity and diversity of the applications and re-
sources in the grid computing environment, existing grid monitoring architec-
ture can not monitor all of the resource belonging to the grid. When the size of
computing facility grows, existing monitoring strategy will significantly increase
system overhead. The dynamic characteristics of grid resources allows the grid
computing resource participate and withdraw from the resource pool constantly.
Only a few existing monitoring system address this characteristics partially.

This paper proposes an adaptive grid application and resource monitor frame-
work named AGARM to solve grid application and resource monitor problems.
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It leverages grid services and adaptive pulling techniques which based on esti-
mation algorithm to monitor the grid applications and resources. The primarily
evaluation result confirms that the AGARM framework is scalable, effective and
flexible.

The rest of the paper is organized as follows. Section 2 describes overview
of the AGARM. Section 3 presents the architecture of the AGARM. Section 4
introduces the prototype implementation and evaluation result; Section 5 dis-
cusses the relevant grid application and resource monitor systems. We conclude
in Section 6.

2 AGARM Overview

2.1 Service and Layered Model

The number one element of SOA is the flexibility. Essentially, an SOA is a set
of loosely coupled services. Each service is relatively inexpensive to build and
replace if necessary. Loose coupling further allows the architecture to adapt
to changes unlike the traditional tightly coupled architectures that are more
brittle. In an SOA you can replace one service with another without having to
worry about the underlying technology. The interface is what matters, and it
is defined in the universal standards of OGSA/OGSI, Web services and XML.
That is flexibility through interoperability.

The grid system usually spans different continents and administrative do-
mains. So we keep the layer architecture in mind in the design and implementa-
tion of the AGARM.

2.2 Pull and Push Event Model

Grid application and resource status information can be divided into two cate-
gories: static and dynamic. Static status information keeps almost the same in
the lifetime of the grid computing environment, such as the number of CPU of
a grid computing node. Dynamic status information fluctuates with the time,
such as the CPU utilization of a grid computing node. We monitor this two cat-
egories status information by means of two different event models: push event
model for static status information and pull event model for dynamic status
information. The evaluation result of AGARM shows that this model has the
minimum overhead. The essential problem of traces of dynamic status informa-
tion is how to deal with the stale information. We introduce the EWMA (Ex-
ponential Weighted Moving Average) algorithm [10, 12] to estimate the time of
the next significant update. The EWMA algorithm is a very simple but effective
time series estimation instrument.

3 Architecture

The AGARM framework is illustrated in Figure 1. In virtual organization A,
there are many resources (compute, storage, instruments, etc.) to be monitored.
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We collect and present those resources status information through application
and resource monitor service components. Those grid status information of vir-
tual organization are stored in XML database and can be utilized by other
management applications such as scheduling and performance tuning services.
The virtual organization is the base unit we monitor. In order to monitor differ-
ent virtual organization, we just only point to them through virtual organization
switcher.

Fig. 1. AGARM architecture

3.1 Components

The AGARM framework is composed of five key components: UI and Data Visu-
alization, Virtual Organization Switcher, Application and Resource Information
Collect and Present Service (ARICPS), Application and Resource Monitor Ser-
vice (ARMS) and XML Database.

UI and Data Visualization: This is a web portal or a standalone application
function as the user interface and data visualization. Usually, this component is
integrated with resource scheduling components.

Virtual Organization Switcher: Virtual Organization (VO) is “abstract en-
tity grouping Users, Institutions and Resources (if any) in the same administra-
tive domain”[3]. VO switcher acts as a bridge between ARICPS in different VO
and UI component.

Application and Resource Information Collect and Present Service
(ARICPS): This is the collect layer in the AGARM framework. The ARICPS
provides the functionality within which Service Data Elements can be collected,
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aggregated, and queried; data feeds can be monitored; and Service Data Ele-
ments can be created dynamically on demand.

Application and Resource Monitor Service (ARMS): This is a grid ser-
vice component function as the sensor in some resource monitoring systems. The
ARMS provides data to the ARICPS either in active or passive mode.

XML Database: All the data we collect are stored in XML databases. It is very
convenient to exchange data in XML format. Our prototype implementation is
based on open source Berkeley DB XML.

3.2 Adaptive Pull and Estimation Mechanism

It is very essential to keep the status information updated with the minimize
overhead for grid monitoring systems. The Moving Average estimation algorithm
is a very effective but simple time series estimation instrument [10, 12]. The ser-
vice maintains a window over the timestamps of significant measurements from
the monitor service. The Moving Average estimation algorithm does an average
of the time interval between two consecutive updates. At any time instance t,
the estimation of the time to next pull Zt is given by

Zt =
1
N

N∑
i=1

xi, (1)

where xi is the ith update interval value. The effectiveness of this scheme depends
on the window size that is used. Larger window sizes are more suitable for usage
patterns that have a gradual or long-term fluctuation patterns.

The Exponential Weighted Moving Average (EWMA) operates on the prin-
ciple of assigning exponentially lower weights to older values of the time series.
There are different types of EWMA estimation algorithm. The Single EWMA al-
gorithm is effective in estimating traces which do not exhibit well defined trends
or patterns. At any time instance t, the estimation of the time to next pull Zt

can be reduced by formula (1) as follow

Zt = λxt + (1− λ)Zt−1, 0 < λ ≤ 1 (2)

In this definition xt is the sample mean from time period t, λ is the weight
assigned to the current observation. Smaller the value of λ is, the more the
weight is given to the older values in the series. Larger values of λ result in more
weight being given to more recent observations.

It is essential to choose the right value for λ. That requires some amount of
knowledge of the usage patterns on the series. This implies that the value of λ
should be chosen dynamically using the observed time series characteristics.

4 Prototype Implementation and Evaluation

We have implemented a prototype of the AGARM framework on top of Globus
Toolkit version 3. Our evaluation preliminary proved the effectiveness of we
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Fig. 2. CPU utilization of our sample application server

proposed AGARM framework and the estimation algorithm. The experiment
data was collected over a three week period with a periodicity of 60 seconds on
the sample application server with in the four nodes Linux cluster. As shown
in Figure 2, the CPU utilization exhibits a flat behavior with only occasional
changes in a small period and a large amount of fluctuation with sharp changes
in a large period.

4.1 Application and Resource Monitor Techniques

In traditional systems, after a user initiates the jobs, she or he has the ability to
monitor the jobs and the corresponding resource consumption as they execute.
Queue systems have been used to manage job scheduling on a cluster of nodes.
Most queues operate in the “batch” mode. In other words, when a user submits
a job, the submission program immediately returns the user to the prompt and
provides her with a ticket or job ID or token, which can be used to monitor the
job at any later time.

However, there are a number of disadvantages with respect to application
and resource monitoring in traditional and queue systems. For example, the
monitoring requires the user have an account on each machine, requires knowing
on which nodes the jobs are executing, only monitor limited status of application
and resource in queue systems, etc. Those tools are well designed but do not meet
the needs of grid systems.

Typically, in a grid system, when a user submits a job, the job runs with
the permissions of an ordinary user. Grid systems typically span multiple orga-
nizations and administrative domains. Often grid systems run on machines that
are controlled by queuing systems. Currently, there are no standard methods for
monitoring the progress of jobs executed by grid systems. Different grid systems
use different techniques for monitoring applications and resources.

In the AGARM framework, our Application and Resource Monitor Service
(ARMS) component solves this problem practically. The ARMS component
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leverages the grid services and traditional operating system provided tools to
monitor the applications and resources of grid systems.

4.2 The Performance of the Estimation Algorithm

Single EWMA estimation algorithm is characterized by its parameter λ. A lower
value of λ results in larger weight given to the oldest historical information,
a higher value of λ implies greater weight for the more recent observations.
As shown in Figure 3, the out of sync period varies along with λ. What is
the optimization λ for CPU utilization usage pattern of our sample application
server? We conclude that λopt (λ = 0.8) is the optimization λ from Figure 3.
Does this conclusion hold for all usage patterns? This paper does not cover this
problem. We will study the optimization λ of different usage pattern. This is our
future work.

Fig. 3. Out of sync period at different λ

The performance of monitoring is also influenced by the window size. The
window size determines the significance attached to older observations in the
current estimation. Figure 4 illustrates the effect of varying window sizes on the
number of pulls and out of sync period. Those data were collected at optimization
λopt (λ = 0.8) for CPU utilization usage pattern of our sample application server.
Intuitively, one might expect that nodes which exhibit a larger non-periodic rate
of change will require a smaller window size for better response times, while
nodes which exhibit a smooth fluctuation or infrequent changes will require a
larger window size in order to capture this behavior.

5 Related Work

GMA (Grid Monitoring Architecture) [6] is the grid monitor architecture pro-
posed by Global Grid Forum (GGF). It consists of three components: consumers,
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Fig. 4. Effect of window size at different number of pulls

producers and a directory service. R-GMA (Relational Grid Monitoring Archi-
tecture) [1] is based on the GMA from GGF. Its strong comes from relational
model.

Ganglia (http://ganglia.sourceforge.net) [2] is an open-source project that
grew out of the University of California, Berkeley Millennium Project. It is
based on a hierarchical design targeted at federations of clusters. It relies on
a multicast-based listen/announce protocol to monitor state within clusters and
uses a tree of point-to-point connections amongst representative cluster nodes
to federate clusters and aggregate their state.

Globus MDS [4] aims to provide a standard mechanism for publishing and
discovering resource status and configuration information. It have been designed
to cater for the OGSA/OGSI service architecture. It is the most resemble archi-
tecture to our AGARM framework hitherto.

NWS (Network Weather Services) [7] provides accurate forecasts of dynami-
cally changing performance characteristics from a distributed set of grid comput-
ing resources. It can produce short-term performance forecast based on historical
performance measurement.

The above systems solve the grid monitor problem to some extent. However,
none of these systems provides any mechanism for monitoring the grid appli-
cations execution. None of these systems is OGSA/OGSI compatible with the
exception of Globus MDS3. Some of these systems, such as Globus MDS and
NWS, impose heavy overhead on the being monitored resources.

6 Conclusions

This paper has discussed how the services provided by the AGARM framework
help constructing monitor services for grid computing environments. A novel
monitor service for grid applications and resources has been presented. We have
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identified the main components of their design, and evaluated the effect of each
components on the overall performance of the models. Furthermore, the single
EWMA estimation algorithm and the adaptive pulling mechanism have been
introduced. Therefore, the AGARM framework has its practical significance for
the grid applications and resources monitor.
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Abstract. Easy to deploy, robust, and highly resilient to failures, epidemic algo-
rithms are a potentially effective mechanism for propagating information in 
large peer-to-peer systems deployed on Internet or ad hoc networks. In the pa-
per, we explore the epidemic algorithms used for transaction processing in rep-
licated databases that reside in weakly connected environments. We concentrate 
on the transaction commit voting process of the epidemic algorithms and sug-
gest a new voting method, which takes an optimistic approach in conflict recon-
ciliation. The optimistic voting protocol decreases abort rate and improves av-
erage response time of transactions. 

1   Introduction 

In recent years, the wireless communication and wide area network technologies, 
especially Internet, evolve rapidly. Weakly connected environments, which are char-
acterized by low bandwidth, excessive latency, instability of connection, and constant 
disconnection, are used more and more frequently. Data replication is the common 
approach to improve system performance and availability. But due to the massive 
communication overhead in weakly connected environments, eager replication may 
bring about unacceptable number of failed or blocked transactions, and result in dra-
matic drop of system performance [1,2]. 

Epidemic algorithms [3], which mimic the spread of a contagious disease, have re-
cently gained popularity as a potentially effective solution for disseminating informa-
tion in large-scale systems, particularly P2P systems deployed on Internet or ad hoc 
networks. In addition to their inherent scalability, they are easy to deploy, robust, and 
resilient to failure. It is possible to adjust the parameters of an epidemic algorithm to 
achieve high reliability despite process crashes and disconnections, packet losses, and 
a dynamic network topology.  

Epidemic algorithms can be used for managing replicated data [4-9]. In an epi-
demic approach, sites perform update operations locally and communicate peer-to-
peer in a lazy manner to propagate updates. Transactional consistency is achieved by 

                                                           
* Supported by the Natural Science Fundation of Zhejiang Province, China (Grant no. 

M603230) and the Research Fund for Doctoral Program of Higher Education from Ministry 
of Education, China (Grant no. 20020335020). 



 Reducing Transaction Abort Rate of Epidemic Algorithm in Replicated Databases 553 

 

decentralized conflict detect and reconciliation. Sites communicate in a way that 
maintains the causal order of updates and the communication can pass through one or 
more intermediate sites. Therefore, the epidemic model provides an environment that 
is tolerant of communication failures and doesn’t require continuous connection be-
tween sites. Epidemic model is suitable for transaction processing of replication sys-
tems in weakly connected environments. 

Several protocols have been proposed for implementing epidemic model in repli-
cated databases, like ROWA (Read-One Write-All) protocol [4], quorum protocol [5], 
voting protocol [7,8], etc. In this paper, we describe the optimistic voting protocol, 
which introduces condition and order vote in the election process in transaction 
commitment. Condition vote postpones the final decisions on conflicting transactions 
and therefore improves the chances for transactions to get yes vote. Order vote pre-
scribes the commit order of transactions that have read-write and write-write conflicts 
and eliminates transaction aborts due to these kinds of data conflicts. Optimistic vot-
ing protocol reduces abort rate and improves average response time of transactions 
when compared to other protocols. 

The rest of the paper is organized as follows. In section 2, we develop the neces-
sary background and introduce the epidemic model used in replicated databases. In 
section 3, we describe the optimistic voting protocol. In section 4, we perform the 
performance evaluation. We conclude the paper in section 5. 

2   Epidemic Model 

We consider a distributed system consisting of n sites labeled S1,S2,…,Sn and data 
items replicated fully or partially at all sites. Epidemic model assumes a fail-stop 
model of site failures and an unreliable communication medium. Sites communicate 
each other through messages passing in a pair-wise manner. Messages can arrive in 
any order, take an unbounded amount of time to arrive, or may be lost entirely, how-
ever, messages will not arrive corrupted. For this reason, timeout is not used in the 
protocols to detect conflicts and deadlocks. 

Epidemic model is based on the causal delivery of log records where each record 
corresponds to one transaction instead of one operation. An event model [5] is used to 
describe the system execution, (E, ), where E is a set of transaction events and  is 
the happened-before relation which is a partial order on all events in E. The partial 
order  satisfies the following two conditions: 

(1) Events occurring at the same site are totally ordered; 
(2) If e is a sending event and f is the corresponding receiving event, then e f. 

Vector clocks are used to ensure the property that if two events are causally or-
dered, their effects should be applied in that order at all sites. Each site Sk keeps a 
two-dimension time-table, which corresponds to Sk’s most recent knowledge of the 
vector clocks at all sites. Upon communication, Sk sends a message including its own 
time-table and all records that receiving site hasn’t received. Then the receiving site 
processes the events according to causal order and incorporates the time-table in an 
atomic step to reflect the new information from Sk. 
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The site Sk determines the records that receiving site Sj hasn’t received according 
the following predicate [5] : 

HasRecvd(Tk, t, Sj)  Tk[j, Site(t)] Time(t) 
Where t is an event, Site(t) is the site at which t occurred, and Time(t) is the local 

time at Site(t) when t occurred. 
Upon completion of operations, a read-only transaction can be committed locally 

whereas an update transaction pre-commits and becomes a candidate. The read set, 
write set, and the update values of the candidate are recorded in log. Then sites ex-
change their respective log records to detect global conflicts and propagate values 
written by the transaction. A candidate is voted on and is eventually either committed 
(if it wins a plurality of the total system votes) or aborted. 

When a transaction pre-commits, it is attached with a global distinct timestamp de-
noted by (local_ts, site_index), which is composed of a local timestamp and a distinct 
site index. Formally, we define a total order < on timestamps as follows. Suppose two 
timestamps ts(T1)=(local_ts1, site_index1) and ts(T2)=(local_ts2, site_index2), then 
ts(T1)<ts(T2) if and only if: 

(1) local_ts1<local_ts2, or 
(2) local_ts1=local_ts2 and site_index1<site_index2. 

The information of local timestamp is piggybacked in the usual epidemic messages 
and a site adjusts its local timestamp as follows [10]: when site A receives a message 
from site B, it advances its local timestamp to max{ local_tsA, the local_tsB carried by 
message}. If there are no communications between sites, their local timestamps will 
drift apart. But this doesn’t matter since, in the absence of such communications, 
there is no need for synchronization in the first place and the drift will not affect the 
correctness of the protocol. 

3   Optimistic Voting Protocol 

3.1   Condition and Order Vote 

Suppose two conflicting transactions Ti and Tj are issued by two sites concurrently. 
To maintain serializability, previous epidemic protocols consider that there is only 
one transaction can be committed and each site can only cast yes vote to one transac-
tion in election, for example Ti. In optimistic voting protocol, to increase the chances 
to get yes vote for transaction Tj, sites can cast condition vote on it (whereas it is cast 
no vote in quorum or voting protocols). The condition vote on Tj can be transformed 
to yes vote if Ti is aborted. The use of condition vote postpones the final vote decision 
on transactions. 

Definition 1. When voting on transaction T, suppose C={T1,…,Tp} is the set in which 
each transaction conflicts with T, the condition vote cond(C) means that it can be 
transformed to yes vote in case each transaction in C is aborted, otherwise to no vote. 

The transform rules of condition vote are as follows: 

(1) If ∃Ti∈C, Ti has been aborted, then cond(C)  cond(C-Ti); 
(2) If ∀Ti∈C, Ti has been aborted, then cond(C)  yes; 
(3) If ∃Ti∈C, Ti has been committed, then cond(C)  no. 
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For two transactions Ti and Tj that only have read-write and write-write conflicts, if 
the correct order can be preserved at all sites, e.g. Ti is committed before Tj, then the 
two conflicting transactions Ti and Tj can all be committed maintaining consistency. 
Order vote prescribes the commit order of these kinds of conflicting transactions. 
Additionally, it is easily observed that condition and order vote can coexist on one 
transaction T. 

Definition 2. When voting on transaction T, suppose C={T1,…,Tp} is the set in which 
each transaction has only read-write and write-write conflicts with T, the order vote 
order(C) means that it can be transformed to yes vote when all transactions in C have 
been committed or aborted at one site. 

The transform rule of order vote is as follows: 

If at one site, ∀Ti∈C, Ti has been committed or aborted, then order(C)  yes. 
Each site Sk maintains a list of candidates by the receiving order. Let listk denote 

the candidate set in which the vote on each transaction by the site is not no vote. 
When Sk receives a new candidate T, it votes on T according to the following rules. 
For convenience of description, Let 

cond_set={ Ti⏐Ti∈listk, wr_conflict(Ti,T) is true }, 
order_set={ Ti⏐Ti∈listk, rw_conflict(Ti,T) or ww_conflict(Ti,T) is true, and 

wr_conflict(Ti,T) is false }. 

(1) If ∃x∈ReadSet(T), ReadVN(T,x)<CurrVN(Sk,x), it means that the value read 
by T has been overwritten, then vote no; 

(2) If cond_set=∅ and order_set=∅, it means that there are no transactions in listk 
that have conflict with T, then vote yes; 

(3) If ∃Ti∈cond_set∪order_set, ts(Ti)>ts(T), then vote no; 
(4) If ∀Ti∈cond_set∪order_set, ts(Ti)<ts(T), then vote cond(cond_set) + or-

der(order_set). The ’+’ denotes that the vote is transformed to yes vote if and 
only if both the condition and order vote are transformed to yes, otherwise to 
no vote. 

The correctness proof of optimistic voting can be found in [9]. 
The votes collected in optimistic voting protocol can be viewed as optimistic quo-

rum. The optimistic quorum differs from ordinary quorum in replicated databases in 
that the quorum is conditional and can only be transformed to really quorum based on 
the results of other transactions. This optimistic quorum increases the chance for a 
transaction to win a majority of sites, thus reducing the transaction abort rate. 

3.2   An Example 

We explain the optimistic voting protocol with an example. Suppose three transac-
tions T1, T2 and T3 ( ts(T1)<ts(T2)<ts(T3) ). 

Fig. 1 shows the voting process of voting protocol. Because three transactions have 
data conflict with each other, only one transaction can be committed. Fig. 2 shows 
optimistic voting process, which avoid the abort of T3 by use of order vote. From the 
figures, we observe that T2 in optimistic voting can be committed earlier than in  
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voting protocol by use of order vote. For clarity, we omit some unimportant informa-
tion exchanges in Fig. 1 and Fig. 2. 

 

Fig. 1. Voting protocol 

 

Fig. 2. Optimistic voting protocol 
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4   Performance Evaluation 

We perform experiments to show performance improvement attained by optimistic 
voting (OV) protocol. Additionally, we investigate two representative epidemic repli-
cation schemes from the literature, ROWA protocol [4] and voting protocol [7] (quo-
rum protocol [5] is similar to voting protocol). The evaluations are done at 10 desk-
tops connected via a 10Mbps Ethernet network. 

The simulation assumes that data items are fully replicated at all sites and tickets 
are uniformly distributed among sites. Each site generates transactions randomly 
according to a global transaction generation rate. Data items are accessed uniformly 
by transactions. Each site periodically initiates a synchronization session with a given 
synchronization interval by sending a pull request to another randomly selected site. 

Since we focus on the transaction abort rate and commit delay of different proto-
cols, we don’t model any read-only transactions. Each transaction read 5-10 data 
items and write 5 data items that are in the read set, so there are no blind writes. The 
main parameters and settings used in the experiments are summarized in Table 1. 

Table 1. Experimental parameters 

Parameters Descriptions Values 
N Site number 10 
Sync. interval Average synchronization interval 1~5s 
Trans. rate Average generation rate of update transactions 0.2~20/s 
Data items Total data item number 500 

 

Fig.3 illustrates the transaction abort rate of three protocols for various values of 
transaction generation rate. From the figures, it is obvious that optimistic voting pro-
tocol outperforms the other two protocols. 

 

Fig. 3. Abort rate vs. transaction generation rate (Synchronization interval=1.0s) 
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In optimistic voting protocol presented above, the condition and order vote of a 
transaction is dependent on other transactions. This dependency relation in optimistic 
voting is one-way, i.e. a transaction can only depend on transactions that have smaller 
global timestamp than it (noted as protocol A). The one-way dependency ensures that 
there are no cycles among transactions and therefore no global deadlocks. This one-
way dependency can be converted to depending on transactions that have larger 
global timestamp (noted as protocol B). We explore the impacts on performance of 
different dependency direction by experiments. Fig.4 and Fig.5 illustrate the transac-
tion abort rate of protocol A, protocol B, and voting protocol for various values of 
transaction generation rate and synchronization interval. From the figures, it is obvi-
ous that protocol A is better than protocol B with average 5.4% performance gain. It 
is the natural direction for a transaction to depend on other transactions with smaller 
global timestamp. The transaction with smaller timestamp has been stay in the system 
for a longer time span and will be committed or rollbacked much earlier, which makes 
the transform of condition and order vote more quickly, thus reduce the delay of a 
transaction in the system. Additionally, we can notice that both protocol A and B 
outperforms the voting protocol. 

 

Fig. 4. Abort rate vs. transaction generation rate (Synchronization interval=1.0s) 

 
Fig. 5. Abort rate vs. synchronization interval (Transaction generation rate=5.0/s)
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5   Conclusion 

Epidemic replication schemes are used extensively in transaction processing in 
weakly connected environments. Some continuously connected systems also use 
epidemic model to improve system efficiency. The optimistic voting protocol pre-
sented in this paper improves system performance in epidemic model and is of high 
practical values. 
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Abstract. We propose a snap-stabilizing k-wave algorithm for routed
trees, called kWA, which implements k consecutive waves, k > 1. A snap-
stabilizing algorithm, starting from an arbitrary system configuration,
always behaves according to its specification. The maximum number of
states per process is 2k+1, better than the previous result of at most 3k
states per process. A snap-stabilizing algorithm guarantees that, starting
from an arbitrary system configuration, always behaves according to its
specification.

Keywords: Distributed computing, fault tolerance, multi wave algo-
rithm, routed tree, snap stabilization, synchronizer.

1 Introduction

Solutions to a large number of fundamental problems in distributed computing
require the execution of a constant number of consecutive distinct waves with
corresponding feedbacks [1] (e.g. broadcasting of information, distributed infi-
mum computation, leader election, mutual exclusion, spanning tree construction
problems, clock synchronization, etc.). Consecutive distinct broadcasts with the
corresponding feedbacks are implemented by the multi-wave algorithms, also
referred to as the asynchronous clock synchronizers.

In the literature, PIF (propagation of information with feedback) algorithms
are also referred to as echo algorithms [2]. Such wave algorithms are essential
components of some distributed algorithms: leader election [3], snapshot [4],
global reset [4, 5, 6, 7], synchronization [6, 8, 9].

A self-stabilizing system automatically recovers to normal behavior in case of
transient faults, without a centralized control. Regardless of the current configu-
ration, the system reaches a legal state in finite number of steps and the system
state remains legal thereafter [10], being able to withstand transient failures (a
fault that perturbs the state of the system but not the program). Dolev provides
a detailed survey on self-stabilization in [11].
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If a certain stabilizing algorithm always behaves according to its specification,
then is said to be snap-stabilizing, therefore it has optimal stabilization time.
The notion of snap-stabilization was introduced in 1999 in [12]. The first snap-
stabilizing PIF algorithm for arbitrary networks is proposed in [13]. A snap-
stabilizing implementation of the PIF with cleaning called the PFC scheme
(propagation of information with feedback and cleaning) is proposed by Bui et.
al in [12], in which are three states in every wave. Therefore, a straight forward
solution for a k-wave snap-stabilizing algorithm will have 3k states per process.

One of the main advantages of the PIF scheme to be snap-stabilizing is that
the arbitrary initial state has limited or no effect on the pace of the broadcast
propagation, so it implements the propagation with the optimal delay. Using
the snap-stabilizing PIF algorithm of Bui et. al [12], distinct consecutive waves
can be implemented by means of a counter per each process incremented upon
receipt of each broadcast message. However, notice that the resulting algorithm
is no longer stabilizing due to the need to initialize the counters. Therefore,
the adaptation of the snap-stabilizing wave algorithm of Bui et. al to multiple
consecutive distinct waves with feedback is not straight forward. The primary
challenge stems from the introduction of new states representing the new phases
while maintaining the snap-stabilization property.

Contributions. In this paper, we propose a snap-stabilizing k-wave algorithm
(kWA), k > 1, for routed trees. The algorithm runs forever and the delay to
start a kWA cycle is O(h) rounds, which is optimal, where h is the height of
the tree (the delay represents the time taken by the algorithm to start a kWA
cycle beginning in an arbitrary initial state). A round refers to a minimum
execution sequence in which each enabled action is performed at least once.
The maximum number of states per process is 2k + 1, which is better than the
previous implementations of 3k states per process and the same delay. A round
refers to a minimum execution sequence in which each enabled action is taken
at least once. The algorithm is optimal with respect to its time complexity and
can be generalized to general networks using any of the self-stabilizing spanning
tree construction algorithms proposed in [5, 6, 14].

Outline of the paper. Section 2 describes the distributed model used and snap-
stabilization. Section 3 describes the specification of propagation of information
with feedback (PIF ). The k-wave snap-stabilizing algorithm is presented in the
Section 4. Because of lack of space, the complete correctness proof of kWA
algorithm is omitted, only few important remarks are given. The paper ends
with concluding remarks and discussions on future work in Section 5.

2 Stabilization in Distributed Systems

A tree can be represented by an undirected graph T = (V,E) with vertex (node)
set V and edge set E, where |V | = n, and |E| = n − 1. We assume that each
vertex of T is a process with a unique ID. We denote the set of leaf processes in
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T by L and the set of internal nodes by I. For each process i, N.i, D.i, and p.i
denote the set of its neighbors, the set of its children and its parent, respectively.

Each process maintains a set of local variables whose values can only be
updated by the process itself after inspecting them and the local variables of its
neighbors.

The distributed program of some process can be expressed as a finite set of
guarded commands or guarded actions [15]:

* [ G[1] → A[1] G[2] → A[2] ... G[k] → A[k] ],
In the guarded action G[] → A[], the guard G[] is a Boolean function of the

variables of the process and its neighbors, and action A[] can read the variables
of the process and its neighbors, and update only the process variables. If G[] is
true, then the guarded action is called enabled. A process that has at least one
guard enabled is called enabled too. *[S] corresponds to the repeated execution
of S while there exists enabled guards. is called the nondeterminism symbol,
and means that one of the guarded actions separated by those symbols is selected
nondeterministically in each iteration and executed.

We assume the presence of a distributed daemon or scheduler : if more than
one process is enabled, then a subset of enabled processes is selected, and ex-
actly one enabled guard of each selected process is executed atomically and
concurrently. In addition, we assume that the scheduler is weakly fair, i.e., any
action remaining enabled is eventually executed. A self-stabilizing algorithm im-
plementing this can be adapted from [16, 17]. Therefore, an implementation of
this is omitted.

The state (configuration) of a process is the set of variables used by the
process. The system state is the cartesian product of the states of the processes in
the system. The set of all the possible system states is denoted by C. An execution
is a maximal sequence of states e = c1, c2, ... such that ∀ci ∈ C : ci−1 �→ ci by
executions some guarded action, for each i > 0. Given P a predicate defined over
C, the set of all states that satisfy P , LP , is called the set of all legitimate states
with respect to P , or simply, the set of all legitimate states. Let P be a predicate
defined over C. The notation c � P means that an element c ∈ C satisfies the
predicate P defined on the set C. Given a task T , the specification of T is a
predicate called SPT , and the distributed protocol to accomplish the task T
is denoted by PT . The set of all possible computations of PT in the system is
denoted by E .

Definition 1 (Snap-stabilization). Let T be a task, and SPT the specification
of T . The program PT is snap-stabilizing for SPT on E if and only if ∀e ∈ E ::
e � SPT .

3 Propagation of Information with Feedback (PIF )

Wave algorithms are often implemented using the propagation of information
with feedback (PIF ) algorithms [2, 18]. A snap-stabilizing implementation of the
PIF with cleaning called the PFC scheme (propagation of information with
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feedback and cleaning) is proposed by Bui et. al in [12]. The value C, called the
cleaning state, denotes the initial state of a process before it participates in a
PIF -cycle, or the ending state after it participates in a PIF cycle.

Each process i maintains a variable Si called the S-value of i. The root can
use only two state values: B (broadcast) and C (cleaning). When executing
its B-action and C-action, the root changes its state from C to B and B to C,
respectively. The leaf processes use only F (feedback) and C states: the F-action
changes the state from C to F , and the C-action changes the state from F to
C. An internal process can be in C, B, and F states: after executing a B-action,
F-action, respectively C-action, the S-value changes from C to B, from B to F
and F to C, respectively.

According to the PFC cycle specification, a normal broadcast phase is fol-
lowed by a feedback phase which is initiated by the leaf processes. After initiating
the feedback phase, in the next round, the leaf processes can initiate the cleaning
phase by changing their states from F to C. So, the feedback and the cleaning
phases run concurrently. Eventually, the feedback phase reaches the descendants
of the root. The root now executes its C-action, i.e., changes its state from B to
C, and then waits until all its descendants are in cleaning phase. Then it changes
its state from C to B. This marks the end of the current PIF cycle and the
start of the next PIF cycle. Since this solution requires three phases (broadcast,
feedback, and cleaning) in the PIF cycle, the method is called the propagation
of information with feedback and cleaning (PFC) and the corresponding cycle
the PFC cycle.

We say that a process p is B-done, F-done, or C-done to indicate that p has
executed its corresponding actions (B, F , or C, respectively).

4 k-Wave Snap-Stabilizing Algorithm (kWA)

We present the k-wave algorithm, k > 1, to implement k consecutive distinct
waves scheme on tree structured networks.

A kWA cycle consists of k consecutive PIF cycles where each PIF has its own
broadcast and feedback phase with a specific task. Starting from an arbitrary
configuration where no message has yet been broadcasted, the root (r) initiates
the first broadcast phase by sending a first broadcast message to its children. The
internal processes forward the broadcast message to their children upon receipt
of the first broadcast message. Once the first broadcast phase reaches the leaf
processes, they notify their parents of the termination of the broadcast phase
by initiating the first feedback phase by sending first feedback messages. After
receiving first feedback messages from all its children, a process sends a first
feedback message to its parent. When all the neighbors of the root are in the
first feedback phase, the second wave will be initiated by the root through the
second broadcast phase, which acts similarly. Following the k feedback phase, a
clear phase is initiated.

These k waves can overlap in a manner similar to those of the PFC cycle.
Unlike the PFC cycle, in a kWA cycle the feedback phase of each wave and the
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cleaning phase do not execute concurrently. Instead, upon termination of the l
feedback phase, the l + 1 wave is initiated, 1 ≤ l < k.

The state value C denotes the initial state of any process before it participates
in a kWA cycle. The state values Bl, respectively F l denotes the broadcast,
respectively feedback state of a process, 1 ≤ l < k. The root uses k + 1 state
values: C, Bl, 1 ≤ l < k. An internal process can have 2k + 1 different state
values C, Bl and F l, 1 ≤ l < k. A leaf process uses only k + 1 state values, C,
F l, 1 ≤ l < k.

The root executes its rB1-action, rBl-action, 1 < l < k, and rC-action
by changing its state from C to B1, Bl−1 to Bl, and Bk to C, respectively.
An internal process executes its iB1-action, iF 1-action, iBl-action, iF l-action,
1 < l ≤ k, and iC-action, by changing its S-value from C to B1, from B1 to F 1,
from F l−1 to Bl, from Bl to F l, and from F k to C respectively. A leaf process
executes its lF 1-action, lF l-action, 1 < l ≤ k, and lC-action respectively by
changing its state from C to F 1, from F l−1 to F l, and from F k to C respectively.

Based on the above description, we define the kWA cycle in terms of the fol-
lowing kWA-actions: B1-action, F 1-action, B2-action, F 2-action, ..., Bk-action,
F k-action, C-action. The Bl-action, F l-action, with 1 ≤ l ≤ k, refer to the
actions executed during l-th broadcast, l-th feedback phase respectively. The
C-action is executed in order to terminate the current kWA cycle.

Definition 2 (kWA cycle). A finite computation e ∈ E is called a kWA cycle,
denoted by e � kWA-cycle, if and only if the following conditions hold:

L1 At least one process r, called the initiator, sends a message or completes the
kWA cycle (rB1).

L2 If an internal process i (i ∈ I) receives a first/second/.../ k-th broadcast
message from its parent p.i, then i eventually sends this message to all its
descendants (iB1, iBl).

L3 If a leaf process i (i ∈ L) receives a first/second/.../ k-th broadcast message
from its parent p.i, then i eventually sends a first/second/.../k-th feedback
message to p.i (lF1, lFl).

L4 If an internal process i (i ∈ I) receives the first/second/... k-th feedback
message from all of its descendants, then i eventually sends this message to
its parent p.i (iF1, iFl).

L5 If the initiator is in l-th broadcast phase and receives l-th feedback message
from all of its descendents, then it sends the (l+ 1)-th broadcast message to
all of its descendents (rBl).

L6 If the root r receives the k-th feedback message from all of its descendants,
then r eventually terminates the current kWA cycle (rC).

S The root r cannot terminate the kWA cycle (rC) more than once.

Conditions [L1] to [L6] are called the liveness properties, and condition [S] is
called the safety property. By Condition [L1], we know that there exists at least
one initiator in a kWA cycle.

The algorithm implementing the above mechanism is given in Figure 1. The
value of l is 1 < l ≤ k.
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Variables

Si(i = r) ∈ {B1, B2, ..., Bk, C} for the root
Si(i ∈ I) ∈ {B1, F 1, B2, F 2, ..., Bk, F k, C} for internal processes
Si(i ∈ L) ∈ {F 1, F 2, ...F k, C} for the leaf processes

Actions
{Program for root process i }

rB1 ∗
[
Si = C ∧ ∀j∈N.iSj = C −→ Si := B1;

rBl Si = Bl−1 ∧ ∀j∈D.iSj = F l −→ Si := Bl;
rC (Si = Bk ∧ (∀j∈N.iSj = F k)∨

(Si = B1 ∧ ∃j∈D.iSj /∈ {B1, F 1, C})∨
(1 < l < k ∧ Si = Bl ∧ ∃j∈D.iSj /∈ {Bl−1, F l−1, Bl, F l}) −→ Si := C;

]
{Program for internal process i }

iB1 ∗
[
Si = C ∧ Sp.i = B1 ∧ ∀j∈D.iSj = C −→ Si := B1;

iF1 Si = B1 ∧ Sp.i = B1 ∧ ∀j∈D.iSj = F 1 −→ Si := F 1;
iBl Si = F l−1 ∧ Sp.i = Bl ∧ ∀j∈D.iSj = F l−1 −→ Si := Bl;
iFl Si = Bl ∧ Sp.i = Bl ∧ ∀j∈D.iSj = F l −→ Si := F l;
iC (Si = F k ∧ Sp.i = F k ∧ ∀j∈D.iSj ∈ {F k, C})∨

(1 < l ≤ k ∧ Si = Bl−1 ∧ (Sp.i /∈ {Bl−1, F l−1, Bl}∨
∃j∈D.iSj /∈ {Bl−1, F l−1, F l})∨
(1 < l ≤ k ∧ Si = F l−1 ∧ (Sp.i /∈ {Bl−1, F l−1, Bl}∨
∃j∈D.iSj �= F l−1) −→ Si := C;

]
{Program for leaf process i }

lF1 ∗
[
Si = C ∧ Sp.i = B1 −→ Si := F 1;

lFl Si = F l−1 ∧ Sp.i = Bl −→ Si := F l;
lC (Si = F k ∧ Sp,i = F k)∨

(1 < l ≤ k ∧ Si = F l−1 ∧ Sp.i /∈ {Bl−1, F l−1, Bl})∨
(Si = F k ∧ Sp.i /∈ {Bk, F k, C}) −→ Si := C;

]

Fig. 1. The Snap-Stabilizing k-Wave Algorithm (Algorithm kWA)

Let Init be the set of processes that initiate kWA cycles. We will call a
kWA cycle as a normal kWA cycle if Init = {r} and the first action of r is a
rB1-action.

Definition 3 (kWA scheme). We define computation e as a kWA scheme,
denoted by e � SPkWA, as an infinite sequence of kWA cycles, e = e0, e1, ....
such that ∀i ≥ 1, ei is a complete kWA cycle.
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The following proposition follows from the definition of the kWA cycle.

Proposition 1. In a normal kWA cycle, every process executes a B1-action, a
F 1-action, ..., a Bk-action, and a F k-action at most once.

From Definition 2, it is obvious that once p executes one of the kWA-actions, p
will not execute that action anymore in the same kWA cycle.

In any configuration, either the root is enabled to execute and the other
processes have no enabled actions, or the root has no enabled actions and the
other processes are enabled to execute. The following proposition follows from
Definition 2 and Proposition 1.

Proposition 2. In any configuration of the kWA cycle, either one of the fol-
lowing conditions holds:

(i) The root r is enabled to start the lth wave, 1 ≤ l ≤ k, by executing its
Bl-action.

(ii) The root r is surrounded by a maximal set of processes all of which are
enabled to execute a kWA-action corresponding to either lth wave, 1 ≤ l ≤ k,
such that each process between r and a process in this set (including r) is Bl-done.

Definition 4 (Snap-Stabilizing kWA). A kWA algorithm is snap-stabilizing
if and only if the root executes a kWA-action infinitely often, and the kWA
cycle satisfies SPkWA.

Theorem 1. Algorithm kWA is snap-stabilizing.

The optimal delay of starting a kWA cycle of any implementation of the kWA
cycle is shown to be O(h) rounds in [6]. We can show that the delay to start the
first kWA cycle using Algorithm kWA is bounded by O(h) rounds. Therefore,
the algorithm kWA is optimal with respect to its delay to start a kPW cycle.

5 Conclusions

In this paper, we propose a snap-stabilizing k-wave algorithm for routed trees,
called kWA, with k > 1. The algorithm ensures that a cycle may start after
O(h) rounds, which is optimal, where h is the height of the tree. The maximum
number of states per process is 2k + 1, which is better than the previous im-
plementations of 3k states per process and the same delay. We intend to apply
the concept of kWA scheme in devising optimal snap-stabilizing algorithms for
some fundamental problems in distributed computing.
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Abstract. The service-oriented architecture (SOA) can greatly improve the 
collaboration of devices in a distributed environment. With this architecture, 
human can be liberated from the burdensome configuration and management of 
distributed systems, especially when the nodes of the systems are dynamically 
changed. In this paper, we present a method to implement service-oriented 
distributed systems in industry. As a case study, we present a service-oriented 
Status Monitoring and Fault Diagnosis Systems (SMFDS) for large equipment. 
Our work is based on the UPnP (Universal Plug and Play) technology. Through 
abstracting the interfaces of devices and providing service middleware in an 
independent thread or process, the SOA can be easily implemented on an 
existing system with the least modifications. This characteristic is very useful 
when upgrading an existing system, for cost and risk consideration. 

1   Introduction 

The increase in amount of computing devices and the diversity of them will enhance 
the complexity to configure and utilize them, which is becoming an urgent issue. The 
traditional computer-centered model cannot solve this problem. Human beings need 
to be liberated from the burdensome work of devices management and maintenance. 

An emerging trend in distributed application development is that of a SOA. It is 
defined as [1]: “SOA takes the existing software components residing on the network 
and allows them to be published, invoked and discovered by each other. SOA allows 
a software programmer to model programming problems in terms of services offered 
by components to anyone, anywhere over the network. In other words, any 
application residing anywhere on any computer system would be able to interact with 
any service anywhere over the network.” This architecture regards an application as a 
federation of services, where a service represents a logical concept such as a printer or 
chat-room service. Services are provided and used by components and they are 
discovered dynamically and used according to a mutual agreed contract between 
providers and users. With this scheme, the interoperability of a distributed system can 
be greatly improved, and the devices in the system will be more autonomous. This 
new approach makes it possible to reduce the configuration and management efforts 
and is considered to be one of the solutions of human-centered computing. 
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In this paper, we focus on the implementation of SOA distributed systems in 
industrial environments. As a case study, we will present how to implement a SMFDS 
for large equipment. SMFDS is a kind of data stream centered distributed system, 
which is representative in actual industrial applications. Our work concentrates on 
implement the service-oriented model based on existing systems. The remainder of 
paper is structured as follows: Section 2 introduces the SOC base on UPnP. Section 3 
describes the traditional implementation of SMFDS. Section 4 presents our method to 
develop the service-oriented SMFDS. Finally, we conclude our paper and describe a 
program of further work in section 5. 

2   SOA on UPnP 

SOA can be implemented in many ways. Four common implementation technologies 
are CORBA [2], JINI [3], Web Services [4] and UPnP [5]. Since these 
implementation technologies provide the service-oriented architecture for up-level 
applications and are independent of any particular operating system, they are often 
called service middleware. As UPnP needs small footprint software components on 
devices, it is quite applicable to resource-constrained embedded systems.  In this 
paper, we choose UPnP to implement the status monitoring and fault diagnosis 
system. 

UPnP technology is a distributed, open networking architecture that employs 
TCP/IP and other Internet technologies to enable seamless proximity networking, in 
addition to control and data transfer among networked devices in the home, office, 
and public spaces. It is independent of any particular operating system, programming 
language, or physical medium. It is designed to support zero-configuration, 
“invisible” networking, and automatic discovery for a breadth of device categories 
from a wide range of vendors. 

The basic building blocks of an UPnP network are devices, services and control 
points. An UPnP device is a container of services and nested devices. Different 
categories of UPnP devices will be associated with different sets of services and 
embedded devices. A service is the smallest unit of control in an UPnP network. A 
service exposes actions and models its state with state variables. A service in an UPnP 
device consists of a state table, a control server and an event server. The state table 
models the state of the service through state variables and updates them when the 
state changes. The control server receives action requests, executes them, updates the 
state table and returns responses. The event server publishes events to interested 
subscribers anytime the state of the service changes. A control point in an UPnP 
network is a controller capable of discovering and controlling other devices. After 
discovery, a control point could retrieve service descriptions for interesting services 
and invoke actions to control the service. It can also subscribe to a service’s event 
source. Anytime the state of the service changes, the event server will send an event 
to the control point.  
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3   Traditional Implementation of SMFDS 

Large equipment, such as water pumps and dynamotors, are widely used in industrial 
environments. This equipment is so large and heavy that they have to be assembled 
and fixed in workshops. Usually, this equipment keeps on working day and night and 
makes a very important role in industrial manufacture. If they fail to work, the 
production will be blocked and the safety of production may even be threatened. To 
avoiding the economic loss caused by equipment failures, it is needed to continuously 
monitor the status of the pivotal equipment, detect their abnormality, locate the faults 
and take measures to prevent failures. This is the aim to develop SMFDS. 

A SMFDS usually works as a distributed system. As shown in Fig.1, it usually 
consists of sensors, data collectors, monitoring computers and a data storage server. 
The sensors collect equipment status signals, such as librations signals, temperatures, 
and pressures, and send them to a data collector, which performs the A/D conversion 
and corresponding digital signal processing. The processed data is then packed and 
sent to the monitoring computers and the data storage server. Since the distance 
between sensors and the data collector is limited, the collector is generally fixed near 
the monitored equipment. If there is a great deal of equipment in a workshop, multiple 
data collectors are required. 

The monitoring computers and data storage server are located in a monitoring 
center. They connect with the data collectors through a LAN or WAN. The data 
storage server stores and manages the data streams from data collectors. The 
monitoring computers process, analyze and display the real-time data streams from 
data collectors. They can also access the historical data in the data storage server. 
With the monitoring computers, operators can monitor the running status of all 
equipment. An expert system running on monitoring computers can detect the 
equipment abnormality and locate the faults based on its current and historical data. 

When the status of equipment is abnormal, the faults usually need to be eliminated 
manually. It will be very useful for a maintainer to refer to the real-time analyzed 
results of the equipment status. For the cost and space considerations, most data 
collectors cannot provide the functions of monitoring computers. In this case, PDAs 
with the same functions of monitoring computers can be use in the workshop. The 
PDAs are connected to the network through wireless access points. 
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Fig. 1. Topology of traditional SMFDS 

In this type of systems, all the devices connected to the network have fixed 
addresses or the operators can configure their addresses. Any device has to know the 
addresses of others to communicate with them. 
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4    Implementation of Service-Oriented SMFDS 

The traditional implementation of SMFDS described in Section 3 has several 
drawbacks. Firstly, when a PDA is brought into the workshop, it has to be configured 
to make it connected with the data collectors and the data storage server. Secondly, 
when new equipment with a new data collector is assembled in the workshop, many 
configurations have to be done on the data collector, all the monitoring devices and 
the data storage server to make the whole system work correctly. Finally, to guarantee 
the integrality and availability of history data, more than one data storage servers are 
required. If one of the servers breaks down, other devices should find and access the 
backup server automatically. Current SMFDS has difficulty in meeting this 
requirement. In this section, we will describe how to implement the SOA in SMFDS, 
which overcomes the drawbacks of the traditional implementations. 

4.1   Service-Oriented Architecture of SMFDS 

According to the description of SMFDSs in Section 3, we can determine that there are 
four types of devices related to services in a SMFDS. They are the data collectors, the 
PDAs, the remote monitoring computer and the data storage server. Based on their 
actions and the principle of UPnP, the SOA of this system can be abstracted. 
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Fig. 2. The service-oriented architecture of SMFDS 

As shown in Fig. 2, the data collectors provide three services. The switch service is 
to start and shut down the data collector, the sample control service is to control the 
sampling frequency of the data collector and the data service is provided for accessing 
the latest equipment status data. The data storage server provides a service named 
historical data access service. Both the PDAs and the remote monitoring computers 
work as control points. They use the services provided by the data collectors and the 
data storage server. Besides providing a service, the data storage server also works as 
a control point, since it uses data service provided by the data collectors to obtain the 
equipment status data. Obviously, the actions of the PDAs and the remote monitoring 
computers are quite similar, except that the PDAs are mobile devices. 

The service interfaces in this system is described in Table 1. The status variables of 
a service model the state of the service. When the state is update, an event will be 
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published. Control points can subscribe to the service’s event source. In our 
implementation of SMFDS, for example, the PDAs subscribe the event notification 
from the switch status variable in the data collectors. When a data collector is started 
or shut down, the PDAs can capture this event and take corresponding actions. 

Table 1. Services provided by devices in SMFDS  

Device Service Interface Type Description 
Start Action Start data collection 

ShutDown Action Stop data collection 
GetStatus Action Get the switch status 

Switch 
service 

SwitchStatus State Switch status: running or stopped 
GetData Action Get the latest equipment status data Data 

service DataID State Get ID of the latest status data 
GetFrequency Action Get the sampling frequency 
SetFrequency Action Set the sampling frequency 

Data 
collector 

Sampling 
control 
service Frequency State The sampling frequency 

GetData Action Get a historical data record Data storage 
server 

History 
data service DataStatus State Denote the update of data 

4.2   Implementation of Data Collectors  

The essential function of data collectors is to collect the analog signals from sensors, 
process the signals and send the result to other devices requiring the status data. The 
traditional software implementations of data collectors may be quite different: 
component-based or not, in a single thread or in multiple threads. To implement 
service-oriented data collectors, the software can be completely rewritten based on the 
UPnP standards. This policy is acceptable when develop a bran-new system. But if a 
mature and stable system has been deployed after long-term development, this policy 
will be costly and take the risk of crashing the existing system. When exploring the 
software implementation of a data collector, it can be found that what limits it 
autonomy is not the implementation of the core functions, such as signal process, data 
management, but its interfaces to other devices, such as how to notify other devices 
that new data is ready. An alternative method is to insert a service-oriented 
middleware between the existing data collector software and the control points using 
these services. The middleware provides the service interfaces to the control points on 
other devices. When the control points invoke the actions exposed by the middleware, 
the middleware will perform the service actions by invoking the corresponding 
operations in the data collection software. Fig. 3 illustrates this scheme considering 
only the implementation of switch service. 

In this figure, data collection software denotes the core functions implementation 
of a data collector. It provides two access interfaces: start and shut down the data 
collector. The switch service is exposed by the switch service middleware, which will 
accept the action invocations from the control points on other devices. The action 
starts and shutdowns in the middleware are implemented by invoking the 
corresponding interfaces in the data collection software. Since the middleware has to 
continually handle the requirements from control points and provide an event server, 
it is usually implemented in an independent process. With the consideration of 
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efficiency, an asynchronous communication scheme is needed to invoke functions and 
transfer data between the middleware and the data collection software process. When 
the Start operation is completed in data collection software, it will invoke a 
StartReturn operation in the UPnP middleware by sending a SRSIG signal. The 
operation will change the state of the middleware from SwitchOff to SwitchOn. When 
the state of the middleware changed, a status change notification will be sent to the 
control points that have subscribed this event.  
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Fig. 3. The implementation of switch service in data collectors 

Blocking Select

Processing Events

Computing time to
next event

Notification Start

Control
Point

Blocking Select

Processing Events

Computing time to
next event

StartReturn StartSignal

Signal

Signal

Invocation

Event

UPnP Middleware Data Collector Software

 

Fig. 4. The thread model of switch service implementation 

The thread model corresponding to the implementation of the switch service is 
shown in Fig. 4. Both the middleware and data collection software work in a blocking 
select manner. When an event arrives, its corresponding action will be invoked. The 
actions must be completed quickly, so that other events can be responded 
immediately. If time-consuming operations have to be performed in an action, another 
thread or process can be created to execute it. The interfaces between the middleware 
and the data collection software are event notifications and data transfer, which can be 
implemented through IPC. In the same way, the data service and sample control 
service in data collectors can also be implemented.  

4.3   Implementation of the Control Point on PDAs 

The implementation of a control point is much like that of a service. It works as a 
middleware to provide application software with the channels for interacting with 
external service providers. In order to build a control point on an existing device with 
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the least modification, the control point middleware is implemented in an independent 
thread or process. The application software can interoperate with it through IPC.  
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Fig. 5. The implementation of control point middleware on PDAs 

As shown in Fig. 5, if an application on a PDA aim to obtain the switch status of 
equipment, the application software will send a GSSIG signal to the switch control 
point middleware, which will in turn invoke the GetStatus action of the switch service 
middleware on the corresponding data collector. The interactions between control 
points and service providers are based on UPnP specification. If the switch status of a 
data collector is changed, an event will be send to the control point middleware, 
which will in turn send a SSSIG signal to application software.  

4.4   Implementation of the Data Storage Server 

The implementation of control points in remote monitoring computers and data 
storage server is similar to the implementation on PDAs. On the data storage server, 
the core data management function is provided by a database. A history data service 
middleware provides an interface for interactions between the database and the 
control points using the history data access service. It works very like the service 
middleware on data collectors. The difference is that the service middleware on data 
storage server passively wait the invocations from the control points. If there are 
several data storage servers on the network, each server receives the data stream from 
data collectors through its control point middleware. Although each monitoring 
device usually fetches historical data from one server, it maintains a list of all the 
existing servers. Once its current server cannot provide data normally, a backup 
server will be chosen from the list for historical data service.  

4.5   Prototypes and Application 

A SMFDS prototype for large pumps has been developed. The data collector is 
implemented on an ARM9 single-board embedded computer with Linux running on 
it. The monitoring device is implemented on both HP 5500h PDAs and PCs. The 
operating systems are Linux and Windows respectively. The data storage server runs 
Windows 2000 Server and SQL server. Three data collectors, two data storage servers 
and one monitoring computer are connected with an Ethernet network. Two PDAs are 
connected to the network through a wireless access point. The services and the control 
point middleware are implemented through the Intel® NMPR v2.0 Device Enabling 
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Kit [6], which can generate the UPnP framework codes for several OS platform. 
When an operator holding a PDA enters the workshop, the PDA can discover all the 
equipment and display their status. It can also obtain the history data from the data 
storage server and compare their difference. If one of the data storage servers breaks 
down, all the monitoring devices can automatically fetch data from the backup server. 

5   Conclusion 

The SOA can provide a flexible cooperative scheme for distributed heterogeneous 
computing devices. Taking advantage of this architecture in industry can greatly 
reduce the work of the configuration and maintenance of computing devices. We 
present a method to implement the SOA on SMFDS for large equipment based on 
UPnP technology. In this implementation, it will incur zero configurations for 
equipment or computing devices to join or quit the system, as well as to dynamically 
change the historical data source. Through providing service and control point 
middleware in an independent thread or process, the service-oriented architecture can 
be easily implemented on existing systems with the least modifications. A prototype 
SMFDS for large pumps is also developed based on this method. In this prototype, 
devices and equipment can be automatically discovered and cooperate with other 
devices in a predefined rule, which will help maintainers concentrate on the 
equipment check-up and fault elimination. Dependability is very critical in industry. 
Current UPnP technology cannot provide sufficient support to implement dependable 
service-oriented industrial applications. Our future work will focus on the solutions of 
dependable SOA, especially for embedded distributed real-time systems. 
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Abstract. A number of different kinds of applications developed on CORBA 
framework need fault tolerance in asynchronous distributed system or network 
environment, and it is important to quickly detect the faults. There exist various 
fault monitoring and detection algorithms that employ a timeout-based mecha-
nism. However, they are occasionally inaccurate in unstable or overloaded sys-
tem. The goal of the proposed algorithm is to enhance the accuracy of fault 
monitoring. This is achieved by promptly adjusting the timeout interval using 
the past elapsed time values accumulated. Additionally, we use asynchronous 
invocation to call ‘is_alive()’ method of monitorable object with a sequence 
number. Experiment on CORBA-compliant Orbix ORB confirms the effective-
ness of the proposed scheme compared to the existing one. 

Keywords: Adaptation, elapsed time, 1fault monitoring and detection, fault-
tolerant CORBA, timeout. 

1   Introduction 

A number of different kinds of applications developed by the members of the OMG 
and users of CORBA [1] need fault tolerance features. Fault-tolerant CORBA [2] 
aims to provide robust support for the applications requiring high reliability. Here it is 
very important to quickly detect a fault if it occurs. We call the mechanism detecting 
any fault occurrence as fault monitoring and detection. The mechanism is primarily 
based on timeout event occurring when a request message sent from a monitor to the 
monitorable object does not return in time. 

In asynchronous distributed systems it is hard to differentiate between real crash 
and network overload. The design of fault detector must be careful because a timeout 
value much smaller than the average transmission time will cause false alarm, while a 
timeout value much greater than the average transmission time will delay the fault 
detection when a crash occurs. 

There are various fault detection models such as Crash-Recovery Model [3] and 
the model of Chandra and Toueg [4]. They suggest a way that increases the timeout 
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value when a false fault or crash alarm occurred. However, this strategy allows a 
scenario where the timeout value is increased several times due to overload in the 
network. It can lead to an unnecessarily long timeout value even after the network 
returns to normal workload condition. The ADAPTATION-Algorithm proposed by 
Sotoma and Mauro Madeira [5] presents a fault detection mechanism that aims at 
accurate failure detection in spite of network overloads by means of periodic in-
creases and decreases of the timeout value. However, it may deduce incorrect timeout 
values and monitoring intervals in unstable system or network environment because it 
regulates timeout values only after timeout or response event occurs and initializes 
several factors used for calculating the mean values. 

We thus propose a solution that can solve the problem above. First of all, it em-
ploys an asynchronous invocation approach in which ‘is_alive()’ message is transmit-
ted with a sequence number to the monitorable object and buffer is used that can re-
serve a number of measured time values for calculating several factors. Additionally, 
it uses some equations in the algorithm for achieving better result. Experiment on an 
actual client and server system reveals that the proposed algorithm allows more accu-
rate prediction of monitoring interval than the ADAPTATION algorithm regardless of 
load condition of the system. 

The rest of the paper is organized as follows. Section 2 presents an overview of 
Fault-tolerant CORBA and related work. Section 3 describes the proposed scheme. 
Section 4 evaluates the performance of the proposed scheme and compares it with the 
ADAPTATION algorithm. Finally, Section 5 concludes the paper. 

2   Background 

In fault-tolerant CORBA, fault management encompasses the following activities; 
fault detection: detecting the presence of a fault in the system and generating a fault 
report, fault notification: propagating fault reports to the entities registered for such 
notifications, fault analysis/diagnosis: analyzing a (potentially large) number of 
related fault reports and generating condensed or summary reports. 

2.1   The Models for Fault Monitoring 

Most implementations of fault detectors are based on timeout, and use either pull or 
push-based monitoring. Because push-based monitoring depends on the characteris-
tics of the application, it is not defined in Fault-tolerant CORBA specification. 

− Pull model: The fault monitor periodically calls ‘is_alive()’ method of the moni-
torable object asking whether it is alive. If the monitorable object does not reply 
within some time interval, then the fault monitor suspects it is faulty. The main ad-
vantage is that it allows a status check only when it is needed by the application. 

− Push model: The monitorable object periodically calls ‘i_am_alive()’ method of 
the fault monitor informing that it is still alive. If the monitorable object has not 
called the ‘i_am_alive()’ method within some time interval, then the fault monitor 
suspects it is faulty. The main advantage is fast detection of the failure of the moni-
torable object. 
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2.2   Related Works 

The design and verification of fault-tolerant distributed applications are generally 
viewed as complex endeavor. In recent years, several paradigms have been identified 
which simplify the task. The model using the weakest failure detector [6] determines 
what information about failures is necessary and sufficient to solve the Consensus 
problem in asynchronous distributed systems subject to crash failures. In the model 
any failure detector has to provide at least as much information as W. Thus, W is 
indeed the weakest failure detector for solving the Consensus problem in asynchro-
nous systems with a majority of correct processes. 

The hybrid approach [7] presents a consensus algorithm that combines randomiza-
tion and unreliable failure detection, two well-known techniques solving the Consen-
sus problem. This hybrid algorithm combines the advantages of both the approaches; 
it guarantees deterministic termination if the failure detector is accurate and probabil-
istic termination otherwise. 

The model using the heartbeat failure detector [8] considers partitionable networks 
with process crashes and lossy links, and focuses on the problems of reliable commu-
nication and consensus for such networks. The model solves the problem by using S 
and the quiescent, i.e., algorithms that eventually stop sending messages. 

In addition to the fault monitoring mechanisms, a framework called DOORS [9] 
was proposed, which was developed prior to the FT-CORBA standard as an experi-
mental Fault-tolerant CORBA middleware. It was implemented as a CORBA service to 
provide end-to-end application-level fault tolerance. 

2.3   Detection Problem 

To accurately design a fault detection mechanism, we should avoid some situations. 
Figure 1 shows two examples of inaccurate timeout. 

0" 5"

average transmission time

4"timeout 0" 5"

8"

timeout

average transmission time

(a) Incorrect timeout event (b) Delayed timeout event
0" 5"

average transmission time

4"timeout 0" 5"

8"

timeout

average transmission time

(a) Incorrect timeout event (b) Delayed timeout event
 

Fig. 1. Examples of inaccurate fault monitoring 

As shown in Figure 1(a), if timeout occurs in 4 seconds when the average transmis-
sion time from a monitor to the monitorable object is 5 seconds, the system assumes a 
fault. On the other hand, as shown in Figure 1(b), if timeout occurs in 8 seconds, the 
system has 3 second latency in detecting a fault and this may cause a lot of fatal prob-
lems. Thus, Chandra and Toueg suggest an increase on the timeout value after a false 
crash alarm. However, this strategy may cause the timeout value to be increased sev-
eral times due to overload in the network. It can lead to an unnecessarily long timeout 
value too long even after the network returns to normal workload condition. 
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Fig. 2. The operational mechanism of the ADAPTATION algorithm 

Figure 2 shows the solution of the ADAPTATION algorithm toward the problem 
mentioned above. It regulates the timeout value using the RESPONSE and 
TIMEOUT event. If the RESPONSE event occurs, the algorithm decreases the next 
timeout value by the product of  and  (the average of the ratios of the two succes-
sive elapsed time pairs). On the other hand, with TIMEOUT event, the algorithm sets 
the next timeout value by the product of  and  (the timeout factor set by the user). 
This algorithm also shows slow reaction time and possibly incorrect timeout value 
because it regulates timeout value only after a timeout event occurs or a few response 
events occur. We next present the proposed scheme solving these problems. 

3   The Proposed Scheme 

The proposed scheme employs some new features to solve the problems mentioned 
above. First of all, it uses asynchronous invocation to transmit ‘is_alive()’ message 
with a sequence number to the monitorable object. Figure 3 presents how to judge 
normal or abnormal state such as loss or delay of the request message using the se-
quence number. Here successful and failed transmission/reception of a message are 
marked as black and white dot, respectively. 

A : (normal state)

C : (delay or loss)

B : (loss)
is_alive(1)

2
is_alive(2)

elapsed time1
A : (normal state)

C : (delay or loss)

B : (loss)
is_alive(1)

2
is_alive(2)

elapsed time1

 

Fig. 3. Judging the state of a monitorable object 

Here Case A is normal state because ‘is_alive(2)’ is transmitted after ‘is_alive(1)’ 
arrives. However, Case B presents loss of ‘is_alive(1)’ because ‘is_alive(2)’ arrives 
before ‘is_alive(1)’ arrives. Hence there is a need to regulate the monitoring interval 
and notify the state to the Notifier. At last, nobody can judge the state of the monitor-
able object for Case C because both ‘is_alive(1)’ and ‘is_alive(2)’ have not arrived. 
This is due to delay or loss. 

Another feature of the proposed scheme is to promptly adjust the timeout value us-
ing the past elapsed times. For example, assume that there is a system with capri-
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ciously varying workload. To distinguish failed object from overly workload when an 
abnormal state is identified, the proposed monitor keeps a number of sequence num-
bers, round-trip times (RTT), etc. in its buffer. Here the size of a buffer is 140bytes 
and there exist 1000 of them. The asynchronous invocation and buffer allow the pro-
posed scheme to outperform the existing schemes including the ADAPTATION  
algorithm. 

The following variables are used in the proposed algorithm. seqNum: the sequence 
number attached to each packet; monInter: predicted monitoring interval time; 
sTime: the time the message is sent; rTime: the time the response is received; 
eTime: the elapsed time obtained by subtracting sTime from rTime; message: the 
character type pointer variable with “SET” or “CHANGE” value; ratio: the ratio of 
the current elapsed time to the previous elapsed time; pCount: the number of previ-
ous contiguously increasing or decreasing ratio values; weight: the weight of a ratio; 
avg_ratio: the means of ratio values. The followings are the monitor and monitorable 
object process. 

process monitor object: 
01 monInter[0] = the initial monitoring interval; 
02 while(do monitoring){ 
03   check if all previous packets have returned; 
04   seqNum = seqNum + 1; 
05   sTime[seqNum] = timer; 
06   if(call asynchronously an ‘is_alive(seqNum)’){ 
07     rTime[seqNum] = timer; 
08     eTime[seqNum] = rTime[seqNum] – sTime[seqNum]; 
09     MonitoringInterval(seqNum, “SET or CHANGE”); 
10   }else{ 
11    send a notification to Notifier;} 
12 }} 

process monitorable object: 
is_alive(): 
01 if(received request message from monitor) 
02   return true; 

The monitor process measures the initial round trip time and saves it at monInter[0] 
in the 1st line. The 3rd line is for checking the state of the monitorable object if it is in 
state A, B, or C of Figure 3. In the 6th line, the monitor calls ‘is_alive()’ method asyn-
chronously. If any response does not return, it sends a notification to its notifier. The 
MonitoringInterval() function at the 9th line regulates the monitoring interval. Here 
two messages are used, one for calculating the next packet’s monitoring interval and 
another for recalculating it according to the status of returning message. The Monitor-
ingInterval() function is as follows. 

process MonitoringInterval(int seqNum, char* message): 
01 if(message == “SET”){ 
02   set next monitoring interval; 
03 }else if(message == “CHANGE”){ 
04   if(increase or decrease continually more twice){ 
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05     if(pCount/2 == 0) weight[n-1] = (1); 
06     else weight[n-1] = (2); 
07     total = 1; 
08     for(int i = n-2; i >= 0; i--) { 
09       total = total – weight[i+1]; 
10       if(i != 0) weight[i] = total * weight[i-1]; 
11       else weight[i] = total;}} 
12   monInter[seqNum] = eTime[seqNum-1]*(3) 
13 }else if(after once increased, once decreased or vice versa){ 
14     monInter[seqNum] = Regulating equation(4); 
15     ratio[seqNum] = eTime[seqNum] – eTime[seqNum-1];} 

The MonitoringInterval process has two parameters. The sequence number identi-
fies the packet called the ‘is_alive()’ method, and the message parameter of a charac-
ter type pointer variable indicates the condition whether it establishes next monitoring 
interval or updates current monitoring interval. The message that has a “SET” value 
sets next monitoring interval, while “CHANGE” value asynchronously reflects the 
result calculated by the following equations to the current monitoring interval. This 
process is to distinguish the case that the elapsed time increases or decreases continu-
ously from the case that the elapsed time increases and then decreases next or  
vice versa. 

n+4

4n
, ( 2 )n n=  (1) 

n+1

2n
, ( 2 1)n n= −  (2) 

1

0avg_ratio = 

pCount

i i
i

eTime weight

pCount

−

=

×
, (The pCount is an integer larger than 1.) 

(3) 

1

0Regulating = 
2

i
i

0

eTime
eTime  + =  

(4) 

Equation (1) and (2) are used when the last elapsed time increases and decreases 
continuously more than twice, respectively. Equation (3) is used to get the average 
ratio. Equation (4) is to regulate the monitoring interval in the case that the elapsed 
time increases and then decreases next or vice versa. 

4   Performance Evaluation 

In this section the proposed scheme is evaluated by experiment and compared with 
the ADAPTATION algorithm to display what factor allows better monitoring interval 
according to the system workload changed per second. The client and server system 
used for the experiment have Intel Pentium 4 processor and 1GB main memory. The 
OS is Windows XP with established CORBA-compliant Orbix Enterprise Version 6.1 
[11, 12] and Visual C++ 6.0. The monitor and monitorable object program reside in 
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different systems. We use two sets of delay values {0, 0.01, 0.1, 1} and {0, 0.01, 0.1, 
1, 1.5, 2.5, 5, 10} that represent the response delay time for the request message 
caused by changing the system workload for comparing the performances of the algo-
rithms in stable and unstable condition, respectively. We assume that initial monitor-
ing interval is 1.2 microsecond. Also, in order to cause changing elapsed time, the 
workload is gradually increased in the first 4 second period and then decreased in the 
next 4 second period repeatedly. 

 

Fig. 4. The monitoring intervals as time moves in stable condition 

Figure 4 displays the changing monitoring intervals of the two algorithms as the 
system workload changes in stable system. Notice that the line of elapsed time (the 
dotted line) does not vary a lot in stable condition, while the monitoring interval regu-
lated by the proposed algorithm (the line with triangular dots) chases the elapsed time 
trajectory quite fast. However, the monitoring interval regulated by the 
ADAPTATION algorithm(the line with lozenge dots) is not as prompt as the pro-
posed algorithm. Particularly, it has incorrect monitoring interval when time is 4 (in 
other words the interval is shorter than the elapsed time). In spite the monitoring in-
terval should decrease if the elapsed time decreases, the monitoring interval regulated 
by the ADAPTATION algorithm shows little change in contrast with the proposed 
algorithm. 

 

Fig. 5. The monitoring intervals as time moves in unstable condition 
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Figure 5 presents the changing monitoring intervals of the two algorithms as the 
system workload changes in unstable system or network environment. The experi-
ment results of the two algorithms are similar to Figure 4. Notice that, in spite of the 
system workload increasing rapidly, the proposed algorithm chases the trajectory of 
the elapsed time fast. The ADAPTATION algorithm is worse in the unstable  
condition. 

5   Conclusion 

A number of different kinds of applications developed on CORBA framework in 
asynchronous distributed system or network environment need fault tolerance. Par-
ticularly, in real-time distributed processing systems, it is important to quickly detect 
the fault and properly adjust the monitoring interval in which the ‘is_alive()’ message 
is predicted to return. This paper has presented a new fault monitoring algorithm that 
uses elapsed time values to decide the monitoring interval. Also, it has an important 
feature of asynchronous invocation with sequence number. 

Experiment was performed on a client and server system presenting varied moni-
toring interval according to the changed system workload in stable and unstable con-
dition, respectively. The proposed algorithm allows monitoring interval close to the 
elapsed times while the ADAPTATION algorithm does not. Also, few timeout events 
occurred with the proposed algorithm in unstable system or network situation unlike 
the ADAPTATION algorithm. The monitoring interval must be larger than the 
elapsed time and the proposed algorithm allows it. A more fine tuning of the proposed 
approach will be carried out in the future. 

References 

1. Object Management Group, The Common Object Request Broker Architecture: Core 
Specification Version 3.0.3-Editorial changes formal/04-03-12, 2004 

2. Object Management Group, Fault Tolerant CORBA, OMG document: formal/04-03-12, 
2004 

3. M. K. Aguilera, W. Chen and S. Toueg. Failure Detection and Consensus in the Crash-
Recovery Model. Technical Report 98-1676, Department of Computer Science, Cornell 
University, 1998. 

4. T. D. Chandra and S. Toueg. Unreliable failure detectors for reliable distributed systems. 
Journal of the ACM, 43(2):225-267, 1996 

5. Sotoma, I. and Mauro Madeira, E.R. ADAPTATION-Algorithms to ADAPTive FaulT 
MonItOriNg and Their Implementation on CORBA. Distributed Objects and Applications, 
2001. 

6. T. D. Chandra, V. Hadzilacos and S. Toueg. The Weakest Failure Detector for Solving 
Consensus. Journal of the ACM, 43(4):685-722, 1996 

7. M. K. Aguilera and S. Toueg, Randomization and Failure Detection: A Hybrid Approach 
to Solve Consensus. SIAM Journal on Computing, 28(3):890-903, 1999 

8. M. K. Aguilera, W. Chen and S. Toueg. Using the Heartbeat Failure Detector for Quies-
cent Reliable Communication and Consensus in Partitionable Networks, Theoretical Com-
puter Science, Volume 220(1): 3-30, 1999 



584 S.M. Lee, H.Y. Youn, and W.D. Cho 

 

9. B. Natarajan, A. Gokhale and D. C. Schmidt, DOORS: Towards High-performance Fault-
Tolerant CORBA, Proceedings of the 2nd International Symposium on Distributed Objects 
and Applications (DOA2000), 2000 

10. D. Szentivanyi and S. Nadjm-Tehrani, Building and Evaluating a Fault-Tolerant CORBA 
Infrastructure, in Proceedings of the Workshop on Dependable Middleware-Based Systems 
(WDMS'02) - part of the International Conference on Dependable Systems and Networks 
(DSN), 2002 

11. IONA, Orbix ORB Enterprise Version 6.1 with Visual C++ Development Toolkits, 
http://www.iona.com/downloads/, 2004 

12. IONA, “Orbix CORBA Programmer’s Guide C++ Edition, Version 6.1”, 2003 



Simulated Annealing Based-GA Using Injective
Contrast Functions for BSS
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Abstract. In this paper we present a novel GA-ICA method which con-
verges to the optimum. The new method for blindly separating unobserv-
able independent component signals from their linear mixtures (Blind
Source Separation BSS), uses genetic algorithms (GA) to find the sepa-
ration matrices which minimize a cumulant based contrast function. The
paper also include a formal prove on the convergence of the proposed al-
gorithm using guiding operators, a new concept in the genetic algorithms
scenario. This approach is very useful in many fields such as biomedical
applications i.e. EEG which usually use a high number of input signals.
The Guiding GA (GGA) presented in this work converges to uniform
populations containing just one individual, the optimum.

1 Introduction

The starting point in the Independent Component Analysis (ICA) research can
be found in [1] where a principle of redundancy reduction as a coding strategy in
neurons was suggested, i.e. each neural unit was supposed to encode statistically
independent features over a set of inputs. But it was in the 90´s when Bell
and Sejnowski applied this theoretical concept to the blindly separation of the
mixed sources (BSS) using a well known stochastic gradient learning rule [2]
and originating a productive period of research in this area [3]. In this way ICA
algorithms have been applied successfully to several fields such as biomedicine,
speech, sonar and radar, signal processing, etc. and more recently also to time
series forecasting [4], i.e. using stock data.

In general, any abstract task to be accomplished can be viewed as a search
through a space of potential solutions and whenever we work with large spaces,
GAs are suitable artificial intelligence techniques for developing this optimization
[4]. Such search requires balancing two goals: exploiting the best solutions and
exploring the whole search space. In this work we prove how GA-ICA algorithms
converge to the optimum. They work efficiently in the search of the separation
matrix (i.e. EEG and scenarios with the BSS problem in higher dimension)
proving the convergence to the optimum. We organize the essay as follows. In
section 2 and 3 we give a brief overview of the basic ICA and GA theory. Then
we introduce a set of genetic operators in sections 3 and 4 and prove convergence.
Finally state some conclusions in section 6.

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 585–592, 2005.
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2 ICA and Statistical Independence Criterion

We define ICA using a statistical latent variables model (Jutten & Herault, 1991).
Assuming the number of sources n is equal to the number of mixtures, the linear
model can be expressed, using vector-matrix notation and defining a time series
vector x = (x1, . . . , xn)T , s, s̃ and the matrix A = {aij} and B = {bij} as:

s̃ = Bx = BAs = Gs (1)

where we define G as the overall transfer matrix. The estimated original sources
will be, under some conditions included in Darmois-Skitovich theorem [5], a
permuted and scaled version of the original ones. The statistical independence
of a set of random variables can be described in terms of their joint and individual
probability distribution. This is equivalent to [6]:

Π =
∑

{λ,λ∗}
βλβ

∗
λ∗Γλ,λ∗ |λ|+ |λ∗| < λ̃ (2)

where the expression defines a summation of cross cumulants [6] and is used
as a fitness function in the GA. The latter function satisfies the definition of
a contrast function Ψ defined in [7] as can be seen in the following generalized
proposition given in [8].

Proposition 1. The criterion of statistical independence based on cumulants
defines a contrast function Ψ given by:

ψ(G) = Π − log|det(G)| − h(s) (3)

where h(s) is the entropy of the sources and G is the overall transfer matrix.
Prove: To prove this proposition see Appendix A in [8] and apply the multi-

linear property of the cumulants.

3 Genetic Algorithms: A Theoretical Background

Let C the set of all possible creatures in a given world and a function f : C → R+,
namely fitness function. Let Ξ : C → VC a bijection from the creature space onto
the free vector space over A�, where A = {a(i), 0 ≤ i ≤ a− 1} is the alphabet
which can be identified by V1 the free vector space over A. Then we can establish
VC = ⊗�

λ=1V1 and define the free vector space over populations VP = ⊗N
σ=1VC

with dimension L = � · N and aL elements. Finally let S ⊂ VP be the set of
probability distributions over PN, that is the state which identifies populations
with their probability value.

Definition 1. Let S ⊂ VP , n, k ∈ N and {Pc, Pm} a variation schedule. A Ge-
netic Algorithm is a product of stochastic matrices (mutation, selection, crossover,
etc..) act by matrix multiplication from the left:

Gn = Fn ·Ck
Pn

c
·MPn

m
(4)
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where Fn is the selection operator, Ck
Pn

c
= C(K,Pc) is the simple crossover

operator and MPn
m

is the local mutation operator (see [6] and [10])

In order to improve the convergence speed of the algorithm we could include
another mechanisms such as elitist strategy (a further discussion about reduction
operators, can be found in [11]). Another possibility is:

4 Guided GAs

In order to include statistical information into the algorithm we define an hy-
brid statistical genetic operator as follows. The value of the probability to go
from individual pi to qi depends on contrast functions (i.e. based on cumulants)
as: P (ξn+1 = pi|ξn = qi) = 1

ℵ(Tn) exp
(
−Ψ(pi)+Ψ(qi)

Tn

)
; pi, qi ∈ C where ℵ(Tn)

is the normalization constant depending on iteration n; temperature follows a
variation decreasing schedule, that is Tn+1 < Tn converging to zero, and Ψ(qi)
is the value of the selected contrast function over the individual (an encoded
separation matrix). This sampling (Simulated Annealing -SA- law) is applied to
the population and offspring emerging from the canonical genetic procedure.

Proposition 2. The guiding operator can be described using its associated tran-
sition probability function (t.p.f.) by column stochastic matrices Mn

G, n ∈ N
acting on populations.

1. The components are determined as follows: Let p and q ∈ ℘N , then we have

〈q,Mn
Gp〉 =

N !
z0q!z1q! . . . zaL−1q!

aL−1∏
i=0

{P (i)}ziq; p, q ∈ PN (5)

where ziq is the number of occurrences of individual i on population q and
P (i) is the probability of producing individual i from population p given above.
The value of the guiding probability P (i) = P (i, Ψ) depends on the fitness

function used:1 P (i) =
zip exp

(
−Ψ(pi)+Ψ(qi)

Tn

)∑aL−1

i=0
zip exp

(
−Ψ(pi)+Ψ(qi)

Tn

)
2. For every permutation π ∈ ΠN , we have πMn

G = Mn
G = Mn

Gπ.
3. Mn

G is an identity map on U in the optimum, that is 〈p,Mn
Gp〉 = 1; and

has strictly positive diagonals since 〈p,Mn
Gp〉 > 0 ∀p ∈ PN.

4. All the coefficients of a GA consisting of the product of stochastic matrices:
the simple crossover Ck

Pc
, the local multiple mutation Mn

Pm and the guiding
operator Mn

G for all n, k ∈ N are uniformly bounded away from 0.

1 The condition that must be satisfied the transition probability matrix P (i, f) is that
it must converge to a positive constant as n → ∞ (since we can always define a suit-
able normalization constant). The fitness function or selection method of individuals
used in it must be injective.
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Proof: (1) follows from the transition probability between states. (2) is obvi-
ous and (3) follows from [7] and checking how matrices act on populations. (4)
follows from the fact that Mn

Pm is fully positive acting on any stochastic ma-
trix S.

It can be viewed as a suitable fitness selection and as a certain Reduction Oper-
ator, since it preserves the best individuals into the next generation using a non
heuristic rule, unlike the majority of GAs used.

The convergence and strong and weak ergodicity of the proposed algorithm
can be proved using several ways. A MC modelling a CGA has been proved
to be strongly ergodic (hence weak ergodic, see [10]). So we have to focus our
attention on the transition probability matrix that emerges when we apply the
guiding operator. We can write the overall process as:

〈q,Gnp〉 =
∑

v∈℘N

〈q,Mn
Gv〉〈v,Cnp〉 (6)

where Cn is the stochastic matrix associated to the CGA and Mn
G is given by

equation 5.

Proposition 3. Weak Ergodicity
A MC with transition probability function associated to guiding operators that
converges to uniform populations (populations with the same individual) satisfies
weak ergodicity.

Prove: If we define a GGA on CGAs, the ergodicity properties depends on the
new defined operator since they satisfy them as we said before. To prove this
proposition we just have to check the convergence of the t.p.f. of the guiding
operator on uniform populations. If the following condition is satisfied:

〈u,Gnp〉 → 1 u ∈ U (7)

Then we can find a series of numbers which satisfies:
∞∑

n=1

min
n,p

(〈u,Gnp〉) = ∞ ≤
∞∑

n=1

min
q,p

∑
v∈℘N

min (〈v,Mn
Gp〉〈v,Cnq〉) (8)

which is equivalent to weak ergodicity [9].

Proposition 4. Strong Ergodicity
Let Mn

Pm
describe multiple local mutation, Ck

Pn
c

describe a model for crossover
and Fn describe the fitness selection. Let (Pn

m, Pn
c )n ∈ N be a variation schedule

and (φn)n∈N a fitness scaling sequence associated to Mn
G describing the guiding

operator according to this scaling. 2 Let Cn = Fn ·Mn
Pm
·Ck

Pn
c

represent the first
n steps of a CGA. In this situation,

2 A scaling sequence φn : (R+)N → (R+)N is a sequence of functions connected
with a injective fitness criterion f as fn(p) = φn(f(p)) p ∈ ℘N such that M∞

G =
limn→∞ Mn

G exist.
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v∞ = lim
n→∞Gnv0 = lim

n→∞(M∞
GC∞)nv0 (9)

exists and is independent of the choice of v0, the initial probability distribu-
tion. Furthermore, the coefficients 〈v∞, p〉 of the limit probability distribution
are strictly positive for every population p ∈ ℘N .

Prove: The demonstration of this proposition is rather obvious using the results
of Theorem 16 in [10] and the point 4 in Proposition 2. In order to obtain the
results of the latter theorem we only have to replace the canonical selection op-
erator Fn with our guiding selection operator Mn

G which has the same essential
properties.

Proposition 5. Convergence to the Optimum
Under the same conditions of propositions 3, 4 the GGA algorithm converges to
the optimum.

Prove: To reach this result, one has to prove that the probability to go from any
uniform population to the population containing only the optimum is equal to 1
when n→∞:

lim
n→∞〈p

∗,Gnu〉 = 1 (10)

since the GGA is an strongly ergodic MC hence any population tends to uniform
in time. If we check this expression we finally have the equation 10. In addition we
have to use point 3 in Proposition 2 to make sure the optimum is the convergence
point. Thus any guiding operator following a simulated annealing law converges
to the optimum uniform population in time.

5 Simulations

At the first step, we compare the previous canonical method for apply GAs to
ICA [12] with the GGA version for a reduced input space dimension (n = 3).
The Computer used in these simulations was a PC 2 GHz, 256 MB RAN in
the case of a low number of signals and the software used is an extension of
ICATOOLBOX2.0 in MatLab code, protected by the Spanish law N◦ CA-235/04.
We test these two algorithms for a set of independent signals plotted in figure 2(a)
using 50 randomly chosen mixing matrices (50 runs); i.e. using the mixing matrix:
B = {1.0000,−0.9500, 0.5700;−0.5800, 1.0000, 0.0900; 0.6300,−0.0100, 1.0000},
we get the signals shown in figure 2(b). We have chosen two super-gaussian
signals and one bimodal signal for the first attempt (ninps = 3). The order of the
statistics used is the same in both methods (cumulants of 4thorder)3 and the size

3 Based on section 2, we can define the fitness function approach for BSS as:

f(po) =
∑
i,j,...

||Cum(
stimes︷ ︸︸ ︷

yi, yj , . . .)|| ∀i, j, . . . ∈ [1, . . . , n] (11)

where po is the parameter vector (individual) containing the separation matrix and
|| . . . || denotes the absolute value.
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(a) Original signals (b) Mixed signals

Fig. 1. Set of independent series used in the comparison GA-GGA and a mixed case

Table 1. Mean and deviation of the parameters in the separation over 50 runs for
the cost function of 4th order by the GA-method, GGA method and the FASTICA
method. 1st row GA-ICA, 2nd row GGA-ICA and 3th row FATICA

param a11 a12 a13 a21 a22 a23 a31 a32 a33

mean
dev.(%)

-0.2562
≤ 5

0.1473
≤ 5

-0.1657
≤ 5

-0.0647
≤ 5

-0.1393
≤ 5

0.2475
≤ 5

-0.4910
≤ 5

0.0998
≤ 5

-0.0350
≤ 5

mean
dev.(%)

-0.1481
≤ 6.5

0.1647
≤ 6.5

-0.2564
≤ 6.5

0.1401
≤ 6.5

-0.2464
≤ 6.5

-0.0649
≤ 6.5

-0.1003
≤ 6.5

0.0345
≤ 6.5

-0.4914
≤ 6.5

mean
dev.(%)

0.0756
≤ 10

-0.1099
≤ 10

0.2271
≤ 10

-0.0715
≤ 10

0.1648
≤ 10

0.0659
≤ 10

0.0512
≤ 10

-0.0226
≤ 10

0.4435
≤ 10

of population was 100. In this way we can compare the search efficiency of both
methods. Later we will focus our attention with a third statistical algorithm for
ICA, the well-known FastICA [3]. This method uses the same level of information
in its contrast function (4th order) thus the comparison is significant.

Results obtained from simulations are conclusive. We find out how the num-
ber of iterations (CPU time) needed to reach convergence is higher using the
proposed method in [12]. This is due to blind search strategy used in the lat-
ter reference unlike the guided strategy proposed in this paper. We measure
convergence by means of the well-known methods: Crosstalk (between original
and recovered signals) and Normalized Round Mean Square Error (NRMSE).
The set of recovering signals using GGA method can be found in figure . In
the case of the three method comparison we observe how the efficiency of the
FastICA in low dimension is better than the genetic approaches (see figure 2
somehow the standard deviation in time and error measure in higher than the
genetic methods (see tables 1 and 2) since it suffers the local minima effect. As
is shown in the latter tables the genetic procedures are slower but finally reach
a better solution (the new proposed method is faster than the method in [12]).

2(b)



Fig. 2. Schematic representation and comparison of the 3 method

Table 2. Mean and deviation of the parameters in the separation over 50 runs for the
cost function of 4th order by the GA-method, GGA method and the FASTICA method
(cont)

Method param. Comp. Time(s) NRMSE Crosstalk(dB)

GA-ICA
mean

dev.(%)
10.21
≤ 2

1.5635−4

≤ 1
-34.709
≤ 1

GGA-ICA
mean

dev.(%)
3.3
≤ 2

1.5408−4

≤ 1
-37.7507

≤ 1

FastICA
mean

dev.(%)
1.64
≤ 5

1.6355−4

≤ 2
-29.663
≤ 4

Finally, we checked the performance of the proposed hybrid algorithm in a
high dimensional scenario [6]. The results for the crosstalk were conclusive: FAS-
TICA convergence rate decreases as dimension increases whereas GA approaches
work efficiently. Of course we used the number of starting points equal to the
number of individuals in the genetic generation.

6 Conclusions

A GGA-based BSS method has been developed to solve BSS problem from the
linear mixtures of independent sources. The proposed method obtain a good per-
formance overcoming the local minima problem over multidimensional domains.

(a) Schematic Representation of the
Separation System in ICA-GA

(b) Comparison for number of in-
puts equal to 3 GGA (red) ,GA
(light blue) and FastICA (blue).
Observe how GA methods obtain
the same level of recovery but the
time efficiency is quite different

Simulated Annealing Based-GA Using Injective Contrast Functions for BSS 591
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Extensive simulation results prove the ability of the proposed method. This is
particular useful in some medical applications where input space dimension in-
creases and in real time applications where reaching fast convergence rates is
the major objective. In this work we have focussed our attention to linear mix-
tures. The nonlinear problem can be interpreted as a piece-wise linear model
and is expected that results improve even more since the higher parameters to
encode the better results we obtain. GAs are the best strategies in high dimen-
sional domains so it would be interesting how these algorithms (non CGAs) face
the nonlinear ICA. The experimental work on this part is on the way. In the
theoretical section we have prove the convergence of the proposed algorithm to
the optimum unlike the ICA algorithms which usually suffer of local minima
and non-convergent cases. Any injective contrast function can be used to build
a guiding operator, as a elitist strategy i.e. the Simulated Annealing function
defined in section 4. The convergence is shown under little restrictive conditions
for the guiding operator: its effect must disappear in time like the simulated
annealing.
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Abstract.  This paper presents a novel method for searching stable solutions us-
ing a DNA coding scheme. Often there is more than one solution that satisfies 
the system requirements. These solutions can be viewed as extremes in the mul-
timodal function. All extremes are not the same in that some of them are sensi-
tive to noise or perturbation. This paper addresses the method that selects a so-
lution that meets the system requirements in terms of output performance and is 
tolerant to the perspective noise or perturbation. A new method called a gradi-
ent DNA Coding is proposed to achieve such objectives. A numerical example 
is presented and comparing DNA coding with genetic algorithm is also given.  

Keywords: DNA coding, genetic algorithms, gradient DNA coding. 

1   Introduction 

The genetic algorithm (GA) has been widely used in many optimization problems. 
The GA offers an efficient way to search a global solution in the multimodal function 
[1][2]. The multimodal function may have several solutions, but some of them are 
very sensitive to small perturbations of their parameter values.  They may be not good 
solutions in certain situations. 

In many optimization tasks, there is a need to find solutions whose performance 
will not change much due to small variation of the parameter values.  In this paper, 
we define a stable solution as one whose variation results in a small amount of change 
in output performance that satisfies the system requirement. We propose a new coding 
method for searching stable solutions. It is based on the biological DNA and a mecha-
nism of artificial DNA [4][5]. A gradient information is utilized to find solutions and it 
is named a gradient DNA coding method.  In addition, the comparison between methods 
using the simple DNA coding and the gradient DNA coding is presented. In the next 
section, the DNA coding method is described. The proposed algorithm is given in sec-
tion 3 and it is followed by simulation to show the effectiveness of the proposed 
method. The final section is followed for the conclusion and future work. 
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2   DNA Coding Method  

The biological DNA consists of nucleotides which have four bases, Adenine(A), 
Guanine(G), Cytosine(C) and Thymine(T)[4][5][6].  A messenger RNA (mRNA) is 
first synthesized from the DNA.  In the synthesis of RNA, each base is translated into 
the complementary base and the unused parts are cut out.  This operation is a splicing. 
After this splicing the mRNA is completed. Three successive bases called codons are 
allocated sequentially in the mRNA. These codons are the codes for amino acids. 64 
kinds of codons correspond to 20 kinds of amino acids as shown in Table 1. The de-
tails of translation into amino acid from codons are omitted here. This allocation of 
amino acid makes proteins, and proteins make up cells.   

A Figure 1 shows an example of the DNA chromosome and its translation mecha-
nism.  A gene begins with  the start codon ATG, and closes with end codons TAG, 
TAA or TGA [6].  The Figure 1 indicates that Gene1 consists of eight condons: CGG, 
CGT, …, TCC and they are translated into amino acids: Arg, Arg, …, Ser, respec-
tively.  Each amino acid has a number from 0 to 9 as shown in Table 2.  The sum of 
the acids value represents gene’s value and it is plugged in as a parameter value.  For 
example, Gene2 consists of acids: Arg, Gly, Phe, Leu, Ala, Ser and Gly and its value 
becomes 26.25 by adding the value of each acids.  

Table 1. RNA(DNA) Codon and amino acid 

T C A G  

TTT TCT TAT TGT 

T 

TTC 

Phe 

TCC TAC 

Tyr 

TGC 

Cys 

C 
TTA TCA TAA TGA Stop A 

T 

TTG TCG 

Ser 

TAG 
Stop 

TGG Trp G 
CTT CCT CAT CGT T 
CTC CCC CAC 

His 
CGC C 

CTA CCA CAA CGA A 
C 

CTG 

Leu 

CTG 

Pro 

CAG 
Gln 

CGG 

Arg 

G 
ATT ACT AAT AGT T 
ATC ACC AAC 

Asn 
AGC 

Ser 
C 

ATA 
Ile 

ACA AAA AGA A 
A 

ATG Met ACG 

Thr 

AAG 
Lys 

AGG 
Arg 

G 
GTT GCT GAT GGT T 
GTC GCC GAC 

Asp 
GTC C 

GTA GCA GAA GGA A 
G 

GTG 

Val 

GCG 

Ala 

GAG 
Glu 

GGG 

Gly 

G 



A DNA Coding Scheme for Searching Stable Solutions 595 

 

Table 2. The value for each amino acid 

Phe 0.25 Pro 0.50 His 0.75 Glu 1.00 

Leu 1.25 Thr 1.50 Gln 1.75 Cys 2.00 

Ile 3.25 Ala 2.50 Asn 2.75 Trp 3.00 

Met 3.25 Tyr 3.50 Lys 3.75 Arg 4.00 

Ser 4.25 Val 4.50 Asp 4.75 Gly 5.00 

 

Fig. 1. The example of genes overlapping and chromosome translation mechanism 

3   Algorithm 

In this paper, the proposed algorithm can be summarized in 7 steps as follows:  

Step 1: Initialization 
Determine the population size, the chromosome length, and probabilities of crossover 
and mutation. The simple GA (genetic algorithm) is initialized with the binary num-
ber (0, 1), but the DNA coding is initialized with four bases: A(adenine), T(thymine), 
G(guanine) and C(cytosine).  

Step 2: Addition of  the noise 
The noise is generated and added to parameters in the system.   If a given population 

size is n , the parameter can be expressed as ),,( 21 nxxxX L=  and  the noise is 

given by ),,( 21 nδδδ L=Δ  where kδ  has a random variable from the interval [0, 

0.02].  Either Δ+X  or Δ−X  is considered as a noise-added parameter.  This 
noise vector will be used in next step.   

Step 3: Calculation of the average value of gradients 

In this procedure, the gradients ),( iii xxS δ+ and ),( iii xxS δ− will be obtained, 

so is the average value of absolute gradient, that is, 

2/)),(),(( iiiiii xxSxxS δδ −++ . This value will be used in calculating the 

fitness function. 

Step 4: Calculation of the fitness 
The above average value will be taken into account in this step.  A Gene with a larger 
gradient value has a smaller fitness value so that it can be degenerated in the next 
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generation.  Fitness values also include the object function’s value as well as one 
obtained from the gradient information. The optimal fitness function requires two 
conditions: the high object function value and the  low average absolute gradient 
value. 

Step 5: Selection 
The Roulette Wheel selection method is used.  It is better than Tournament selection 
method to avoid the object function converging into local optimums.   

Step 6: Crossover and mutation 
The Elitist strategy is adopted as a crossover operator.  It saves the best gene in every 
chromosome so that the best solution will never degenerate. The mutation is per-
formed randomly by  the given mutation probability.    

Step 7: go to step 2 until the required conditions are satisfied.   

4   Simulation 

In order to demonstrate the capability of the proposed algorithm, we applied the algo-
rithm to a 1-D function that is the multimodal function. In simulation, the parameters 

were kept constant with the mutation probability 02.0=mp , the crossover prob-

ability 6.0=cp , the population size N=60, the maximum number of generation 50. 

we performed 50 simulations for each experiment with randomly initializing the 
population. 

1) Function 1y : Consider a function 1y  [Fig. 2(a)], which has five unequal peaks in t

he range 10 ≤≤ x  and is a variant of the function used in [3]. It is defined as 

≤<= −−

−−

.)5(sin

6.04.0)5sin(
)(

6
)

8.0

1.0
(2ln2

5.0)
8.0

1.0
(2ln2

1 2

2

otherwisexe

xxe
xY

x

x

π

π

 

As shown in Fig. 2(a) the global optimum is located at 1.0=x  with the function 

value 0.1 . There are four sharp peaks. The third peak is broad compared to others 

and is located at 486.0=x  with function value 0.715. 
Fig.2 (b), (c) shows a typical distribution of the individuals in the after 50 genera-

tions for the simple DNA coding method and the gradient DNA coding method. Fig.2 
(d) shows a convergence process of the mean value of parameter x in the population 

with trials. The simple DNA coding method converged at 1.0=x , the center of the 
highest peak. The gradient DNA coding method converged to the stable peak 
( 486.0=x ) zone. Indeed, we can observe from Fig.2 (d) that it approached the 
broad peak.  

 
 



A DNA Coding Scheme for Searching Stable Solutions 597 

 

 
 

(a) (b) 

  
(c) (d) 

Fig. 2. (a) The original function 1y  (b) A typical distribution of the individuals in function 1y  

after 50 generation for the simple DNA coding method (c) A typical distribution of the 

individuals in function 1y  after 50 generation for the gradient DNA coding method (d) The 

variation of mean (over the population) value of x  with function evaluations 

5   Conclusions 

This paper proposed a gradient DNA coding method, which extends the application of 
GA’s to domains that require detection of stable solutions. The gradient DNA coding 
method was found that this approach can be effective when we want to detect more 
than one stable solutions on different peaks. 

The future work will focus on analyzing the behavior of gradient DNA coding 
method on more complicated problems where many peaks interact, evaluating the 
gradient DNA coding method on real-world problems.  
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Abstract. With the consideration of driver’s velocity preference, we re-
define the velocity updating rules of NaSch model and extend them to an
asymmetric two-lane cellular automaton model with a recently proposed
lane changing rule set. The analysis focuses on the reproduction of em-
pirically observed results and the relations between empirical results and
vehicle plugs. Vehicle plug is a structured vehicle set which slows down
the traffic flow and it is also a bridge from microscopic to macroscopic
level. Simulation results show that encouraging lane changes have little
effect on decomposing vehicle plugs. In order to decrease plugs we should
keep slow vehicles out of expressway or make a flexible overtaking ban
of slow vehicle according to practical situations.

1 Introduction

In recent years, more and more cellular automata (CA) models of traffic flow have
been proposed. CA model formulate simple rules which mimic the behavior of the
drivers as simply as possible, yield reasonable results compared with empirical
findings and can be easily modified to study various instances. The basic model
has been introduced by Nagel and Schreckenberg(NaSch model) [NS]. And a
more sophisticated CA model [KSS1] has been developed which is capable of
reproducing all of the empirically observed traffic states in single-lane traffic, i.e.
free flow, wide moving jams and especially synchronized traffic.

In an asymmetric two-lane traffic only a few empirical results exist which help
to specify lane changing rule[GY][HL]. Lane change frequency should increase
with vehicle density, shows a maximum in the vicinity of the flow maximum and
then decreases with increasing density. And a special feature of a highway with
a right-lane preference is the empirically observed lane usage inversion. There
are more vehicles distributed on the left than on the right lane, and the flow is
larger for the left than for the right lane while vehicle density is over the vicinity
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of the flow maximum. In [KSS2][KSS3][KSS4][RN] the two-lane extensions of
NaSch model reproduce the density dependence of lane change frequency and
the lane usage inversion quite well.

While the NaSch model only ensures the avoidance of crashes and every driver
is only confined with a maximum velocity. For the desire of the drivers for smooth
driving, we introduce ideal velocity with the consideration of individual velocity
preference into NaSch model. Each driver takes speed at the vicinity of individual
ideal velocity and moves on with the anticipation. Also the lane changing rules in
[KSS3] could be mended by anticipation method which is capable of improving the
usage of two-lane highway space and making the lane change process more neatly.

In the next section a modified asymmetric two-lane model is proposed not
only for reproducing the empirical results on macroscopic level, i.e. density de-
pendence of lane change frequency and the lane usage inversion, but also for
letting the drivers in model have more human natures by reconstructing the lo-
cal rule on microscopic level. In section 3 we introduce U(t) which represent the
average unhappiness of all drivers and show that by encouraging lane changing,
U(t) could stay at a low degree and the flow of traffic goes up linearly with the
increasing density when the traffic is in free flow state. The influence of slow
vehicle such as truck is remarkable in inhomogeneous asymmetric two-lane high-
way. Without the overtaking ban on truck, the flow would go down steeply with
the increasing rate of trucks in all vehicles at the early stage and retain at a low
level afterwards. The negative impact of truck rate on flow is vanished with the
increasing vehicle density. We catch different segments of the highway and find
that vehicle plug plays a main role in the negative impact. Once a vehicle plug
is formed by a pair of trucks which occupy both two-lanes at short distance, the
vehicles behind the plug are difficult to get through it. The relations between
vehicle density, rate of truck and the formation of plug are discussed in detail.
The plug is easy to form and spread all over but the measures that can dissipate
it are difficult to find. Here we make some tries that may be helpful. In the last
section a short summary and a discussion are followed.

2 Models

In this inhomogeneous asymmetric two-lane traffic model, a system update is
performed in two sub-steps. In the first step the vehicles change lanes according
to the lane changing rules and do not move. In the second step, the cars move
according to the calculated velocity. Both sub-steps are performed in parallel
for all vehicles. Before we present the lane changing rules, we briefly define
the single-lane motion rules. For the sake of completeness we briefly recall the
definition of the NaSch model. The NaSch model is a discrete model for traffic
flow. The road is divided into cells which can be either empty or occupied by a car
with a velocity v = 0, 1, · · · , vmax. The vehicles move from left to right on single
lane with periodic boundary conditions and the system update is performed in
parallel for all vehicles according to the following rules (see table 1 for a summary
of the parameters and variables of models):
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Table 1. Summary of the variables and parameters used in the model definition

Variable Parameter Variable Parameter

x Position Rs Rate of slow vehicle
v Velocity ρ Vehicle density
va Anticipation velocity vmax Maximum velocity
d Distance headway ds Safe gap
de Effective distance headway vi Ideal velocity
dofe Effective distance headway other lane Pb Deceleration probability
dose Effective distance behind other lane Pa Acceleration probability

Fig. 1. Sketch of a road segment. Here take right lane as main lane and left lane as
overtake lane. The hatched cells are occupied by vehicles

(1) Acceleration and deceleration:

v(n, t + 1) =
{

min (v(n, t) + 1, vmax), v(n, t) < d
d, v(n, t) ≥ d

(2) Decelerated by noise: if rand() < Pb then v(n, t+1) = max (v(n, t + 1)− 1, 0)
(3) Motion: v(n, t + 1) = x(n, t) + v(n, t + 1)
where v(n, t) and x(n, t) denotes the velocity and the position of number n-th
vehicle at system time t, respectively. With the deceleration probability Pb, var-
ious motions of drivers could be described in a random way. For the desire of the
drivers for smooth and comfortable driving, Schneider et al[SE] and Knospe et
al[KSS3] proposed a more realistic model based on NaSch model by introducing
the effective distance headway de:{

de(n, t) = d(n, t) + max (va(n, t)− ds, 0)
va(n, t) = min (d(n + 1, t), v(n + 1, t))

where vehicle n + 1 denotes the leading vehicle of n. The velocity of leading
vehicle is anticipated and de(n, t) allows for smaller gaps, larger velocity and
higher lane space usage.

In real world, each driver has one’s velocity preference. Here, we introduce
the ideal velocity vi(vi < vmax) for each driver and the rules are designed to let
the velocity varying around vi. The status of the brake light B is assigned to 1
when a deceleration occurred, otherwise B is assigned to 0.



602 X. Su et al.

The update rules for motion are then as follows, which should be done step
by step:

(1) Acceleration and deceleration: if de(n, t) > vi(n) > v(n, t) then v(n, t + 1) =
v(n, t)+1; if (de(n, t) > vi(n) and v(n, t) ≥ vi(n) and rand() < Pa) or de(n, t) ≤
vi(n) then v(n, t + 1) = min (v(n, t) + 1, de(n, t)); otherwise v(n, t + 1) = v(n, t);
(2) Decelerated by noise: if rand() < Pb then v(n, t + 1) = max (v(n, t)− 1, 0);
(3) Upper limit: v(n, t + 1) = min (v(n, t + 1), vmax);

(4) Brake light: B(n, t + 1) =
{

1, v(n, t + 1) < v(n, t)
0, v(n, t + 1) ≥ v(n, t) ;

(5) Motion: x(n, t + 1) = x(n, t) + v(n, t + 1) .

The acceleration and deceleration rules of step one is designed for keeping
the drivers driving at the vicinity of vi in free flow state, and the changing of
velocity could be smoother. While in the state of synchronized traffic or wide
moving jams, the velocities are constrained by the vehicle density. In order to
extend the single-lane model to an asymmetric two-lane model, we should in-
troduce lane changing rules which agree with the two mechanisms used in real
life. The one is right-lane preference that the driver should use the right lane
as often as possible. The other one is the right-lane overtaking ban. In [KSS3]
a sophisticated lane changing rule set has been proposed, which agrees with the
two mechanisms and is capable of reproducing the density dependence of lane
change frequency and the lane usage inversion. In order to keep the model sim-
ply we restrict the lane interaction to vehicles which have to brake (B = 1)
in the next time step due to an insufficient gap in front. The lane changing
rules are as follows (see table 1 and figure 1 for the parameters and variables of
rules):

(1) From right to left lane:
(i) Incentive criterion: B = 0 and v > de

(ii) Safety criterion: dofe > v and dose > vos

(2) From left to right lane:
(i) Incentive criterion: (B = 0 and dofe

v > 2.0 and (de

v > 4.0)) or (v > de);
(ii) Safety criterion: dofe > v and dose > vos

where dofe denotes the effective gap to the leading vehicle on the destination
lane, dose denotes the effective gap to the succeeding vehicle on the destination
lane, and they are defined as follows:{

dofe = dof + max (min (gap, vof )− ds, 0)
dose = dos + max (min (dof , v)− ds, 0)

It is obviously that the difference between two incentive criterions agrees with
the right-lane preference mechanism. Since the velocity of the vehicle is taken
into account in the incentive criterion that from left to right, slow vehicles are
allowed to change lane even at small distances.
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3 Results and Discussions

The numerical simulations are started with randomly generated initial configu-
rations, and evolve to steady terminal states over a long time. On a 2 × 20000
lattice as figure 1, trucks and cars are randomly distributed. We distribute the
vi of trucks according to a Gaussian profile with different variances and a mean
vi = 5. While the vi of cars is set to 8, and vmax = 12. The sum of left and right
lane usages is 2. In order to describe the emotions of drivers, we introduce U(t)
which reflects the unhappiness of all drivers who are not at their ideal velocities
at system time t:

U(t) =
1
n

n∑
j=1

|v(j, t)− vi(j)|
vi(j)

In figure 2 the variables of traffic flow varying with the increasing vehicle
density are depicted (the units only have a relative meaning) and agree with
the empirically observed results well. With the increasing density at early stage,
traffic flow goes up linearly, mean velocity keeps on a high level and unhappiness
stays at a low level while the lane change frequency goes up steeply. And we
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Fig. 2. Fundamental diagrams of asymmetric two-lane model with 10% slow vehicles.
The slow vehicles are not allowed to change to left lane
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can see that the active lane changes provide more chances for driver to drive
at a high and satisfying velocity at free flow phase. Meanwhile, most of the
vehicles are distributed on right lane for the right-lane preference. However, the
left lane usage will exceed the right lane and then achieve its maximum in the
vicinity of flow maximum, and the flow of left lane is larger than the right at the
same time. A simple explanation for these is that the trucks or some slow cars
dominate the right lane and the cars would like to take the left lane for more
satisfying velocities. There are many factors in producing these phenomena, and
a detail analysis is presented in [KSS3]. With the increasing density, the velocity
predominance of cars against trucks is decreased, and the free flow phase turns
into synchronized flow phase. In this stage the mean velocity of all drivers is
determined only by density but not at the wills of drivers.

In real world, the entry of slow vehicle into highway is forbidden or the
overtaking of slow vehicle is banned. Here the numerical simulations below will
show us how the performances will be if we did not follow these instructions.
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Fig. 3. Flow statistics of asymmetric tow-lane model under two different flow densities.
Note that the trucks are allowed to change to the left lane

In figure 3, when ρ = 50 and the rate of trucks Rs ∈ [0, 0.27), flow goes down
linearly and steeply. Meanwhile, the mean velocity of all drivers also has the same
variation, and the lane change frequency goes up steeply with the increasing Rs

at this stage. However, when ρ = 50 and Rs ∈ [0.27, 1], flow maintains at a
low level, and so does the mean velocity. The lane change frequency decreases
at the same time. All these phenomena are related to the slow vehicle plugs. In
figure 1, we can see how the slow vehicle plugs are formed. Suppose A and B
are all trucks, in the vehicle structure of figure 1, the succeeding vehicles of A
and B will have few chances to go through the vehicle structure. And then more
vehicles will be formed as slow vehicles at a segment with local high density
which is called a vehicle plug. More and more vehicle plugs will be formed with
the increasing Rs ∈ [0, 0.27) until they have been distributed everywhere. We
tried to decompose the vehicle plugs by encouraging lane changing, i.e. tuning
the numerical parameters in incentive criterion of lane changing rule that from
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left to right lane. But the result was even worse, since the flow enhanced only
a little while the lane changing frequency increased doubly which would cause
more crashes and make drivers tired and depressed. Therefore, it is important
to keep slow vehicles out of expressway under these circumstances.

In figure 3, when ρ = 120, flow declines linearly but more steeply than the
flow with ρ = 50 and then it reaches a stationary value over a short range
of Rs(Rs ∈ [0, 0.05)). Due to the vehicle plugs are easy to be formed than to
be decomposed under higher density (the balance between plug forming and
decomposing is interesting), under ρ = 120 a small addition of Rs can generate
more plugs than under ρ = 50. The velocity predominance of cars against trucks
is declined under the phases of synchronized traffic or wide moving jams. At
these phases, flow and mean velocity are determined mainly by vehicle density.
Therefore, the range of Rs that flow varies over to reach its stationary value
under ρ = 120 is shorter than that under ρ = 50 . We can unchain the slow
vehicle entry ban under the phases of synchronized traffic or wide moving jams
for that the ban has little effect on flow increasing. And the constraints on slow
vehicles can be applied flexibly according to different situations. For example, it
is unpractical to keep all slow vehicles out of highways in the region with road
network underdeveloped. In this situation, we can make a flexible overtaking
ban of slow vehicles to achieve a higher flow and make drivers happy.

Fig. 4. Contour of (Flowforbid − Flowallow)/F lowforbid as a function of flow density
ρ and slow vehicle rate Rs. Here Flowforbid and Flowallow represent the traffic flow
when slow vehicles are forbidden to change to the left lane or allowed respectively

Suppose that the ellipse in figure 4 represents density and Rs of a two-lane
highway as a function of time in one day. The arrow represents the direction
that time goes by. The A and B are the moments of day. In order to achieve
higher flow, slow vehicles should observe the overtaking ban from moment A to
moment B. However, from moment B to moment A the slow vehicle overtaking
ban should be cancelled.
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4 Conclusion

We redefined the velocity updating rules of NaSch model with the consideration
of velocity preference of driver, and extended it with a sophisticated lane chang-
ing rule set to an asymmetric two-lane model. The model reproduced empirical
results on macroscopic level, i.e. density dependence of lane change frequency
and the lane usage inversion. And we found that active lane changes provide
more chances for driver to drive at a high and satisfying velocity at free flow
phase with the slow vehicle overtaking ban. However, the effect of lane change
will vanished without the ban since the vehicle plugs are easier to be formed
by structured slow vehicles than to be decomposed only by active lane changes.
And even a low fraction of slow vehicle can make the mean velocity and flow
go down steeply. In order to weaken the negative impact of vehicle plugs and
achieve higher flow, we should keep slow vehicles out of expressway or make a
flexible overtaking ban of slow vehicle according to practical situations.

With a simple local interaction set, CA model can reproduce most empirically
observed results of complex traffic system and present microscopic causes of
formulations of the empirical results. Since the traffic simulations based on CA
are at the stage of developing and most analyzes are qualitative. There are many
works could be done, for example, clarifying the quantitative relations between
simulated and realistic results for quantitative analysis.
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Abstract. The performance of modern integrated circuits is often determined by 
interconnect wiring requirements. Moreover, continuous scaling of VLSI 
circuits leads to an increase in the influence of interconnects on system 
performance. It is desired therefore, to calculate accurately its parasitic 
components, particularly wiring capacitance.  In order to recognize which one 
from the most popular empirical approaches gives the evaluation of the total 
capacitance that suits to the real capacitance of the interconnect line, the 
numerical simulations based on the numerical solving of Maxwell equations 
have been employed. 

1   Introduction 

Due to continually shrinking feature sizes, higher clock frequencies, and the 
simultaneous growth in complexity, the role of interconnections in determining circuit 
performance is growing in importance. This trend has led to the increasing dominance 
of interconnect delay over logic propagation delay – even with new metal 
technologies such as copper or new low-k dielectrics [1]. Additionally, increasingly 
large chip dimensions result in the longer interconnect lines, which give considerable 
contributions to the total power dissipation. Since the metallic interconnections are 
the crucial design issue for current and future generation of IC’s, it is increasingly 
important to compute accurately all its parasitic components, particularly wiring 
capacitances. Their evaluation is a non-trivial task and it is a subject of many 
investigations [2],[3],[4]. There are two major approaches to calculate the parasitic 
capacitance. The first type is to use a numerical simulation, often based on Finite 
Difference Time Domain or on Finite Element Method [5],[6]. The numerical 
methods have good accuracy, however are too time-consuming, when applied to the 
whole integrated circuit. The second approach uses analytic formulations, derived 
from the equations of electromagnetism. These methods have a sufficient accuracy 
and a simulation speed, but they can be considered to simulate a few physical 
configurations, only. Empirical 2- and 3D capacitance models have been reported 
extensively in the literature. In order to recognize which one from the most popular 
approaches [7],[8],[9],[10] gives the evaluation of the total capacitance that suits to 
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the real capacitance of the interconnect line, the numerical simulations based on the 
numerical solving of Maxwell equations have been employed. The simulations were 
performed using the commercial software package OPERA [11], which uses finite 
element techniques to analyze the electromagnetic problems.  

2   Electrical Models of On- hip Interconnections 

Initially, interconnect has been modeled as a single lumped capacitance in the analysis 
of the performance of on-chip interconnects. Currently, at low frequency, the lumped 
RC models are used for high-resistance nets (Fig.1a) and capacitance models are used 
for less resistive interconnect [8],[12]. To represent the distributed nature of the wire, 
the interconnect is broken down into n smaller lumped section (Fig.1b). The 
simulation accuracy increases with increasing n. If the signal rise time is too short or 
the wire is very long, the inductance must also be included and an RLC network 
(Fig.1c), or the transmission line model (Fig.1d) must be used [13],[14]. The possible 
representations of interconnect line models include the , L and T networks. 

R/n 

C/n

L/n R/n

C/n 

L/n T (R,L,C,G)

R/n

C/n C/n

R/n

C/n C/n 
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(d)(c)

R (a)

C

 

Fig. 1. Models of interconnections. (a) Lumped RC line  (b) Distributed RC line. (c) 
Distributed RLC line (d) Lossy transmission line.(n: number of distributed cells) 

3   Analytical Models of Parasitic Interconnect Capacitance 

An accurate model for the crossover capacitance is essential for estimating the 
interconnect circuit performance. To get an accurate interconnect capacitance electric 
field solvers (2D or 3D) should be used. It is, however, so huge task that it would take 
ages to estimate the capacitance of the whole chip. Therefore, various assumptions 
and approximations are used to get quick estimates. The empirical formulas, derived 
from the equations of electromagnetism have the sufficient accuracy and the 
simulation speed. The simplest equation for interconnect capacitance is given by. 

(1) 

c

C = o  SiO2 
W
H LInt 
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where H is the interlayer dielectric (ILD) thickness, ε SiO2 is  dielectric constant, εo is 
the permittivity of free space, W and LInt are the width and the length of the 
interconnect respectively. 

 

CP

CL

 CF

H

W

T

S

CP CF

 CF  CF

 CL

 

Fig. 2. Interconnect capacitance components 

For interconnections in modern integrated circuits a large part of the capacitance 
comes from lateral coupling between adjacent wires placed on the same metal level 
and from fringing fields This means that the values of extracted capacitance using 
simple parallel plate capacitor approximations are extremely inaccurate. In reality, the 
total interconnect capacitance is a sum of a few different capacitances resulting from 
the particular design of interconnect system and cannot be treated as the simple plane 
described by (1). As it is shown in Fig.2, one can distinguish the parallel plate 
capacitance component, CP, the fringing field component, CF, and lateral coupling 
capacitance component, CL. It should be noted, that if the neighbor line switches in 
the opposite direction, the effective lateral capacitance doubles but if the neighbor line 
switches in the same direction the effective lateral capacitance equals to zero.  

There are several approaches to identify the total capacitance CTotal, which use 
different models to define the components capacitances The most popular of them are 
presented below. One of the first one was developed by Sarasvat [7]. He considered 
the structure shown in Fig.2 and described the component capacitances as follows: 

(2) 

(3) 

CTotal = k(2CP + 2CL)  (4) 

where T - line thickness, S - distance between two adjacent wires and k - the factor 
which takes into account the fringing fields, which value can be calculated using two-
dimensional analysis of Dang and Shigyo [15].  

Another model was presented by Sakurai [8] who derived a simple analytical 
formula for the total capacitance for symmetrical interlevel dielectric thickness. 
However, this formula takes into account a basic wire structure with one ground plane 
only. Because of the symmetrical nature of the interconnect structure considered in 

CP = ox o 
W
H  

CL = ox o 
T
S  
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this work, like is shown in Fig.2  the capacitance between wire and ground Cvertical and 
capacitance between adjustment wires  Chorizontal are  multiplied by two. 

(5) 

(6) 

CTotal = 2Cvertical + 2Chorizontal (7) 

Chern in [9] presented a more complex crossover model for triple-level metal layer, 
which was the base for the formulas below: 

(8) 

(9) 

CTotal =2Cvertical + 2Chorizontal (10) 

The last formula that will be presented here is taken from Wong work [10]. According 
to his model, the interconnect capacitance is described as: 
 

(11) 

(12) 

CTotal = 2Cvertical + 2Chorizontal (13) 

4   Numerical Model of Parasitic Interconnect Capacitance 

In order to recognize which from the above formulas gives the evaluation of the total 
capacitance that suits to the real capacitance of the interconnect line, the numerical 
simulations based on the numerical solving of Maxwell equations have been 
employed. The simulations were performed using the Vector Field commercial 
software package OPERA [11], which uses finite element method to analyze the 
electromagnetic problems in 2D domain. This method divides the studied structure 
into sub-domains. Then, it is possible, with this tool, to fit any polygonal shape by 
choosing element shapes and sizes. 
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Fig. 3. Interconnect structure used in numerical capacitance calculation 

The test interconnect structure is shown schematically in Fig.3. It contains three 
wires sandwiched between a two ground planes. Three copper lines are imbedded in a 
dielectric matrix (with the permittivity dependent on technology). The electric 
potentials and the currents have been fixed to arbitrary values. The cross-section 
dimension of investigated structure has been changed according to the technology. 
Typical views of the field distributions are represented in Figure 3. The shades give 
the intensity of the electric potential. This gives qualitative indications on the intensity 
of the coupling strengths. The software reports the total charge on the strip in 
Coulombs per meter. Since the total charge equals capacitance times voltage (CV= Q) 
then we can interpret the results from the software directly as capacitance per meter. 

5   Comparison Between Analytical and Numerical Models 

The total capacitance was calculated numerically and using four formulas mentioned 
above. Such a procedure has been repeated for several structures fabricated in 0.13, 
0.10 and 0.05μm CMOS processes, which design parameters are collected in Table.1 

Table 1. Cross-section interconnect dimensions 

Technology Layer w t s h Eps V 

  [m] [m] [m] [m] - [V] 

1 1.46E-07 1.08E-07 1.54E-07 3.55E-07 2.00 1.20 
130 

6 2.35E-06 2.00E-06 2.53E-06 6.67E-06 2.00 1.20 

4 1.18E-07 2.04E-07 1.22E-07 3.55E-07 1.50 0.90 
100 

7 2.22E-06 2.00E-06 4.98E-06 6.67E-06 1.50 0.90 

7 1.20E-06 1.50E-06 1.20E-06 9.00E-07 1.50 0.60 
50 

9 2.00E-06 2.50E-06 2.00E-06 1.40E-06 1.50 0.60 

 
Eps – dielectric constant 

.
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The discrepancies between the total capacitance evaluation by means of  analytical 
formulas and the OPERA simulations are shown in Table.2. The error used as the 
discrepancy measure is defined as follows: 

Table 2. Error table of the analytical formulas compared with numerical simulator 

Tech. Layer OPERA Mod.1 error Mod.2 error Mod.3 error Mod.4 error 

1 7.36E-14 7.84E-14 7% 8.26E-14 12% 1.16E-13 58% 3.94E-14 -46% 
130 

6 7.39E-14 7.88E-14 7% 8.46E-14 14% 1.17E-13 58% 4.05E-14 -45% 

4 7.63E-14 8.07E-14 6% 9.19E-14 20% 1.23E-13 61% 5.32E-14 -30% 
100 

7 4.37E-14 4.56E-14 4% 5.23E-14 20% 7.51E-14 72% 1.95E-14 -55% 

7 8.61E-14 9.22E-14 7% 1.06E-13 23% 1.48E-13 72% 6.86E-14 -20% 
50 

9 8.93E-14 9.39E-14 5% 1.09E-13 22% 1.52E-13 70% 7.11E-14 -20% 

 

where Mod.1 is the Chern [9] formula, Mod.2 is the Wong [10] formula and Mod.3 
and Mod.4 are the Sakurai [8] and Sarasvat [7] approaches respectively. Based on this 
comparison one can judge that the empirical Chern’s formula that error value is less 
then 8% over a wide range of interconnect parameters can be treated as the more 
realistic one. It should be noted that the valid range of interconnect dimensions for 
this formula is [9]: 
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Fig. 4. Global interconnects capacitance versus technology node 

Fig.4 shows the wiring capacitance per unit length Co calculated by Chern’s formula 
as a function of technology nodes. The calculations have been done for global 
interconnect with minimum cross-section dimensions (minimum wire pitch). It can be 

0.3  
W
H   10;      0.3  

H
T   10 (1 ) 5

Error = 
Analytical calculation - Numerical calculation

 Numerical calculation  100%. (1 ) 4
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noticed that the interconnect capacitance calculated for the present value of dielectric 
constant 3.6 remains almost the same, while the capacitance calculated for the values 
predicted by ITRS [1] tends to lessen. 

6   Conclusion 

The crossover parasitic interconnect capacitance is essential for estimating the 
interconnect circuit performance. To get an accurate interconnect capacitance electric 
field solvers should be used. Since it is too time-consuming, the empirical 
approximations derived from the equations of electromagnetism are used. 
Unfortunately these methods can be considered to simulate a few physical 
configurations, only. In order to recognize which from the most popular approaches 
gives the evaluation of the total capacitance that suits to the real capacitance of the 
considered interconnect structure (Fig.2), the numerical simulations based on the 
numerical solving of Maxwell equations have been employed. The presented 
comparison showed that only for the Chern formula the error value is less then 7% 
over a wide range of ITRS parameters. Therefore one can conclude that the Chern 
formula is the most realistic one for the considered interconnect structure. 
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Abstract. The development of efficient parallel algorithms for large scale 
wildfire simulations is a challenging research problem because the factors that 
determine wildfire behavior are complex. These factors make static parallel 
algorithms inefficient, especially when large number of processors is used 
because we cannot predict accurately the propagation of the fire and its 
computational requirements at runtime. In this paper, we propose an Autonomic 
Runtime Manager (ARM) to dynamically exploit the physics properties of the 
fire simulation and use them as the basis of our self-optimization algorithm. At 
each step of the wildfire simulation, the ARM decomposes the computational 
domain into several natural regions (e.g., burning, unburned, burned) where 
each region has the same temporal and special characteristics. The number of 
burning, unburned and burned cells determines the current state of the fire 
simulation and can then be used to accurately predict the computational power 
required for each region. By regularly monitoring and analyzing the state of the 
simulation, and using that to drive the runtime optimization, we can achieve 
significant performance gains because we can efficiently balance the 
computational load on each processor. Our experimental results show that the 
performance of the fire simulation has been improved by 45% when compared 
with a static portioning algorithm. 

1   Introduction 

For over fifty years, attempts have been made to understand and predict the behavior 
of wildfires. However, the factors that determine wildfire behavior are complex and 
the computational loads associated with regions in the domain vary greatly both in 
time and space. Load balancing and efficient parallel execution of these simulations 
on large numbers of processors present significant challenges.  

Optimizing the performance of parallel applications through load balancing is well 
studied and can be classified as either static or dynamic. The static approaches [3][4] 
assign work to processors before the computation starts and can be efficient if we 
know how the computations will progress a priori. If the workload cannot be 
estimated beforehand, dynamic load balancing strategies have to be used [5][6][7][8]. 
Some global schemes [9][10] predict future performance based on past information or 
based on some prediction tools such as Network Weather Service (NWS)[11]. Other 
optimization techniques are based on application-level scheduling [12][13]. AppLeS 
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[12] assumes the application performance model is static and provided by users and 
GHS system[13] assumes the applications computation load is a constant.  

There are a few techniques that assume adaptive applications [14][15][16].  
However, the wildfire simulation is a continuously changing application and requires 
adaptive and efficient runtime optimization techniques.  In this paper, we present an 
Autonomic Runtime Manager (ARM) that continuously monitoring the computing 
requirements of the application, analyzing the current state of the application as well 
as the computing and networking resources and then making the appropriate planning 
and scheduling actions at runtime. The ARM control and management activities are 
overlapped with the application execution to minimize the overhead incurred.  

The reminder of this paper is organized as follows: Section 2 gives a brief 
overview of the ARM system and a detailed analysis of the wildfire simulation. 
Results from the experimental evaluation of the ARM system are presented in Section 
3. A conclusion and outline of future research directions are presented in Section 4. 

2   Autonomic Runtime Manager (ARM) Architecture 

The Autonomic Runtime Manager(ARM) is responsible for controlling and managing 
the execution for large-scale applications at runtime. The ARM main modules include 
(Fig. 1): 1) Online Monitoring and Analysis Module and 2) Autonomic Planning and 
Scheduling Module. The online monitoring and analysis module monitors the state of 
the application and underlying system and determines whether the online planning 
engine should be invoked. The planning and scheduling engine uses the resource 
capability models as well as performance models associated with the computations, 
and the knowledge repository to select the appropriate models and partitions for each 
region and then decompose the computational workloads into schedulable 
Computational Units (CUs). In this paper, we will use the wildfire simulation as a 
running example to explain the main operations of the ARM modules. 

2.1   An Illustrative Example - Wildfire Simulation 

In the wildfire simulation model, the entire area is represented as a 2-D cell-space 
composed of cells of dimensions length x breadth. For each cell, there are eight major 
wind directions as shown in Fig. 2. When a cell is ignited, its state will change from  
“unburned” to “burning”. During its “burning” phase, the fire will propagate to its 
eight neighbors. The direction and the value of the maximum fire spread rate within 
the burning cell can be computed using Rothermel’s fire spread model [2]. When the 
simulation time advances to the ignition times of neighbors, the neighbor cells will 
ignite.  In a similar way, the fire would propagate to the neighbors of these cells. With 
different terrain, vegetation and weather conditions, the fire propagation could form 
very different spread patterns within the entire region. 

Our wildfire simulation model is based on fireLib [1], which is a C function library 
for predicting the spread rate and intensity of free-burning wildfires. We parallelized 
the sequential fire simulation using MPI. This parallelized fire simulation divides the 
entire cell space among multiple processors such that each processor works on its own 
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Fig. 1. Autonomic Runtime Manager (ARM) architecture 

 

NW

E

NEN

SESSW

W

 
 

Fig. 2. Fire direction 
after ignition 
 

portion and exchanges the necessary data with each other’s after each simulation time 
step.  At each time step, each processor computes and maintains the ignition maps of 
the 8 neighbors of the current ignited cell. Then the ignition map changes are 
exchanged between processors.  

In our current implementation, a coordinator processor gathers the ignition map 
changes from each worker processor and then broadcasts them to all processors. Since 
there are only a few cells whose ignition times are changed at each time step, we 
believe the communication overhead with the coordinator is low. Thus the estimated 
execution time at time t for processor Pi can be defined as follows: 

 
( ) ( , ) ( , )i comp i comm iT t T P t T P t= +  

 

 
(1) 

where ),( tPT icomp and ),( tPT icomm are the computation and communication time at step t 

for processor Pi, respectively.  
The application computational workload (ACW) of the simulation is defined as:  

 
( ) ( ) ( )B B U UACW t N t T N t T= +  

 

 
(2) 

where NB(t) and NU(t) are the number of burning and unburned cells at time t; TB and 
TU  are the estimated computation times of each burning and unburned cell. TB > TU 
because burning cells are more computation intensive than unburned cells, which 
contribute significantly to the imbalance conditions at runtime. Let αi be the fraction 
of the workload assigned to processor Pi, it will be given a workload of )(tACWi ×α . 

Therefore, the expected computation time for processor Pi can be defined as follows: 

( , ) ( ( ) ( ) ) ( , ) ( , )comp i i B B U U B i B U i UT P t N t T N t T N P t T N P t Tα= + = +  

 

 
(3) 

where NB(Pi, t) and NU(Pi, t) are the number of burning cells and unburned cells 
assigned to processor Pi at time step t.  
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The communication cost Tcomm(Pi,t) includes the time required for data gathering, 
synchronization and broadcasting, which can be defined as follows:  

 
( , ) ( , ) ( , ) ( )comm i gather i sync i bcastT P t T P t T P t T t= + +  

 

 
(4) 

Data gathering operation can be started once the computation is finished. The data 
gathering time of processor Pi at time step t is given by:  

 
( , ) ( , )gather i Byte c iT P t mT N P t=  

 

 
(5) 

where m is the message size in bytes sent by one cell, ( , )C iN P t is the number of cells 

assigned to processor Pi whose ignition time are changed during the time step t, and 
TByte is the data transmission time per byte. It is important to notice that broadcast 
operation can only start after the coordinator processor receives the data from all 
processors. Consequently, the data broadcasting time can be defined as: 

1

0
( ) ( , )

P

bcast Byte c ii
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−

=
=  

 

 
(6) 

Then, the estimated execution time of the wildfire simulation on processor i can be 
computed as:  

1
( )t

i

N

total it
T T t

=
=  

 

 
(7) 

where Nt is the number of time steps performed by the wildfire simulation. 

2.2   Online Monitoring and Analysis 

The online monitoring module collects the information about the wildfire simulation 
state, such as the number and the location of burning cells and unburned cells, and the 
computation time for the last time step. At the same time, it monitors the states of the 
underlying resources, such as the CPU load, available memory, network load etc. The 
runtime state information is stored in a database. The online analysis module analyzes 
the load imbalance of the wildfire simulation and then determines whether or not the 
current allocation of workload needs to be changed.  

Figure 3 shows the breakdown of the execution time and type of activities 
performed by four processors. Processor P0 has the longest computation time because 
it is handling a large number of burning cells. Consequently, all the other three 
processors have to wait until processor P0 finishes its computation and then the data 
broadcasting can be started. To balance the workload, the online analysis module 
should quickly detect large imbalance and invoke the repartitioning operation. To 
quantify the imbalance, we introduce a metric, Imbalance Ratio (IR) that can be 
computed as: 

 
1 1

0 0

1
0

( ( , )) ( ( , ))
( ) 100%

( ( , ))

P P
i comp i i comp i

P
i comp i

Max T P t Min T P t
IR t

Min T P t

− −
= =

−
=

−
= ×  

 

 
(8) 

We use a predefined threshold IRthreshold to measure how severe the imbalance is. If 
( ) thresholdIR t IR> , the imbalance is considered severe and repartitioning is required. 

Then the automatic planning and scheduling module will be invoked to carry the 
appropriate actions to reparation the simulation workload. 
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Fig. 3. The breakdown of the processor execution time at time step t 

The selection of the threshold IRthreshold can significantly impact the effectiveness of 
the self-optimization approach. If the threshold chosen is too low, too many load 
repartitioning will be triggered and the high overhead produced outweigh the 
expected performance gains. On the other hand, when the threshold is high, the 
imbalance conditions cannot be detected quickly. In the experimental results 
subsection, we show how we can experimentally choose this threshold value.  

2.3   Autonomic Planning and Scheduling 

The autonomic planning and scheduling module partitions the whole fire simulation 
domain into several natural regions (burning, unburned) based on its current state and 
then assigns them to processors by taking into consideration the states of the 
processors involved in the fire simulation execution. To reduce the rescheduling 
overhead, we use a dedicated processor to run the ARM self-optimizing algorithm and 
overlap that with the worker processors that compute their assigned workloads. Once 
the new partition assignments are finalized, a message is sent to all the worker 
processors to read the new assignments once they are done with the current 
computations. Consequently, the ARM self-optimization activities are completely 
overlapped with the application computation and the overhead is very minimum less 
than 4% as will be discussed later. 

3   Experimental Results 

The experiments were performed on two problem sizes for the fire simulation. One is 
a 256*256 cell space with 65536 cells. The other is a 512*512 cell domain with 
262144 cells. To introduce a heterogeneous fire patterns, the fire is started in the 
southwest region of the domain and then propagates northeast along the wind 
direction. To make the evaluation accurate, we maintain total number of burning cells 
during the simulation is about 17% of the total cells for both problem sizes. 

We begin with an examination of the effects of the imbalance ratio threshold on 
application performance. We ran the fire simulation with a problem size of 65536 on 
16 processors and varied the IRthreshold values to determine the best value that 
minimizes the execution time. The results of this experiment are shown in Fig. 4. We 
observed that the best execution time, 713 seconds, was achieved when  the  IRthreshold 



620 J. Yang et al. 

 

Fig. 4. The sensitivity of the fire simulation 
to the IRthreshold value 
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Fig. 5. Imbalance ratios for 2000 time steps of 
the fire simulation, problem size = 65536, 
number of processors = 16, IRthreshold = 50% 

is equal to 30%.  Figure 5 shows how the imbalance ratio increases as the simulation 
progresses using static partitioning algorithm and compares that with our self-
optimization algorithm. For example, at time step 2000, the imbalance ratio in the 
static parallel algorithm is about 450% while it is around 25% in our approach. Using 
our approach, the imbalance ratio is kept bound within a small range. 

Figure 6 shows the computation time for each processor at time steps 1, 300 and 
600 with and without the ARM self-optimization. For example, at time step 1, the 
computation load is well balanced among most processors for both static partitioning 
and self-optimization. However, as shown in Fig. 6(a), at time step 300, processor P0 
and P1 experience longer computation times while other processors keep the same 
computation time as before. This is caused by having many burning cells assigned to 
these two processors P0 and P1.  At time step 600, more and more cells on processor 
P0 and P1 are burning and the maximum computation time of 0.24 seconds is 
observed for P1. However, if we apply the ARM self-optimization algorithm, all 
processors finish their computations around the same time for all the simulation time 
steps (see Fig. 6 (b)).  For example, the maximum execution time of 0.1 seconds is 
observed for processor P2 at time step 600, which is 58% reduction in execution time 
when compared to the 0.24 seconds observed for the static portioning algorithm.  

Tables 1 and 2 summarize the comparison of the execution time of the fire 
simulation with and without our self-optimization algorithm. Our experimental results 
show that the self-optimization approach improves the performance by up to 45% for 
a problem size of 262144 cells on 16 processors. We expect to get even better 
performance as the problem size increases because it will need more simulation time 
and will have more burning cells than smaller problem sizes. 

In our implementation, one processor is dedicated to the autonomic planning and 
scheduling operations while all the worker processors are running the simulation 
loads assigned to them. Consequently, our self-optimization algorithm will not have 
high overhead impact on the fire simulation performance. The only overhead incurred 
is the time that ARM sensors collect the runtime information and the time that worker 
processors read new assigned simulation loads. To quantify the overhead on the 
whole system, we conducted experiments to measure the overhead. Based on our 
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Fig. 6. Computation times of different time steps on 8 processors. Each group of adjacent bars 
shows the computation time of time step 1, 300 and 600, respectively. (a) Without self-
optimization (b) With self-optimization 

Table 1. Performance comparison for the fire simulation with and without self-optimization for 
different number of processors, problem size = 65536, and IRthreshold = 30% 

Number of 
Processors 

Execution Time without 
static partitioning (sec) 

Execution Time with Self-
Optimization (sec) 

Performance 
Improvement 

8 2232.11 1265.94 43.29% 
16 1238.87 713.17 42.43% 

Table 2. Performance comparison for the fire simulation with and without self-optimization for 
different number of processors, problem Size = 262144, and IRthreshold = 30% 

Number of 
Processors 

Execution Time without 
Self-Optimization (sec) 

Execution Time with 
Self-Optimization (sec) 

Performance 
Improvement 

16 17276.02 9486.3 45.09% 
32 9370.96 5558.55 40.68% 

experiments, we observed that the overhead cost is less than 4% of the total execution 
time for both problem sizes of the fire simulation.  

4   Conclusions and Future Work 

In this paper, we described an Autonomic Runtime Manager that can self-optimize the 
parallel execution of large-scale applications at runtime by continuously monitoring 
and analyzing the state of the computations and the underlying resources, and 
efficiently exploit the physics of the problem being optimized. In our approach, the 
physics of the problem and its current state are the main criterion used to in our self-
optimization algorithm. The activities of the ARM modules are overlapped with the 
algorithm being self-optimized to reduce the overhead. We show that the overhead of 
our self-optimization algorithm is less than 4%. We have also evaluated the ARM 
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performance on a large wildfire simulation for different problem sizes and different 
number of processors. The experimental results show that using the ARM self-
optimization, the performance of the wildfire simulation can be improved by up to 
45% when compared to the static parallel partitioning algorithm.  
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Abstract. The flow of a viscous incompressible fluid in a plane channel is 
simulated numerically with the use of a parallel computational code for the 
numerical integration of the Navier-Stokes equations. The numerical method is 
based on a mixed spectral-finite difference algorithm and the approach of the 
Direct Numerical Simulation (DNS) is followed in the calculations. A 
turbulent-flow database is constructed, including 500 non-dimensional time 
steps of the turbulent statistically steady state flow field at Reynolds number 

180=τRe . The coherent structures of turbulence are extracted from the 
fluctuating portion of the velocity field with the use of the Proper Orthogonal 
Decomposition technique (POD). Turbulent events occurring in the flow are 
described in terms of temporal dynamics of the coherent turbulent structures, 
the flow modes educed with the POD technique. 

1   Introduction 

The properties of turbulence in wall bounded flows have been investigated with the 
use of a variety of techniques and methods. Accurate and extensive works in which a 
considerable amount of results have been reviewed are due to Robinson [1] and 
Panton [2]. Vortical structures of various kind have been observed in the inner region 
of wall-bounded flows, following different mechanisms of self-sustainment (Panton 
[2]). A fist type of mechanism involves the generation of a streamwise vortex from an 
already existing streamwise vortex, near either end of the original vortex. A second 
type of mechanism involves the generation of an horseshoe vortex from a parent 
horseshoe vortex and the related interaction of the vortex legs, that includes the lift-up 
of the vortex head. A third mechanism is the bridging between two streamwise fingers 
of vorticity. Other phenomena occur in the outer region, like the regeneration of 
hairpin vortices into packets with the vortical structures of the outer region interacting 
with those of the inner region.  

In spite of the large amount of scientific work accomplished, still there are no 
definite conclusions on the character of the phenomena occurring in the near-wall 
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region of a wall-bounded turbulent flow. This is due to the complexity of turbulence 
itself and to the quality of the scientific information that is possible to gather with the 
use of the current research techniques.  

Contemporary times are characterized by the fact that high-performance computers 
are frequently used in turbulence research. In computational fluid dynamics a relevant 
issue of is that of the method that has to be followed to take into account the 
phenomenon of turbulence in the numerical simulations. The most rigorous approach 
is that of the Direct Numerical Simulation (DNS) according to which  the objective of 
calculating all turbulent scales is pursued and the Navier-Stokes equations are 
numerically integrated without modifications. The crucial aspect of this method is the 
accuracy of the calculations that in theory should to be sufficiently high as to resolve 
the Kolmogorov microscales in space and time. DNS results for the case of the plane 
channel have been reported, among others, by Kim et al. [3] and Moser et al. [4]. 

Modern techniques for the numerical integration of the Navier-Stokes equations in 
conjunction with the increasing power of computers have the ability of greatly 
increasing the amount of data gathered during a research of computational nature. 
Moreover, the effort of studying turbulence in its full complexity has brought to the 
condition of managing large amounts of data. A typical turbulent-flow database 
includes all three components of the fluid velocity in all points of a three-dimensional 
domain, gathered for an adequate number of time steps of the turbulent statistically 
steady state. Such a database contains a considerable amount of information about the 
physics of the flow and, in the formation of the instantaneous value of each variable, 
all turbulent scales have contributed, being the effect of each scale nonlinearly 
combined with all others. Methods can be applied in order to extract from a turbulent-
flow database only the relevant information, by separating the effects of 
appropriately-defined modes of the flow from the background flow, i.e. extract the 
coherent structures of turbulence.  

In this work the issue of the coherent structures of turbulence in the wall region of 
a turbulent channel flow is addressed. The coherent turbulent motions are educed with 
the technique of the Proper Orthogonal Decomposition (POD) from a numerical 
database that has been built with the use of a parallel, three-dimensional, time- 
dependent computational code for the numerical integration of the Navier-Stokes 
equations. The DNS approach has been followed in the calculations.  

2   Numerical Techniques 

The numerical simulations have been performed with a parallel computational code 
based on a mixed spectral-finite difference algorithm. The system of the unsteady 
Navier-Stokes equations for incompressible fluids in three dimensions and non-
dimensional conservative form is considered (i & j = 1,2,3): 
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where ( )wvuui ,,  are the velocity components in the cartesian coordinate system 

( )zyxxi ,, . Equations (1) are nondimensionalized by the channel half-width δ  for 

lenghts, wall shear velocity ρττ wu =  for velocities, 2
τρu  for pressure and τδ u for 

time, being ( )νδττ uRe =  the friction Reynolds number. The fields are admitted to be 

periodic in the streamwise (x) and spanwise (z) directions, and equations (1) are 
Fourier transformed accordingly. The nonlinear terms in the momentum equation are 
evaluated pseudospectrally by anti-transforming the velocities back in physical space 
to perform the products (FFTs are used). A dealiasing procedure is applied to avoid 
errors in transforming the results back to Fourier space. In order to have a better 
spatial resolution near the walls, a grid-stretching law of hyperbolic-tangent type has 
been introduced for the grid points along y, the direction orthogonal to the walls. For 
the time advancement, a third-order Runge-Kutta algorithm has been implemented 
and the time marching procedure is accomplished with the fractional-step method 
(Kim et al. [3]). No-slip boundary conditions at the walls and cyclic conditions in the 
streamwise and spanwise directions have been applied to the velocity. More detailed 
descriptions of the numerical scheme, of its reliability and of the performance 
obtained on the parallel computers that have been used, can be found in Alfonsi et al. 
[5] and Passoni et al. [6],[7],[8].  

3   Turbulent-Flow Database 

By recalling the wall formalism, one has: ττ δν iii xuxx ==+ , τττ δν tutut ==+ 2 , 

τδδδ =+ , τuuu =+ , +=== δδδνδ τττ uRe , where u  is streamwise velocity 

averaged on a x-z plane and time, ττ νδ u=  is the viscous length and τδ u  the 

viscous time unit. In Table 1 the characteristic parameters of the numerical 
simulations are reported. 

Table 1. Characteristic parameters of the numerical simulations 

_____________________________________________________________ 

Computing domain Computational grid  Grid spacing 
_____________________________________________________________ 

xL  yL  zL  xN  yN  zN  +Δx  +Δ wally  +Δz  

πδ2  δ2  πδ   96 129 64 11.8 0.87 8.8 
_____________________________________________________________ 

It can be verified that in the present work there are 8 grid points in the y direction, 
within the viscous sublayer ( 7≤+y ). The Kolmogorov spatial microscale, estimated 

using the criterion of the average dissipation rate per unit mass across the width of the 
channel, results 8.1≈+η . After the insertion of appropriate initial conditions, the 
initial transient of the flow in the channel has been first simulated, the turbulent 
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statistically steady state has been reached and then calculated for a time τδ ut 10=  

( 1800=+t ) to form a 500 time-step database with a temporal resolution of 

τδ ut 2102 −×=Δ  ( 6.3=Δ +t ) between each instant. In Table 2 predicted and 

computed values of a number of mean-flow variables are reported.  

Table 2. Predicted vs. computed mean-flow variables 

_____________________________________________________________ 

Predicted variables 
_____________________________________________________________ 

τRe   bRe  cRe  τuUb  τuUc  bc UU  fbC  

180 2800 3244 15.56 18.02 1.16 31044.8 −×  
_____________________________________________________________ 

Computed variables 
_____________________________________________________________

τRe          bRe          cRe        τuUb       τuUc       bc UU    fbC   

178.74 2786 3238 15.48    17.99      1.16 31023.8 −×  
_____________________________________________________________ 

In Table 2, bU  and cU  are the bulk mean velocity and the mean centerline velocity 

respectively, while bRe  and cRe  are the related Reynolds numbers. The predicted 

values of bc UU  and fbC  are obtained from the correlations suggested by Dean [9]: 

 ( ) 0116.0228.1 −= b

b

c Re
U

U
;   ( ) 25.02073.0 −= bfb ReC . (4) 

The computed skin friction coefficient is defined as: 

 
2

2
1

b

w
fb

U
C

ρ

τ=  (5) 

and is evaluated from the actual shear stress at the wall obtained in the computations.  
procedure is followed for the evaluation of the friction velocity in the computed τRe . 

4   Proper Orthogonal Decomposition 

The Proper Orthogonal Decomposition is a technique that can be applied for the 
extraction of the coherent structures from a turbulent flow field (Berkooz et al. [10], 
Sirovich [11]). By considering an ensemble of temporal realizations of a velocity field 

( )txu ji ,  on a finite domain D, one wants to find which is the most similar function to 
the elements of the ensemble, on average. This problem corresponds to find a 
deterministic vector function ( )ji xϕ  such that (i & j=1,2,3): 
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A necessary condition for problem (6) is that ( )ji xϕ  is an eigenfunction, solution of 

the eigenvalue problem and Fredholm integral equation of the first kind: 

 ( ) ( ) ( ) ( ) ( ) ( )=′′′=′′′
D

kikkjkjkilljll
D

ij xxdxtxutxuxdxxxR λϕϕϕ ,,,  (7) 

where ( ) ( )txutxuR kjkiij ,, ′=  is the two-point velocity correlation tensor. To each 

eigenfunction ( ) ( )j

n

i xϕ  is associated a real positive eingenvalue ( )nλ  and every 

member of the ensemble can be reconstructed by means of a modal decomposition in 
the eigenfunctions themselves: 

 ( ) ( ) ( )( )=
n j

n
inji xtatxu ϕ,  (8) 

that can be seen as a decomposition of the originary random field into deterministic 
structures with random coefficients. 

In the present work the POD technique is applied for the analysis of the fluctuating 
portion of the velocity field in a plane channel at 180=τRe . Besides the time-

averaged quantities outlined above, the decomposition properties are used to compute 
two time-dependent quantities (Webber et al. [12]), the kinetic energy of the 
fluctuations ( )tE  and the representational entropy ( )tS , respectively: 

 ( ) ( ) ( ) ( )tatadxtzyxutzyxutE n

n

n

D
iii

−== ,,,,,,)(  (9) 

 −=
n

nn tptptS ))(ln()()(  (10)  

where: 
 ( ) )(/)()( tEtatatp nnn −= , (11) 

to be used to follow the temporal dynamics of the coherent structures of the flow. A 
small value of ( )tS  indicates that the corresponding energy is contained in few 
modes, while a large value of ( )tS  indicates that the energy is distributed over many 
modes. A more detailed description of the POD algorithm that has been developed 
and previous results can be found in Alfonsi & Primavera [13] and Alfonsi et al. [14]. 

5   Results 

1,820,448 eigenfunctions ( )zyx NNN ×××3  and correspondent eigenvalues are 

determined as a result of the decomposition. Figure 1 shows the fluctuating energy 
content ( )tE  (9) of the first 5,188 eigenfunctions of the decomposition with time 

( )18000 ≤≤ +t , that alone incorporate 95% of the total energy content. The plot of 

( )tE  shows a sharp peak at 414=+t , besides some other smaller spikes. The peak of 
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( )tE  reflects a sharp rise and subsequent fall of the turbulent activity in the interval 

6.6156.129 ≤≤ +t  and reveals the occurrence of a turbulent event. The correspondent  
plot of ( )tS  (not shown here) shows a sharp fall and rise during the event in a time 
frame practically concident with that of ( )tE . The minimum value of ( )tS  occurs at 

4.284=+t  indicating that during the growing-energy/falling entropy part of the event, 
the energy arrives to be distributed over a rather low number of flow modes. After 

4.284=+t  the entropy starts growing while the energy is still rising until 414=+t , 
the instant corresponding to the peak of the energy within the event cycle, actually 
followed by another smaller peak at 6.489=+t . This indicates that for a short time 
interval 6.75=Δ +t  the energy remains high and then rapidly decreases in the interval 

6.6156.489 ≤≤ +t , redistributing over many modes (the entropy is still rising). The 
event cycle actually ends at 6.615=+t . The turbulent event in the whole lasts for 

486=Δ +t  ( 6.6156.129 ≤≤ +t ), 2.7 of 10 τδ u time units computed.  
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Fig. 1. Fluctuating energy content ( )tE  (9) (first 5,188 eigenfunctions) with time 

Figure 2 shows a visualization of the flow field generated by the first 5,188 
eigenfunctions of the decomposition, in terms of isosurfaces of streamwise vorticity. 
The isovorticity surfaces are represented at 414=+t , when the energy reaches its 
maximum. A remarkably large number of flow structures is visible in the wall region 
of the flow. 
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Fig. 2. Isosurfaces of streamwise vorticity at 414=+t  (first 5,188 eigenfunctions) 

6   Concluding Remarks 

The analysis of the flow field of a numerically simulated turbulent channel flow is 
performed in terms of flow modes determined with the POD technique. A peak of  the 
kinetic energy of the velocity fluctuations reflects a sharp rise and subsequent fall of 
the turbulent activity in the interval 6.6156.129 ≤≤ +t  and reveals the occurrence of 
a turbulent event. 
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Abstract. The computational environment for estimation of unknown regional
electrical conductivities of the human head, based on realistic geometry from seg-
mented MRI up to 2563 resolution, is described. A finite difference alternating di-
rection implicit (ADI) algorithm, parallelized using OpenMP, is used to solve the
forward problem describing the electrical field distribution throughout the head
given known electrical sources. A simplex search in the multi-dimensional pa-
rameter space of tissue conductivities is conducted in parallel using a distributed
system of heterogeneous computational resources. The theoretical and computa-
tional formulation of the problem is presented. Results from test studies are pro-
vided, comparing retrieved conductivities to known solutions from simulation.
Performance statistics are also given showing both the scaling of the forward
problem and the performance dynamics of the distributed search.

1 Introduction

Tomographic techniques determine unknown complex coefficients in PDEs govern-
ing the physics of the particular experimental modality. Such problems are typically
non-linear and ill-poised. The first step in solving such an inverse problem is to find a
numerical method to solve the direct (forward) problem. When the physical model is
three-dimensional and geometrically complex, the forward solution can be difficult to
construct and compute. The second stage involves a search across a multi-dimensional
parameter space of unknown model properties. The search employs the forward prob-
lem with chosen parameter estimates and a function that determines the error of the
forward calculation with an empirically measured result. As the error residuals of lo-
cal inverse searches are minimized, the global search determines convergence to final
property estimates based on the robustness of parameter space sampling.

Fundamental problems in neuroscience involving experimental modalities like elec-
troencephalography (EEG) and magnetoencephalograpy (MEG) are naturally expressed
as tomographic imaging problems. The difficult problems of source localization and
impedance imaging require modeling and simulating the associated bioelectric fields.
Forward calculations are necessary in the computational formulation of these problems.
Until recently, most practical research in this field has opted for analytical or semi-
analytical models of a human head in the forward calculations [1, 2]. This is in contrast
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to approaches that use realistic 3D head geometry for purposes of significantly improv-
ing the accuracy of the forward and inverse solutions. To do so, however, requires that
the geometric information be available from MRI or CT scans. With such image data,
the tissues of the head can be better segmented and more accurately represented in the
computational model. Unfortunately, these realistic modeling techniques have intrinsic
computational complexities that grow as the image resolution increases.

In source localization we are interested in finding the electrical source generators for
the potentials that might be measured by EEG electrodes on the scalp surface. Here, the
inverse search is looking for those sources (their position and amplitude) on the cortex
surface whose forward solution most accurately describes the electrical potentials ob-
served. The computational formulation of the source localization problem assumes the
forward calculation is without error. However, this assumption in turn assumes the con-
ductivity values of the modeled head tissues are known. In general, for any individual,
they are not known. Thus, the impedance imaging problem is actually a predecessor
problem to source localization. In impedance imaging, the inverse search finds those
tissue impedance values whose forward solution best matches measured scalp poten-
tials when experimental stimuli are applied. In either problem, source localization or
impedance imaging, solving the inverse search usually involves the large number of
runs of the forward problem. Therefore, computational methods for the forward prob-
lem, which are stable, fast and eligible for parallelization, as well as intelligent strategies
and techniques for multi-parameter search, are of paramount importance.

To deal with complex geometries, PDE solvers use finite element (FE) or finite dif-
ference (FD) methods [3, 4]. Usually, for the geometry with the given complexity level,
the FE methods are more economical in terms of the number of unknowns (the size of
the stiffness matrix A, is smaller, as homogeneous segments do not need a dense mesh)
and resulting computational cost. However, the FE mesh generation for a 3D, highly
heterogeneous subject with irregular boundaries (e.g., the human brain) is a difficult
task. At the same time, the FD method with a regular cubed grid is generally the eas-
iest method to code and implement. It is often chosen over FE methods for simplicity
and the fact that MRI/CT segmentation map is also based on a cubed lattice of nodes.
Many anatomical details (e.g., olfactory perforations and internal auditory meatus) or
structural defects in case of trauma (e.g., skull cracks and punctures) can be included
as the computational load is based on the number of elements and not on the specifics
of tissues differentiation. Thus, the model geometry accuracy can be the same as the
resolution of MRI scans (e.g., 1× 1× 1mm).

In the present study we adopt a model based on FD methods and construct a dis-
tributed and parallel simulation environment for conductivity optimization through in-
verse simplex search. FE simulation is used to solve for relatively simple phantom ge-
ometries that we then apply as "gold standards" for validation.

2 Mathematical Description of the Problem

The relevant frequency spectrum in EEG and MEG is typically below 1kHz, and
most studies deal with frequencies between 0.1 and 100Hz. Therefore, the physics
of EEG/MEG can be well described by the quasi-static approximation of Maxwell’s
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equations, the Poisson equation. The electrical forward problem can be stated as fol-
lows: given the positions and magnitudes of current sources, as well as geometry and
electrical conductivity of the head volume Ω calculate the distribution of the electrical
potential on the surface of the head (scalp) ΓΩ . Mathematically, it means solving the
linear Poisson equation [1]:

∇ · σ(x, y, z)∇φ(x, y, z) = S, (1)

in Ω with no-flux Neumann boundary conditions on the scalp:

σ(∇φ) · n = 0, (2)

on ΓΩ . Here σ = σij(x, y, z) is an inhomogeneous tensor of the head tissues conduc-
tivity and S is the source current. Having computed potentials φ(x, y, z) and current
densities J = −σ(∇φ), the magnetic field B can be found through the Biot-Savart law.
We do not consider anisotropy or capacitance effects (the latter because the frequencies
of interest are too small), but they can be included in a straightforward manner. (Eq.(1)
becomes complex-valued, and complex admittivity should be used.)

We have built a finite difference forward problem solver for Eq. (1) and (2) based
on the multi-component alternating directions implicit (ADI) algorithm [7, 8]. It is a
generalization of the classic ADI algorithm as described by Hielscher et al [6], but
with improved stability in 3D (the multi-component FD ADI scheme is uncondition-
ally stable in 3D for any value of the time step [8]). The algorithm has been extended to
accommodate anisotropic tissues parameters and sources. To describe the electrical con-
ductivity in the heterogeneous biological media within arbitrary geometry, the method
of the embedded boundaries has been used. Here an object of interest is embedded into
a cubic computational domain with extremely low conductivity values in the external
complimentary regions. This effectively guarantees there are no current flows out of the
physical area (the Neuman boundary conditions, Eq.(2), is naturally satisfied). The idea
of the iterative ADI method is to find the solution of Eq. (1) and (2) as a steady state
of the appropriate evolution problem. At every iteration step the spatial operator is split
into the sum of three 1D operators, which are evaluated alternatively at each sub-step.
For example, the difference equations in x direction is given as [8]

φn+1
i − 1

3 (φn
i + φn

j + φn
k )

τ
+ δx(φn+1

i ) + δy(φn
i ) + δz(φn

i ) = S, (3)

where τ is a time step and δx,y,z is a notation for the appropriate 1D spatial difference
operator (for the problems with variable coefficients it is approximated on a “staggered”
mesh). Such a scheme is accurate to O(τ2)+O(Δx2). In contrast with the classic ADI
method, the multi-component ADI uses the regularization (averaging) for evaluation of
the variable at the previous instant of time.

Parallelization of the ADI algorithm is straightforward, as it consists of nests of
independent loops over “bars” of voxels for solving the effective 1D problem (Eq. (3))
at each iteration. These loops can be easily unrolled in a shared memory multiprocessor
environment. It is worth noting, that the ADI algorithm can be also easily adapted for
solving PDEs describing other tomographic modalities. In particular, we have used it in
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other related studies, for example , in simulation of photon migration (diffusion ) in a
human head in near-infrared spectroscopy of brain injuries and hematomas.

The inverse problem for the electrical imaging modality has the general tomographic
structure. From the assumed distribution of the head tissue conductivities, σij , and the
given injection current configuration, S, it is possible to predict the set of potential
measurement values, φp , given a forward model F (Eq. (1), (2)), as the nonlinear
functional [5, 6]:

φp = F (σij(x, y, z)). (4)

Then an appropriate objective function is defined, which describes the difference
between the measured, V , and predicted data, φp, and a search for the global minimum
is undertaken using advanced nonlinear optimization algorithms. In this paper, we used
the simple least square error norm:

E =

(
N∑

i=1

(φp
i − Vi)

2

)1/2

, (5)

where N is a total number of the measuring electrodes. To solve the nonlinear opti-
mization problem in Eq.(5) , we employed the downhill simplex method of Nelder and
Mead as implemented by Press et al[3]. In the strictest sense, this means finding the
conductivity at each node of the discrete mesh. In simplified models with the constrains
imposed by the segmented MRI data, one needs to know only the average regional
conductivities of a few tissues, for example, scalp, skull, cerebrospinal fluid (CSF) and
brain, which significantly reduces the demensionality of the parameter space in the in-
verse search, as well as the number of iterations in converging to a local minimum. To
avoid the local minima, we used a statistical approach. The inverse procedure was re-
peated for hundreds sets of conductivity guesses from appropriate fisiological intervals,
and then the solutions closest to the global minimum solutions were selected using the
simple critirea E < Ethreshold.

3 Computational Design

The solution approach maps to a hierarchical computational design that can benefit
both from parallel parametric search and parallel forward calculations. Fig. 1 gives
a schematic view of the approach we applied in a distributed environment of paral-
lel computing clusters. The master controller is responsible for launching new inverse
problems with guesses of conductivity values. Upon completion, the inverse solvers
return conductivity solutions and error results to the master. Each inverse solver runs
on a compute server. Given N compute servers, N inverse solves can be simultane-
ously active, each generating forward problems that can run in parallel, depending on
the number of processors available. The system design allows the number of compute
servers and the number of processors per server to be decided prior to execution, thus
trading off inverse search parallelism versus forward problem speedup.

At the University of Oregon, we have access to a computational systems environ-
ment consisting of four multiprocessor clusters. Clusters Clust1, Clust2, and Clust3 are
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Fig. 1. Schematic view of the parallel computational system

8-processor IBM p655 machines and cluster Clust4 is a 16-processor IBM p690 ma-
chine. All machines are shared-memory multiprocessors running the Linux operating
system. The clusters are connected by a high-speed gigabit Ethernet network. In our
experiments below, we treated each machine as a separate compute server running one
inverse solver. The forward problem was parallelized using OpenMP and run on eight
(Clust1-3) and sixteen (Clust4) processors. The master controller can run on any net-
worked machine in the environment. In our study, the master controller ran on Clust2.

4 Computational Results

The forward solver was tested and validated against a 4-shell spherical phantom, and
low (64×64×44) and high (256×256×176) resolution human MRI data. For compari-
son purposes, the MRI data where segmented into only four tissue types and their values
were set to those in the spherical model (cl. Table 1). When we computed potentials at
standard locations for the 129 electrodes configuration montage on the spherical phan-
tom and compared the results with the analytical solution [2] available for a 4-shell
spherical phantom we observed good agreement, save for some minor discrepancies
(average error is no more than a few percents) caused by the mesh orientation effects
(the cubic versa spherical symmetry).

Similarly, we found the good agreement for spherical phantoms between our results
and the solution of the Poisson equation using the standard FEM packages such as
FEMLAB. Also, we have performed a series of computations for electric potentials
and currents inside a human head with surgical or traumatic openings in the skull. We

Table 1. Tissues parameters in 4-shell models[2]

Tissue type σ(Ω−1m−1) Radius(cm) Reference
Brain 0.25 8 Geddes(1967)
Csf 1.79 8.2 Daumann(1997)
Skull 0.018 8.7 Law(1993)
Scalp 0.44 9.2 Burger(1943)
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Fig. 2. Speed-up of the forward solver for different problem sizes at an 8-processor (left) and a
16-processor (right) IBM machines

found that generally low resolution (64 × 64 × 44 voxels) is not enough for accurate
description of the current and potentials distribution through the head, as the coarse
discretization creates artificial shunts for currents (mainly in the skull). With increased
resolution (128 × 128 × 88 or 256 × 256 × 176 voxels) our model has been shown
to be capable to capture the fine details of current/potential redistribution caused by
the structural perturbation. However, the computational requirements of the forward
calculation increase significantly.

The forward solver was parallelized using OpenMP. The performance speedups for
64× 64× 44, 128× 128× 88 and 256× 256× 176 sized problems on the IBM p655 (8
processors) and p690 (16 processors) machines are shown in Fig. 2. The performance is
reasonable at present, but we believe there are still optimizations that can be made. The
importance of understanding the speedup performance on the cluster compute servers
is to allow flexible allocation of resources between inverse and forward processing.

In the inverse search the initial simplex was constructed randomly based upon the
mean conductivity values (cl. Table 1) and their standard deviations as it is reported
in the related biomedical literature. In the present test study we did not use the real
experimental human data, instead , we simulated the experimental set of the reference
potentials V in Eq. 5 using our forward solver with the mean conductivity values from
Table 1 , which had been assumed to be true, but not known a priory for a user run-
ning the inverse procedure. The search was stopped when one or two criteria were met.
The first is when the decrease in the error function is fractionally smaller than some
tolerance parameter. The second is when the number of steps of the simplex exceeds
some maximum value. During the search, the conductivities were constrained to stay
within their pre-defined plausible ranges. If the simplex algorithm attempted to step
outside of the acceptable range, then the offending conductivity was reset to the nearest
allowed value. Our procedure had the desired effect of guiding the search based on prior
knowledge. Some number of solution sets included conductivities that were separated
from the bulk of the distribution. These were rejected as outliers, based on the signif-
icant larger square error norm in Eq. (5) (i.e., the solution sets were filtered according
to the criteria E < Ethreshold). We have found empirically that setting Ethreshold =
1μV in most of our runs produced a fair percentage of solutions close to the global
minimum.
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Fig. 3. Results of the inverse search. Dynamics of the individual search (left) and statistics of the
retrieved conductivities for about 200 initial random guesses. The actual number of the solutions
shown is 71, their error function is less than 1 microvolt

The distribution of the retrieved conductivities is shown in Fig. 3 (right). The fact
that the retrieved conductivities for the intracranial tissues (CSF and brain) have wider
distributions is consistent with the intuitive physical explanation that the skull, as having
the lowest conductivity, shields the currents injected by the scalp electrodes from the
deep penetration into the head. Thus, the deep intracranial tissues are interrogated less
in comparison with the skull and scalp. The dynamics of an individual inverse search
convergence for a random initial guesses is shown in Fig. 3 (left). One can see the
conductivities for the extra cranial tissue and skull converging faster than the brain
tissues, due to the better interrogation by the injected current.

After filtering data according to the error norm magnitude, we fitted the individual
conductivities to the normal distribution. The mean retrieved conductivities σ(Ω−1

m−1) and their standard deviations Δσ(Ω−1m−1) are: Brain (0.24 / .01), CSF (1.79 /
.03), Skull (0.0180 / .0002), and Scalp (0.4400 / .0002) It is interesting to compare these
values to the "true" conductivities from Table 1. We can see excellent estimates for the
scalp and skull conductivities and a little bit less accurate estimates for the intracranial
tissues. Although we have not yet done runs with the realistic noise included, the similar
investigation in Ref. 2 for a spherical phantom suggests that noise will lead to some
deterioration of the distributions and more uncertainty in the results. In general, it still
will allow the retrieval of the unknown tissue parameters.
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Finally, in Fig. 4 we present the dynamics of the performance of the inverse search
in our distributed multi-cluster computational environment. Four curves with different
markers show the dynamics of the inverse solution flux at the master controller. One can
see that Clust4 on average returns the inverse solution twice as fast as the other clusters,
as would be expected. Note, however, the time to inverse solution also depends on both
forward speed and convergence rate. The markers seated at the "zero" error function
line represent solutions that contribute to the final solution distribution, with the rest of
the solutions rejected as outliers. In average, the throughput was 12 minutes per one
inverse solution for 128 × 128 × 88 MRI resolution. More intelligent schemes of the
search with intermediate learning from the guiding process with smaller resolution to
control (narrow) the range of the initial guesses in simulation with the higher resolution
are under investigation.

5 Conclusion

We have built an accurate and robust 3D Poisson solver based on a FDM ADI algorithm
for modeling electrical and optical problems in heterogeneous biological tissues. We fo-
cus in particular on modeling the conductivity properties of the human head. The com-
putational formulation utilizes realistic head geometry obtained from segmented MRI
datasets. The results presented here validate our FDM approach for impedance imaging
and provide a performance assessment of the parallel and distributed computation.

In the future, we will enhance the computational framework with additional cluster
resources that the naturally scalable inverse search can use. Our intent is to evolve
the present interprocess communication (IPC) socket-based code to one that uses grid
middleware support, allowing the impedance imaging program to more easily access
available resources and integrate with neuroimaging workflows.

The authors wish to thank Dr. V.M. Volkov, of Institute of Mathematics, Belarus
Academy of Sciences, for providing many ideas and fruitful discussions on the multi-
component ADI algorithm.
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Modeling of Electromagnetic Waves in Media with 
Dirac Distribution of Electric Properties 

André Chambarel and Hervé Bolvin  

UMR A 1114 Climate, Soil, Environment, 
33, rue Louis Pasteur, F-84000 AVIGNON - France 

Abstract. We develop a new numerical approach of the electromagnetic wave 
propagation in a complex media model. We use a new Finite Element Method 
for space discretization and a finite difference method in time domain. This 
study is applied to TDR (Time Domain Reflectometry) which appears as a 
wave guide. In this context, the experimental approach is very uneasy and the 
numerical study brings about very interesting results, particularly for local 
values of the electromagnetic field. Moreover we test models of an 
heterogeneous medium. Dielectric properties of the medium are represented by 
an homogeneous component associated with Dirac distribution. We present 
wave front profiles with useable signals simulation. 

Keywords: Finite Element Method, Backward Difference Method, Maxwell’s 
equations.   

1   Introduction 

We present a model of electromagnetic wave propagation in a wave guide containing 
a complex medium. This work is a contribution to the interpretation of the TDR 
(Time Domain Reflectometry) probe’s signals. The TDR probe [1] is a wave guide 
constituted by two parallel metallic rods. At initial time, a step of electric field is 
applied between the electrodes and intensity is measured at the entrance of the wave 
guide. Measurement and processing of the signal obtained by reflection should 
theoretically allow the determination of medium properties. An interesting application 
of this technology concerns soil science. In practice, a soil is composed of a complex 
mixture with inhomogeneous electric permittivities. 

The theoretical approach is formulated using Maxwell’s equations. They are solved 
in the time domain using the Finite Element Method. Moreover we consider an 
homogeneous medium in which random space distribution of electric properties is 
added to some finite element nodes with Dirac distribution. Each numerical 
simulation is performed using a given ratio r of Dirac dedicated nodes. The main 
objective is then to study the influence of ratio r on the electric signal.  

2   General Presentation of the Model 

2.1   Maxwell Equations 

The 2D wave guide is represented by two parallel plate electrodes whose electric 
conductivity is infinite. The free space around the electrodes is constituted by a 
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complex medium. With the usual notations, the dimensionless Maxwell equations are 
formulated as follows [2]: 

Hcurl
t

E
Ecurl

t

H
rr =

∂
∂=

∂
∂

.. εμ             (1) 

( ) ( ) 0.0. == EdivHdiv rr εμ  

2.2   Finite Element Formulation 

The Finite Element method is applied to Maxwell’s equations. In our formulation, we 
use the weak formulation, presented by Chambarel et al [3], with Galerkin’s 
ponderation [4], in order to obtain integral forms for the electromagnetic equations. 
Then, with the Finite Element formulation of the integral forms for a first order form 
of Maxwell’s equations, we can get an approximate solution of the weak formulation, 
with discretization of the electric and the magnetic fields. The weighted residual 
method can be written:  

( ) ( ) Ω−=Ω
∂

∂
ΩΩ dEcurlHd

t

H
H r ..... δμδ                                  (2) 

( ) ( ) Ω=Ω
∂
∂

ΩΩ dHcurlEd
t

E
E r ..... δεδ      

In formula (2), rε   incorporates the Dirac distribution.  

The medium arises as a medium whose permittivity is homogeneous but in which a 
distribution of singularities is inserted. For the Dirac formulation of electric 
permittivity we define the following density θ :   

Ω
=

d

d
r

θε                  ( )−+=
p

ppHr xxδθεε .               (3) 

where index H denotes the homogeneous component of the medium. So the weak 
formulation becomes : 

                  
( ) ( )

( ) ( ) Ω=
∂
∂+Ω

∂
∂

Ω−=Ω
∂

∂

Ω
=

Ω

ΩΩ

dHcurlE
t

E
Ed

t

E
E

dEcurlHd
t

H
H

pxx
p

pH

r

.......

.....

δθδεδ

δμδ

        (4) 

In that way, we can define the discretization. Let ni (x) be a base of work space and 
index n denote the elementary nodal values. For an isoparametrical element the 
polynomial interpolation can be written: 

n
ijj

h
i xnx .=    ,  n

ij
h
i

n
ijj

h
i EnEandHnH .. ==  
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The discretization of the electric fields is as follows : 
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So the discretization of the curl operator is easy and we have : 
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We can write similar relations for the magnetic field. The weak formulation can be 
written in matricial form: 
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2.3   Matricial Formulation 
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After an assembling process, we obtain : 
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3   Numerical Resolution 

We obtain a large size time-differential system. By inversion of the mass matrix [M], 
the general formulation of this differential system is : 

{ } [ ] ( ){ } ( ){ } { } [ ] { }U . K - F  ,       wheretU, . M  1- =ΨΨ= tUU
dt

d
                (13) 

For the numerical quadrature of formula (11) we choose the nodes of the element as 
integration points [3]. Consequently, the mass matrix [M] is diagonal and this 
inversion is an easy procedure. It is a necessary condition for the efficiency of the 
methods described below. For  numerical time-resolution, we modify the Backward 
Difference Method [5]. With the propose formulation one can choose the time order 
of discretization and the upward scheme. Under these conditions we can test a semi-
implicit method. With the matrix-free technique, the mass matrix and the stiffness 
matrix are never built: only the elementary matrices in (11) are calculated. So we note 
a high performance level both for the CPU and the storage costs. 

3.1   Semi-implicit Method 

The corresponding  k order algorithm is as follows : 
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where α is the upward time-parameter.  
This method requires inner iterations for each time-step with index I, for ΔU 

determination, and the convergence criteria can be written for example at the first 
order [5]: 

[ ]{ } 0
1 t  let       1 ),(..t  . ttUM

U
Δ<Δ<Ψ

∂
∂Δ −α                            (15) 

But we always find a time-step value for the convergence of the process. We note the 
good stability of the scheme in the implicit case. If  α < 0.5  a CFL condition is also 
required [6]. In this way we choose a time step as follows [7]: 

( )CFLttt ΔΔ≤Δ  ,Min  0  

The advantage of this method is the matrix free technique associated with an iterative 
method. The initial solution of each time step is close to the next solution. So the 
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number of inner iterations is very low, two or three in practice. Initially the 
electromagnetic field is zero in full domain. For time tk, the time step Δtk can be 
changed at each step with a CFL condition. 

3.2   The Software 

For this method to work with efficacy, we must adapt each formulation in accordance 
with the boundary conditions. For easy adaptation of the code to the different 
formulations described above we must have a dedicated software. We use efficient 
C++ Objects-Oriented Programming for the Finite Element code called FAFEMO 
(Fast Adaptive Finite Element Modular Object). All details are given in reference [3].  

Figure 1 shows the general structure of the compact code. It is organized in three 
classes corresponding to the functional blocks of the FEM’s different stages. With 
these classes we built three objects that are connected by a single heritage. So the 
transmission of the parameters between the objects is defined by a list technique. We 
adapt the “class elementary matrices” for Dirac distribution. 

 

Fig. 1. Structure of the software 

This constitutes a general Finite Element solver for the Maxwell equations.  

4   Numerical Results 

We study the transverse magnetic mode -T.M.- in the case of a 2D model. Figure 2 
shows the meshing of the domain. We use here a high density of elements because the 
wave front propagates in the whole domain, but does not return significantly in the 
wave guide. In this context we develop stationary waves and we notice at each period 
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that a part of the electromagnetic energy is scattered in the cavity. So the amplitude of 
the signal decreases (Fig. 3). After the electromagnetic field computation, we can 
deduce the value of the signal by Ampere’s theorem. For TDR technology only  
intensity at the entrance of the wave guide is measurable. So we simulate the useable 
signal. 

            

     Fig. 2. The meshing                  Fig. 3. The useable signal 

Another test studies the effect of a single Dirac distribution. Each distribution 
concentrates the electromagnetic energy. Figure 4 gives the details around a 
distribution and Figure 5 shows the electromagnetic energy in the wave guide with 
several distributions.  

                    

Fig. 4. Electromagnetic energy around a  Fig. 5. Electromagnetic energy in 
single Dirac distribution    the wave guide 

The curve in Figure 6a shows the differential signal obtained by a single Dirac 
distribution visible in the wave guide (Fig.6b). The progressive wave reflects on the 
Dirac distribution and a signal returns towards the entrance. In practice our numerical 
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model is constituted by many distributions with random localizations (Fig. 7a) (Fig. 
7b). The superposition of the multiple signals associated to each distribution is 
associated to a mean electric property of the complex medium. So it is possible to 
choose a random profile of Dirac distributions according to a complex medium model 
as a soil. 

 

Fig. 6a. Signal at the entrance of the wave 
guide obtained with a single Dirac 
distribution 

Fig. 6b. Electromagnetic energy in the guide 
around a single Dirac distribution 
 

  

Fig. 7a. Electromagnetic energy in the 
wave guide in the case of some Dirac 
distributions with random localizations 

Fig. 7b. Electromagnetic energy out of the wave 
guide 

5   Conclusion and Further Works 

We have presented a numerical study of the propagation of electromagnetic waves in 
a complex medium. First we have developed a set of numerical techniques applied to 
Maxwell’s equations. A special algorithm has been developed for wave front study. 
Secondly we have tested a new model of complex medium by introduction of Dirac 
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distributions in the physical properties. Also we hope to modelize the electric 
properties of a soil. This numerical simulation is performed by Object-Oriented 
Programming. In this context we obtain efficient and low cost calculus. This set of 
techniques constitutes a very interesting tool for soil science. 

Acknowledgement. The authors would like to thank Ralph Beisson for his assistance 
with the English composition of this paper. 
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Abstract. A Finite Element Method using a C++ code is developed to
study the mechanical wave propagation in saturated porous soils. The
modelization uses the complete Biot theory including the couplings be-
tween the solid and fluid phases. A matrix-free algorithm and a selection
data technique are implemented in the code. Researches are focused on
homogeneous and heterogeneous semi-infinite media in the case of tran-
sient regimes. The time domain results present the displacements over
and within the half-space. In particular, we will see that the fluid wave
front is strongly dependent on the proportion of heterogeneities in the
ground.

1 Introduction

The study of the mechanical wave propagation in porous media is a subject of
great interest in diverse scientific fields ranging from environmental engineering
or vibration isolation to geomechanics. A saturated porous medium is a medium
that presents on the microscopic spatial scale a solid deformable skeleton and
a porous space filled with a viscous fluid. A macroscopic formulation can be
deduced from the microscopic approach by homogenization: in this case, the
medium is considered as a two-phase continuum. Biot’s articles (see [1] and
[2]) and Bourbié et al.’s review [3] are works of reference for the macroscopic
mechanical wave propagation theory. In such a medium, three body waves exist:
the P1 and P2 compressional waves and the S shear wave. The first compressional
wave is a wave said to be quick whereas the second compressional wave is said
to be slow and strongly attenuated. Moreover, for a semi-infinite medium, a
surface wave also exists denoted as the Rayleigh R wave. Theoretical works are
restricted to simple geometries. Consequently, they have to be completed by
numerical approaches such as Finite Element or Boundary Element Methods,
allowing the study of more complex problems to better modelize the ground.
The difficult study of transient regimes has been treated numerically for specific
cases by several authors: Zienkiewicz and Shiomi [4], Simon et al. [5] and Gajo et
al. [6] for instance. In this paper, the authors propose a Finite Element Method
of the whole Biot’s equations in the case of homogeneous and heterogeneous soils.
An efficient and accurate C++ code is developed to deal with this problematic.

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 647–654, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Mechanical Model

2.1 Governing Equations

The theoretical approach is formulated using the Biot model: writing ui and Ui

respectively the solid and fluid displacement components, with usual notations,
Biot’s equations can be written as follows

σij,j = (1− φ)ρsüi + φρf Üi (1)

p,i = − φ
K (U̇i − u̇i) + ρf (a− 1)üi − aρf Üi (2)

σij = λ0vεkkδij + 2μvεij − βpδij (3)
−φ (Uk,k − uk,k) = βuk,k + 1

M p (4)

The soil’s characteristics are: λ0v and μv (drained Lamé constants for the
purely viscoelastic equivalent porous media), ρs and ρf (solid grains and fluid
densities), φ (porosity), K (hydraulic permeability), a (tortuosity), M and β
(Biot coefficients).

(1) and (2) are the motion equations, (3) and (4) are the constitutive rela-
tionships including a physical viscoelastic hysteretic Rayleigh damping of the
soil.

2.2 Finite Element Formulation and Numerical Resolution

In order to obtain a first order time differential system, the solid and fluid par-
ticles’ velocities are introduced: vi = u̇i and Vi = U̇i. Then, some algebraic ma-
nipulations are done to yield in the end a diagonal mass matrix. The weighted
residual method with Galerkin ponderation gives integral forms (5) and (6) de-
fined in the vector space V (f) = [0, T ]×{∂f

∂t ∈ L2(Ω), f ∈ H1(Ω)} where T and
(Ω) are respectively the study time and the study space.∫

Ω

aσij,jδvidΩ +
∫

Ω

φp,iδvidΩ =
∫

Ω

[a(1− φ)ρs + φ(a− 1)ρf ] v̇iδvidΩ

+
∫

Ω

−φ2

K
ViδvidΩ +

∫
Ω

φ2

K
viδvidΩ (5)

∫
Ω

ρf (a− 1)σij,jδVidΩ −
∫

Ω

(1− φ)ρsp,iδVidΩ =
∫

Ω

(1− φ)ρsφ

K
ViδVidΩ

+
∫

Ω

−(1− φ)ρsφ

K
viδVidΩ +

∫
Ω

[
ρ2

f (a− 1)φ + ρsρfa(1− φ)
]
V̇iδVidΩ (6)

The weak formulation is then transformed using the Green theorem that in-
troduces the boundary conditions. Then, for respectively two-dimensional and
three-dimensional problems, triangular and tetrahedral linear isoparametric ele-
ments are used to mesh the (Ω) space. Afterwards, we can get an approximative
solution of the second formulation with analytical discretization of the displace-
ment and velocity components.



Simulation of Transient Mechanical Wave Propagation 649

For an elementary space (subscript ()e), the discrete system can be synthe-
sized in the following form

∑
e 〈δWe〉

⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎣

[me] 0 0 0
0 [me] 0 0
0 0 [mse] 0
0 0 0 [mfe]

⎤⎥⎥⎦ {Ẇe}

⎡⎢⎢⎣
0 0 −[me] 0
0 0 0 −[me]

[kse] [ksfe] [cse] −[cse]
[kfse] [kfe] [cfe] −[cfe]

⎤⎥⎥⎦ {We}

⎫⎪⎪⎬⎪⎪⎭ =
∑

e 〈δWe〉 {Fe}

(7)

where {We} =
〈{ui}n {Ui}n {vi}n {Vi}n

〉t is the elementary vector of the vari-
ables and {Fe} the elementary vector of the load.

The assembling procedure leads to the following global differential system
(superscript ()(G)) with a diagonal global mass matrix

[M ]
d

dt
{W (G)}+ [K]{W (G)} = {F (G)} (8)

The time integration algorithm is a backward difference method modified
with an upward time parameter α, and is presented as follows for a k-order, Ψ
being the global residuum

While(tn ≤ tmax)⎧⎨⎩{ΔW i
n} = Δtn

∑k−1
j=0 λj

[
M i

n−j

]−1×{
Ψn−j({Wn−j}+ αj{ΔW i−1

n−j}, tn + αjΔtn)
}

i = 1, 2...until ‖ {ΔW i
n} − {ΔW i−1

n } ‖≤ tolerance

⎫⎬⎭
{Wn+1} = {Wn}+ {ΔWn}
tn+1 = tn + Δtn
end while

(9)

It requires inner iterations for each time step until the tolerance criterium is
reached.

2.3 Structure of the Code

The Finite Element C++ code is organized in three classes: element, elementary
matrices and building-resolution classes. Thus, three objects connected by a
single heritage are constructed and they form a solver. In practise, we obtain
very low sized solvers (less than 1000 C++ lines).

In this code, the mass and stiffness matrices are never built because a matrix-
free technique is used. As the global mass matrix is diagonal, its inversion is an
easy process. The size of the global vector of unknowns is optimized by the use
of an expert multigrid system called AMS (see [7] and [8]). On the whole, a high
performance level is obtained both in terms of CPU and storage costs.
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3 Results

3.1 Half-Space Model

A vertical impulse (y axis) load acts over the free surface (x axis) of a two-
dimensional half-space. The soil characteristics are relative to a porous stiff
ground: the dimensionless values are given in Table 1. In all the following sec-
tion, the numerical values are dimensionless, using three independent mechanical
quantities. Dirichlet’s conditions corresponding with the zero displacements for
both phases are imposed at depth at the border of the medium. The (Ω) space
is meshed with 50 626 triangular elements and 25 617 eight-degrees-of-freedom
nodes.

Table 1. Dimensionless soil parameters and associated celerity values

λ0 μ Ks Kf M β ρs ρf a K φ η cP1 cP2 cS cR

0.56 0.83 4 0.22 0.53 0.72 1 0.39 1.5 0.26 0.4 0.01 1.9 0.65 1.1 1.05

3.2 Homogeneous Case

Figure 1(a) presents the horizontal solid displacements on the surface of the
half-space (−3 < x < 3, y = 0) versus time variable (0 < t < 2). The P1
(respectively R) contribution is focused on a line the slope of which corresponds
to the P1 (resp. R) celerity. The S wave is lost to the eye due to the dominating
Rayleigh wave: its contribution could be seen when in vertical displacements.
The P2 wave carries very little energy and is mixed with the whole surface
displacement which here prevents us from seeing it. The P1 and R waves give
opposite contributions with a preponderant part to Rayleigh’s. Moreover, in the
case of a vertical sollicitation as studied here, the horizontal displacement is
an odd function of x variable, whereas the vertical displacement is even. Also
note, from the same figure, that the displacement decreases geometrically in
addition to the physical damping. In Figure 1(b), which shows a section of Figure
1(a) for x = 1.5, a visualization of the vertical displacement is added. The
theoretical arrival times are underlined and the contribution of the S wave is
clearly perceptible on the vertical displacement.

Figure 2(a) shows the variation of the fluid vertical displacements in depth
under the load (x = 0) versus time variable. The Rayleigh wave decreases expo-
nentially with depth. Consequently, the displacements underline the two com-
pressional waves P1 and P2. On Figure 2(b), the two theoretical lines relative
to each wave speed are plotted: a good agreement is obtained with the contour
levels.

Figures 3 and 4 are plotted for t = 1.5. The P1 wave front corresponds
to a half-circle the radius of which equals 2.8: this is clearly perceptible on
Figure 3. From the same figure, note that the Rayleigh wave gives a predominant
contribution on the surface: this corresponds to the red areas beginning at x =
1.6. Moreover, with the chosen parameters, the fluid and solid phases are strongly



Simulation of Transient Mechanical Wave Propagation 651

-0.01

0

0.01

0
1

2time

-2

0

2

x

u
x

R wave

P1 wave

(a) Surface horizontal displace-
ments

0,0 0,5 1,0 1,5 2,0 2,5 3,0
-0,0075

-0,0050

-0,0025

0,0000

0,0025 S w ave

 

 

S
o
li

d
d
is

p
la

c
e
m

e
n
ts

time

R w ave

P1 w ave

(b) Observational point x = 1.5,
horizontal (solid line) and vertical
(dotted line) displacements

Fig. 1. Surface solid displacements versus time

-0.01

0

0
0.5

1time -3

-2

-1

y

U
y

(a) In-depth visualization

-1.5

-1.25

-1

-0.75

-0.5

-0.25

0 0.5 1time

y

P1 line

P2 line

(b) Contour levels

Fig. 2. In-depth vertical fluid displacements versus time

uncoupled, thus the S wave exists only in the solid phase (x = 1.7). Due to the
competition between the R and S waves which have neighboring speeds, the S
wave front is more perceptible in depth.

For the fluid phase, Figure 4, red zones are caused by the P1 wave which
presents a more widely spread time wave front. This analysis has been confirmed
by a study of the displacements of time-related individual points positioned
under the load.
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Fig. 3. Solid displacement field for a homogeneous medium at t = 1.5

Fig. 4. Fluid displacement field for a homogeneous medium at t = 1.5

3.3 Heterogeneous Case

The ground is constituted by a mixture of two kinds of media which are dis-
tributed randomly: the main part of this heterogeneous soil has the characteris-
tics defined in Table 1. The second one represents softer inclusions (λ0=0.011,
μ=0.011, M= 0.271, β=0.995, φ=0.6, η=1) and its proportion ranges from 1
percent to 40 percent.

In these cases, the solid wave fronts are on the whole less modified than
the fluid ones, (see Figures 5 and 6). They remain well-ordered up to at least
a 20 percent distribution. For a higher proportion, the solid wave fronts are
dismembered and the contour levels are not concentric any more. Moreover, the
inclusions focus the mechanical deformations over a smaller area in which the
displacement values are higher. The presence of soft elements slows down the
progression of the solid and fluid deformations in comparison with the purely
homogeneous case.

As for the fluid phase, even for a low proportion of inclusions (1 or 5 percent),
the wave fronts are disordered. Some areas present higher deformations due to
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Fig. 5. Solid displacement field for a heterogeneous medium with 40% of inclusions at
t = 1.5

Fig. 6. Fluid displacement field for a heterogeneous medium with 40% of inclusions at
t = 1.5

the higher proportion of fluid in the softer inclusions. Moreover, fluid amplitudes,
which are lower than solid ones in the homogeneous case, become equal if not
higher with the inclusions. In conclusion, a deeper change occurs for the fluid
phase.

4 Conclusion and Further Works

The study of the mechanical wave propagation has been carried out using a finite
element method and a modified backward difference method for the time inte-
gration algorithm. A matrix-free algorithm and a selection data technique are
implemented in the C++ objet-oriented program. Different examples of homoge-
neous and heterogeneous semi-infinite media have been presented. Further works
will include the parallelisation of the code and the study of three-dimensionnal
geometries.
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Abstract. Teletraffic in the Internet is rapidly growing and diversifying,
and there is a strong need for QoS support in high-speed communication
networks. There are a number of research issues concerning the transmis-
sion of JPEG/ MPEG video over modern high speed computer networks.
These problems have been studied intensively over the last ten years
in order to provide a consistent and desirable QoS for JPEG/MPEG
video traffic, construct accurate models for JPEG/MPEG video traffic
and utilise efficient resource allocation techniques. In the paper we show
that synthetically generated streams of VBR video, compressed under
such standards as JPEG, MPEG-1 and MPEG-2, can be statistically
equivalent to real video traces. We also investigate how compression al-
gorithms on correlation structure of compressed teletraffic influence real
video traffic.

1 Introduction

Teletraffic in the Internet is rapidly growing and diversifying, and there is a
strong need for QoS (Quality of Service) support in high-speed communication
networks [1], [6]. The introduction of many new multimedia services requires
a high bandwidth to transport data such as real-time digital video. Modern
computer networks can no longer cope with uncompressed multimedia traffic,
resulting in the development of several image and video compression standards
such as JPEG and MPEG. In this paper we focus on VBR (Variable Bit Rate)
JPEG/MPEG video, i.e., on video streams compressed according to JPEG and
MPEG standards and transmitted as VBR components of an ATM network.

There are a number of research issues concerning the transmission of JPEG/
MPEG video over modern high speed computer networks, such as the dimension-
ing of multiplexer buffers and monitoring of video cell streams. These problems
have been studied intensively over the last ten years in order to provide a con-
sistent and desirable QoS for JPEG/MPEG video traffic, construct accurate
models for JPEG/MPEG video traffic and utilise efficient resource allocation

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 655–663, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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techniques. We look at the influence of compression algorithms on correlation
structure of compressed teletraffic, see Section 4, where results of compression
of Star Wars video under JPEG and MPEG-1 are discussed.

Applicability of gamma/Pareto model as marginal distributions of compressed
video streams is discussed in Section 4, where we look at accuracy of this approxi-
mation in relation to data coming from different videos (Star Wars and Titanic)
compressed under three different algorithms (JPEG, MPEG-1 and MPEG-2).
We also show that synthetically generated streams of VBR video, compressed
under such standards as JPEG, MPEG-1 and MPEG-2, are statistically similar
to real video traces [7].

A number of researchers tried to fit a specific mathematical model to traces
of real VBR video traffic. For example, several models (based on gamma [3], log-
normal [10], and combined gamma/Pareto [2], [9]) have been suggested for VBR
video traffic. Heyman et al. [3] used a 30-minute compressed video-
teleconferencing sequence for simulation studies using the gamma model. Krunz
et al. [10] used a 23-minute movie, The Wizard of Oz, to study statistical char-
acteristics of VBR MPEG-coded video streams using the lognormal model. The
gamma model for video traffic became inaccurate in the tail of distribution, and
the lognormal model was too heavy-tailed at first and then fell off too rapidly.
Garrett and Willinger [2] used a two-hour VBR video, Star Wars, and proposed
a hybrid gamma/Pareto model based on the F-ARIMA process [4]. They found
that the tail behaviour of the marginal distribution can be accurately described
using the heavy-tailed Pareto distributions.

Huang et al. [5] presented a unified approach to modelling VBR video traffic
using both SRD (Short-Range Dependent) and LRD (Long-Range Dependent)
empirical ACFs (Auto-correlation Functions). They applied this approach to 2
hours’ trace of Last Action Hero video. Their approach is potentially accurate,
but establishing an automatic search for the best background ACF remains an
open problem. Lombardo et al. [12] proposed the generation of pseudo-MPEG
video traffic with a specific correlation structure based on FFT [14] and an
ICDF transformation, assuming an arbitrary marginal distribution of the output
process. The proposed algorithm has been used to generate a sequence with the
same statistical characteristics as those of the movie “The Simpsons”, however,
the robustness of this algorithm remains an issue open to further investigation.

2 JPEG/MPEG Video Compression

Several algorithms have been developed to compress video data, in order to re-
duce the memory required for their storage, the time or bandwidth necessary for
their transmission, and the effective data access or transfer rate. We focus on
MPEG-1 and MPEG-2 of the MPEG standard family. MPEG-2 uses encoders
from the MPEG-1 scheme, and in the case of multi-layer encoding, the statistical
properties of its base layer are almost identical to MPEG-1. A video sequence
is simply a series of pictures taken at closely spaced time intervals starting with
a sequence header. The sequence header is followed by one or more group(s) of
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Table 1. Parameters for generating the Titanic video sequence

Parameters Values
Coding algorithm DCT
Duration 3 hours
Video frames 285,890 (I-, P- and B-frames only)
Frame dimensions 720 x 576 pixels
Pixel resolution 24 bits/pixel (colour)
Frame rate 29.97/second
Average bandwidth 692,150 bytes/second
Average compression rate 53.87
A group of pictures 15 frames (IBBPBBPBBPBBPBB)

pictures (GOP) and ends with a sequence end code. Additional sequence head-
ers may appear between any GOP within the video sequence. This is achieved
by using three types of frames: Intra-coded picture (I-frame), Predictive-coded
picture (P-frame) and Bi-directionally predictive-coded picture (B-frame) [13].

Only I- and P-frames can be used as a reference for past and/or future pre-
diction. An ordered collection of I-, P- and B-frames is called a group of pictures.
The proportion of I-, P- and B-frames is application-dependent and is left to the
user. For example, for many scenes, spacing the reference frames at about one-
twelfth of a second interval seems appropriate, i.e., IBBPBBPBBPBB. . .. The
MPEG GOP pattern was used to encode the MPEG-1 version of Star Wars by
Garrett and Willinger [2].

We encoded three hours of Titanic video to obtain a realistic full-length trace
of video traffic. This will be used as a control reference self-similar trace in our
investigations. Parameters of the sequence are summarised in Table 1. We chose
MPEG-2 to obtain encoded frame sequences of our trace. In this paper we will
use the following three self-similar sequences: (i) two hours of Star Wars video
encoded by JPEG [2], (ii) two hours of Star Wars video encoded by MPEG-1 [2],
and (iii) three hours of Titanic video encoded by MPEG-2 [7]. The last trace was
obtained by taking a sample that was approximately 60% longer than Sequence
(i) and (ii).

3 Modelling for Self-similar VBR Video Traffic

Following the recommendation of Garrett and Willinger [2], we chose to use
the combined gamma/Pareto model for VBR video traffic. They along with
Krunz and Makowski [9], showed that the gamma distribution can be used to
capture the main part of the empirical distribution, but is inappropriate for the
tail. Addition of a heavy-tailed Pareto distribution corrects this, as shown in
Figure 1.

Let FΓ and FP be the CDF (Cumulative Distribution Function) for the
gamma and Pareto distributions, respectively. Note that FΓ has no closed form
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Fig. 1. Complementary cumulative distributions of real video traffic and
gamma/Pareto model

of the CDF when αΓ , the shape parameter of the gamma distribution assumes
non-integer values.

If αΓ is a positive integer, then the CDF for the gamma distribution is given
by

FΓ (x) =

{
0, for x ≤ 0,
1− e−x/βΓ

∑αΓ −1
j=0

(x/βΓ )j

j! , for x > 0,
(1)

where αΓ is the shape parameter, αΓ > 0, and βΓ is the scale parameter, βΓ > 0.
The CDF FP (x) of the Pareto distribution is given as:

FP (x) =
{

0, for x < 1,
1− ( bP

x

)αP
, for 1 ≤ x ≤ ∞,

(2)

where αP is the shape parameter, αP > 0, and bP is the minimum allowed value
of x, 0 < bP ≤ x.

Thus, the combined gamma/Pareto distribution is determined by

FΓ/P (x) =

⎧⎨⎩
0, for x ≤ 0,
FΓ (x), for 0 < x ≤ x∗,
FP (x), for x > x∗.

(3)

The complementary CDFs of FΓ (x) and FP (x) can be used to determine x∗

in Equation (3). The parameters of the gamma distribution are obtained by
matching the first and second moments of the empirical sequence to those of
a gamma random variate. x∗ can be obtained graphically by inspecting the
tail behaviour of the empirical distribution, and determining where it starts to
deviate from the tail of the gamma curve. The values of bP and αP for the
estimated Pareto distribution can be obtained by finding x = x∗ for which the
least-square fit of the Pareto tail gives FΓ (x) = FP (x). Figure 1 shows log-log
plots of gamma and Pareto complementary CDF for real VBR video traffic.
While the gamma curve fits the main part of the empirical video traffic well, the
Pareto curve closely fits its tail part. Applying this method, we have determined
values of x∗ for all three samples; see Table 2.
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Table 2. Estimated parameter values obtained from Star Wars and Titanic video
traffic utilising the combined gamma/Pareto model

Parameters Estimated values
Star Wars JPEG Star Wars MPEG-1 Titanic MPEG-2

Length (frames) 171,000 174,136 285,890
Duration 2 hours 2 hours 3 hours
Compression Intra-frame MPEG-1 MPEG-2
algorithm
Sample mean 27,791 15,598 26,353
Standard dev. 6,254 18,165 11,600
Maximum 78,459 185,267 146,608
Minimum 8,622 476 12
Gamma αΓ 25.8 0.737 5.16
Gamma βΓ 1,100 21,154 5,106
Pareto αP 12.42 9.19 10.06
Pareto bP 30,000 51,500 37,800
x∗ 39,810 86,003 57,280

Given a self-similar sequence of the FGN-DW (Fractional Gaussian Noise-
Daubechies Wavelets) process X [8], we can transform the marginal distribution
by mapping each point as

Zi = F−1
Γ/P (FN (Xi)), i = 1, 2, . . . , (4)

where FN (·) is the CDF of the normal distribution and F−1
Γ/P (·) is the inverse

CDF of the combined gamma/Pareto model given by

F−1
Γ/P (y) =

{
F−1

Γ (y), for y ≤ 1− (bP /x
∗)αP ,

F−1
P (y) = bP /(1− y)1/αP , for y > 1− (bP /x

∗)αP .
(5)

Note that for computing F−1
Γ (y), we used the Newton-Raphson technique

[11], [15]. The procedure for the MPEG video consists of I-, P- and B-frames of
sequences generated from FGN-DW [8], which are then combined in I-, B- and
P-frame order (e.g., IBBPBBPBBPBBPBBI . . .) before transforming the corre-
sponding time series into time series with the gamma/Pareto marginal distribu-
tions defined in Equation (4). The procedure for the JPEG synthetic sequence
generated from FGN-DW is simple. We used the sequences obtained from the
previous procedure for simulation studies of VBR video traffic, which we describe
in the next section.

4 Numerical Results
4.1 Analysis of Hurst Parameter Estimates for VBR Video Traffic

The Hurst parameter estimates obtained from the most efficient estimators (i.e.,
the wavelet-based H estimator and Whittle’s MLE) [7], have been used to anal-
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Table 3. Estimates of the Hurst parameter obtained from the wavelet-based H es-
timator and Whittle’s MLE for Star Wars JPEG, Star Wars MPEG-1 and Titanic

MPEG-2 video traffic. We give 95% confidence intervals for the means of two estima-
tors in parentheses

Estimators Star Wars JPEG Star Wars MPEG-1 Titanic MPEG-2
Wavelet-based .8841(.879, .889) .8634(.859, .868) .9034(.895, .911)
Whittle’s MLE .8997(.887, .912) .8680(.855, .880) .8999(.886, .914)

yse Star Wars JPEG, Star Wars MPEG-1 and Titanic MPEG-2 video sequences.
Table 3 shows the estimates of the Hurst parameter for the three video sequences.
Comparing Star Wars after JPEG and MPEG-1, we can formulate hypothesis
that JPEG produces stronger dependent output video sequences. Our results
show 2% difference in H parameter when using the wavelet-based H estimator,
and 11% difference when using Whittle’s MLE, see Table 3. On the other hand,
two different videos (Star Wars and Titanic) show that regardless of compression
algorithm resulted processes have the same marginal distribution well approxi-
mated by our gamma/Pareto model. This can be regarded as generalisation of a
finding by Garrett and Willinger [2] who showed that gamma/Pareto model is a
good approximation of marginal distributions for Star Wars compressed under
JPEG.

The wavelet-based H estimator of three hours of real Titanic video traffic
calculates Ĥ = 0.9034, shown in Table 3. Estimate of the Hurst parameter Ĥ ob-
tained from Whittle’s MLE is 0.8999. The Hurst parameter estimates for the Star
Wars JPEG and Star Wars MPEG-1 video sequences are also given in Table 3.

4.2 Simulation Results of the VBR Video Traffic Model

Figure 2 shows quantile-quantile plots for the distribution of frame sizes in bytes
of real VBR video traffic, (i.e., Star Wars JPEG, Star Wars MPEG-1, and
Titanic MPEG-2), and the combined gamma/Pareto model based on FGN-DW.
We observed that although the compression algorithms used for encoding the
various videos were different, the combined model fits the real traffic statistic
well. Note especially that the distribution of the gamma/Pareto model matches
the real Star Wars JPEG video traffic well.

Figure 3 shows that the ACF of the combined gamma/Pareto model also fit
the empirical video traffic statistic well. The ACF curve of the gamma/Pareto
model at large lags (i.e., lags > 1,800) fit the real Star Wars JPEG video traffic
well, but the model slightly underestimated at small lags. The ACF curves in
Figures 3 (b) and (c) also oscillated more than the one in Figure 3 (a), due to
the MPEG format. Furthermore, the autocorrelation structure in Figure 3 (b)
oscillated more than that in Figure 3 (c) because they use different frame formats
(i.e., while every 12th frame in Figure 3 (b) is an I-frame, every 15th frame in
Figure 3 (c) is an I-frame). In addition, we found strong evidence of LRD, as all
ACF curves obtained from the real video traffic and the gamma/Pareto model
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Fig. 2. Distributions of real video traffic and traffic from the gamma/Pareto models
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Fig. 3. ACF of real video traffic and traffic from the gamma/Pareto models

decayed slowly, while the SRD (i.e., Poisson model) in Figure 3 (a) decayed
quickly.

5 Conclusions

We showed how pseudo-random self-similar sequences can be applied to produce
a model of teletraffic associated with the transmission of VBR JPEG/MPEG
video. A combined gamma/Pareto model based on the application of the FGN-
DW generator was used to synthesise VBR JPEG/MPEG video traffic.

In the paper we showed that synthetically generated streams of VBR video,
compressed under such standards as JPEG, MPEG-1 and MPEG-2, can be sta-
tistically equivalent to real video traces shown in Section 4 (see also Figures
2 – 3). We investigated how compression algorithms on correlation structure
of compressed teletraffic influence real video traffic. Generalisation of findings
of Garrett and Willinger, showing that video compression algorithms (MPEG-1
and MPEG-2) lead to self-similar processes was studied. We considered outcomes
of MPEG-1 and MPEG-2 in addition to previously studied outcomes of JPEG
[2], to show that the results of (Garrett and Willinger [2]) do not depend on the
compression algorithms.
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Better GOP and cell-layered modelling is needed for development of inte-
grated MPEG video traffic models. While some general assessment of queueing
performance can be obtained from single-streams, more universal results could
be obtained from the queueing performance analysis of multiplexed streams of
video traffic. These issues await further investigations.
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Abstract. This paper presents a pattern search method for transformation func-
tion search in automatic image registration. In this search method, affine trans-
formation parameters are represented as a 5-parameter vector and the search pro-
ceeds toward the direction resulting in higher similarity values between the refer-
ence and sensed images. Experiments show that this method can successfully find
an optimal affine transformation function for edge images generated by comput-
ing the local standard deviation of the images. In addition, a series of overlapped
aerial images of the Mississippi Delta area are successfully registered into a large
reference image automatically by employing this search method.

1 Introduction

Image registration is a process of aligning two different images of the same object such
that corresponding points in the two images represent the same physical location. The
image to be registered is usually called the sensed image, while the image to which
the sensed image is registered is commonly called the reference image. In general,
image registration involves three steps including feature detection, feature matching and
transformation function construction, and image transformation. Feature detection is a
step to identify salient and distinctive objects. In the second step, feature matching and
transformation function construction, the correspondence between the features detected
in the sensed image and those detected in the reference image is established in terms of
similarity measurement. Based on the correspondence, transformation functions (also
called mapping functions) which are used to align the two images are constructed. In
the third step, by means of the transformation function, the sensed image is transformed
to register with the reference image.

The key work in image registration is to find the optimal transformation function
f such that most of the points of the sensed image can be accurately mapped to the
reference image by means of f [5]. However, reaching the optimal transformation func-
tion has never been a trivial task because of the large search space and possible image
distortions. The search space is characterized by the transformation model underly-
ing each registration process. Affine transformation is the most frequently used global
transformation model [3, 4, 13, 15, 16], since it is reliable, efficient and can correct some
global distortions. Global transformation methods are typically either a search for the
allowable transformation which maximizes the used metric, or a search for the optimal
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parameters of the transformation function [3]. Though most of the current research on
search strategies are related to concepts of multiresolution, wavelet, relaxation match-
ing, and Hausdorff distance [2, 3, 4, 6, 8, 10, 11, 16], direct search related techniques are
still in active use because of their easy implementation and freedom from derivative
computation [9, 12].

Direct search methods started from the work of Hooke and Jeeves [7]. The idea can
be explained as the following. Starting from a base point p, repeatedly search for a new
point p′ from various directions until either a p′ is found such that p′ is a better point
than p and therefore p is replaced with p′, or no better p′ can be found. If no better p′
can be found, the search is finished. One key step in direct search methods is how to
select a new point. Based on the tactic of the new point selection, direct search methods
are usually categorized into

1. pattern search methods,
2. simplex search methods,
3. and methods with adaptive sets of search directions.

In this work, a pattern search method that works with the affine transformation model is
presented for image registration. It is demonstrated that with the classic similarity met-
ric, normalized cross-correlation (NCC), this method could successfully find optimal
affine transformation function parameters for edge-images generated by computing the
local standard deviation of the images.

2 The Search Method

To precisely address the proposed search method, it is necessary to explain the edge-
image used in the method first. The edge-image is generated by computing the local
standard deviation of the image.

2.1 Local Standard Deviation for Edge Detection

Normalized cross correlation is one of the most used similarity metrics in image reg-
istration. However, edge-based correlation, which is computed on the edges extracted
from the images rather than on the original images, is advantageous over the general
correlation method in that it is less sensitive to the intensity differences between the
reference and sensed images [1, 14, 16]. In the proposed search method, the NCC value
is computed between two edge-images.

While there are a large number of edge detection methods, the local standard devi-
ation (LSD) method in which edges are detected by computing the standard deviation
inside a local small window shows some important properties and advantages:

1. With proper window sizes, LSD can be used for successful line edge detection.
Sharp lines can be detected as line edges by LSD with small window sizes. Wider
lines require larger window sizes.

2. LSD widens the detected edges. The width of the detected edge is proportional
to the size of the local window used. This property plays an important role in the
proposed search method.
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2.2 The Search Method

An affine transformation is precisely a function of 6 parameters

x′ = a0 +a1x+a2y,

y′ = b0 +b1x+b2y. (1)

An affine transformation without shear can also be written as:∣∣∣∣ x′y′
∣∣∣∣= ∣∣∣∣ sx 0

0 sy

∣∣∣∣ ∣∣∣∣ cosθ −sinθ
sinθ cosθ

∣∣∣∣ ∣∣∣∣ xy
∣∣∣∣+ ∣∣∣∣ txty

∣∣∣∣ . (2)

Clearly, an affine transformation without shear can be fully determined by 5 parameters:
sx and sy which are the x and y scale factors, tx and ty which are the x and y translations,
and θ which is the rotation angle. These 5 parameters constitute a vector fully describ-
ing an affine transformation composed of rotation, translation and scaling. Each vector
element determines the amount of transformation of a specific type. Thus, the search for
an optimal affine transformation becomes the task of the search for an optimal vector
function, and the key is the search direction. The search method can be detailed as the
following:

1. Start with the affine transformation defined by the vector A =<A0,A1,A2,A3,A4 >.
The values of A must be somewhat close to optimal and might be determined by tie
points selected from each image or by other methods.

2. Start with a small step size.
3. For each element of A, determine whether increasing or decreasing that element by

the step size improves the transformation. The reference image is transformed to
match the sensed image and the NCC between the warped reference image and the
sensed image is computed. Improvement is defined to be an increase in the NCC
value. Record the amount of NCC improvement for this element and its direction.

4. Based on the amount of improvement and the direction for each vector element
of A, construct a 5-dimensional vector a =< a0,a1,a2,a3,a4 > that determines the
search direction. The value of each element in a is proportional to the amount of
NCC value improvement incurred by its corresponding element in A. The sum of
the absolute values of the elements in a equals 1. However, if there is no element in
A whose variation results in any improvement, step is divided by two and the pro-
cess repeats from step 3 until either at least one element incurs some improvement
or the step is smaller than a predefined limit. In case that step is smaller than this
predefined limit, the search is finished.

5. The search starts toward the direction determined by the vector a. The vector A is
recomputed, i.e. A = A+ step×a. If the newly computed A generates a better NCC
value, it is kept and the old vector is discarded.

6. Repeat step 5 until it fails to generate a higher NCC value. Then step is divided by
two. If step is smaller than a predefined limit, the search toward this vector direction
is over and the search restarts from step 2. Otherwise, the search repeats from step
5 with the decreased step.

In brief, for the current optimal direction, the search continues until there is no gain
in this direction. At this point, a new direction is computed and expressed in the vector
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a. The search stops when there is no direction resulting in a larger NCC value. The
computation of the vector direction can be done in other ways. The way presented here
is a very simple method, in which each vector element is weighted equally.

The proposed search method is basically the pattern search method described by
Hooke and Jeeves with some variations [7]. A critical factor in pattern search methods
is the step value. Large step sizes may result in quickly finding the optimal solution,
but may seriously degenerate the search result [9]. It turns out that for different image
registration cases, the optimal step size should be different. As a general rule, the step
size is small. However, a small step size is more likely to run into a local maximum
when the starting point is relatively far from the optimal solution.

To successfully minimize the local maximum problem, the LSD edge detection tech-
nique is employed to generate line edges of different widths in the method. In the begin-
ning when the search is relatively far from the optimal parameters, the LSD technique is
applied with larger window sizes to generate wider edges. Images with wide line edges
have less content details, thus the search is focused on major features of the image,
i.e. the search is on a coarse level. As the solution approaches the optimum, the LSD
processing is performed with smaller window sizes to generate sharp edges, i.e. more
image details are taken into consideration. Using a large initial window size for LSD
processing has another valuer, which can be explained in Fig. 1. In Fig. 1, (a) and (b)

a b c

d e f

Fig. 1. The significance of the width of line edges in image registration

are the reference and sensed images each with only one line. If the width of the detected
line edges are small at the initial search step as shown by (c), the NCC metric between
the warped reference image and the sensed image generates no significant result (0, in
this case) to guide any proper search direction. However, if the width of the two line
edges are large enough as shown in (d), then there is a meaningful NCC value that
could be used to guide the next step search. As the search is closer to the optimal pa-
rameters as shown by (e) and ( f ), the width of the two line edges are cut down for finer
alignment. It is important to observe the limit on the window sizes for LSD process-
ing. Large window sizes can significantly diminish prominent features. They can make
close edges indistinguishable. Thus, a proper starting LSD window size should be large
enough to account for the distance between the initial warped reference image and the
sensed image, but still leave separate edges distinguishable.
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2.3 Refinement

Shear is an important component of affine transformation and can be used to correct
some global distortions. An affine transformation without shear is not complete. Thus,
shear is applied after the search is finished to refine the search transformation function
parameters. As there exist both x and y shears, we take the shear as a vector of 2 elements
and repeat the above process again specifically for the shear components.

The iterative refinement procedure is based on the fact that different search start-
ing points usually lead to slightly different optimal solutions. In the iterative refinement
procedure, after the first iteration of the search and shear refinement, the searched trans-
formation parameters are slightly modified and another iteration of the search and shear
refinement is carried out. However, in this iteration, the LSD is always processed with
a small window size.

3 Experimental Results

In order to test the method and demonstrate its feasibility, the proposed search method
was implemented and aerial images of the Mississippi Delta area were used as test
images. The reference and sensed images were taken seven years apart and have sig-
nificant differences. First, we artifically generated a number of rotated, translated, and
scaled images from the original aerial images to perform some experiments to deter-
mine the impact of the initial LSD window size on the registration quality. The results
showed that when the step sizes are small, proper LSD window sizes could significantly
improve the registration quality. Therefore, in all the experiments presented below, the
initial and final window sizes for LSD processing are 21× 21 and 5× 5, the initial
step values applied to rotation, x-translation, y-translation, x-scaling, and y-scaling are
0.2, 1.0, 1.0, 0.01, and 0.01 respectively. The similarity metric NCC was computed be-
tween the warped reference image and the sensed image with both images being LSD
processed and smoothed. In addition, shear refinement is applied after the search was
finished to improve the transformation.

Figures 2 and 3 show the registration results of two sets of aerial images of the Mis-
sissippi Delta area. Both figures are rotated 90◦ counterclockwise. In Fig. 2 from left
to right, the first image is the reference image, the middle image is a combination of
the reference image and the unregistered sensed image in such a way that the unreg-
istered image lies in the middle surrounded by the reference image. The right image
is also a combination of the reference and the registered sensed images arranged as the
middle image. The purpose of such two combined images is to demonstrate the registra-
tion quality visually. Clearly, the proposed search method can render good registration
quality for aerial images of the Mississippi Delta area.

We performed another set of experiments in which a series of the individual aerial
sensed images were registered to a large map automatically based on the proposed
search method. The Mississippi Delta area is primarily an agricultural area with many
fields and ponds. To successfully monitor the variation of the ground cover in the Delta
area, aerial images are taken periodically and these aerial images are registered to con-
struct an integrated overview image of the area. These aerial images were taken in order.
They have similar sizes, and are overlapped sequentially. We designed an algorithm
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Fig. 2. Registration of a sample aerial image

Fig. 3. Automatic registration of 12 aerial images of the Mississippi Delta area

in which the first sensed image was manually aligned with the large reference image
roughly well, then the proposed search method was applied to register it. After the first
image was registered, based on the overlapping properties between the sensed images,
the search starting point of the second sensed image could be obtained automatically,
and the proposed registration procedure was applied to register the second image. This
process was repeated for 12 partially overlapped aerial images. In addition, 3 levels of
iterative refinement were applied to the registration process of the 12 aerial images, and
the result is shown in Fig. 3. This result shows that the proposed search method can find
an optimal transformation function for the registration of each individual aerial image
in the automatic registration procedure.

4 Conclusion

The proposed search method is a pattern search method in which the affine transfor-
mation parameters are represented as a 5-parameter vector. Applied to edge images
generated by LSD, the proposed search method is demonstrated to be able to find op-
timal parameters for affine transformation. We plan to extend the search method to
higher-order polynomial transformation models in the future.
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Abstract. This paper presents a plausiblemethod for large water droplet
morphing, taken into account the rigid transformation. The droplet on
a plane was represented by the contact area, which was described via “a
variational implicit function” in 2D, together with a profile curve. Then
we made use of distance fields generated from the boundary of contact
area to drive the morphing. The deforming direction and speed were well
controlled to give a very smooth and stable deformation. The morphing
procedure was combined with rigid transformation synchronously, which
yield more natural effect. Finally, the ray-tracing method was employed
for rendering the realistic scene.

1 Introduction

Several different methods addressing water modeling and animation have been
developed since the 1980’s. Most of them concerned the motion of water in forms
of waves and other connected fluids, for example, waves approaching and braking
on a beach [1]. Realistic and practical animation of liquids [2] has also been made.
Only a few methods proposed during the 1990’s addressed the problems of the
water droplets.

Kaneda et al [3] developed methods for realistic animation of water droplets
on a glass plate, on curved surfaces, and meandering down a transparent surface.
The main purpose is to generate a realistic animation, taken into account gravity
of water droplets, inter-facial tensions, and so on. Fournier et al [4] presented
a model that focuses on the simulation of large liquid droplets as they travel
down a surface. The aim is to simulate the visual contour and shape of water
droplets when affected by the underlying surface and other force fields. Malin [5]
gave a method for animation of water droplets flowing on structured surfaces,
the droplets in this method were affected by underlying bump mapped surface.
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All these methods are physical based. It is quite difficult to simulate the
flow of water droplets for the purpose of high-precision engineering, due to the
diversiform shape representation of the droplet and the complicated flow process.
While, our method is not to make a simulation physically correct, but to make
an effective and physically plausible droplets morphing on a plane.

2 The Main Idea of Our Approach

2.1 Droplet Representation

First, the droplet on a plane is represented by contact area between the droplet
and the plane, together with a profile curve.

To describe the contact area between the droplet and the plane, such as Fig.1
(b), we employ “a variational implicit function” in 2D, proposed in Turk and
O’Brien’s paper [6], which can model arbitrary 2D shape of general topology.

Yu et al [7] discussed the droplets’ shape on a simple plane in the gravita-
tional field. We take advantage of their result and use a profile curve to describe
the height of droplet within the contact area, as Fig.1 (a) illustrates (The x
coordinate of profile curve means the distance from a point to the boundary of
contact area, and y coordinate gives the height of droplet at this point).

When the contact area as well as the profile curve is ready, the ray-tracing
method is employed for rendering the scene, to produce a realistic effect of the
water droplet. Such as Fig.2 shows.

Fig. 1. Droplet representation Fig. 2. Rendering scene

2.2 Initial Method

Our morphing between two (or more) droplets consists of blending between
two profile curves and morphing between two contact areas. Blending between
two profile curves is simple, thus we will concentrate on morphing between two
contact areas, that is, a kind of 2D volume morphing.

There are several existing approaches for volume morphing. Pasko simply
interpolated the values of corresponding nodes [8]. This may cause unnecessary
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distortion and change in topology. Other techniques are based on a decomposi-
tion of the discrete values. Hughes considered Fournier decomposition [9], and
T. He decomposed the functions with a wavelet transform [10]. Lerios proposed
a feature-based morphing [11]. Cohen presented a method that the interpolation
of distance field was guided by a warp function controlled by anchor points [12].
But there is more or less artificial interference in these methods.

Our initial idea is using the intensity fields of implicit functions to produce
potential fields, with which we can change the source intensity field to the target.
This approach is somewhat like Whitaker’s Level-Set Model [13].

Assume F1(X) = δ is the source intensity field and F2(X) = δ is the target,
where X = (x, y). The morphing can be generated by the movement of X, as
illustrated in Fig.3.

Fig. 3. Potential Field Fig. 4. Movement direction

The problems are:
1. How does X move (The direction and speed)?
2. How does the movement affect the intensity field function F?
Obviously, the movement of the X can be described by regarding X as a

function of time t. Thus the whole morphing procedure can be represented by
F(X(t),t)= δ, t ∈ (0, 1), and F(X(0),0)=F1(X), F(X(1),1)=F2(X). Because F
equals to δ over time, the time derivation should be zero:

dF

dt
=

∂F (X(t), t)
∂t

+∇F (X(t), t) • ∂X(t)
∂t

= 0 where∇F (X, t) =
(
∂F

∂x
,
∂F

∂y

)
(1)

Thus,
∂F (X(t), t)

∂t
= −∇F (X(t), t) • ∂X(t)

∂t
(2)

Eq.2 describes how the movement of X (denoted by ∂X(t)
∂t ) affects the intensity

function F. Now the only problem is how does X move.
First of all, when t changes from t0 to tn, ∂X(t)

∂t must changes F(X(t),t) from
F1(X) to F2(X), otherwise it will not be a morphing.

Rewrite Eq.2 in a discrete way:

F (X, tk+1)− F (X, tk)
Δt

= −∇F (X, tk) • ∂X

∂t

∣∣∣∣
tk

(3)
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To make F(X(t),t) change from F1(X), just set F (X, t0) = F1(X). The prob-
lem is how to ensure the deformation end at F2(X). Note that the intensity field
at next time is controlled by Eq.3, whose parameter can be used to control the
deformation is ∂X(t)

∂t . One choice of ∂X(t)
∂t that may satisfy this demand is

∂X(t)
∂t

= − (F2 (X)− F (X, t))
∇F (X, t)
‖∇F (X, t)‖ (4)

The geometric explanation of Eq.4 is the movement speed of X is
|F2 (X)− F (X, t)|. And the direction is along the current normal(− ∇F (X,t)

‖∇F (X,t)‖ ),
if X is inside the target object; else, the direction is the reverse of the normal,
as illustrated in Fig.4. Substitute Eq.4 into Eq.3, get the iteration equation:

F (X, tk+1) = F (X, tk) + ‖∇F (X, tk)‖ (F2(X)− F (X, tk))Δt (5)

where ∇F ≈
(

F (xi+1,yj ,tk)−F (xi−1,yj ,tk)
2h ,

F (xi,yj+1,tk)−F (xi,yj−1,tk)
2h

)
.

The ending condition of the iteration of Eq.5 is max
X∈Ω

|F2 (X)− F (X, t)| < ε,

where Ω is the boundary of F(X,t), and ε is a minimal positive constant.

T=0.0 T=0.05 T=0.1 T=0.2 T=0.3 T=0.4 T=0.5 T=0.6 T=0.8 T=1.0

Fig. 5. Morphing using Eq.5

Fig. 6. Direction and distance problem Fig. 7. Rigid deformation problem

By iterating Eq.5, F(X(t),t) changes gradually from F1(X) into F2(X). Un-
fortunately, there are several unpleasant phenomena.

First problem: as Fig.5 shows, the morphing shape changes quickly at fist,
and then becomes very slow. Eq.4 gives cause for it, as the pixels move at
|F2(X)− F (X, tk)|. When F (X, tk) is approaching F2(X), the speed will get
slower and slower. Problem 2: every pixel outside the target shrinks, as in Fig.6.
Because according to Eq.4, every pixel’s movement direction is reverse of the
normal when out of the target. Actually, we expect the pixels between a and b
expend instead of shrink. Problem 3: at the place far enough from the boundary
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of target (such as c in Fig.6), the intensity value may be all zero, this prevents us
from controlling the movement. Problem 4: when the shape of source and target
are the same, such as Fig.7, we expect the morphing changes by rigid deforma-
tion composed of pure rotation and translation. If they are different, we want
least distortion of the in-between objects. Eq.5 can not gratify this demand.

To get a natural and pleasant morphing effect, these problems should be
addressed. Section 3 gives a solution to the first 3 problems; and problem 4 is
handled in section 4.

3 Distance Field Morphing

First, we generate the distance field from the boundary of contact area. Then,
use the distance field instead of intensity field to control the deformation.

3.1 Distance Field Transformation

The distance inside the area of object is positive, outside the area is negative,
and zero on the boundary. Assume dist(X) is the Euclidean distance from point
X to the boundary of contact area, define distance field as:

D(X) =

⎧⎨⎩
+dist(X) if X is inside object;
0 if X is on the boundary;
−dist(X) if X is outside object;

(6)

Denote the source distance field as S(X), the target field as T(X), and the
current deforming distance field as D(X(t),t). Using the same general spirit as
the previous study, we rewrite Eq.4 and the iteration Eq.5 as:

∂X(t)
∂t

= −T (X)
∇D (X(t), t)
‖∇D (X(t), t)‖ (7)

D(X, tk+1) = D(X, tk) + T (X) • ‖∇D(X, tk)‖ (8)

Now, problem 3 is handled naturally, as T(X) still works at the place far
enough from the target object.

3.2 Control Morphing Speed and Direction

In the first problem, we want a stable morphing, that is, the maximum speed
of the pixels at every time step should be identical. Assume N is the number of
total morphing step. We give the stable iteration Equation:

D(X, tk+1) = D(X, tk) +
T (X)
N − k

• ‖∇D(X, tk)‖ (9)

Morphing in Fig.8 is generated by applying Eq.9. As expected, the morphing
speed is very stable. What’s more, the number of total morphing step N, that
is, the total morphing frames number, is now under control.
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Now let’s consider the morphing direction in problem 2. Assume NT (X) is
the unit normal vector of target distance field, and ND(X) is that of current
distance field. Note that in the area where a and b belong to (in Fig.6), the
angle between NT (X) and ND(X) is an obtuse angle; while in the area where c
belongs to, it is an acute angle. So, the dot production NT (X) •ND(X) can be
employed to decide the morphing direction of the outside part, where T(X)<0.

Thus we get the last iteration Equation:

D(X, tk+1) =

{
D(X, tk) + T (X)

N−k • ‖∇D(X, tk)‖ • (NT(X) •ND(X)) ,T(X) < 0
D(X, tk) + T (X)

N−k • ‖∇D(X, tk)‖ ,T(X) > 0
(10)

Applying Eq.10, Fig.9 gives a smooth and natural morphing. And the pixels
between a and b all expend to the target rather than shrink.

T=0.0 T=0.05 T=0.1 T=0.2 T=0.3 T=0.4 T=0.5 T=0.6 T=0.8 T=1.0

Fig. 8. Morphing using Eq.9

T=0.0 T=0.1 T=0.2 T=0.3 T=0.4 T=0.6 T=0.8 T=1.0

Fig. 9. Morphing using Eq.10

4 Combining Rigid Transformation

As in problem 4, in some cases, to get better morphing effect, we must transform
(warp) source object Os, to another object W (Os), which approximates the
target object Ot, as well as possible. The transformation W is composed of a
pure translation C and a rotation R.

The translation is easily obtained by comparing the center of the source and
that of the target. The problem is how to define the rotation to make W (Os)
approximate Ot.

First, in the space Os, emit a line in each direction of θi = iΔθ (i=0, . . . N-1)
from the center, calculate the distance to the farthest boundary. Store the dis-

tances in array Ds[i]. Define Dj [i] =
{
DS [i + j],i + j < N
DS [i + j −N ],i + j ≥ N (i,j=0, . . . N-1) .

Do the same thing to Ot to generate Dt[i]. Then calculate the correlation be-
tween Dj [i] and Dt[i], and select the j which maximizes the correlation, that is,

the j which minimizes
N−1∑
i=0

(Dt[i]−Dj [i])2, to get the rotation angle θ = jΔθ.
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T=0.0 T=0.1 T=0.2 T=0.3 T=0.4 T=0.5 T=0.6 T=0.7 T=0.8 T=1.0

Fig. 10. Combine rigid transformation

Fig. 11. Complete morphing Procedure

So, the rigid transformation used to rotate and translate the source object to
match the coarse features of the target object is W (X) = Rθ(X)+C, (θ = jΔθ).

One thing must be pointed out is: when combine the morphing with the rigid
transformation, the exact number of frames is pre-requisite. This is because the
morphing speed must keep pace with the rigid transformation. If it is slower, it
has not arrived the target when the rotation and translation have ended, and,
contrariwise. Recall Eq.9 (also Eq.10), the number of total morphing step N is
under control. So, they can be combined synchronously precisely.

Now, we can organize complete distance field morphing procedure as follows:
Step 1: Generate the transformation W, exerting on the source object Os,

which approximates the target object Ot, denoted as W (Os). The transformation
W is composed of a pure translation C and a rotation Rθ.

Step 2: Generate a new distance field W(S) according to the transformation
W, by assigning the value of point X in field S to the point W(X) in field W(S),
where W (X) = Rθ(X) + C.

Step 3: Generate a series of intermediate fields M(W(S),T,t) by morphing
W(S) to T, using Eq.10.

Step 4: Transform every field M(W(S),T,t) to field W−1
t M(W (S), T, t)) , by

assigning the value at point X in field M(W(S),T,t) to the point W−1
t (X) in

field W−1
t M(W (S), T, t)), where W−1

t (X) = R−(1−t)θ(X)− (1− t)C, t ∈ [0, 1].
The series of W−1

t M(W (S), T, t)) is the in-between fields from S to T.
Fig.10 shows a morphing combining rigid transformation. As expected, the

morphing procedure combines rigid transformation synchronously smoothly.
Then, we can calculate the contact area between the droplet and the plane,

as well as take advantage of the profile curve directly from these intermediate



678 L. Lin et al.

distance fields, which are used to represent the water droplet. Subsequently, the
scene is rendered by ray-tracing method. Fig.11 is our final example, which shows
a complete water droplets morphing procedure. We can see that the plausible
morphing procedure gives a very smooth and natural effect.

5 Conclusion

We have presented a metamorphosis method between two (or more) large water
droplets with arbitrary shape and topology, without any artificial interaction.
The morphing procedure is not physical based, but driven by distance field.
Various instances are considered, thus the morphing speed and direction are
well controlled. Synchronous rigid transformation is taken into account to give
a more natural effect.
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Abstract. This paper presents a cost-effective private-key cryptosystem
for color images. The scheme allows for secret sharing of the color image
by generating two color shares with dimensions identical to those of the
original. Encryption is performed via simple binary operations realized
at the image bit-levels altering both the spectral correlation among the
RGB color components and the spatial correlation between the neigh-
boring color vectors. The decryption procedure uses both noise-like color
shares as the input and recovers the original image with perfect recon-
struction.

1 Introduction

Image secret sharing techniques [1],[2] represent a popular encryption tool used
to secure transmission of personal digital photographs [3],[4] and digital doc-
uments [5] via public communication networks. The so-called {k, n}-threshold
scheme [1],[4]-[9] encrypts the input image by splitting the original content into
n noise-like shares. The secret information is recovered only if k or more shares
are available for decryption [6]-[9].

Among the various {k, n}-threshold schemes, a simple {2, 2} solution, seen as
a private-key cryptosystem [8],[9], takes a great popularity due to its simplicity
and adequate information security. The encryption process splits the secret image
into two noise-like shares which are delivered to the end-user independently. To
recover the actual information the end-user should be in possession of both
shares.

Although numerous secret sharing solutions have been proposed for encryp-
tion of binary and gray-scale images [1],[6]-[11], secret sharing of color images
has become increasingly important in recent times. The growing interest in the
development the color image encryption techniques [3]-[5],[12]-[17] can be at-
tributed primarily to the proliferation of color imaging systems and imaging-
enabled consumer electronic devices such as digital cameras and mobile phones
[18]. End-users and system developers have to protect personal digital pho-
tographs and scanned digital documents in emerging applications such as digital
photo archiving and image transmission through wireless (mobile) networks. The
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surge of emerging applications and the proliferation of color imaging systems and
imaging-enabled consumer electronic devices suggests that the demand for color
image encryption solutions will continue.

2 Color Imaging Basics

Let us consider a K1 × K2 Red-Green-Blue (RGB) image x : Z2 → Z3 rep-
resenting a two-dimensional matrix of three-component vectorial inputs. In a
given K1×K2 RGB color image x, pixel x(p,q) = [x(p,q)1, x(p,q)2, x(p,q)3] denotes
the color vector occupying the spatial location (p, q), with p = 1, 2, ...,K1 and
q = 1, 2, ...,K2 denoting the image row and column, respectively. The compo-
nent x(p,q)i, for i = 1, 2, 3, of the RGB vector x(p,q) denotes the vector’s spectral
component, namely: x(p,q)1 denotes the R component, x(p,q)2 denotes the G com-
ponent, and x(p,q)3 indicates the B component.

Following the tristimulus theory of color representation, each color pixel x(p,q)

is a three-dimensional vector, uniquely defined by its length (magnitude) Mx :
Z2 → R+ and orientation (direction) Dx : Z2 → S2 in the vector space, [18].
The magnitude

Mx(p,q) =
∥∥x(p,q)

∥∥ =
√
x2

(p,q)1 + x2
(p,q)2 + x2

(p,q)3 (1)

of the color vector relates to the luminance, whereas the vectors’ directionality

Dx(p,q) =
x(p,q)∥∥x(p,q)

∥∥ =
x(p,q)

Mx(p,q)

(2)

with S2 denoting a unit ball in R3 and
∥∥Dx(p,q)

∥∥ = 1, relates to the chromaticity
characteristics of the pixel.

Since both measures are essential for human perception [19], any color image
encryption solution should alter both the magnitude and the orientation char-
acteristics of the original color vectors. Using secret sharing principles for color
image encryption [3]-[5],[13], the cryptographic solution generates color shares
which contain noise-like, seemingly unrelated information.

3 Overview of Color Image Secret Sharing Solutions

Popular visual secret sharing (VSS) schemes, such as those proposed in [1],[6]-[9],
allow for visual recovery of the encrypted images [1]. By utilizing the transpar-
ent/frosted representation of the shares (usually printed on transparencies) and
color mixing principles, the color VSS schemes such as those listed in [12],[14],[15]
use the properties of the human visual system (HVS) to force the recognition
of a secret message from the required set of shares without additional compu-
tations or any knowledge of cryptography [1]. On the other hand, VSS schemes
can also be implemented via simple logical operations and used in a computer-
centric environment. Although these features make the VSS decryption system
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(a) (b) (c)

Fig. 1. Obtained results: (a) color test image Parrots, (b) the decrypted output ob-
tained using the VSS scheme, (c) the decrypted output obtained using the bit-level
processing based secret sharing scheme

cost-effective, such an approach is not well suited for natural color images. This
is due to the fact that the procedure increases the spatial dimension of both
shares and output image and introduces a number of visual impairments to the
output image (Fig.1b).

The secret sharing schemes of [3]-[5] operate on the bit planes of the digital
input and generate the shares with a bit representation identical to the one of the
input image. Although the input image and the produced shares have different
spatial dimensions due to encryption of each pixel into the blocks of share pixels,
the decryption procedure produces an output image (Fig.1c) which is identical
to the input (Fig.1a). It was explained in [13] that such a cryptographic solution
satisfies the so-called perfect reconstruction property. Since both bit-level pro-
cessing based {k, n}-solutions [3]-[5], and {2, 2} private key cryptosystem of [13]
increase the dimensions of the shares compared to those of the original (secret)
image, the produced shares with the enlarged spatial resolution may become
difficult to transmit via wireless mobile networks.

4 Private-Key Cryptosystem for Color Image Encryption

To avoid this drawback, our new private-key cryptosystem for color image en-
cryption reduces the block-based share operations to the pixel-based operations
[16]. Thus, the spatial resolution of the shares remain unchanged during process-
ing. Moreover, since the scheme performs cryptographic processing on bit planes,
it: i) preserves the bit-representation of the shares, and ii) produces an output
image identical to the input image. This suggests that the scheme recovers the
input image with perfect reconstruction.

Assuming the conventional RGB color image, each color component x(p,q)k

of the color vector x(p,q) is coded with B = 8 bits allowing x(p,q)k to take an
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(a) (b) (c)

Fig. 2. Encryption of the MSB (b = 1) plane: (a) the original input image xb, (b) the
share s′b, (c) the share s′′b

integer value between 0 and 2B − 1. Using a bit-level representation [13], the
color vector x(p,q) can be equivalently expressed in a binary form as follows:

x(p,q) =
B∑

b=1

xb
(p,q)2

B−b (3)

where xb
(p,q) = [xb

(p,q)1, x
b
(p,q)2, x

b
(p,q)3] ∈ {0, 1}3 denotes the binary vector at the

b-bit level, with b = 1 denoting the most significant bit (MSB).
Since the proposed private-key cryptosystem is a simple {2, 2}−secret sharing

scheme, binary vectors xb
(p,q), for b = 1, 2, ..., B, are encrypted into two binary

share vectors s′b(p,q) = [s′b(p,q)1, s
′b
(p,q)2, s

′b
(p,q)3] and s′′b(p,q) = [s′′b(p,q)1, s

′′b
(p,q)2, s

′′b
(p,q)3],

whose components s′b(p,q)k and s′′b(p,q)k are generated as follows [16]:

[s′b(p,q)k s′′b(p,q)k] ∈
{
{[0 1], [1 0]} if xb

(p,q)k = 1
{[0 0], [1 1]} if xb

(p,q)k = 0 (4)

where the binary set [s′b(p,q)k s′′b(p,q)k] is obtained from the basis elements 0 and 1.
To ensure the random nature of the encryption (4), a random process should

be guided by a random number generator. In this paper, we use the conven-
tional rand function that is built in to common C++ programming tools to
determine [s′b(p,q)k s′′b(p,q)k] from the sets {[0 1], [1 0]} and {[0 0], [1 1]} via (4).
By repeating the process at each binary level b = 1, 2, ..., B and each vec-
tor component k = 1, 2, 3, the procedure generates two color share vectors
s′(p,q) = [s′(p,q)1, s

′
(p,q)2, s

′
(p,q)3] and s′′(p,q) = [s′′(p,q)1, s

′′
(p,q)2, s

′′
(p,q)3] defined as

follows:

s′(p,q) =
B∑

b=1

s′b(p,q)2
B−b, s′′(p,q) =

B∑
b=1

s′′b(p,q)2
B−b (5)

where s′b(p,q) and s′′b(p,q) denote the binary share vectors obtained in (4). As shown
in Fig.2 the formation of the binary share vector arrays increases the degree



A Cost-Effective Private-Key Cryptosystem for Color Image Encryption 683

(a) (b) (c)

Fig. 3. Proposed color image encryption: (a) the input (original) color image x, (b)
the color share s′, (c) the color share s′′

of protection from two possible options in (4) to eight options observed for the
binary share vectors s′b(p,q) and s′′b(p,q) at each bit level b.

By performing the processing operations (3)-(5) in each spatial location (p, q),
for p = 1, 2, ...,K1 and q = 1, 2, ...,K2, the procedure produces two K1 × K2

color shares s′ : Z2 → Z3 and s′′ : Z2 → Z3, with the share vectors s′(p,q) and
s′′(p,q) denoting the color pixels located at (p, q) in s′ and s′′, respectively. This
increases protection of both the individual color channels (2B levels) and the
color shares (23B possible color vectors) depicted in Figs.3b,c since the random
binary vectors s′b(p,q) and s′′b(p,q) are weighted by 2B−b needed in the determination
of the word-level color image model.

It is shown in [16] that due to the randomness in the encryption process de-
fined in (4) the color share vectors s′(p,q) and s′′(p,q) differ both in magnitude
(Ms′(p,q) 	= Ms′′(p,q)) and in direction (Ds′(p,q) 	= Ds′′(p,q)). In addition, they differ
in both magnitude and direction from those (Mx(p,q) , Dx(p,q)) observed for the
original color inputs x(p,q). As it can be seen in Fig.3 the encryption process
changes the spectral correlation characteristics of the input vectors and alters
the spatial correlation characteristics of the input image. The utilization of the
complete RGB color gamut (2563 = 16, 777, 216 colors) in the proposed encryp-
tion procedure i) ensures adequate protection against attacks in the color share
domain, and ii) prohibits unauthorized access to the original bit information.

To faithfully decrypt the secret color image from the color shares, the de-
cryption function must satisfy the perfect reconstruction property. This can be
obtained when the encryption and decryption operations are reciprocal [13].
Therefore, the original color/structural information is recovered by processing
the share vector arrays at the binary level, and the decryption function follows
the encryption mechanism in (4) resulting in the following definition [16]:

xb
(p,q)k =

{
0 if s′b(p,q)k = s′′b(p,q)k

1 if s′b(p,q)k 	= s′′b(p,q)k

(6)

Based on the reciprocal concept between (4) and (6), the original binary
component xb

(p,q)k is recover as xb
(p,q)k = 1 if the binary share components



684 R. Lukac and K.N. Plataniotis

(a) (d)

(b) (e)

(c) (f)

Fig. 4. Color shares s′ (a-c) and s′′ (d-f) obtained using the color image Parrots when
cryptographic processing is performed for the reduced set of binary levels: (a,d) b = 1,
(b,e) b = 1, 2, (c,f) b = 1, 2, 3
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s′b(p,q)k and s′′b(p,q)k are not equal or xb
(p,q)k = 0 if s′b(p,q)k and s′′b(p,q)k are identi-

cal. Stacking together the recovered bits xb
(p,q)k using the spectral relationship

xb
(p,q) = [xb

(p,q)1, x
b
(p,q)2, x

b
(p,q)3] the binary vector xb

(p,q) is formed. Application of
(3) results in the recovered original color vector x(p,q), which suggests that the
proposed method satisfies the perfect reconstruction property.

Figs.3b,c show the color shares obtained when the cryptographic operations
are applied to all bit planes (b = 1, 2, ..., B). The complexity of the solution can
be reduced by performing the encryption/decryption operations for a reduced set
of bit planes. Visual inspection of the color shares depicted in Fig.4 reveals that
the encryption of the MSB (Figs.4a,d) or the two most significant bits (Figs.4b,e)
only, fine details are sufficiently encrypted, however, large flat regions can be
visually revealed. The results depicted in Figs.4c,f indicate that a sufficient level
of protection is achieved by cryptographically processing the first three most
significant bits (b = 1, 2, 3). The remaining bits of the original image vectors
can be simply copied into the shares unchanged. If this option is selected, image
decryption has to be performed only for b = 1, 2, 3.

5 Conclusion

A private-key cryptosystem for color image encryption was presented. The so-
lution can be seen a {2, 2}-secret sharing scheme which satisfies the perfect
reconstruction property. By applying simple logical cryptographic operations
at the bit-level, the encryption procedure: i) changes both the magnitude and
the orientation of the color vectors generating color noise-like shares, and ii) it
produces random-like color vectors which differ significantly in both magnitude
and orientation from the original color inputs. Thus, the generated shares which
can be transmitted over unsecured public channels with reasonable overhead.
Since the method performs the pixel-based share operations instead of the usual
block-based operations, the produced color hares have the same spatial resolu-
tion as the original image. The input color image is perfectly reconstructed from
the share vector arrays using elementary bit-level logical functions. The perfect
reconstruction allowed by the procedure makes it ideal for cost-effective dissem-
ination of digital imaging material over untrusted communication channels.
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Abstract. This paper presents a generalized demosaicking procedure
suitable for single-sensor imaging devices. By employing an edge-sensing
mechanism and a spectral model, the proposed demosaicking framework
preserves both the spatial and spectral characteristics of the captured
image. Experimental results reported in this paper indicate that the solu-
tions designed within the proposed framework produce visually pleasing
full color, demosaicked images.

1 Introduction

Color filter array (CFA) interpolation or demosaicking is an integral step in
single-sensor imaging solutions such as digital cameras, image-enabled wireless
phones, and visual sensors for surveillance and automotive applications, [1]-[6].
The CFA is used to separate incoming light into a mosaic of the color components
(Fig.1a). The sensor, usually a charge-coupled device (CCD) or complementary
metal oxide semiconductor (CMOS) sensor, is essentially a monochromatic de-
vice [1],[7], and thus, the raw data that acquires in conjunction with the CFA con-
stitute a K1×K2 gray-scale image z with scalar pixels z(p,q), with p = 1, 2, ...,K1

and q = 1, 2, ...,K2 denoting the image row and column, respectively. The two
missing color components are estimated from the adjacent pixels using the de-
mosaicking process to produce the full-color demosaicked image [8]-[11].

Although a number of CFA have been proposed, the three-color Red-Green-
Blue (RGB) Bayer CFA pattern (Fig.1a) [12] is the most commonly used due to
the simplicity of the subsequent demosaicking procedure. Assuming the GRGR
phase in the first row, a Bayer CFA image z, depicted in Fig.2a, can be trans-
formed to a K1 ×K2 three-channel image x (Fig.2b) as follows [1],[13]:

x(p,q) =

⎧⎨⎩
[z(p,q), 0, 0] for p odd and q even,
[0, 0, z(p,q)] for p even and q odd,
[0, z(p,q), 0] otherwise.

(1)

where x(p,q) = [x(p,q)1, x(p,q)2, x(p,q)3] denotes the color vector. The values x(p,q)k

indicate the R (k = 1), G (k = 2), or B (k = 3) CFA components. Since the
sensor image z is a mosaic-like gray-scale image, the missing components in x(p,q)

are set equal to zero to indicate their portion to the coloration of x.
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(a) (b) (c) (d) (e)

Fig. 1. (a) Bayer CFA pattern with the GRGR phase in the first row, (b-e) spatial
arrangements of the four-neighboring color components observed during the proposed
demosaicking procedure: (b,d,e) ζ = {(p − 1, q), (p, q − 1), (p, q + 1), (p + 1, q)}, (c)
ζ = {(p − 1, q − 1), (p − 1, q + 1), (p + 1, q − 1), (p + 1, q + 1)}

(a) (b) (c)

Fig. 2. Single-sensor imaging: (a) a gray-scale Bayer CFA sensor image, (b) a Bayer
CFA image arranged as a color image, (c) a full-color, demosaicked image

2 A Generalized Demosaicking Procedure

Due to the dominance of the G component in the Bayer CFA pattern, most de-
mosaicking procedures, for example those listed in [1]-[4],[7]-[9], start the process
by interpolating the G color plane. In order to quantify the contribution of the
adjacent samples, the missing component x(p,q)k is calculated as follows:

x(p,q)k =
∑

(i,j)∈ζ

{w′
(i,j)x(i,j)k} (2)

where x(i,j)k denotes the k-th components of the color vector x(i,j) = [x(i,j)1,
x(i,j)2, x(i,j)3], with (i, j) ∈ ζ denoting the spatial location arrangements on the
image lattice (Figs.1b-e).

The normalized weighting coefficients w′
(i,j) used in (2) are defined as

w′
(i,j) = w(i,j)/

∑
(i,j)∈ζ

w(i,j) (3)

where w(i,j) ≥ 0 is the so-called edge-sensing weight. The weights w(i,j) are used
to regulate the contribution of the available color components inside the spatial
arrangements shown in Figs.1b-e. To ensure that the demosaicking procedure is
an unbiased solution, the condition

∑
(i,j)∈ζ w

′
(i,j) = 1 must be satisfied, [1].
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Fig. 3. Block scheme diagram of a generalized demosaicking procedure: (a,b) manda-
tory steps, (c,d) recommended (optional) steps

By populating the G color plane in Fig.3a via (2) with k = 2 and ζ =
{(p−1, q), (p, q−1), (p, q+1), (p+1, q)} (Fig.1b), the missing R (or B) components
of x can be obtained through the use of the spectral correlation that exists
between the G and R (or B) components of a natural image. Adopting the
notation and concept introduced in [13], the R (k = 1) or B (k = 3) components
x(p,q)k are calculated in Fig.3b as follows:

x(p,q)k = x(p,q)2 ⊕̄
∑

(i,j)∈ζ

{w′
(i,j)(x(i,j)k ⊕ x(i,j)2)} (4)

where ⊕ and ⊕̄ denote the spectral quantity formation and normalization op-
erations, respectively. The procedure first produces the R and B components
x(p,q)k located in the center of the shape-masks ζ = {(p − 1, q − 1), (p − 1, q +
1), (p+ 1, q − 1), (p+ 1, q + 1)} (Fig.1c), and then those located in the center of
the shape-masks ζ = {(p− 1, q), (p, q − 1), (p, q + 1), (p + 1, q)} observed for the
updated planes (Figs.1d,e).

Since the G color plane was populated without the utilization of the essen-
tial spectral characteristics, the demosaicked G components obtained using (2)
should be re-evaluated in Fig.3c as follows [13]:

x(p,q)2 = x(p,q)k ⊕̄
∑

(i,j)∈ζ

{w′
(i,j)(x(i,j)2 ⊕ x(i,j)k)} (5)

where ζ = {(p− 1, q), (p, q − 1), (p, q + 1), (p + 1, q)}, as shown in Fig.1b.
Finally, the proposed demosaicking procedure completes by correcting the

demosaicked R and B components (Fig.3d). This demosaicking step is realized
using (4) with k = 1 for R and k = 3 for B components. As before, the spatial
arrangements of the adjacent samples are described using ζ = {(p−1, q−1), (p−
1, q+1), (p+1, q−1), (p+1, q+1)} (Fig.1c) and ζ = {(p−1, q), (p, q−1), (p, q+
1), (p + 1, q)} (Figs.1d,e).

3 Taxonomy of Demosaicking Solutions

Within the proposed generalized demosaicking framework, numerous demosaick-
ing solutions may be constructed by changing the form of the spectral model, as
well as the way the edge-sensing weights are calculated. The choice of these two
construction elements essentially determines the characteristics and the perfor-
mance of the single-sensor imaging solution, [1],[13],[14].
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3.1 Non-adaptive Versus Adaptive Solutions

Based on the nature of the determination of w(i,j) in (3), the demosaicking
solutions can be differentiated as i) non-adaptive, and ii) adaptive demosaicking
schemes.

Non-adaptive demosaicking schemes such as those listed in [15]-[18] use a sim-
ple linear averaging operator (fixed weights w(i,j) = 1) without considering any
form of adaptive weighting, [1],[13]. Since non-adaptive schemes do not utilize
structural information of the captured image to direct the demosaicking process,
they produce the full-color images with blurred edges and fine details.

To restore the demosaicked image in a sharp form, adaptive demosaicking
solutions use the edge-sensing weights w(i,j) to emphasize inputs which are not
positioned across an edge and to direct the demosaicking process along the nat-
ural edges in the captured image, [1],[19],[20]. In most available designs, such
as those listed in [13],[14],[21]-[25], the edge-sensing coefficients w(i,j) use some
form of inverse gradients. In order to design a cost-effective and robust solu-
tion, the following form of w(i,j) defined using inverse gradients [13],[26] is used
throughout the paper:

w(i,j) =
{

1 +
∑

(g,h)∈ς

∣∣x(i,j)k − x(g,h)k

∣∣}−1

(6)

3.2 Component-Wise Versus Spectral Model-Based Solutions

Based on the use of the essential spectral characteristics of a captured image
in the demosaicking process, the demosaicking schemes can be divided into the
following two classes: i) component-wise, and ii) spectral model based solutions.

The component-wise processing solutions do not use the spectral correlation
that exists between the color channels in a natural image. Such a demosaicking
procedure uses (2) to fully populate R (k = 1), G (k = 2), and B (k = 3) color
planes. It has been widely observed [1],[20]-[28] that the omission of the spectral
information in the component-wise demosaicking process in [3],[16],[17] leads to
a restored output which contains color artifacts and color moire noise.

The use of the spectral model preserves the spectral correlation that exists
between the color components. Since natural RGB images exhibit strong spec-
tral correlation characteristics [1],[6],[18], both researchers and practitioners in
the camera image processing community rely on spectral models to eliminate
spectral artifacts and color shifts. A commonality of the currently used spectral
models of [1],[15],[27],[28] is that they incorporate RG or BG spectral charac-
teristics into the demosaicking process. The spectral model based demosaicking
procedure, such as those used in [2],[18],[22],[23],[25], first populates the G color
plane (Fig.3a) via (2), and then use the spectral characteristics in the demosaick-
ing steps (Figs.3b-d) defined via (4), (5). It has been shown in [13] that the use
of ⊕ and ⊕̄ in (4)-(5) generalize the previous spectral models. Assuming for the
simplicity the color-difference based modelling concept, the spectral modelling
operators ⊕ and ⊕̄ denote the addition and subtraction operations, respectively,
and these modelling operations are used throughout the paper.
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(a) (b) (c)

Fig. 4. Test images: (a) Snake, (b) Girls, (c) Butterfly

Table 1. Obtained objective results

Image Snake Girls Butterfly

Method MAE MSE NCD MAE MSE NCD MAE MSE NCD

NCS 12.446 906.1 0.2648 2.456 35.1 0.0503 3.184 70.4 0.0449

ACS 10.729 859.4 0.2473 2.279 30.6 0.0479 2.868 59.1 0.0420

NSMS 9.103 525.5 0.1832 1.867 16.4 0.0420 1.768 12.8 0.0309

ASMS 7.806 460.0 0.1590 1.742 13.8 0.0399 1.614 10.5 0.0281

4 Experimental Results

To examine the performance of the basic demosaicking solutions designed within
the proposed generalized framework, a number of test images have been used.
Examples such as the 512× 512 images Snake, Girls, and Butterfly are depicted
in Fig.4). These test images, which vary in color appearance and complexity of
the structural content (edges), have been captured using three-sensor devices
and normalized to 8-bit per channel RGB representation.

Following common practices in the research community [1],[2],[6],[18], mosaic
versions of the original color images are created by discarding color informa-
tion in a GRGR phased Bayer CFA filter (Fig.1a) resulting in the CFA image
z. The demosaicked images are obtained from applying the demosaicking solu-
tion designed within the proposed framework (Fig.3) to process the CFA image.
Comparative evaluations are performed by comparing, both objectively and sub-
jectively, the original full color images to demosaicked images. To facilitate the
objective comparisons [1], the mean absolute error (MAE), the mean square er-
ror (MSE) and the normalized color difference (NCD) criterion are used. While
the MAE and MSE criteria are defined in the RGB color space which is con-
ventionally used for storing or visualization purposes, the perceptual similarity
between the original and the processed image is quantified using the NCD cri-
terion expressed in the CIE LUV color space [29].
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(a1) (b1) (c1)

(a2) (b2) (c2)

(a3) (b3) (c3)

(a4) (b4) (c4)

(a5) (b5) (c5)

Fig. 5. Enlarged parts of the images: (a) Snake, (b) Girls, (c) Butterfly; (1) original
image, (2) NCS, (3) ACS, (4) NSMS, (4) ASMS
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To demonstrate the importance of the edge-sensing mechanism and the spec-
tral model, the four solutions designed within the proposed framework (Fig.3)
defined in (2),(4), and (5) are considered. Namely, the selected demosaicking
schemes include the non-adaptive component-wise scheme (NCS), the adaptive
component-wise scheme (ACS), the non-adaptive, spectral model-based scheme
(NSMS), and the adaptive, spectral model based scheme (ASMS).

Table 1 summarizes the objective results obtained by comparing the different
solutions designed within the proposed demosaicking framework. It can be eas-
ily seen that the NCS scheme is the worst performing method among the tested
schemes. This should be attributed to its non-adaptive and component-wise na-
ture. The use of the adaptive its adaptive ACS variant improves the result in
terms of all objective criteria. However, the significant improvement of the per-
formance of the demosaicking process is observed when the processing solution
employs both the spectral model and the edge-sensing mechanism.

Figs.5 depicts enlarged parts of the test images cropped in edge areas which
are usually problematic for Bayer CFA demosaicking schemes. The results show
that NCS and ACS solutions blur edges and produce a number of color shifts
in the demosaicked image, while the ASMS solution produces the highest visual
quality among the tested schemes.

5 Conclusion

A generalized demosaicking framework for single-sensor imaging was presented.
The framework allows for the utilization of both the spatial and spectral char-
acteristics during the demosaicking process. Experimentation performed here
suggests that both the spectral model and the edge-sensing mechanism should
be used in the demosaicking pipeline.
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Abstract. An image processing algorithm was developed for tile shade classifi-
cation on the basis of quantitative measurements in CIELAB color space. A to-
tal of 50 tile images of 10 types were recorded, and evaluated with the proposed 
algorithm in comparison with the conventional classification method. The ob-
jectivity of the method is based on the fact that it is not subject to inter- and in-
tra-observer variability arising from human’s profile of competency in interpret-
ing subjective and non-quantifiable descriptions. 

1   Introduction 

The objective of this paper is the presentation of a method that can be used for the 
surface inspection and shade classification of ceramic tiles. The shade of a tile is the 
combination of a number of visual characteristics of the tile surface, including its 
color and the distribution pattern of color or decoration over the tile surface. Due to 
the nature of the process, with the use of natural materials, intentionally variable 
decoration effects and high temperature firing, it is usually not possible to guarantee 
the production is of a single shade. What is needed is a rational method of establish-
ing a shade classification system for a tile product and then applying it in a consistent 
way in order to avoid or minimize these problems and so increase profit. Sorting and 
classification of tiles by shade is a challenging and complicated subject. It is also a 
critical one for tile manufacturers. 

Until now this work is performed almost exclusively by specialized workers, caus-
ing several problems to the chain of production. Despite the fact that automated sort-
ing and packing lines have been in existence for a number of years, the complexity of 
shade classification of tiles has meant that, until recently, automated classification 
systems have not been possible [1]. However, based on the science of color measure-
ment, attempts are being made to introduce an automatic tile shade classification 
system [2],[3]. 

,
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2   Shade Measurements – CIELAB Color Space 

Until now the discussions have been equally applicable to manual shade sorting and 
automatic shade classification. However, a reliable shade measurement metric should 
be considered and defined. 

Appearance measurement instruments and systems take objective measurements 
which correspond with these descriptions. The tile surface should be illuminated with 
one or more light sources of controlled intensity. Then, the light reflected from the tile 
surface will be acquired, converted to digital signals and sent for further analysis by 
an appropriate software module. 

To be useful for tile shade classification an individual shade measurement should: 

• measure an appearance variation that is clearly visible to the human eye, in a way 
that correlates with human perception. 

• give reliable and repeatable, measurement values. 
• measure shade variations which occur or could occur during the production of the 

tile. 
• be linear with human perception – a 1 unit difference at one part of the measure-

ment scale should appear to a person to be just as large as a 1 unit difference at 
another part of the measurement scale. 

Moreover, the set of shade measurements selected for tile shade classification of a 
particular type should: 

• be able to detect and measure all of the shade variations that occur or could occur. 
• be orthogonal to each other – a change in the appearance characteristic measured 

by one measurement should not affect any of the other measurements. 
• be isotropic – a 1 unit difference of one of the measurements should be perceived 

as being just as large as 1 unit difference of any of the other measurements. 

The work in science of color measurement has been directed at finding ways of 
measuring and specifying color and color variations. The progress in this field re-
sulted in several well documented and understood color measurement system, defined 
in international standards under the name of CIELAB.  

3   Algorithmic Description 

This part of the paper constitutes the presentation of the complete software algorithm 
that will be used for the estimation of shade variation in tile surface.  

3.1   Transformation from RGB to CIELAB 

For the development of such application, it is essential to use a color appearance 
chromatic model such as the CIE L*a*b *. Consequently, the first, and relatively 
independent part of application, is the implementation of formulas that make possible 
the transformation in the CIELAB color space. For fluorescent light the D65 model 
values were used [5].  
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3.2   Cluster Segmentation of the Reference Image Using K-Means 

Clustering is a way to separate groups of objects. K-means clustering treats each ob-
ject as having a location in space. It finds partitions such that objects within each 
cluster are as close to each other as possible, and as far from objects in other clusters 
as possible. K-means clustering requires a number of clusters to be partitioned and a 
distance metric to quantify how close two objects are to each other. Since from step 1, 
the color information exists in the 'a*b*' space, the objects are pixels with 'a*' and 'b*' 
values. For the proposed algorithm K-means was used to cluster the objects into n 
clusters according the Euclidean distance metric, where n is the number of basic col-
ors in every type of tile.  

Using the above method, the user specifies the number of the basic colors without 
taking into consideration the effect of luminosity. This step was designed in such a 
way to handle variations of illumination, watersheds and spots that are presented in 
tile surface. An example is shown in Figure 1, where a picture in Lab -was segmented 
in 2 sub-images according the Euclidean distance.  The basic colors were orange and 
beige. An algorithm for partitioning (or clustering) N data points into K disjoint sub-
sets Sj containing Nj data points so as to minimize the sum-of-squares criterion as 
shown in Equation 1: 

2

1= ∈

−=
K

j Sn
jn

j

xJ μ  (1) 

where xn is a vector representing the nth data point and μj is the geometric center of 
the data points in Sj . In general, the algorithm does not achieve a global minimum of 
J over the assignments. In fact, since the algorithm uses discrete assignment rather 
than a set of continuous parameters, the "minimum" it reaches cannot even be prop-
erly called a local minimum. Despite these limitations, the algorithm is used fairly 
frequently as a result of its ease of implementation.  

The algorithm consists of a simple re-estimation procedure as follows. First, the 
data points are assigned at random to the K sets. Then the center is computed for each 
set. These two steps are alternated until a stopping criterion is met, i.e., when there is 
no further change in the assignment of the data points. 

The clustering step returns the centers of each segmented color in a*, b* values.  
Supposing that we have n basic colors in an image the result of K-means clustering 
will be the following matrix: 

=

nn bancolor

bacolor

bacolor

bacolor

K

..............

3

2

1

33

22

11

 

Where an, bn are the centers of cluster n in the a* b* space.  

3.3   Calculation of Cluster Luminosity 

In the second procedure for K-means clustering, placement of the K centers can be 
done by the following procedure, which is similar to the one proposed in [6].    
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• Place K points into the space represented by the objects that are being clustered. 
These points represent the reference centers found previously in the step of cluster 
segmentation. Starting with those values the K-means algorithm needs minimum 
effort to find the new centers according the Euclidean distance.  

• Assign each object to the group that has the closest center.  
• When all objects have been assigned, recalculate the positions of the K centers.  
• Repeat the steps of cluster segmentation and calculation of luminosity until the 

centers no longer move. This produces a separation of the objects into groups 
from which the metric to be minimized can be calculated.  

As the centers of the clusters become stable for every tile, the calculation of the 
mean luminosity (L*) of the pixels belonging to each cluster follows. Based on the 
luminosity values, the tiles will be then classified in comparison to the reference L* 
values.  

4   Experimental Results 

Tile samples obtained from a Greek industrial company (FILKERAM/JOHNSON) 
form the training set of the algorithm. Following shade classification by an expert 
engineer, each tile was labeled with an   identifier code of its corresponding type and 
the appropriate scale shade from 1 to 15.  

The images of the above tiles were then digitized and stored for later retrieval and 
processing. The hardware for image acquisition, and digitization was a digital camera 
SONY DSC-V1 with a resolution of 2592x1944 pixels. The white balance of the 
camera was set to fluorescent light, as image acquisition was performed in indoor 
conditions and stable illumination conditions in the laboratory. The distance between 
the camera and the tile was set equal to 30 cm with automatic focusing of the camera.  

Image analysis was performed by using specialized software (Matlab 6.0 by Math-
Works Inc). Following acquisition of the tile image in TIFF format, a file name was 
given according its type and the shade classification scale (e.g tile5_12.tif corresponds 
to tile type 5 and shade scale 12).  Measurement data were sent by a DDE (Dynamic 
Data Exchange) method to be saved in a spreadsheet (Excel® by Microsoft) for analysis. 

4.1   Experimental Example 

A small sub-set of 3 tiles of type 1 was considered for demonstration purposes of the 
developed algorithm. The data set consists of tile1_1, tile1_4, tile1_8, all belonging to 
tile type 1 and shade scale 1, 4 and 8 respectively, where scale 1 indicates darker 
shade and scale 15 the lighter. 

The image tile1_1 is set as the reference tile image. The algorithmic sequence as 
well as the results for every step are the following: 

a. Transformation from RGB to CIEXYZ. 
b. Transformation from CIEXYZ to CIELab. 
c. Cluster segmentation of the reference image using K-means 
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As shown in Figure 1a, tile type1 has a pattern of 2 basic colors, beige and light or-
ange. Therefore, the K-mean software module was activated for K=2 clusters. This 
step returns, the centers of the two clusters in terms of a* and b* values.  
Using a simple AND masking technique, the two clusters are now clearly visible in 
Figures 1b, 1c. Following the masking technique, the mean luminosity value for every 
cluster is calculated with Equation 2: 
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where Nc equals the number of the pixel that belong to cluster c. 
Specifically for the tile type 1, the values a*, b* for every cluster and their average 

luminosity L* are:  
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d. Cluster classification  
The above centers (2.2704, 21.1612) and (6.3916, 25.3697) are now considered to 

be the reference centers for further cluster processing of similar tile type, while the 
pair (66.1546, 61.1420) corresponds to the reference luminosity values for shade 
classification. 

As the centers of the two clusters are recalculated for every tile of type 1, the calcu-
lation of the mean luminosity for each cluster follows.  On the basis of the luminosity 
values, the tile will be then classified in comparison to the reference values.  
As a result, the K matrix of tile1_4 and tile1_8 are: 
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Using the same AND masking technique, the new two clusters for every tile are 
now depicted in Figures 2b, 2c, 3b and 3c. Using Equation 2 the average luminosity 
value for each new cluster is given in matrix L as follows: 
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Comparing both L1-4 and L1-8 with the reference matrix L, it is well shown that 
there is a slight difference in tile illumination values, which is in complete agreement 
with the experts decision. Therefore, it is assumed that the luminosity measurements in 
CIELAB space can give a reliable metric for tile classification according their shade, 
providing that the illumination conditions remain the same for the whole process.  

As shown in Figures 1a, 2a and 3a the shade of tile type 1 is the combination of 
two equally distributed colors over the tile surface. Therefore, no one can safely decide 
which color plays the most important role for shade classification and it is quite rational 
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to consider the average value of both clusters as an adequate shade metric. However, in 
other tile types the decoration over the surface consists mainly of one color.  

Depending on the tile pattern decoration the user may choose which cluster (color) 
is the most important for luminosity measurements. For instance, for of tile type 1, the 
manufacturer may consider cluster 1 (beige’s) measurement as the most important for 
shade classification. Consequently, the average luminosity of the basic color should 
be taken into consideration.   

4.2   Overall Results 

A total of 50 images of 50 individual tiles in various shades belonging to 10 types 
were recorded. This sample was already classified by conventional classification 
methods by an expert and labeled accordingly (e.g. tile2_11 for tile type 2 and shade 
scale 11). Following image processing with the proposed algorithmic procedure those 
images were classified according the criterion of average luminosity described in step 
d. Deviations in classification from the expert’s decision occurred when the classifica-
tion metric of average luminosity of cluster 1 and cluster 2 was considered.  However, 
when the average luminosity of both clusters (whole image) is considered to be the 
classification metric, there is a complete agreement between the algorithmic results 
and the expert’s decision.   

5   Discussion 

An automatic tile inspection system implementing digital cameras and image proces-
sors could be used for tile classification. It would be able to calculate shade measure-
ments and exploit these measurements in a trustworthy and repeatable way. It is 
proved herein, that it is possible to utilize image processing methods in CIELAB 
color space to build up a reliable shade classification scheme compatible to human 
color perception. This would possible, however, if the algorithm developer has a clear 
understanding of the requirements and theory of tile shade classification, and experi-
ence of what shade measurements are required for different tile types. Potential appli-
cations of such systems include quality control and shade-variation monitoring in the 
industry of ceramic materials. The benefits introduced are cost reduction and quality 
improvement as also shown in [7]. 
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Appendix: Example Screenshots  

 a  b  c 

Fig. 1. a) Tile1_1, b) Cluster 1 (beige): a*=2.2704, b*=21.1612, L*=66.1546, c) Cluster 2 
(orange): a*=6.3916, b*=25.3697, L*=61.1420  

 a  b  c 

Fig. 2. a) Tile1_4, b) Cluster 1 (beige): a*=5.9694, b*=19.5014, L*=65.4438, c) Cluster 2 
(orange): a*=11.5815, b*=24.3607, L*=59.2922 

 a  b  c 

Fig. 3. a) 1_8, b) Cluster 1 (beige): a*=6.1521, b*=18.8210, L*=62.9300, c) Cluster 2 (orange): 
a*=11.0485, b*=24.5022, L*=58.4622 
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Fig. 4. Visual representation of how values L*, a* and b* are positioned in the  CIELAB color 
space for clusters 1 (beige) and 2 (orange) in tiles 1_1, 1_4 and 1_8 



A Movie Is Worth More Than a
Million Data Points

Hans-Peter Bischof and Jonathan Coles

Rochester Institute of Technology,
102 Lomb Memorial Dr., Rochester, NY 14623

{hpb, jpc1870}@cs.rit.edu

Abstract. This paper describes a distributed visualization system called
Spiegel, which displays and analyzes the results of N -body simulations.
The result of a N -body simulation is an enormous amount of data con-
sisting of information about how the bodies interact with each other
over time. The analysis of this data is difficult because it is not always
clear ahead of time what is important. The visualization system allows
a user to explore the simulation by moving through time and space in
a 3-dimensional environment. Because of its flexible architecture, the
visualization system can be easily extended to add new features.

1 Introduction

The N -body problem is the problem of calculating gravitational force vectors
between N particles over a given time period. Since each particle affects all other
particles the complexity of this problem is O(2N ). This becomes challenging to
compute for astrophysicists who want to build models of entire galaxies where
the number of particles is often in the millions.

To overcome this exponential growth problem, researchers in Tokyo, Japan
developed specialized hardware called GRAPEs (GRAvity PipElines) [8]. A
GRAPE board is solely designed to calculate force vectors on a given set of
particles using a highly parallel architecture. Recently, newer models have been
developed which are smaller and can easily be installed in computer clusters [2].

The Department of Physics at the Rochester Institute of Technology (RIT)
has a 1 teraflop, 8 dual-Xenon node GRAPE cluster that can run simulations
up to one million particles. The result of a typical run of a simulation is a file
on the order of 20 Gigabytes. These files contain the information of how the
particles interacted with each other over time. The difficulty is to interpret this
vast amount of information.

One of the best ways to analyze this information is through a visualization
system. Such a system, named Spiegel, has been developed as a joint project
between the Department of Physics and the Department of Computer Science
at RIT. The system projects the simulation data into a 3-dimensional world and
allows the user to explore the world by moving through space and time. The
basic functionality for the Spiegel system is to:
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– Provide multiple viewpoints by having virtual cameras positioned in the
simulation universe. The particles are represented as points colored based
on physical properties.

– Allow a camera position and angle to be easily adjusted by using standard
GUI widgets, the mouse, joystick, or other specialized input hardware such
as Flock of Birds [3].

– Allow the current time index to be adjusted. The software should be able to
create a movie of the simulation. Sample movies can be found on the project
website [4].

– Provide a scripting language to control the system and allow new features
to be added on easily.

– Allow collaborators across the Internet to connect together to view and ma-
nipulate the same simulation.

2 System Architecture

In designing Spiegel, one primary goal was flexibility. The system should be able
to work on one machine or across many machines and allow new functionality,
such as interface extensions or visualization techniques, without having to modify
any of the code base.

The general system design consists of three major components: the Switch-
board, the Feeder, and the ViewController. Each of these components talks to the
others using a simple scripting language called Sprache. This language controls
the creation, movement, and positioning of the cameras, and includes commands
for loading particle information and changing the virtual time frame that is be-
ing viewed. Using this language, complex sequences of commands can be written
without having to modify the system. These scripts can be saved and loaded on
demand to be played repeatedly. An simple example is given in Figure 1.

camera create Camera0 # create a camera view labelled Camera0

camera 0 moveto 2 3 4 # move it to x=2 y=3 z=4

camera 0 rotate 4 3 2 # rotate it along the x,y,z axes by 4,3,2 degrees

updateview # commit the changes to the view

Fig. 1. Simple example of the Sprache scripting language

The Switchboard is the module responsible for maintaining the current state.
All commands that affect the position of the cameras, or anything else in the
system are first sent to the Switchboard. When commands are sent to the Switch-
board, the Switchboard distributes them to all of the different displays. There
is no limit to the number of displays that can be connected. Before commands
can be sent to the Switchboard, however, they must first be sent to the Feeder.

The Feeder acts as a central point to which other pieces of the system send
commands. The commands are then ordered and sent to the Switchboard one at
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a time. The Feeder also allows an additional layer of interpretation. If a different,
more complex, language were to be developed, the Feeder could provide a trans-
lation mechanism to convert the higher level language into Sprache commands.
The rest of the system would be unaffected, but complex sequences could more
easily be programmed, either directly by the user, or through an interface of
some sort.

The ViewController is the visual part of the system that is connected to the
Switchboard and it receives instructions from the Switchboard on how to update
the display. Within the ViewController is the MapView and the CameraViews.
The MapView offers a global view of the positions of the cameras relative to
each other and the coordinate system of the virtual space. The CameraViews
mechanism manages the different CameraViews. Each CameraView shows the
particles as they appear from the point of view of one camera. The two pieces of
the ViewController also act as an interactive interface. The user can manipulate
the cameras by directly clicking and dragging the cameras in the map view, or
by clicking and dragging in one of the CameraView displays.

3 Component Interaction

The graphical user interface provided by the ViewController controls the main
functionality of the system. Interaction with the UI generates a sequence of
Sprache commands that are sent to the Feeder and then to the Switchboard.
Once the Switchboard has sent the actual movement commands to the View-
Controller, the ViewController updates its display with the current state of the
system. It is important to understand this sequence of events. The ViewCon-
troller will not act on a user command unless instructed to do so by the Switch-
board. This is to prevent the state in the Switchboard from became unstable.

The three components communicate using one of two mechanisms. Either they
can talk over an TCP/IP socket connection, or, if they are running on the same
machine, they can be connected directly in memory. The advantage of communi-
cating in memory is one of speed. However, allowing for network communication
yields two powerful features. First, any language that supports a network library
can be used to design any portion of the system. If one ViewController would be
better written in C++ or Python then it would be easy to plug in to the system.
The code would simply have to understand how to talk to the Feeder and Switch-
board using Sprache commands over a TCP/IP connection.

If there is a new input device that is better suited to manipulate three di-
mensional images, such as a glove, then the driver would only have to support
talking to the Feeder. This allows for an incredible degree of freedom for any-
one wishing to add to the system. Second, it means that the ViewControllers,
for example, can be spread across the Internet, allowing researchers to view,
discuss, and manipulate the data simultaneously. In order for researchers to do
this, however, they must have access to the same data.

There is currently only a tentative design which allows the ViewController
to retrieve particle data by talking to a module called the ParticleView. The
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ParticleView would have direct access to the data and would allow the View-
Controller to query for particle information at a given point in time. The data is
stored in a format which gives initial values and then incremental changes over
time. The time intervals for each change may differ between particles, but using
some simple algorithms it is possible to extrapolate the position, velocity, etc.
of every particle at a given time. The ParticleView performs the extrapolation
at the request of a ViewController. A picture of the design is in Figure 2.

Fig. 2. System design for Spiegel

4 Source Data

The simulation is executed on a 1 teraflop GRAPE cluster system that creates
a file containing the state of particles over time. This file is typically very large
and in a plain text format. Before it can be used by the visualization system it
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must be converted into a denser binary format that is more efficient and can be
loaded quickly.

The plain text file is divided into three parts. The first part of the file contains
three lines holding header information:

– Number of particles used for this specific simulation n
– Time units for this simulation tmax

– Number of black holes involved in this simulation nBH

Each of the remaining lines represents the state of a particle, i, at a given
moment in time, t. A line has the following format, for 1 ≤ i ≤ n:

i ti xi yi zi vxi vyi vzi axi ayi azi

[
dax

dt

]
i

[
day

dt

]
i

[
daz

dt

]
i

[
d2ax

dt2

]
i

[
d2ay

dt2

]
i

[
d2az

dt2

]
i

.

Initially, all particles are listed with the state at time t = 0. The first nBH
lines are the black holes and the remaining n−nBH lines are the other particles.
After the initial conditions, particle information is present for some 0 < t ≤ tmax

only when that particle information has changed. Some particles are noted more
often then others, because the energy level for these particles is extremely high.
If the exact position is not known at time t, the position of the particle is
interpolated. The following property is guaranteed: tk on line k is tl on line l if
k < l. Pseudo-code for displaying the particles is given in Figure 3.

while (t < tmax) do

collectionOfStars = findStarsInTime(t)

collectionOfStars.display()

t = t + deltaT

Fig. 3. Pseudo-code for extracting, interpolating, and displaying particles

The original interpolation predicted where a particle will be in the future
based on state of the particle in the past. Given the number of time units in the
future to predicate, Δt, and the first and second derivatives of acceleration from
the input file, the equation for the future x coordinate is:

xfuture = x + vxΔt +
(
Δt2

2
· dax

dt

)
+
(
Δt3

6
· dax

dt

)
+
(
Δt4

24
· d

2ax

dt2

)
.

Similar equations calculate yfuture and zfuture.
This worked well for stable galaxies, but for more interesting galaxies that

are more active, the calculations became too imprecise. The solution for this
problem is to find a particle’s state s1 and s2 where ts1 ≤ t < ts2 and use linear
interpolation based on time. This also decreased the amount of information
stored for each particle because only the position information is important.
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The original design did not taken into account the complexity involved in
processing the particle information. Disk I/O speed was the major problem.
More than 24 frames per second (FPS) are required in order to get a smooth
visualization. The initial version could only read enough data to achieve 1 FPS.
Preprocessing, removing non-essential data, and compressing the file increased
the speed by 500%. The system can now display at 5 FPS.

5 The System in Use

The system was successfully used to visualize the collision of two galaxies, which
resulted in the creation of a new, single galaxy. The astrophysicists created an
initial situation where they assumed one galaxy would be stable. The visual-
ization system proved that this assumption was not correct. Figure 4 shows
the system at three different points in time. The black holes are the three dark
masses at the center of the three galaxies. The stars are single points. The pic-
ture on the left shows the initial situation. Over time, the upper galaxy becomes
unstable and eventually captured by the center galaxy.

Fig. 4. Three snapshots of three galaxies merging

6 Creating a Movie

It is relatively simple to create a movie. First, a system must be defined that
controls the transition through space and time. This systems output are simple
Spiegel commands, which are sent to the Feeder.

The rendering is done off-screen and each individual image is stored in a file.
The individual images are later assembled into a movie using the Java Media
Framewor

7 Related Work

Spiegel was designed with minimum hardware in mind–no special hardware or
software is required to run the system. Hut [7], followed a different approach by
using the planetarium of the American Museum for Natural History (AMNH)
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in New York City as a display device. The user gets a very realistic visual expe-
rience. This system is based on partiview [1], which uses OpenGL [9] to render
images. This allows the program to interact with the museums projection sys-
tem, an Onyx2 with 28 CPUs, 14GB of memory, 2TB disk space, and 7 graphics
pipes. The user interaction with partiview requires some practice; it does not al-
low interpolation of the position of stars over time. Partiview is very well suited
for display existing galaxies and not very well suited to visualize the results of
simulations.

Most visualization systems, like [6] provide a generic framework for informa-
tion specialization which is mainly focused on dynamic hierarchy computation
and user controlled refinement of those hierarchies for preprocessing unstruc-
tured information space. Spiegel has a very structured information space and
would not benefit, and therefore does not need, the immense overhead required
by the framework described in [6].

8 Future Work

Spiegel is work in progress. The decision to use the scripting language Sprache
turned out to be a great idea. However, Sprache is a small, simple language
which does not include any kind of control structure. The system would benefit
if the language would be extensible and act like a macro processor interpreter [5].
This would allow new, often used, commands to be to added without changing
the language or the systems that depend on it.

The Feeder is designed to listen on a network port for connections from
programs that supply Sprache commands. With this, the system can be easily
extended to accomplish tasks which have not been programmed into the system.
Smarter, better suited tools can be programmed and attached to Spiegel in
order to perform more complicated tasks, like a specialized fly-through path that
follows a particle, or connection and disconnection of cameras in a sophisticated
time driven fashion. Some of these ideas are planned for future development.

The visualization part would benefit from the study of perception. It would
be beneficial to choose colors, fog effects, and other perceptual characteristics in
order to give a better visual presentation of the physical reality. No human has
seen the collision of galaxies in a short period of time. Therefore, what can be
visualized is not based on experience; it must be based on perception.

Since the system is extensible it could visualize gas clusters if a plug-in were
available. These parts have to be developed in order to prove that the framework
is flexible enough.

The current system can render an animation sequence at 5 FPS. More than
24 FPS is required in order to see a flicker-free movie. The major performance
bottleneck of the current system is file I/O. Around 80% of the CPU cycles are
used to read the data from disk, around 5% are used for data interpolation and
graphic rendering. At the moment, the file is a compressed. Clearly, the goal is
to decrease the amount of data that describes the system. Each particle follows
a 3-dimensional spline curve. Therefore, it should be possible to describe paths



710 H.-P. Bischof and J. Coles

of the particles as a function of time and not with discrete points. More research
needs to be done to answer this question.
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Abstract. As the volume of the biological pathway data is rapidly expanding, 
visualization of pathways is becoming an important challenge for analyzing the 
data. Most of the pathways available in databases are static images that cannot 
be refined or changed to reflect updated data, but manual layout of pathways is 
difficult and ineffective. There has been a recent interest in the use of the three-
dimensional (3D) visualization for signal transduction pathways due to the 
ubiquity of advanced graphics hardware, the ease of constructing 3D visualiza-
tions, and the common perception of 3D visualization as cutting-edge technol-
ogy. However, our experience with visualizing signal transduction pathways 
concluded that 3D might not be the best solution for signal transduction path-
ways. This paper presents an algorithm for dynamically visualizing signal 
transduction pathways as 2D layered digraphs. 

1   Introduction 

Recently a number of biological pathway databases have been developed, and visuali-
zation of biological networks is crucial to the effective analysis of the data. There are 
several types of biological networks, such as signal transduction pathways, protein 
interaction networks, metabolic pathways, and gene regulatory networks. Different 
types of network represent different biological relationships, and are visualized in 
different formats in order to convey their biological meaning clearly. The primary 
focus of this paper is the representation of signal transduction pathways.   

A signal transduction pathway is a set of chemical reactions in a cell that occurs 
when a molecule, such as a hormone, attaches to a receptor on the cell membrane. The 
pathway is a process by which molecules inside the cell can be altered by molecules on 
the outside [1]. A large amount of data on signal transduction pathways is available in 
databases, including diagrams of signal transduction pathways [2, 3, 4]. However, most 
of these are static images that cannot be changed to reflect updated data. It is increas-
ingly important to visualize signal transduction pathways from databases.  

                                                           
1 This study was supported by the Ministry of Health & Welfare of Korea under grant 03-PJ1-

PG3-20700-0040. 
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Signal transduction pathways are typically visualized as directed graph (digraph in 
short) in which a node represents a molecule and an edge between two nodes repre-
sents a biological relation between them. Signal transduction pathways convey their 
meaning best when they are visualized as layered digraphs with uniform edge flows. 
Therefore, the problem of visualizing signal transduction pathways can be formulated 
as a graph layout problem. There has been a recent interest in the use of the three-
dimensional (3D) visualization for signal transduction pathways due to the ubiquity of 
advanced graphics hardware, the ease of constructing 3D visualizations, and the 
common perception of 3D visualization as cutting-edge technology. However, our 
experience with visualizing signal transduction pathways concluded that 3D might not 
be the best solution for signal transduction pathways. Because most 3D visualization 
techniques have a 2D visualization counterpart, a question arises with respect to the 
appropriateness of 3D visualization as opposed to 2D visualization for signal trans-
duction pathways. This paper presents an algorithm for automatically visualizing 
signal transduction pathways as 2D layered digraphs. 

2   Layout Algorithm 

To discuss the layout algorithm, a few terms should be defined. Suppose that G=(V, 
E) is an acyclic digraph. A layering of G is a partition of V into subsets L1, L2, … , Lh, 
such that if (u, v) ∈ E, where u ∈ Li and v ∈ Lj, then i > j. The height of a layered 
digraph is the number h of layers, and the width of the digraph is the number of nodes 
in the largest layer. The span of an edge (u, v) with u ∈ Li and v ∈ Lj is i – j. 

We visualize signal transduction pathways as layered digraphs. The visualization 
algorithm is composed of 3 steps at the top level: (1) layer assignment and cycle han-
dling, (2) crossing reduction, and (3) placement of edges with span > 1.  

2.1   Layer Assignment and Cycle Handling 

This step assigns a y-coordinate to every node by assigning it to a layer. Nodes in the 
same layer have the same y-coordinate values. It first places all the nodes with no 
parent in layer L1, and then each remaining node n in layer Lp+1, where Lp is the layer 
of n’s parent node. When the layer of a node is already determined, the larger value of 
layers is assigned to the node. Node L in the middle graph of Fig. 1, for example, is 
assigned to layer 4 from the path (A, E, I, L), but 3 from the path (B, G, L). The larger 
value of 4 becomes the layer number of node L.  

The main drawback of this layering is that it may produce a too wide digraph and 
that an edge may have a span greater than one. The number of edges whose span > 1 
should be minimized because they cause the subsequent steps (steps 2-3) of the algo-
rithm take long [9]. We place the source node of an edge whose span > 1 to higher 
layers so that the span of the edge becomes one. 

Fig. 1 shows an example of the initial layer assignment for the input data of signal 
transduction below. The initial layer assignment is adjusted to minimize edge spans, 
as shown in Fig. 2. This step also handles cycles in signal transduction pathways. 
Starting with a node with no parent node, it assigns a layer to every node along the 
edges connected to the node. When it encounters a node with a layer assigned to it, it 
has found a cycle. It starts with a new node no parent node and repeats the same thing. 
When every node has been assigned a layer, it goes on to step 2.  



 A Layout Algorithm for Signal Transduction Pathways 713 

 

A E 
B F 
B G 
C I 
D I 
E I 
F H 
G J 
G L 
I K 
I L 
K D 

  

Fig. 1. An example of assigning nodes to layers. The layer numbers in grey indicate the previ-
ously assigned numbers. There is a cycle (D, I, K) in the graph 

 

 

Fig. 2. (A) Initial digraph. (B) Layered digraph. Node D has an upward edge due to a cycle (I, 
K, D, I) 

Algorithms 1-3 describe step 1 in detail 
Algorithm 1 AssignLevel () 

foreach(nd ∈ G)  
nd.nodeLayerLvl=-1; 

foreach(nd ∈ G)  
if(not (nd has owner))  

AssignNodeLevel(nd, 0); 
AlignBottom(); 

 



714 D. Lee, B.-H. Ju, and K. Han 

 

Algorithm 2 AssignNodeLevel (node, nodeLvl) 

if(node.nodeLayerLvl < nodeLvl) { 
node.nodeLayerLvl = nodeLvl; 
foreach(eg ∈ Node)  

if (eg is node’s child) { 
if(node’s child is not count) { 

AssignNodeLevel(eg, nodeLvl+1); 
} 

    else return;  
} 

 
Algorithm 3 AlignBottom () 

foreach(nd ∈ G) { 
if(nd.nodeLayerLvl != nd.minChildLvl-1)  

nd.nodeLayerLvl = nd.minChildLvl-1; 
} 

2.2   Crossing Reduction 

The problem of minimizing edge crossings in a layered digraph is NP-complete, even 
if there are only two layers [10]. We use the barycenter method to order nodes at each 
layer [11, 12]. In the barycenter method, the x-coordinate of each node is chosen as 
the barycenter (average) of the x-coordinates of its neighbors. Since two adjacent 
layers are considered in this method, edges whose span >1 are ignored in this step. 

Suppose that the element )(i
klm  of incidence matrix M(i) is given by 
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When rearranging the order of rows (columns), the row (column) barycenters are 
computed and arranged in increasing order with the order of columns (rows) fixed. By 
repeatedly alternating row and column barycenter ordering, the total number of cross-
ings is reduced. The algorithm for reducing the total number of crossings is given in 
Algorithms 5-7, and Fig. 3A shows an example of computing the initial row and col-
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umn barycenters, and the total number of crossings for a graph in Fig. 2B. Fig 3B 
shows the final row and column barycenters, and the total number of crossings after 
applying Algorithms 5-7, and the final layout obtained is displayed in Fig. 4A.  

 

Algorithm 4 baryCenter(tarLayer) 
foreach(nd in curLayer)  

nd.calculateBCValue(tarLayer); 
if(isNeedSort) { 

curLayer.sortbyBCValue; 
return true; 

} else return false; 

 

Algorithm 5 calculateBCValue(tarLayer) 
BCValue=0; node_layer_cntSub=0; 

foreach(nd in tarLayer) { 
if(this is nd’s neighbor) { 

BCValue += nd.LayerIdx; 
node_layer_cntSub++; 

} 
} 

BCValue/=node_layer_cntSub; 
 

Algorithm 6 calcBaryCenter() 
do { 

bWork=true; 
foreach(layer in G) bWork &= layer.nextLayer.baryCenter(layer); 
foreach(layer in G) bWork &= layer.baryCenter(layer.preLayer); 

} while (bWork) 

 

Fig. 3. (A) The initial row and column barycenters, and the total number of crossings for a 
graph in Fig. 3B. (B) The final row and column barycenters, and the total number of crossings 
of a graph in Fig. 4A. When rearranging the order of rows and columns based on the row bary-
center γk and column barycenter ρl, nodes with γk=0 or ρl=0 need not be rearranged 
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Fig. 4. (A) Digraph with an optimized placement for all nodes and edges except the edges with 
span > 1. (B) Graph with dummy nodes introduced for edges with span > 1. Both nodes d1 and 
d2 are inner dummy nodes 

2.3   Placement of Edges with Span > 1  

This step places long edges whose edge span > 1, which have been ignored in the prev
ious steps. Every edge with span=2 is placed using an inner dummy node. Dummy no
des that can be included inside the current graph are called inner dummy nodes, and ar
e considered when computing barycenters (Fig. 4B). On the contrary, dummy nodes that
 cannot be included inside the current graph are called outer dummy nodes and excluded
 when computing barycenters. For edges with span > 2, it first computes possible edge c
rossings caused by inner dummy nodes and outer dummy nodes and selects whichever 
with fewer edge crossings. When one or more inner dummy nodes are created, the cross
ing reduction step is performed. Otherwise, there is no further crossing reduction.  

Inner dummy nodes are created at each layer and the inner dummy nodes are inclu
ded when computing barycenters. Therefore, their positions are not fixed until the last
 step. On the other hand, a pair of outer dummy nodes are created for an edge, one bel
ow the source node and the other above the sink node. When the source node is locate
d in the left of the center line of the entire graph, all the outer dummy nodes are place
d in the left of the current graph; otherwise, they are placed in the right side. Edges co
nnecting dummy nodes are displayed using spline curves instead of straight line segm
ent (see Fig. 6 for an example).  

Algorithm 7 AddDummy() 
for each node n ∈ V { 

for each downward edge e of n { 
if (n.nodeLayerLvl+1 < child(n).nodeLayerLvl) 

CreateDummyNodes(); 
} 

} 

3   Results 

The algorithms were implemented in a web-based program called PathwayViewer. 
PathwayViewer runs on Windows 2000/XP/Me/98/NT 4.0 systems. An example of 
the user interface of the program is shown in Fig. 5. Fig. 6 shows the actual signal 
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transduction pathway of mitogen-activated protein kinase. Note the two spline curves 
for the edges with span > 1, which have been placed using dummy nodes.  

 

Fig. 5. Example of the user interface of the program. Red arrows indicate the source nodes 
activate the sink nodes. Blue lines ended with filled circles indicate that source nodes inhibit the 
sink nodes. The node selected by a user (the yellow node in the signal transduction pathway) is 
also highlighted in the node list window 

 

Fig. 6. The signal transduction pathway of mitogen-activated protein kinase, visualized by our 
algorithm 
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4   Conclusion  

Most databases with signal transduction pathways offer static images. These static 
images are esthetic since they are hand-made and are fast in loading. However, static 
images are difficult to refine or change to reflect new data. We have developed an 
algorithm for automatically representing signal transduction pathways from databases 
or text files. Unique features of the algorithm include (1) cycles in the pathways are 
handled; (2) edges with span > 1 are represented as spline curves; (3) it does not place 
all sink nodes (nodes with no parent) in layer 1 but moves them to a lower layer so 
that edge spans can be minimized; and (4) edge bends occur only at dummy nodes 
and the number of edge bends is minimized. We are currently extending the program 
to overlay various types of additional information onto the signal transduction path-
ways.  

References 

1. Kanehisa, M., Goto, S., Kawashima, S., Nakaya, A.: The KEGG databases at GenomeNet. 
Nucleic Acids Research 30 (2002) 42-46 

2. Hippron Physiomics, Dynamic Signaling Maps. http://www.hippron.com/products.htm 
3. BioCarta. http://www.biocarta.com 
4. Kanehisa, M., Goto, S.: KEGG: Kyoto encyclopedia of genes and genomes. Nucleic Acids 

Research 28 (2002) 27-30 
5. Wackett, L., Ellis, L., Speedie, S., Hershberger, C., Knackmuss, H.J., Spormann, A., 

Walsh, C., Forney, L., Punch, W., Kazic, T., Kaneshia, M., Berndt, D.: Predicting micro-
bial biodegradation pathways. ASM News 65 (1999) 87-93 

6. Overbeek, R., Larsen, N., Pusch, G., D’Souza, M., Selkov, E., Kyrpides, N., Fonstein, M., 
Maltsev, N.: WIT: integrated system for high-throughput genome sequence analysis and 
metabolic reconstruction. Nucleic Acids Research 28 (2000) 123-125 

7. Selkov, E., Grechkin, Y., Mikhailova, N.: MPW: the metabolic pathways database. Nu-
cleic Acids Research 26 (1998) 43-45 

8. Karp, P., Riley, M., Saier, M., Paulsen, I., Paley, S. M.: The EcoCyc and MetaCyc data-
bases. Nucleic Acids Research 28 (2000) 56-59 

9. Gansner, E.R., Koutsofios, E., North, S.C., Vo, K.-P.: A technique for drawing directed 
graphs. IEEE Transactions on Software Engineering 19 (1993) 214-230 

10. Garey, M.R., Johnson, D.S.: Crossing Number is NP-Complete. SIAM J. Algebraic Dis-
crete Methods 4 (1983) 312-316 

11. Sugiyama, K., Tagawa, S., Toda, M.: Method for visual understanding of hierarchical sys-
tem structures, IEEE Transaction on Systems, Man, and Cybernetics SMC-11 (1981) 109-
125 

12. Sugiyama, K.: Graph Drawing and Applications for Software and Knowledge Engineering. 
Singapore (2002) 



 

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 719 – 726, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Interactive Fluid Animation and Its Applications 

Jeongjin Lee1, Helen Hong2, and Yeong Gil Shin1 

1  School of Electrical Engineering and Computer Science,  
Seoul National University; 

{jjlee, yshin}@cglab.snu.ac.kr 
2  School of Electrical Engineering and Computer Science BK21,  

Information Technology, Seoul National University, 
San 56-1 Shinlim 9-dong Kwanak-gu, Seoul 151-742, Korea 

hlhong@cse.snu.ac.kr 

Abstract. In this paper, we propose a novel technique of fluid animation for 
interactive applications. We have incorporated an enhanced particle dynamics 
simulation method with pre-integrated volume rendering. The particle dynamics 
simulation of fluid flow can be conducted in real-time using the Lennard-Jones 
model. The computational efficiency is enhanced since a small number of 
particles can represent a significant volume. To get a high-quality rendering 
image with small data, we use the pre-integrated volume rendering technique. 
Experimental results show that the proposed method can be successfully 
applied to various fluid animation applications at interactive speed with 
acceptable visual quality. 

1   Introduction 

The demand for interactive fluid animation has increased recently for 3D computer 
games and virtual reality applications. However, it is very difficult to animate natural 
fluid phenomena at interactive speed, because their motions are so complex and 
irregular that intensive simulation and rendering time is needed. 

In the previous work, only off-line fluid animation methods have been reported [1-
3]. In general, fluid animation is carried out by physical simulation immediately 
followed by visual rendering. For the physical simulation of fluids, the most 
frequently used practices are the particle dynamics simulation of isolated fluid 
particles and the continuum analysis of flow via the Navier-Stokes equation. Miller et 
al. [4] proposed a spring model among particles to represent viscous fluid flow. 
Terzopoulos et al. [5] introduced molecular dynamics to consider interactions 
between particles. In these approaches, when the number of particles increases 
significantly, the number of related links between particles exponentially increases. 
Therefore, it takes too much time for realistic fluid simulation due to the large number 
of particles for describing complex fluid motions. Stam [1] proposed a precise and 
stable method to solve the Navier-Stokes equations for any time step. Foster [3] 
applied a 3D incompressible Navier-Stokes equation. Above methods using the 
Navier-Stokes equations yield a realistic fluid motion when properly conditioned, but 
still need huge calculations of complex equations. The second limitation is the time 
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complexity of visual rendering. Global illumination has been widely used for natural 
fluid animation. Jensen et al. [6] proposed a photon mapping method currently used in 
many applications. Global illumination is generally successful in rendering premium-
quality images, but too slow to be used in interactive applications. 

In this paper, we propose a novel technique for interactive fluid animation and its 
applications. For rapid analysis of the motion of fluids, we use a modified form of 
particle dynamic equations. The fluid interaction is approximated by the attractive and 
repulsive forces between adjacent particles using the Lennard-Jones model to emulate 
fluid viscosity. To get a high quality rendering image with a smaller volume data, we 
use a pre-integrated volume rendering method [7]. Experimental results show that our 
method is successfully applied to various interactive fluid animation applications. 

The organization of the paper is as follows. In Section 2, we discuss the particle 
dynamics simulation of our method, and describe how the simulation data are rendered. In 
Section 3, experimental results show various kinds of interactive fluid animation 
applications. This paper is concluded with brief discussions of the results in Section 4. 

2   Interactive Fluid Animation Methodology 

2.1   Dynamics Simulation of Fluid Particles 

Two approaches, particle dynamics and continuum dynamics, have been widely used 
for fluid simulation. The continuum dynamics approach is not suitable for interactive 
applications due to its high time complexity of calculating the Navier-Stokes equation 
[1-3]. In our approach, a simple particle dynamics approach is chosen since it is much 
faster than a continuum dynamics approach based on the Navier-Stokes equation.  

In particle dynamics, a spherical particle is assumed to be the basic element that 
makes an object such as for solid, liquid and gas, and used for calculating interactions 
between particles. For N spherically symmetric particles, the total inter-particle 

potential energy ( )NE r  is the sum of isolated pair interactions according to pair-wise 

addition. 
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The elementary potential energy ( )ijru  is taken from the Lennard-Jones (LJ) 
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The force field ijf  created by two particles i and j can be given as 
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Since the inter-particle potential forces are conservative within a given potential field, 

the overall potential force piF ,  acting on particle i is related to the potential by 
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where im  is the mass of particle i. Fig. 1 illustrates the Lennard-Jones potential and 

the force extended over a modest range of pair separations. The critical distance at 
which the positive sign of the inter-particle force becomes negative can be considered 
as the particle radius. 

 

Fig. 1. The Lennard-Jones potential and the force 

The friction force fiF ,  on particle i can be given as 

ifiF r&ζ−=,  , (5) 

where ζ is the friction coefficient. The governing equation of the force balance on 

particle i can hence be written as 
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Eq. (6) can be used to calculate the interaction between particles by assuming them 
as slightly deformable soft spheres. The soft sphere collision method is useful for 
treating interactions between particles with the separation distance within a moderate 
multiple of the critical distance. 

2.2   Realistic Rendering of Simulation Data 

A photon mapping method [6] accomplishes the global illumination effect using ray 
tracing, which is excessively slow for interactive applications. For interactive 
rendering without the loss of image quality, we use a pre-integrated volume rendering 
on graphics hardware. Rendering of simulation data is accomplished in the following 
three steps. In the first step, we transform the simulation data into volume data. We 
divide the 3D space, in which particles of simulation data are stored, into regular cells 
having unit length d. The density of each cell is determined by the volume fraction 
value as Eq. (7). These density values are used for volume rendering. 

Volume fraction 3

3

3
4

d

rn π×
=  , 

(7) 

where n is the number of particles in the cell and r is the radius of particles. In the 
second step, we visualize volume data using a pre-integrated volume rendering 
technique. The color and opacity between two neighboring slices of volume data are 
pre-integrated and stored in the graphics hardware texture memory for acceleration. 
Using the pre-integrated volume rendering technique accelerated by graphics 
hardware we can get the high quality image with a smaller volume data at the 
interactive rate. In the third step, we can control the opacity transfer function, which 
assigns different colors and opacity values according to volume data. Various visual 
effects can be generated by interactively modifying the opacity transfer function. 

3   Experimental Results 

All of the implementations have been performed on an Intel Pentium IV PC 
containing 2.4 GHz CPU with GeForce FX 5800 graphics hardware. Fig. 2 and 3 
show the animation of water flowing from a bottle to a cup. The opacity transfer 
function of this animation is given in Table 1. Between two control points Vi and Vj, 
color and opacity are determined using linear interpolation. As shown in Fig. 2, when 
the number of particles (n) is 2000 and the radius of particles (r) is 0.002 [m], particle 
characteristics of the water are emphasized. This animation occurs in 7 ~ 8 fps at 730 
x 520 resolution. Fig. 3 shows that when the number of particles (n) is 10000 and the 
radius of particles (r) is 0.003 [m], continuum characteristics of the water are 
emphasized. This animation occurs in 3 ~ 4 fps at 730 x 520 resolution. 
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Table 1. Opacity transfer function for water animation 

d1 / V1(R, G, B, A)  0.21 / (0, 0, 255, 0.0) 
d2 / V2(R, G, B, A) 0.23 / (36, 65, 91, 1.0) 
d3 / V3(R, G, B, A) 0.28 / (154, 208, 228, 1.0) 
d4 / V4(R, G, B, A) 0.30 / (0, 0, 160, 0.0) 

   
                               (a)                        (b)                                      (c)   

Fig. 2. The animation of pouring water from a bottle into a cup (n = 2000, r = 0.002 [m]) (a) t = 
0.12 [s] (b) t = 0.33 [s] (c) t = 1.02 [s] 

   
(a)                                         (b)                                         (c)   

Fig. 3. The animation of pouring water from a bottle into a cup (n = 10000, r = 0.003 [m]) (a) t 
= 0.12 [s] (b) t = 0.33 [s] (c) t = 1.02 [s] 

Fig. 4 shows the comparison of our method with RealFlow, which is the widely 
used commercial software for fluid animation. The average number of particles used 
for the animation of RealFlow is 1870000 while that of our method is 8000. For the 
generation of 10 seconds’ animation in Fig. 4(e), (f), RealFlow computes during 4 
hours 30 minutes whereas our method finishes within 150 seconds. The experimental 
results show that our method gives similar visual quality comparing with RealFlow 
using much smaller number of particles. In addition, total processing time of our 
method is dramatically faster than that of RealFlow. 

Fig. 5 shows water and artificial fluid flow using our fluid animation method. Fig. 
6(a) shows a conceptual overview of fluidic shadow dance application. The shadow of 
the viewer is projected onto a screen by a light. Two columns to the left and right of 
the viewer are equipped with a vertical array of switches. When the viewer’s hand  
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(a)                                                        (b) 

  
(c)                                                       (d) 

  
(e)                                                       (f) 

Fig. 4. Comparison of our method with RealFlow (a) RealFlow (n = 160000) (b) our method (n 
= 8000) (c) RealFlow (n = 5000000) (d) our method (n = 6000) (e) RealFlow (n = 450000) (f) 
our method (n = 10000)  

    
                       (a)                           (b)                                   (c)                             (d)  

Fig. 5. Fluid animation for fluidic shadow dance application (a) water flow from left-lower side 
(b) artificial fluid flow from right-lower side (c) water flow from left-upper side (d) artificial 
fluid flow from right-upper side 



 Interactive Fluid Animation and Its Applications 725 

 

 
(b) 

 
(a)  

(c) 

Fig. 6. The fluidic shadow dance application (a) conceptual overview (b) flow from left column 
(c) flow from both columns 

 
(b) 

 
(a) 

 
(c) 

Fig. 7. The fluid portrait application (a) conceptual overview (b) by fingertip (c) by stick 

comes in contact with a specific location, the corresponding switch is inputted into 
our program, and the image of a fluid flowing out from that location is animated. 
Fluids coming out of the two columns are ejected towards the center of the viewer’s 
body, subsequently fall towards the bottom simulating gravity, collide into one 
another, and then splash upwards resulting in a free and irregular motion. The 
demonstration of this interactive application is shown in Fig. 6(b), (c). 

Fig. 7(a) shows a conceptual overview of fluid portrait application. A camera 
projects the viewer’s face onto the surface of a touch screen. Interaction is created 
between the viewer’s hand movements and rendered fluid in real-time. If the viewer 
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continuously stimulates a certain spot, small water droplets merge together to form a 
large water drop. When the viewer stimulates a different spot, the merged water drop 
disperses and moves to the other stimulated spot to form into a large water drop again. 
The demonstration of this interactive application is shown in Fig. 7(b), (c). 

4   Conclusion 

This paper presents a novel technique of fluid animation, which integrates particle 
dynamics simulation and pre-integrated volume rendering. The particle dynamics 
simulation can be conducted in real-time using the Lennard-Jones model. 
Furthermore, pre-integrated volume rendering allowed us to avoid the unnaturalness 
of images usually obtained with particle dynamics, and achieve an image quality good 
enough for interactive applications. In the animation of water, both the particle and 
continuum characteristics of the water can be realistically displayed by manipulating 
simulation parameters. Comparing with widely used commercial software, our fluid 
animation method is performed at dramatically faster speed with comparable visual 
quality. Various experimental results show that our method can be successfully 
applied to interactive fluid animation applications. 
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Abstract. Some macular pathology produces degeneration, which causes a 
perception loss in specific areas of the visual field. In this case, people visualize 
“blind spots” that hide part of the images captured by the impaired eye.  

The goal of this paper is to present an image distortion system that explores 
the Virtual Reality technology potential. To implement it we developed a 
system that is able to obtain the data generated by the visual field exam, and 
decode it. A camera captured the real images and the Convex Hull algorithm 
and Isoperimetric Mapping were used to identify the spots limits generating a 
divergent distortion in the images situated inside of the blind spot.  

The modified images can be visualized in a Virtual Reality head mounted 
display with eye tracking. This system offers opportunities to people with this 
visual problem to get a general perception of the covered area, reducing the 
visual loss. 

1   Introduction 

Nowadays, the sense of vision is one of the most required and necessary for humans 
because we have a wide range of visual illustrated information that is presented on the 
Internet, on television, in cinema, etc.  

Some people that had toxoplasmosis, glaucoma or senile macular degeneration can 
get impairments causing an area of diminished vision within the visual field.  In 
general, they see a “blind spot”, denominated scotoma, which continually hides some 
parts of the central and/or peripheral viewing area. The scotoma position is fixed, 



728 P. Farago et al. 

 

independent of the vision focus or angle. In the majority of cases, the person can have 
a perception of the general scene, because our eyes interchange central and peripheral 
vision all the time, but have great difficulty in visualizing objects in movement.  

The goal of this paper is, therefore, to present the ATDV (Apoio Tecnológico aos 
Deficientes Visuais - Technological Support for Visual Impairments) system that 
aims at temporarily supporting the vision of a person with this pathology. We assume 
that there is only one scotoma in each eye and we will treat the worst. This system 
uses Virtual Reality and Augmented Reality techniques and will generate a 
deformation in the captured images. The objects that are hidden will be seen on the 
outside limits of the spot. It permits them to have the general perception of the 
visualized image.  

The visual field (VF) exam measures and defines the spot extension of each user. A 
micro camera captures the mobile images (streams) and transforms them according to 
the VF exam results. An Isoperimetric Mapping and a Convex Hull algorithm are 
applied to the VF data. A specific programming language transforms the images that 
are projected in real time, by a server, on a Head Mounted Display (HMD) connected 
to a PC or handheld computer.  

In the following sections we will present the basic characteristics of Virtual Reality 
technology, and some medical applications. Next, the ATDV system is explained: the 
main concepts of the visual field exam, the module that transforms the images, and 
the Isoperimetric Mapping technique. An example illustrates the algorithm 
application. In the Conclusions we summarize and draw final remarks. 

2   Virtual Reality Applications 

Virtual Reality (VR) includes advanced technologies of interface, immersing the user 
in environments that can be actively interacted with and explored [1]. Moreover, the 
user can accomplish navigation and interaction in a three-dimension synthetic 
environment generated by computer using multi-sensory channels. In this case, 
diverse stimuli can be transmitted by specific devices and perceived by one or more 
user senses.  

There are some devices to reproduce generated images from the head-and-eye 
movements. The first is the Head Mounted Display (HMD), which provokes an 
immersion in the user.  

Some kinds of VR simulations, such as Augmented Reality (AR), have specific 
classifications. Augmented Reality attempts to superimpose graphics over a real 
environment in real-time, and also changes those graphics to accommodate a user's 
head-and-eye movements. Therefore, AR supplements reality, rather than completely 
replacing it. Virtual Reality and Augmented Reality have a wide scope of application 
domains like medicine [2], entertainment [3], design [4], robotics and telerobotics [5]. 

These technologies are being broadly applied in the medical area. Much research 
has tested developed and tested virtual environments for treating a wide variety of 
mental and physical disorders [6], [7], [8], [9].   

In the specific literature, there are many works describing image transformations. 
However, they do not explain in details the main technologies being used. In 1986 
[10], NASA engineers proposed some ideas to reduce vision loss caused by different 
kinds of visual deficits. They developed a simple approach exploring a bi-prism 
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arrangement in which text is viewed through two prisms placed base to base. 
Dagnellie [11] describes some vision rehabilitation projects, using intraocular prosthesis 
and mentions an application for people with scotoma. Starner [12] remapped images 
that are presented in a wearable computer with a head-mounted display. He uses a 
simple 2D ‘hyper fisheye’ coordinate transformation to magnify texts.  

The ATDV presents some differences from these systems. The aim of the software 
introduced in this article is to provide an integrated platform for the visualization of 
transformed images in an integrated way. The patient can put the diskette with the 
results of his VF exam (made previously at doctor’s office) in the library’s PC, the 
home’s PC or a handheld portable; a program decodes these data, generating the 
inputs to the Isoparametric module. In such a manner, the patient can put the HMD 
with camera and eye tracking attached and read or see with less difficulty in real time. 
The system uses the mesh transformation points and translates them dynamically, 
producing altered images in real-time. 

Next, we present the ATDV system that is composed by modules which generates 
a personalized image transformation. 

3   ATDV - Technological Supporting for Visual Impairments 

The ATDV system integrates different input-output devices, a micro camera, a video 
server, an HMD with eye tracking and a Handheld [18], or a Personal Computer. 

The ATDV system is considered the Central Module, and is responsible for 
processing data from the VF exam and for generating the transformed images, as 
presented in Figure 1. 

The Central Module is divided in three stages: “Decoder”, “VRML generator” and 
“Isoperimetric Mapping”. All these stages compose a single program implemented in 
C++ language, and will be described next.  

 
Fig. 1. ATDV system structure 
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3.1   Decoder 

Some diseases such as Toxoplasmosis, Syphilis and Disease of Harada [13] can 
damage the external and internal part of the Ocular Globe and the optic nerve. This 
pathological process decreases the visual acuity and may cause lesions denominated 
scotomas. In general, it is seen as a "black spot" over the visualized images and 
generates a severe visual field loss. 

The scotoma can be evaluated, among other manners, through a visual field exam. 
It determines the monocular field of view of a person, identifying vision and damaged 
areas. 

The VF exam, from Octopus [17], is made separately on the right and on the left 
eye. The results are represented by graphics, which include only the 30º/120º central 
angle of the total vision field. Various kinds of computerized exam graphics exist, and 
the Gray Tone Scale, as seen in Figures 2A and 2B, is an example of it. The areas of 
the same visual perception are shown with the same shade in the gray scale. The area 
of low visual acuity is the darkest, and the blind refers to the area totally blind, the 
scotoma. 

 
 
 
 
 
 
 
 
 

Fig. 2A and 2B. Graphics of Gray tone scale corresponding a 30º/120º central angle 
(respectively, left eye and right eye)  

The computerized exam generates a binary file (with an .PVD extension) where the 
relative data is registered, informing the areas with perfect vision and those containing 
the scotomas.  The VF data can only be read by the PeriTrend software, so we had to 
decode it. Next, these data will be transformed through the VRML Generator and the 
Isoperimetric Mapping modules. 

3.2   VRML Generator 

The Virtual Reality Modeling Language (VRML) offers some facilities to manipulate 
the polygon angles trough nodes (Coordinate and Texture Coordinate). 
In this system, the VRML generator constructs two equal reticulated screens 
overlapped with n-polygons.  The only difference is that the first one will use the 
Texture Coordinate node to reticulate the texture and the other will use 
the Coordinate node to serve as a mirror-base flat.   Both can be resized to be 
adapted on the HMD screen by VRML (Navegation Info {type“Walk”}).   

The captured images are associated to the Coordinate mesh, and the reticulate 
angles are warped according to the scotoma dimensions by the Isoperimetric Mapping 
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techniques.  In this way, the information that is inside the scotoma area can be 
mapped away from the blind retinal area (Figures 6A and 7A).   

3.3   Isoperimetric Mapping and Convex Hull 

The Isoperimetric Mapping in mesh generation was first described by Zienkiewicz 
and Philips[14]. This technique causes a distortion in images, and uses polynomial 
interpolation functions to promote a mapping between Cartesian and curvilinear 
coordinates.  

Consider a particular parabolic quadrilateral shape, presented in Figure 3, with 
eight nodes, in which associated coordinates X, Y (and Z) are well defined. In this 
case,  X =  Nixi, Y =  Niyi  and Z = Nizi, where I = 1…8. Each Ni is defined in 
terms of a curvilinear coordinates system ξ and η, that have values between 1 and –1 
at the opposed sides. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Parabolic Quadrilateral 

 
Fig. 4. Mesh transformation 

It is used to map the scotoma shape, as shown in Figure 4. 
Since the scotoma has a very irregular boundary we have to apply a Convex Hull 

Algorithm to adjust the transformed mesh to its limits.  We used the Graham’s scan 
algorithm [15] and the vectorial product. 

To do this, we use the points from the binary .PDV file. Figure 5 presents the 
adopted technique.  
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Fig. 5. The algorithm eliminates and translates some points according to scotoma limits. When 
Pb = P0, the process stops, and only the points around the scotoma limits remain 

  
          A             B 

Fig. 6. Original coordinate mesh (A) and original texture (B) 

 

  
                

Fig. 7. Coordinate mesh (C) and texture (D) deformed by the ATDV system 

The information generated by the Central Module are transformed in a  .WFL 
extension file, that keep the mesh that will be used to transform the images that are 
captured by a micro camera coupled on a head-mounted display (HMD). The Video 
Server processes these streams, in real time, according to this .WFL file. It distributes 
these images to the HMD, in unicast model, using a VRML plug in. 

An example of this system can be seen in Figures 6 and 7, which present a 
distortion based on the 30º/120º center right eye scotoma, showed in Figure 2. As a 
result, the objects in the warped area will look “stretched” to the outside border of the 
scotoma 

C D



ATDV: An Image Transforming System 733 

 

This system has preliminarily been tested with only two people. The initial results 
show that it is useful to read movie captions and watch some games on television. As 
mentioned in the NASA projects [10] it seems that patients must have time to become 
accustomed to the devices.  

4   Conclusions 

This article presents an image distortion system that offers new opportunities to 
people with diminished vision caused by scotomas. The users of this system are 
persons that have a visual impairment that causes a vision loss in the central field of 
view, specifically, with only one scotoma per eye. 

The system integrates the Isoperimetric and Convex Hull techniques, obtaining a 
deformed stream that can be visualized in real time in a Virtual Reality device. 

We consider that this approach has important technical implications for the 
development of this kind of Augmented Reality applications.  

To spread the use of VR in this domain, we are verifying the possibility of 
simultaneous images projection to both eyes. This will demand a larger processing 
capacity in order not to delay the modified images generation. Future experiments 
should be designed in an attempt to overcome this obstacle. 

Lastly, we would like to emphasize that the advances in wearable computers and 
monocular screens will open new possibilities to the use of this kind of system in this 
specific domain.  
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Abstract. A fast collision detection and resolution scheme is one of the key 
components for interactive simulation of deformable objects. It is particularly 
challenging to reduce the computational cost in collision detection and to 
achieve the robust treatment at the same time. Since the shape and topology of a 
deformable object changes continuously unlike the rigid body, an efficient and 
effective collision detection and resolution is a major challenge. We present a 
fast and robust collision detection and resolution scheme for deformable objects 
using a new enhanced spherical implicit surface hierarchy. The penetration 
depth and separating distance criteria can be adjusted depending on the applica-
tion specific error tolerance. Our comparative experiments show that the pro-
posed method performs substantially faster than existing algorithms for deform-
able object simulation with massive element-level collisions at each iteration 
step. Our adaptive hierarchical approach enables us to achieve a real-time simu-
lation rate, well suited for interactive applications.  

1   Introduction 

Physically based simulation for deformable objects is indispensable for many modern 
character animation and medical simulation. Deformable object is usually discretized 
into a set of basic meshed elements to model the geometry and behavior of the object. 
It often consists of thousands of nodes to avoid undesirable sharp folds and to better 
represent their detailed dynamic behaviors. The collision detection and contact resolu-
tion often cost more than 90% of the total simulation time per iteration and it is con-
sidered as a major bottleneck for any deformable object simulation. Although many 
researchers achieved robust collision detection schemes recently [4,5,7], they are 
often not applicable to the interactive applications due to the complexity of their algo-
rithms. Recently stochastic collision detection methods [17] have been proposed to 
achieve the interactive rate of simulation. These approaches guarantee the desirable 
computation time for the collision detection, but they miss significant amounts of 
collisions, thus the robust behavior can not be expected. In addition, more critical 
issue is that the collision resolution scheme can not be separated from the collision 
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detection methods. If the collision is not resolved properly in current step, the  
collision detection query in the next step will start with unacceptable initial conditions 
and consequently the collision resolution will fail. Therefore the collision detection 
method must guarantee the comprehensive collision check and it has to provide 
enough information about the colliding and penetrating objects so that the collision 
resolution scheme can handle the collisions properly. So the collision detection and 
resolution is inseparable and the accurate collision response can only be achieved 
with a well coordinated detection and resolution scheme. In addition there must be a 
way to adjust the error tolerance and a strategy to resolve a degenerate penetration 
situation that guarantees the penetration free status after the collision resolution, since 
unavoidable numerical drift and other geometric errors could result in element level 
intersections. 

Our proposed method is based on a spherical implicit surface that provides fast and 
robust collision detection and the resolution approximation between deformable ob-
jects. It extends the hierarchical spherical surface to the sub-divided triangle level 
adaptively to detect and resolve collisions within a tight error bound. It is designed to 
handle massive collisions at a given iteration step so its applicability is wide across 
variety of deformable structures as long as their surface is meshed with triangles. Due 
to the controllability of collision tolerance, the view dependent adaptive application of 
collision resolution can be applied to further reduce the computational cost.  

2   Related Works 

To reduce collision detection query space, several bounding volume hierarchies and 
spatial subdivision schemes have been proposed [10,18,19,20]. Most of them require 
pre-computation to generate efficient tree structures, and they are designed to perform 
a series of quick rejection tests to reduce the collision query space. But they can not 
provide enough collision information to resolve the collisions, i.e. proximity informa-
tion, separating and penetrating depth, and involved features, for an accurate collision 
resolution. Therefore after finding the primitives that violate the bounding volume 
conditions, a geometry based exact collision detection method should be applied. For 
an exact collision detection between surface geometric primitives, the continuous 
collision detection using a coplanar condition is a de-facto standard. Originally the 
continuous collision detection for a moving triangle and a point was proposed by 
Moore [1]. It required solving a fifth polynomial, but Provot [8] reformulated the 
problem with a cubic equation and they extended it to include edge-edge cases. Brid-
son et al. [7] further addressed the numerical error handling method to achieve robust 
collision detection. But these methods are still expensive and have no ability to reduce 
the computation time due to the nature of the triangle-triangle geometric computation. 
Moreover the numerical error is inevitable in degenerated cases such as severely 
stacked and pinched triangles, often found in complex cloth patches [4].  

Hubbard [14] proposed a method to approximate polyhedra using a hierarchical 
bounding sphere for collision detection between rigid polyhedra. This method 
achieved the accuracy through searching down the collision spheres in the hierarchi-
cal structure and it provided the ability to control the computational cost by adjusting 
the level of detail of the bounding spheres. But building a hierarchy that fits the model  
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with minimal overestimation is computationally expensive. Bradshaw et al. [16] pro-
posed methods that generate better fit sphere trees for rigid polyhedra. However  
deformable objects are difficult to generate proper sphere trees because fixed size 
spheres can not cover the changing geometry of the deformed structure effectively. 
Recently James et al. [21] proposed a method to build an efficient bounding tree for 
reduced deformable objects but it can not be used for general deformable objects with 
large deformation since it only works for simple and limited deformation based on 
modal analysis.  

Collision resolution is also a crucial component to achieve accurate post-collision 
behavior. Baraff et al [3] applied the penalty force to resolve cloth and cloth collision. 
But it could be difficult to find the correct magnitude of forces for the collision reso-
lution, and when the contact spring force is too strong or weak it will generate oscilla-
tions between collided regions. The other popular method is to resolve geometrically 
after the penetration happens. Volino [5] and Provot [8] used this method and most 
deformable objects with volume can utilize this method. Bridson et al [7] combined 
these two methods to take advantages of them. These approaches require accurate 
collision information from the previous iteration steps. Baraff et al [4] proposed a 
method that does not require historical information but it has a limitation when the 
colliding objects do not have closed surfaces.  

3   Collision Detection 

Conventional continuous collision detection [5,6,7,8] in triangle/node and edge/edge 
cases requires solving a cubic equation of the coplanar condition and solving one 2 by 
2 linear system. Although the individual computation is simple, massive collision 
often creates a big numerical system and it becomes a bottle neck of the simulation. In 
addition, the collision result has numerical error because of many numerical opera-
tions (320 multiplications and 156 subtractions or additions) to generate the cubic 
equations. When a triangle is relatively small, the relative error can be a serious prob-
lem. Our method can substitute this method with quick distance calculation in an 
adaptive fashion.  

In our method we used Axis Aligned Bounding Box (AABB) hierarchy for reduc-
ing the collision detection query space. AABB works efficiently for deformable ob-
jects because of the quick updating time. After searching the collision through AABB, 
the collision detection algorithm will find the two triangles which are close enough to 
require an exact collision check. In this chapter, our method to decide the collision 
state of the two triangles is described.  

3.1   Approximation Using Spherical Implicit Surface  

Triangle and node collision test. First we calculate the proper radius of the sphere (d) 
to generate the spherical implicit surface of the triangle for collision detection. d is the 
2/3 of the distance between the triangle’s center of mass (C4) to one of its nodes. The 
distance fields (spheres S1-S3) are created from each triangle’s node using radius d 
and S4 is created from the triangle’s center of mass. In figure 1 (level 0) four spheres  
 



738 S. Jung, M. Hong, and M.-H. Choi 

 

(S1-S4) represent the spherical implicit surface of the triangle. The spherical implicit 
surface of the triangle is the sum of the distance field from the three nodes of the 
triangle and the triangle’s center of the mass. Node P is the one of three nodes in the 
other triangle in the exact collision detection. After performing the distance calcula-
tions from the center of each sphere to the node P, we can conclude whether node P is 
inside of the spherical implicit surface or not. Then we can check the distance be-
tween the closest location of the triangle and node P. If node P is in the one of spheres 
S1, S2, S3, and S4, the approximated distance between the triangle and the node is the 
distance from node P to one of the closest sphere centers. The collision normal for 
collision resolution is the vector from the selected center of the sphere to the node P. 
But if node P is in the two spheres, the approximated distance between triangle and 
node P is the distance between the mid point of the center of the two involved spheres 
and node P. If node P is in the three spheres, the approximation can be done from the 
three involved spheres’ center. This collision result can be used to decide the collision 
resolution direction. The key idea of our method is using the result of the quick dis-
tance check to determine the collision resolution information (direction and distance). 
If more accuracy for the exact collision location and distance is required and the error 
tolerance (floating distance between triangles) is set below the size of the radius of the 
spherical implicit surface, we can perform the same algorithm recursively using the 
subdivided triangles.  

 

 

Fig. 1. Level 0 collision detection in triangle C1, C2, and C3 and with the node P. N1, N2, and 
N3 are the node positions of the triangle. Level 1 and Level 2 illustrates the detailed levels  

Edge and edge collision test. After checking triangle and point collision, the possibly 
missed collision might be the edge and edge case which the points of the edge are 
outside of the implicit surface. To check these collisions, the distance between two 
mid points of the edges is checked. If they are overlapped, the distance between two 
mid points of the edge is tested whether it is within the threshold. Figure 2 illustrates 
that the collision detection can be performed in different levels. To select the collision 
check points (C3 and C4) at the next level, we use a binary search method. For exam-
ple, in figure 2 (level 0) we select the minimum distance between four nodes (AC, 
AD, BC, and BD). In this case distance between BC is the minimum distance,  
thus the next level sets are edge C1 and B and edge C2 and C. We can pre-store the 
distance data in the previous triangle and node collision test and can reduce the  
computation time.  
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Fig. 2. Level 0 collision detection between two edges. C1 and C2 are the mid points of the 
edges. If the distance between C1 and C2 is less than the threshold, the collision is determined 

3.2   Adaptive Re-sampling 

Typically we found that the level 0 collision result would be sufficiently accurate 
enough for the robust collision handling. If we use the relatively finer mesh, we do 
not need any further collision detection query. But when the triangle is too coarse, we 
need to adaptively search down to the next level. The collision detection algorithm on 
level 0 can be applied recursively until we get a satisfying result. No extra storage is 
required for the substructure to achieve this. Since we have already four distance 
calculations at the upper level, we need three more distance calculations for the next 
lower level collision detection. The beauty of our method is that we can have enough 
collision resolution information whenever we stop collision detection processing. The 
decision of further searching can be done using human collision perception, which 
O’Sullivan [15] researched with psychophysical experiment. We changed the thresh-
old according to the distance between the camera and the object to reduce the compu-
tational burden. If the user wants to achieve more accuracy, it can be done by simply 
expanding the tree structure but the cost is not substantial since the involved triangles 
will be subdivided and each operation only includes a quick distance comparison.  

4   Collision Resolution 

Figure 3 illustrates the collision results in level 0 when we consider that the distance 
is less than the threshold. We can use the distance vector as the collision normal to 
apply the collision resolution method. From the figure 1, the node P was detected as 
collided with sphere 4. Figure 3 shows the normal of the collisions in triangle-point 
case and edge and edge case. Using these collision reports, geometry method and 
penalty force method are used for the collision resolution. Our method utilizes both 
methods to handle the collisions depending on the collision situation. Penalty force 
 

 

 

Fig. 3. The red arrow in (A) is the collision normal in the point and triangle collision detection 
result from figure 1. The red arrow in (B) is the collision normal in the edge and edge collision 
detection result from figure 2 (A)  
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method reduces the number of collisions and geometry method guarantees the colli-
sion-free states. For the penalty force method, we sum up the mass of the object 
(edge, node or triangle) and calculate the repulsion force for two objects and the 
forces are distributed to each node according to their masses. For the geometry 
method, we modified the velocity to the collision response velocity and moved the 
position to the legal location.  

5   Experiments 

In the comparative experiments we performed the collision detection at the level 0 
with threshold 1, and the collision resolution scheme was applied differently to each 
object. Since cloth model is thin and generates numerous self-collisions, we need to 
treat collisions carefully utilizing penalty force method and geometry method. We 
applied the penalty force after calculating the internal force to reduce the number of 
collision and the geometry method applied after finishing the simulation and before 
displaying the scene to enforce the collision free. For the two cylinders simulation, the 
geometry method is enough to handle the collision because there is no chance to miss 
the collision detection completely and the number of collisions is small. 
Cloth simulation. To compare the performance between existing continuous collision 
detection method using the coplanar conditions and our proposed method, we applied 
both methods to a patch of cloth simulation to check self-collision. The conventional 
method requires solving cubic equations for each coplanar condition. Figure 4 is the 
snapshot of the cloth piling up simulation. The cloth model contains 3000 (30 by 100) 
particles. This illustrates the robust collision resolution with a predefined cloth thick-
ness. We used a 2.4 GHz Pentium 4 processor computer and it took about 0.5 second 
per iteration. The collision detection threshold which we provide became the thick-
ness of the cloth model. Figure 5 shows the comparative performance in the piling 
cloth simulation. At the beginning of the simulation, less exact collision detections is 
required due to the low curvature of the surface and less self collision occasions. After 
the cloth model begins to fold, the computation time grows as the number of colliding 
elements increases and more cases for exact element level collision resolution are 
occurred. The conventional method takes approximately in the range of 0.3-1.8 sec-
onds to resolve all collision conditions. However, our method takes in the range of 
0.015-0.5 second. Throughout the simulation, our method shows a significant 
speedup, about 20 to 200 times faster. We can achieve more accuracy by applying the 
small threshold with adaptive re-sampling distance checking.  

Cylinder and cylinder simulation. We applied our method to a collision simulation 
between two deformable cylinders in figure 4. These cylinders are coarsely meshed 
and they are modeled with soft material property using linear finite element method 
[21]. Although these cylinders are under large deformation, the result demonstrates 
that our proposed method handles robustly the collision detection and resolution in 
real-time. The computational cost of our collision detection and resolution is negligi-
ble for the total simulation time due to the small number of nodes and heavy computa-
tion time in FEM analysis. You can see the result animation from [23]. 
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Fig. 4. Left two figures are the snapshots of the cloth simulation falling down and folded and 
crumpled. Due to the size of meshed triangles, our approximation in level 0 gives reasonably 
accurate collision detection result for the collision resolution. Right figure shows the deforma-
tion between two cylindrical volumetric models meshed with tetrahedra in contact  
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Fig. 5. The performance comparison between the conventional method and our method 

6   Conclusion 

We propose a fast and robust collision detection and contact resolution for deformable 
objects. We have utilized the human perception to determine the necessary accuracy 
of collision detection. Our experimental results demonstrate that the massive colli-
sions between deformable objects can be effectively handled. Our method substan-
tially reduces the complexity of the collision management and alleviates the numeri-
cal error in calculation. Due to the simplicity of our method, it is possible to achieve 
even better performance when it employs a GPU-based hardware acceleration. For 
coarsely meshed objects, the proposed method may have to go down to the numerous 
levels of details to achieve the necessary accuracy of a collision, and the depth of the 
tree is inversely proportional to the size of a triangle mesh. However, since deform-
able models should be meshed reasonably to generate plausible motion, the levels of 
detail are limited within a few steps. 
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Abstract. This paper presents an automatic statistical approach to cat-
egorize traditional Chinese painting (TCP) images according to subject
matter into three major classes: figure paintings, landscapes, and flower-
and-bird paintings. A simple statistical Gabor feature is presented to
describe the local spatial configuration of the image, which is then inte-
grated with color histogram that represents the global visual character-
istic to build the feature subspace. A relative-distance based voting rule
is proposed for final classification decision. The effectiveness of the pro-
posed scheme is demonstrated by the comparable experimental results.

1 Introduction

Traditional Chinese painting (TCP) is highly regarded throughout the world for
its theory, expression, and techniques. As an important part of Chinese cultural
heritage, the traditional Chinese painting is distinguished from Western art in
that it is executed on xuan paper (or silk) with the Chinese brush, Chinese ink
and mineral and vegetable pigments. Currently more and more museums and
artists like to present the paintings on the Web. This paper addresses the auto-
matic categorization of the traditional Chinese painting images. The potential
applications include Web searching and browsing, digital art libraries etc.

Traditional Chinese painting can be divided according to subject matter into
three major categories [15]: landscape paintings, flower-and-bird paintings and
figure paintings. Landscape paintings mainly depict the natural scenery of moun-
tains and rivers. Flower-and-bird paintings concentrate on the plants and small
animals. Figure paintings mainly portray humans and their activities, generally
along with the plant, small animal and scenery. Although the categorization is
usually an easy task for humans, it is an extremely difficult problem for ma-
chines. The major difficulties lie in its wide variation in subject’s shape, color,
and painting style. The subjects’ appearance in TCP is usually highly abstracted
from the real word.

There are many researchers made efforts for image classification and index-
ing. As one of the simplest representations of digital images, color histogram [1]
has been widely used for various image categorization problems. Color histogram
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is insensitive to image resolution and rigid transform. Pass [2] presents color co-
herence vector (CCV) as image index. CCV is the statistical pixels’ convergence
measurement in space. Stricker and Orengo think that the color information
centralizes in the low rank color moments, so they use the statistical moment
to characterize the color [3]. The above methods attempt to capture the global
color features and discard the spatial configuration. The reference [4] utilizes
spatial information to improve the histogram method.

Besides histogram, a number of block-based methods have been proposed to
employ local and spatial properties by dividing an image into rectangular sub-
images. [5] exploits the wavelet coefficients in high frequency bands for classifi-
cation. Ma and Manjunath evaluate various wavelet forms to reach a conclusion
that Gabor wavelet transforms get the best results in texture retrieval methods
[6]. Yu [7] uses 1D HMM to classify indoor and outdoor scene. Carson et al [8]
utilizes EM algorithm to segment the image into several ”blobworld” which are
coherent in color and texture. Huang [9] relies on the banded color correlogram
as image features and then hierarchical classification tree is construct to clas-
sify new image. Jiang [10] presents a scheme to classify the TCP images from
non-TCP images.

This paper proposes a statistical method to automatically classify the tradi-
tional Chinese paintings according to subject matter into three major categories:
landscape paintings, flower-and-bird paintings and figure paintings. We use a sta-
tistical Gabor feature as the representation of local texture of TCP, and color
histogram as the global representation of color information.

2 Statistical Feature Representation

In our method, we present a statistical feature integrating local texture and color
information. Firstly, the TCP image is filtered using a bank of Gabor functions
with multiple scales v and orientations u. Secondly, with the filtered image, we
construct a statistical Gabor feature such as average, variance. And then, we
combine the Gabor feature with the color histogram of the TCP.

2.1 Statistical Gabor Feature

Gabor wavelets are biologically motivated because they model the response prop-
erties of human cortical cells. They have been widely adopted to extract features
in image retrieval, face recognition, texture classification [11, 12] and got won-
derful results. Basically, Gabor filters are a group of wavelets, with each wavelet
capturing the variation at a specific frequency and direction. It has been shown
to correspond to human visual system.

Gabor filter family is similar to the simple visual perceptive cells, which
are characterized as localized orientation selective and frequency selective. The
kernel is the product of a Gaussian envelope and a wave function, as shown in
Equ (1), where the term exp(− δ2

2 ) is subtracted to make the filter insensitive to
the overall level of illumination.
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Φj(−→x ) =
‖−→kj‖
δ2

exp(−‖
−→
kj‖ • ‖−→x ‖
−→x )[exp(i−→kj

−→x )− exp(−δ2

2
)] (1)

Where
−→x = I(x, y) −→

kj = [
kν cosϕμ

kν sinϕμ
]

kv =
Π

2
∗ 1

2ν
ϕμ = μ

Π

6
ν = 0 · · · 3, μ = 0 · · · 5

On basis of [13], the parameters setting of Gabor filter are 4 scales, 6 orien-
tations, and filter mask size is 13 × 13. So we get 24 functions determined by
the parameters ν, μ. This bank of filters is applied to the TCP image, shown in
Equ (2). This means Gabor wavelet transformation, that is, every input image
is convoluted with the 24 Gabor filters.

Gνμ(−→x ) =
∫

I(−→y )Φνμ(−→x −−→y )d2−→y (2)

The resulted Gabor coefficient has two parts: real part Re(Gνμ) and imagi-
nary part Im(Gνμ). From the filtered image, we could compute the average  νμ

and variance σνμ of the magnitude
√
Re(Gνμ)2 + Im(Gνμ)2 , then obtain the

statistical Gabor feature, a 48-dimensional vector:

−→g = { 00, σ00,  01, σ01... νμσνμ|ν = 3, μ = 5} (3)

2.2 Statistical Color Feature

Color is the most intuitive characteristic of human vision. Every kind of subjects
has its different intrinsic color. We employ the color histogram [1] as our statis-
tical feature for color information, which has been used in the image retrieval
and indexing. It is invariant to translation and rotation around the viewing axis
and varies slowly with changes of view angle, scale and occlusion.

Assume colors in an image are mapped into a discrete color space containing n
colors, a color histogram of image I is n-dimensional vector, where each element
represents the number of pixels with color index j. Each element of a histogram
is normalized so that the histogram represents the image without regarding to
the image size. The element of the normalized color histogram h(I) is defined
as:

hj(I) = Hj(I)/
n∑

i=1

Hi(I) (4)

Where Hi(I),Hj(I) is the number of pixels with color i,j in image I. In our
experiment, we select 8×8×8 RGB color space. So we get a color feature vector:

−→
h = {hj(I)|j = 1 · · · 512} (5)

We combine the color histogram −→
h with the Gabor feature −→g into a longer

vector{−→g |−→h } , which together characterizes the texture and color of TCP image.
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3 Categorization

3.1 Voting with Relative-Distance in Feature Space

To classify a new input image I in a feature space, we exploit voting with sample
images. In many articles, Euclidean distance is used. However, for the traditional
Chinese painting images, works in different style may have different dispersibility.
The Euclidean distance in the feature space is often not enough, since the scatter
information of the same class should be taken into account.

Here we take the intra-class variance into consideration. Suppose that X =
{x1, x2 ···xN}, Ymk = {y1, y2 ···yN} , where X is the feature vector of the input
image I, Ymk is kth sample feature vector of class m. Km is the total number
of training images of class m. We use the Equ (6) to determine the distance
between the input image and the class m.

dm =
Km∑
i=1

dmk/Km vm =

√√√√Km∑
k=1

(dmk − dm)2/Km (6)

And finally the relative-distance between the input image I and the kth
sample is:

Rdmk = dmk/vm dmk = d(X,Ymk) =

√√√√ N∑
n=1

(xi − yi)2 (7)

We make the relative distance to decide whether to cast a vote of a certain
class to the input image. In most cases the relative distance performs better than
the common Euclidean measure.

The voting policy is according to the following rule:

Vm =
Km∑
k=1

Vmk Vmk =
{

1 if Rdmk < Threshold
0 otherwise (8)

Vm is the total number of votes received by the class m. Assuming Cm is the
total samples of the class m. Thus, maximum Vm/Cm determines the pattern of
test image.

3.2 Sample Selection

In order to refine the training samples and also to improve the classification
accuracy, sample selection procedure is implemented. The selection of training
samples may affect completely the categorization results, because images to clas-
sify need be compared with all the training samples in the reference database.
Fig.1.(a) shows two classes of traditional Chinese painting image, where blue
star denotes the flower-and-bird paintings and red point denotes figure paintings.
Each painting is represented by a point in the feature space.

We use the k-nearest neighbor editing algorithm [14] to select the registered
samples from a set of reference samples. The algorithm is as follows:
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1. Divide randomly reference sample set into several subsets, suppose: Θ =
{S0, S1 · · · Sn−1}, n ≥ 3 ,

2. With S(i+1)mod(n) as reference samples, Use K-nearest classification method
to classify Si samples, which i = 0, 1 · · · n− 1 .

3. Discard classified falsely samples, the residual samples constitute new sample
set ΘN .

4. If there are no samples to be discarded, stop. Otherwise, go to: 1.

Fig. 1. The illustration of sample selection: (a) before and (b) after sample selection.
Where x-axis:  of ν = 0, μ = 1 and y-axis:  of v=3, u=5

Fig.1.(b) shows the result of Fig.1.(a) by the editing algorithm. From this
figure we can see that the intersectional points are discarded. This decreases the
affect of ambiguous samples for voting procedure. In the next section, we will
show that after sample selection the categorization accuracy has been improved
to a certain extent.

4 Experimental Results

In our experiment, we use a database with 392 traditional Chinese painting im-
ages, which includes 132 flower-and-bird paintings, 127 figure paintings and 133
landscapes. These images are painted by different painters in different dynasty.
Some works by modern painters are also included. The image size varied from
200× 200 to 500× 500. Some samples are shown in Fig.2.

We use the leave-one-out rule of cross validation to test our approach. Every
time we select one as the test image and the others are as reference samples.
This process repeats throughout the whole experimental data. During relative-
distance based voting, we need to determine the threshold for voting. The thresh-
old will decide whether the sample casts a vote of class m to the test image. We
compute average dispersivity of the selected training samples as the thresh-
old, i.e.

Threshold = d/v (9)
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Fig. 2. Some samples of the experimental data

Where d and v are for the average mutual distance and variance of samples
feature vectors.

The comparison with different features is carried out. The categorization
results are shown in Table.1. presented in the confusion matrix form. In the
class confusion matrix A = (aij) , aij means the samples number of class i
that predicted into class j. The diagonal elements are the correct classification
numbers. The non-diagonal elements are the numbers of false categorization.
Table.1. demonstrates that the scheme combining the statistical Gabor feature
and color feature (GC) has improved the categorization accuracy comparing
with the single feature (G or C). The sample selection (GC+) farther enhances
the classification result.

5 Conclusion

In this paper, we present an automatic classification scheme. The statistical Ga-
bor feature and color histogram are combined to classify the traditional Chinese
painting images. And we use relative-distance based voting rule to finally cate-
gorize the images. The Gabor feature, description of local texture information
of image, is compensated with the absence of spatial information, the drawback
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Table 1. The confusion matrix of landscape, figure and flower-and-bird paintings using
various features. C: color histogram; G: Gabor feature; GC: combining Gabor
feature and color histogram without sample selection; GC+: combining Gabor and
color histogram after sample selection

Feature Used Landscape Figure Flower-and-bird

C 110 23 0
Landscape G 111 21 1

GC 119 14 0
GC+ 124 9 0
C 1 92 34

Figure G 4 92 31
GC 1 100 26
GC+ 0 106 21
C 1 36 95

Flower-and-bird G 3 35 94
GC 3 24 105
GC+ 1 19 112

of global color histogram. The preliminary experimental results have shown the
superiority of our method.
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Abstract. Modelling crack propagation in fracture mechanics is a very
challenging task. Different methods are usually robust under different
conditions and there is no universally efficient numerical method for dy-
namic fracture simulations. Most available methods are computation-
ally extensive and usually require frequent remeshing. This comparison
study focuses on three major methods: the discrete element method, the
adaptive fixed crack method and the element-free Galerkin method. By
implementing these methods to study a 2D concrete beam with reinforce-
ment of carbon-fibre reinforced polymer straps, we have shown that for
simulations of a limited number of cracks, fixed crack method gives the
best results. For multiple crossover cracks, the discrete element method
is more suitable, while for moderate number of elements, the element-free
Galerkin method are superior. However, for large number of elements,
fixed crack method is most efficient. Comparisons will be given in de-
tails. In addition, new algorithms are still highly needed for the efficient
simulations of dynamic crack propagations.

1 Introduction

The technique of strengthening reinforced concrete structure using carbon fibre-
reinforced polymer (CFRP) is promising and can have important applications
in many areas. However, an understanding of the behaviour and influence of the
FRP composite system is crucial for the proper design of structural reinforcement
strategies in infrastructure such as bridges and buildings [6, 7]. The computer
simulation is an cost-effective way of improving such an understanding.

In simulating the fracture and crack growth, there are three major paradigms:
discrete element methods, smeared crack methods and element-free Galerkin
methods. The discrete element method has the advantage of tracing each indi-
vidual crack with an irregular geometry. In order to do this, substantial remesh-
ing is required to accommodate the arbitrary geometry and boundaries along the
newly created cracks and thus extensive computation is required which is usually
time-consuming even with the modern fast computers. The adaptive fixed crack
concept or smeared crack model is very efficient in computation but cannot di-
rectly deal with the crack propagation, especially in the case of multiple cracks.
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This method uses the equivalent material properties to simulate the effect of the
cracks in the context of continuum-based finite element analysis [4, 5]. On the
other hand, the new promising element-free Galerkin method has the ability of
dealing with an arbitrary geometry but it is still computationally extensive com-
pared with the conventional finite element methods, especially in the interface
regions and crack zones [1, 10, 11]).

In this paper, we will compare different numerical approaches to the nonlinear
finite element simulations of concrete structures with CFRP reinforcement and
analyse the appropriate conditions in detail. The main focus is to find an appro-
priate way to simulate the nonlinear behaviour of concrete beams strengthened
with CRFP straps. In addition, we will also discuss the implication of simulation
paradigms in engineering applications.

2 Models and Their Formulations

In order to compare different numerical methods, we first outline their formu-
lations briefly, and then we implement them to simulate the same 2D concrete
beam with CFRP reinforcement.

2.1 Discrete Element Method

The discrete element method for rigid granular materials was developed by Cun-
dall and Strack [3] and this method was later incorporated into a combined
finite-discrete element method [9]. There are some variations of this method,
and the main procedure takes the whole domain as a multibody system and
each domain is considered as a finite element continuum where the usual finite
element analysis applies. The total strain increment εij consists of the elastic
strain εe

ij and the inelastic strain εp
ij , or

εij = εe
ij + εp

ij . (1)

The general stress-strain relation and strain energy density U are

σij = Cijklεkl, U =
1
2
Cijklεijεkl, (2)

where the elastic constants satisfy certain symmetry conditions such as Cijkl =
Cklij = Cijlk and i, j = 1, 2, 3. The interactions between different domains will
be computed using Hertz kinetics.

2.2 Smeared Crack Model

In the smeared crack model, the total strain increment is decomposed into a
concrete strain increment dεco and a crack/fracture strain increment dεf , in a
similar fashion as the decomposition of the total strain into an elastic strain
increment and a plastic strain increment in elasto-plastic formulation. One can
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further decompose the concrete strain increment into an elastic part dεe and a
plastic part dεp. Thus, the decomposition becomes

dεij = dεe
ij + dεp

ij + dεf
ij . (3)

The transformation is necessary from the local coordinate system de which
is aligned with the crack to the global coordinate system (dε). We use the same
conventional notation as de Borst [4] and Kesse [8] where the subscript n means
normal to the local crack plane and t means tangent to the crack plane. After
some tedious but straightforward calculations, we have

dσ = [I−N(Dcr + NTDN)−1NT]Ddε. (4)

The matrix Dcr can be considered as a normal crack stiffness Dcr
n and a shear

crack stiffness Dcr
t , i.e.,

Dcr = Dcr
n + Dcr

t , (5)
where

Dcr
n =

(
kc 0
0 0

)
, Dcr

t =
(
knn knt

ktn ktt

)
, (6)

where kc, knn etc are the constants determined from experiments. It is worth
pointing out that the choice of the values for these parameters is relatively
arbitrary and detailed studies are highly needed.

2.3 Element-Free Galerkin Method

The element-free Galerkin method was developed by Belytschko and his col-
leagues [1, 2], and a coupled finite element-element-free Galerkin (EFG) method
was applied by Sukumar et al to simulate a fracture problem [10]. The main
advantage of an EFG method is that it requires only nodal data for constructing
approximate functions and no element structure is necessary. In this sense, it
is not a method based on interpolants but a method using moving least square
approximations. The moving least square approximations are constructed in the
following manner. Let the m−term approximation be

û(x) ≡ pT(x)a(x) =
m∑

j=1

pj(x)aj(x), (7)

where pj(x) are basis functions. The associated coefficients aj(x) in the approx-
imation are determined by minimizing the quadratic form Φ(x)

Φ(x) =
n∑
i

wi(x)[pT(x)a(x)− ui]2, wI(x) = w(x− xi) ≥ 0, (8)

where wI is a weighting function and ui is a nodal parameter. This is equivalent
to define a EFG shape function

φi(x) =
m∑
j

pj(x)[Q]ji, (9)

where Q is a matrix function of wi(x) and p(xi). It is worth pointing out that
ui 	= û(xi) as û(x) is only an approximant.
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3 Simulations and Results

By implementing these three major numerical methods, we can now start to
simulate crack propagation for various structures with CFRP reinforcement. For
simplicity of comparison, we use the same fundamental structure of a 2D concrete
beam for all simulations.

3.1 Discrete Element Method: Fracture of Concrete Beam

In order to demonstrate the simulation capability of the discrete element method,
we first show the fracturing of a concrete beam due to an impact of an elastic
block moving downward with an initial velocity 5m/s. The dimensions for the
beam are 2200mm (length), 200mm (width) and 100mm (thickness). Figure 1
shows the different stages of the fracture patterns. The visualization has been
carried out using Abaqus. The values used are E = 22 GPa, ν = 0.2, σY =
3.36 MPa, and ρ = 2400kg/m3. We can see that discrete element method is
very powerful in fracture simulations and different fragments are computed in a
realistic manner. Fracture patterns are traced as the crack propagates in each
time step with local remeshing.

Fig. 1. The impact of a drop load on a 2D concrete beam and the fracture pattern at
t = 0.1 s and t = 0.5 s

3.2 Adaptive Fixed Crack Model

We now proceed to investigate the four-point bending of the same 2D concrete
beam in the plane strain condition. The loading is applied as a linear function
of time with a peak value of f = 100kN, and the maximum time step t = 10, 000
(pseudo time). We can see from Figure 2 that the vertical cracks start to form
and grow gradually as the loading force increases, and shear cracks start to

Fig. 2. The crack pattern for a 2D concrete beam with four-point bending conditions.
Crack pattern are mainly vertical in the flexural section that is consistent with exper-
imental results
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appear once the loading force reaches 40kN. However, the crack pattern is just
an indication and does not correspond to the real fracture although the overall
patterns of the fracture are similar to that derived from experiments.

3.3 Element-Free Galerkin Method

A typical distribution of nodal points for the analysis of a 2D beam is shown in
Figure 3. As no elements are requried in the element-free Galerkin method, only
adaptive points are shown. The location of these points can be distributed in an
adaptive manner where the density of the points varies with the potential density
of cracks. The stress distribution σxx at time t = 10, 000 s is also shown. Red color
corresponds to high shear stress and light green corresponds to compression.
However, although the crack geometry are still limited by the density of meshless
points, this method is much efficient compared to the discrete element method.

Fig. 3. Random points or locations for the EFG analysis, stress σxx and the crack
patterns at t = 10, 000 s and f = 50 kN

4 Conclusion

By implementing three major numerical methods for simulating crack formation
in a concrete beam, we have carried out a comparison study. A comprehensive
comparison of three major methods for modelling the nonlinear behaviours of
structures shows that for a limited number of cracks (less than 40) and elements
(< 2000), the smeared crack model gives the best results. For multiple cracks
(up to 100 cracks), the discrete element give the best results, while for moderate
large number of elements with arbitrary geometry, the element- free Galerkin
method seems superior. However, the number of cracks may be limited in this
case. Simulations also suggest that for the choice of numerical methods shall
take the type of problem into consideration even though material properties are
the same. In order to get a sharp crack indication or trace multiple cracks, fine
or dense meshes are recommended for all methods. In addition, the development
of new efficient algorithms for fracture analysis is still highly needed.
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Abstract. The paper presents machine efficient area-based image matching 
method that is based on a concept of matching-regions that are adaptively 
adjusted to image contents. They are in a form of square windows which grow 
to convey enough information for reliable matching. This process is controlled 
by local image contents. The images, however, are transformed into 
nonparametric representation. Such a liaison of information-theoretic models 
with nonparametric statistics allows for compensation for noise and 
illumination differences in the compared images, as well as for better 
discrimination of compared regions. This leads to more reliable matching in 
effect. Machine efficient implementation is also discussed in the paper. Finally 
the experimental results and conclusions are presented.  

1   Introduction 

The area-based image matching algorithms are ubiquities in image processing 
systems. They all operate in the similar fashion: the image regions of the same shape 
and size are compared by means of some measure. Then based on a result of this 
comparison the regions are pronounced to be matched or not. There are also many 
improvements to this basic scheme, since in practice the method is not always 
reliable. One of the most cumbersome problems is choice of the matching regions 
beforehand. Their shape and size determine quality of matching and unfortunately 
depend greatly on image contents, as well as on noise, texture, and image distortions. 
One of such improvements consists of adaptively adjusted matching regions to 
accommodate diverse image contents. There are different strategies that control this 
process. One of the very original solutions with a statistical model was proposed by 
Kanade and Okutomi [8]. The appropriate window is selected by evaluating the 
variations in intensity and disparity. Their method is based on the observation that at 
discontinuities the intensity and disparity variations are larger, unlike at the positions 
of surfaces. However, the implementation of this method is quite complicated. 

The adaptive window technique developed by Lotti [9] for matching aerial images 
bases on window adjusting that is limited by edges and statistical contents of the 
matching regions. However, this technique is quite time consuming and rather limited 
to special class of images. 

There are also many other techniques [3], such as multiple windowing [6] or a 
variable window concept for integral images proposed by Veksler [10].  
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In this paper we present an extension to the adaptive window growing technique 
(AWG) originally proposed in [3]. This method tries to adjust size of the matching 
window in order to conveyed enough information for more reliable matching.  At the 
same time size of a window is kept as small as possible. However, in respect to [3], 
the technique has been simplified for easier implementation and speed up. 

It can be shown that the AWG technique is equivalent to computation of signal 
entropy in a window, however in a more efficient way. This is achieved thanks to the 
prior image transformation into nonparametric representation which is more resistive 
to noise and local lighting incompatibilities. Such domain allows for fast information 
assessment since this nonparametric signal representations conveys mutual relation 
among neighboring pixels. 

2 The Adaptive Window Concept for Image Matching 

Zabih and Woodfill proposed the nonparametric Rank and Census transforms for 
computation of correspondences. The Census, used in the presented method, returns 
an ordered stream of bits, defined as follows: a bit at a given position is ‘1’ if and only 
if an intensity value at a pixel is greater or equal to the central pixel; otherwise a bit is 
set to ‘0’. Local neighborhood of pixels is usually 3×3 and 5×5 square window [11].  

The consecutive image matching, in the nonparametric domain, is usually done by 
means of Hamming measure used to compare different image areas [11][1], although 
other measures are possible as well [5]. The AWG technique presented in this paper 
allows for better control of the size of matching windows (whereas size of the Census 
transform is fixed to 3×3 neighborhoods and should not be confused hereafter). 

For a given central pixel at (i,j) and surrounding n×n square neighbourhood, the 
corresponding Census measure IC(i,j) can be defined as a series of bits [3][5]: 

012312),( bbbb
k

bbjiIC
n −

= , where  [ ] { }
2

1,,0
22 / nnk −∈ . (1) 

The bk parameter can be expressed as follows: 

( )jiInk
n

j
n

kn
iIifkb ,mod

2
,

2
1 ≥= +−+−  , 0 otherwise, (2) 

where ),( jiI denotes the intensity value for an image at a point at (i,j) in image 

coordinates, nk  integer division of k by n, k mod n modulo n division.  

Let us examine some 3×3 pixel neighbourhoods and their Census representations 
(Fig. 1). Not knowing values of pixels surrounding this neighbourhood, the complete 
Census value can be estimated only for the central pixel from the neighbourhood of 
interest. Therefore all the other pixels have their Census values assessed only in 
respect to their closest neighbouring pixels belonging to this 3×3 neighbourhood. All 
other values are left undefined and marked as ‘x’ (don’t care). Such bits can be 
assigned ‘0’ or ‘1’ depending on intensity values of other pixels, lying in other 3×3 
neighbourhoods, where the given pixel in turn lies in their centre. The function q(‘b’) 
in Fig. 1 returns number of bits with value ‘b’ (i.e. number of ‘0s’ or ‘1s’).  
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The question arises on distribution of the Census values, computed in local 3×3 
neighborhoods for the whole image, in respect to the distribution of intensities in the 
input image. It is well known that the latter greatly influences any subsequent 
matching, no matter what matching criteria are taken into consideration. The answer 
to this question is fundamental to the AWG technique described in this paper.  

Based on definition (1) we observe that neighborhoods with constant intensity 
produce bit streams with all bits set to ‘1’ (Fig. 1a). That is data has zero entropy and 
the conveyed information is too unreliable for matching. However, in Fig. 1b and Fig. 
1c we notice that with an increase of spatial distribution – counted as an entropy of 
intensity values – q(‘0’) increases as well. For exemplary values in Fig. 1 the entropy 
of data in selected 3×3 regions increases conveying more information that in 
consequence allows for more reliable matching. 

For any n×n neighborhood it is evident that the following relation holds: 

2)'(')'1(')'0(' Bnxqqq =++ , (3) 

where B stands for number of bits assigned for Census representation of a pixel. 
Therefore maximization of q(‘0’) can be achieved by keeping q(‘1’) at minimum and 
when undefined bits ‘x’ become ‘0’. This feature is used in implementation.  

Fig. 1. Some 3×3 neighborhoods and their Census representations. q(‘b’) returns number of bits 
with value ‘b’. Intensity values set only as an example – relevant are only their mutual relations 
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Disambiguation of all Census values in any 3×3 neighborhood requires knowledge 
of intensity values of all pixels surrounding this neighborhood. Such a situation with 
some exemplary intensity values is presented in Fig. 2. We notice that an increase of 
the q(‘0’) entails a further increase of the entropy of data in the pixel neighbourhoods 
of interest. For 3×3 neighborhoods around a point at indexes (i,j) in Fig. 2, the 
entropies are respectively (from the top): 0.29, 0.41, and 0.55. 

Fig. 2. The specific 3×3 pixel neighborhoods and their Census transformations. Relevant are 
relations of intensity values (set for example here) 

From the definition (1) and from the mutual relation between the central point ‘X’ 
and all its closest neighbors ‘a’ – ‘h’ in Fig. 3 we see that if only an intensity value of 
the point ‘X’ is different from all values of the points ‘a’ – ‘h’ we have met the 
condition for maximum entropy for this point arrangement, and at the same time the 
maximum number of ‘0’s is achieved. There exists yet an another type of the mutual 
pixel relation – the relation among three consecutive pixels, such as ‘a’, ‘b’, and ‘d’ in 
Fig. 3. For each pair of neighboring pixels from such a triple, a bit with value ‘0’ can 
be assigned if and only if any pair of intensity values is different. In such a case, for 
each pair of pixels from such a triple, one Census representation obtains ‘1’ at the 
corresponding bit position, while the same bit position – but in the complementary 
pixel from this pair – holds ‘0’. This is clear from (2) since there is an exclusive  
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relation. Thus, if only the abutted pixels have different values, at the pertaining bit 
position the only possibility is: bit ‘1’ in the first Census pixel of a pair and ‘0’ for the 
second one.       

X

ba

d

i-1 i i+1

j-
1

j
j+

1

c

e

f g h

 

Fig. 3. Relations among pixel values in the Census transformation 

The rules for the maximum number of ‘0s’ – and in consequence entropy increase 
– in a Census representation of any 3×3 neighborhood (see Fig. 3) are as follows: 

1.  A value of the central pixel X is irrelevant provided that it is different than any 
other pixel from its closest neighborhood (i.e. from the all pixels a, b, c, d, e, f, g, 
and h in Fig. 3): 

{ } )()(: XIpIXNp ≠−∈∀ , (4) 

where I(p) is an intensity value of a pixel at index p (see Fig. 1b) from the 3×3 
neighborhood N. 
2.  Pixel values of any corner-triple (such as e.g. a, b, d in Fig. 3) must be different, 

i.e.: 

)()()( cIbIaI ≠≠ . (5) 

3.  All other pixels bordering with pixels from the neighborhood N must have their 
intensity values less than their direct pixels-neighbors from N. For example, for the 
pixel b in Fig. 3 these would be pixels at indexes: (j-2,i-1), (j-2,i), and (j-2,i+1).  

 
The upper bound for any 3×3 Census neighbourhood qmax(‘0’) = 52 can be easily 

found from the conditions 1-3 and after observing Fig. 3. This with (3) corresponds 
with lower bound qmin(‘1’) = 20. The lower bound for data entropy (LBE) in any 3×3 
Census neighbourhood that preserves the conditions 1-3 is obtained by taking only 
four different values and can be easily found from (4) to be: LBE=-4/9∗log4/9-
2∗2/9∗log2/9-1/9∗log1/9≈0.55. The upper bound for the entropy in any 3×3 
neighbourhood is MBE=log(9)≈0.95 (i.e. nine different values). Thus, any 3×3 
neighbourhood of pixels that preserve conditions 1-3 guarantee almost 58% of 
maximum possible entropy in this neighbourhood.  Concluding we can state that the 
set of conditions 1-3 guarantying the maximum number of ‘0’s (or equivalently the 
minimal number of ‘1’s) in any 3×3 Census neighborhood leads to at least LBE. 
Therefore the sought size n of a matching square window can be found as to 



762 B. Cyganek 

 

maximize the averaged (per pixel) value of qav(‘0’) in a window of interest with a 
constraint ( ) 0'0' 0 => ϑtotq : 

( ) ( ) 0'0''0'max: 0
maxmin

=>∧
≤≤

ϑtotav
nnn

qqn  (6) 

where nmin and nmax set the lower and upper bound of size of the matching window, θ0 
is a certain threshold for a total minimal amount of ‘0s’ in a window of interest; θ0 

usually is set to 0. Thus, applying (6) we obtain the minimal size of the matching 
window that is adapted to convey as much as possible of information to allow a more 
reliable matching. Otherwise, in a case of a constant intensity we obtain information 
that there is no such a window that can guarantee a reliable matching. 

The other possibility is to allow window growing up to such a minimal size n for 
which the achieved average qtot(‘0’) reaches a predefined threshold value 1ϑ : 

( ) ( ) 1'0':min ϑ>avqn  (7) 

Similarly, one can search for such a minimal size n for which the total qtot(‘0’) reaches 
a predefined threshold value 2ϑ as follows: 

( ) ( ) 2'0':min ϑ>totqn  (8) 

Computations of (7) and (8) are simpler and in consequence faster than (6). 
However they require an arbitrary setting of the threshold values.   

3   Experimental Results 

Experimental results and discussion of the image matching based on AWG operating 
in accordance with (6) can be found in [3]. In this section we present results that help 
compare different versions of the AWG given by (6)-(8). The computational platform 
consists of the IBM PC with Pentium 4 with 3.4 GHz,  2GB, implementation in C++,. 

Fig. 4 presents results of the AWG technique applied to match the “PCB”  
stereo pair of size 253×193 (a). The  disparity map obtained in  accordance with (6) is  

Fig. 4. The AWG technique applied to the “PCB” stereo image (253×193): left image of a 
pair (a), disparity map from formula (6) (b), disparity map from formula (7) and θ1=2 (c) 

 

  
a b c 
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depicted in (b) while disparity from (7) with θ1=2 in (c). Execution times are 1.75 and 
1.68 s, respectively. Parameter θ1 was chosen based on prior experiments. Allowable 
window growing spanned: nmin=3 to nmax=30.   

Fig. 5 contains results of the AWG applied to the “Mask” 450×375 pair (a). 
Disparity map from (6) is shown in (b) and with formula (7) with θ1=2 in (d), formula 
(8) with θ2=15 in (e), and θ2=150 in (f). Execution times are as follows: 2.05 for (b), 
1.99 for (d), 0.83 for (e), and 4.22 for (f). The latter caused by the fact of much higher 
matching windows due to high θ2. However, execution of (e) compared to (d) is 
match faster, because total amount of ‘0s’ is easier to compute than their average.  

Fig. 5. The AWG technique applied to the “Mask” pair (450×375): left image of a pair (a), 
disparity map (6) (b), visualization of adaptive windows (lither places denote bigger windows) 
(c), disparity map with formula (7) and θ1=2 (d), disparity map with formula (8) and θ2=15 (e), 
disparity map with formula (8) and θ2=150 (f) 

    For each pixel location the size of a matching window is determined with the AWG 
technique defined by (6). Disparity values are found for each pixel by matching 
square windows of sizes appropriately set in the previous step. As a matching 
measure the Hamming distance is computed from the Census representation of each 
pair of candidate windows. Matching is done with a fast block matching algorithm 
based on the winner-update strategy with hashing table [2]. The visible limited 
occlusions are due to a simple stereo algorithm without the cross-checking [12]. In 
Fig. 5(d-f) we notice also many occluding areas due to large displacement between 
images of this stereo pair. However, the details were preserved due to adaptively 
chosen matching windows. 

The worst case time complexity of the AWG algorithm (6)-(8) can be estimated as 
follows:  

  
a b c 

  
d e f 
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( )2
maxNMnO  (9) 

for image of size N×M pixels, where nmax is the maximum allowable matching 
window. However, the arithmetic operations are limited only to integer comparisons 
and summations. Therefore the technique fits well hardware implementations. 

4   Conclusions 

The paper presents the image matching technique with adaptively changed matching 
areas. The whole matching is performed after changing the original images into 
nonparametric domain by means of the Census transformation. The basics of the 
AWG technique were presented which can be summarized as follows: an increase of 
the zero-value-bits q(‘0’) in any Census neighborhoods indicates increase of entropy 
in this neighborhood of pixels. Different mutations (6)-(8) of the method allow for 
adjustment of the matching region at different computational cost. In effect, the 
subsequent matching is much more reliably than in a case of fixed windows [3]. 

The experimental results with the AWG technique applied to the stereo matching 
showed robustness of this technique. The main purpose of avoiding low-textured 
areas was achieved by means of very simple integer arithmetic. Therefore the AWG 
method seems to be appropriate for hardware and real-time implementations. 
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Abstract. In the paper, the method for determining of the conformation of nas-
cent protein folding based on two-phase, sequential simulation approach is pre-
sented. In both phases the potential energy of molecule under construction is 
minimized, however in the first phase the minimization is performed for the 
structure {new amino acid}/{existing amino acid chain} and in the second 
phase, the {new existing amino acid chain} conformation is “tuned” to reach 
the minimal potential energy of growing chain. The formed, nascent conforma-
tion of protein determines initial condition for a future conformation modifica-
tions and plays a crucial role in fixing the biological and chemical features of 
created protein. The simulation of conformation process is illustrated through 
the numerical example of nascent protein folding for a selected protein. 

1   Introduction 

The chain of amino acids synthesized in a ribosome forms a polypeptide and in case 
of a long chain, a protein. For the conformation simulation tasks, the synthesis pro-
grams generating the conformation of the main chain of amino-acid residues in a 
polypeptide, use the amino acids library and need the information on the angles bet-
ween -carbons bonded with their side chains and contiguous peptide groups [1, 2, 3]. 
The backbone conformation of the chain of amino-acid residues can be determined by 
the set of torsion angles [5]  (rotation around the nitrogen- -carbon bond), and  (ro-
tation around the -carbon-carbon bond in the chain of the polypeptide). 

1.1   Torsion Angles 

The relationship between the peptide groups, -carbons and torsion angles can be ex-
pressed in the following form 

→→→→→→→→→→ PBCPBCPB 222111 ψφψφ αα  (1) 

where PB denotes the peptide bond and iαC  is the i-th -carbon atom. The torsion 
angles play a crucial role in the conformation of proteins (Fig. 1) because the three-
dimensional structure of protein determines its biological functions including its ac-
tivity in a signal transduction cascades [6, 7, 8]. 
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On the other hand not all combinations of torsion angles i and i in (1) for each 
amino acid are possible, as many leads to collision between atoms in adjacent re-
sidues exposed by Ramachandran restrictions (map) [7, 9]. By assuming that atoms 
behave as hard spheres, allowed ranges of torsion angles can be predicted and visu-
alized in contour of Ramachandran plots based on X-ray crystallography [10]. Nearly 
every polypeptide or protein in a cell is chemically altered after its synthesis in a ribo-
some. Many proteins are later modified in a reversible manner, fulfilling its functions 
after the activation forced by the messenger molecules. Such modifications expressed 
in the conformational changes [11, 12, 13], may alter the biological activity, life span, 
or cellular location of proteins, depending on the nature of alteration. 

1.2   Conformational Energy 

The force powered changes of spatial shape is a tendency of the chain of polypeptide 
to get minimal potential energy. The potential energy of nanostructure defined also as 
conformational energy, according to the principles of molecular mechanics [17, 21, 
23] accepts the general form 

,)()( =
j

jUE xx  (2) 

where the expression )(xjU  describes the proper type of potential energy (bonds 

stretching energy around equilibrium length of bonds, angles bending energy, multi-
pole interactions energy, Lennard-Jones or generally Mie potentials etc.) of the inter-
molecular interactions there be a function of degrees of freedom and the physico-
chemical constants determined for the specified types of atoms, bonds, and in mole-
cule configurations. The entries x1, x2, x3, ..... of a vector x represent the degrees of 
freedom relating with distances and proper characteristic angles. 

The spatial structure of molecule is described in one of the accepted standard for-
mats: PDB [28] or mmCIF [27]. Dependent on type of atoms, type of bonds and the 
configuration of atoms in a molecule, the physicochemical constants are collected in 
tables (so called Force Field) e.g. AMBER [26], ENCAD [22], CHARMM [25] and 
others (depending on type of chemical compounds), applied in computations [16]. 

Minimizing the expression (2) which describes a conformational energy of struc-
ture for vector x with constraints (Ramachandran plots), it is possible to find a sta-
tionary point defining the stable structure in a given conditions. However, the com-
plex form of expression (2), usually leads to the problem related with multiple local 
minima or saddle points. In the saddle points of the surface of energy for which the 
gradient )(xE reaches zero the crucial role play the eigenvalues of hessian matrix built 

for function )(xE , which allow to define the farther run of the settlement of nano-

structure conformation. And so simple algorithms of optimization e.g. gradient-based, 
Newton’s or Fletcher-Powell have to be modified to find the global minimum. The 
implementation of algorithms of dynamic programming [3, 19, 20] or Monte Carlo 
methods [4, 15, 24] is better solution. 

Using new, two-phase sequential simulation approach, we will find the free confor-
mation (initial conformation or nascent protein folding) for the exemplary protein 
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through the minimization of the energy [16] as a function of the torsion angles [3, 16, 
17], however, we do not look for the global minimum of conformational energy, 
rather we perform the sequence of optimization corrections [14] for the growing 
chain. The simulation process retains the same sequence of events as a real process of 
nascent protein elongation. 

2   Two-Phase Sequential Simulation Algorithm 

The basic assumption for the construction of simulation algorithm is an observation, 
that the new amino-acid appearing from the ribosome rotates the existing chain of 
amino acids in a such manner, that the torsion angles on the new peptide bond, ac-
cordingly with minimization of potential energy of the structure {new amino acid} 
/{existing amino acid chain} are determined, and next, the conformation of the whole 
structure is somewhat modified to minimize the potential energy of {new existing 
amino acid chain}. The first minimization plays a crucial role because of dimensions 
of peptide chain in comparison with the new molecule attached. 

2.1   Initialization 

The space defining available regions of  and  angles (Fig. 1) is quantized and trans-
lated to the linear vector of available coordinates. The two first amino acids adopt the 
conformation minimizing expression 

,),,,(min 11002
,,, 1100

ψϕψϕ
ψϕψϕ

E  (3) 

where 2E is a potential energy of the system of two amino acids, 0ϕ  and 0ψ  are the 

torsion angles of the first amino acid, as well as 1ϕ  and 1ψ  are the torsion angles of 

the second amino acid (Fig. 1a). In the Initialization and First Phase of simulation the 
search for energy decreasing is performed in the discretized, allowed ranges of torsion 
angles for glycine, proline and all 18 remaining amino acids specifically, predicted as 
modified Ramachandran plots based on X-ray crystallography [10]. In the Second 
Phase of simulation during the chain “shaking” process, only the generated torsion 
angles which remain in the allowed ranges are used. The energy computations apply 
the AMBER force field and the Tinker subroutines [16]. 

2.2   First Phase of Simulation 

When the third residue appears (#2 in Fig. 1b), the following expression is minimized 

,),,,,,(min 1100223
, 22

ffffE ψϕψϕψϕ
ψϕ

 (4) 

where 3E  is a potential energy of the system of three amino acids, f0ϕ , f0ψ , f1ϕ , 

f1ψ  are the torsion angles determined in the initialization. 
The first phase for fourth amino acid is preceded by the second phase which tunes 

the existing, whole chain to get the minimal potential energy (point 2.3). 
Accordingly, for the fourth amino acid we minimize the expression 
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,),,,,,,,(min 110022334
, 33

sfsfsfsfssE ψϕψϕψϕψϕ
ψϕ

 
(5) 

where 4E is a potential energy of the system of four amino acids, and s2ϕ , s2ψ , sf0ϕ , 

sf0ψ , sf1ϕ , sf1ψ  are the torsion angles determined in the second phase for the three 
amino acids (Fig. 1c). 

2.3   Second Phase of Simulation 

For the consecutive residues, bonded to the growing chain, the global tuning after the 
first phase takes place. Along the backbone of the chain (Fig. 1b, c), the torsion angles 
are changed in the four directions: ,ik ϕΔ+  ,ik ϕΔ−  ,ik ψΔ+ and ,ik ψΔ−  including the 
current iϕ and iψ  (i = 0, 1, …. n) angles. Values of iϕΔ  and iψΔ  determine the ampli-
tudes of reversible changes of torsion angles along the chain, and k is a positive and 
decreasing parameter during the consecutive steps of the minimization of potential 
energy of the chain. 

 
           a)             b)       c) 

Fig. 1. Process of polypeptide elongation: a) initialization of simulation, b) the three residues 
(first phase of simulation), c) the four residues (first phase of simulation) 

The parameter k can be constant in one iteration step, as well as may be a function 
of selected parameters. In the proposed approach, we omit the problem of hydrogen 
and disulfide bonds creation. 

3   Numerical Example 

An illustration of presented two-stage simulation of nascent protein folding are the 
intermediate and final results in simulation of elongation process and conformational 
changes of the small protein containing thirty eight amino acids: 
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asn – ser – tyr – pro – gly – cys – pro – ser – ser – tyr – asp – gly – tyr – cys – leu – 
asn – gly – gly – val – cys – met – his – ile – glu – ser – leu – asp – ser – tyr – thr – 
cys – asn – cys – val – ile – gly – tyr – ser. 

The initialization phase of simulation based on the minimizati on of expression (3), 
gives the dipeptide asn-ser with four torsion angles. The conformation of dipeptide 
and the set of torsion angles is presented in Fig. 2. 

When the third amino acid appears i.e. tyrosine, the first phase of simulation for 
the elongated tripeptide gives the results presented in Fig. 3a, b. The expression (4) is 
minimized over the 2ϕ  and 2ψ  angles with remaining angles unchanged. 

In the second phase, the tripeptide chain is “shaked” along the backbone with 
o

ii 32=Δ=Δ ψϕ and k decreasing twice per step until resolution 1o, better resolution 

usually needs parallel processing. 

a)               Torsion angles   b) 
 Chain of  i       i 
amino acids 
  asn        -60o  -58o 

  ser       -129o  141o 

 

Fig. 2. The spatial shape of folded dipeptide asn-ser: a) the chain of torsion angles, b) RasMol 
[18] visualization of a molecule 

The iterations stop when there is no decreasing value of the potential energy of 
tripeptide. As a result, the conformation of nascent tripeptide asn-ser-tyr gets the form 
presented in Fig. 3c, d. 

a)           i      i   c)          i      i 
  asn      -60o     -58o    asn      -61o     -68o 

  ser     -129o     141o    ser     -140o     150o 

  tyr     -158o     144o    tyr     -160o     127o 

b)     d) 

    

Fig. 3. The initial shape of folded tripeptide asn-ser-tyr: a) the chain of torsion angles, b) visu-
alization of a molecule, and the final conformation of nascent tripeptide: c) torsion angles, 
d) visualization of a molecule 
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Continuing this process, the eight amino acids chain obtains the conformation after 
the first and second phase of simulation presented in Fig. 4. Finally, the whole 38 
amino acids chain adopts the conformation after first and second phase of simulation 
presented in Fig. 5. The results of computations have been compared with the results 
obtained in different discretization grid of the permissible torsion angles, and the 
differences were acceptable. 

asn  -61.000  -74.000 
ser -146.000  108.000 
tyr -163.000  127.000 
pro  -47.000  114.000 
gly  132.000 -153.000 
cys -116.000   92.000 
pro  -86.000  171.000 
ser -122.000  135.000 

 
             a)                                                                      b) 

Fig. 4. Final conformation of eight amino acids nascent protein after the second phase of simu-
lation: a) torsion angles, b) backbone of molecule (ribbons visual representation [18]) 

 
 

 
 
 
 
 
 
 

 
 

 

Fig. 5. Final conformation of 38 amino acids nascent protein after the second phase of simulation 

The interesting observation can be do refer to the conformations of the same poly-
peptide sub-chain during the elongation phase and post-translational modifications 
namely cleavage of the main chain. In Fig. 6 the conformation of the initial eight 
amino acids cleaved from the whole chain has been presented. Comparing this con-
formation with the conformations of the same sub-chain of polypeptide in elongation 
phase (Fig. 4) we see the difference in the spatial shapes of these nanostructures. It 
suggests that the folding process of polypeptide depends on the sequence of external 
events preceding the final conformation. 
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4   Conclusions 

The paper presents two-phase algorithm for modeling and simulation of composite 
phenomena in protein processing: model building and simulation of initial phase of 
establishing the conformation of nascent protein folding.  

The introductory experiments reveal, that the crucial role plays the phase when the 
new, consecutive amino acid bonds to the existing chain of polypeptide. This phe-
nomenon is represented in simulation by the first phase, underlying fact that the new 
amino acid is partly fixed in the ribosome. 

 
 

asn  -58.000  -75.000 
ser  -89.000   82.000 
tyr -165.000  128.000 
pro  -47.000  114.000 
gly  126.000 -157.000 
cys -115.000   92.000 
pro  -86.000  171.000 
ser  -94.000  144.000 
                    a)                       b) 

Fig. 6. Conformation of the initial eight amino acids cleaved from the whole 38 amino acids 
nascent protein: a) torsion angles, b) backbone of molecule (compare with Fig. 4) 

We can expect, that the similar situation appears at the output of chaperones [29]. 
In the second phase of simulation, the whole structure is under the influence of an-
nealing process reaching the nascent conformation. This phase of protein folding can 
be treated as a correction of initial conformation. 

The very interesting observation was made refer to post-translational modifica-
tions. The conformations of the same sub-chain of polypeptide in elongation phase 
and after cleavage of the main chain are different. It suggests that the folding process 
of polypeptide can not be understand as a simple minimization process of conforma-
tional energy but depends on the sequence of events preceding the final state. 

Developed simulation software implementing mainly paradigms of molecular me-
chanics will be enriched in the scope of detection of stabilizing bonds as well as in the 
analysis tools for tracking the environmental modifications of protein conformation. 
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Abstract. This paper proposes a Time Delay Dynamic Fuzzy Network 
(TDDFN) that can be used for tracking and prediction of chaotic time series. 
TDDFN considered here has unconstrained connectivity and dynamical ele-
ments in its fuzzy processing units with time delay state feedbacks. The mini-
mization of a quadratic performance index is considered for trajectory tracking 
applications. Gradient with respect to model parameters are calculated based on 
adjoint sensitivity analysis. The computational complexity is significantly less 
than direct method, but it requires a backward integration capability. For updat-
ing model parameters, Broyden-Fletcher-Golfarb-Shanno (BFGS) algorithm 
that is one of the approximate second order algorithms is used. The TDDFN 
network is able to predict the Mackey-Glass chaotic time series and gives good 
results for the nonlinear system identification.   

1   Introduction 

Some of the nonlinear dynamical systems produce chaotic time series outputs that are 
highly depend on initial conditions. If the initial condition does not specified within a 
suitable precision range, it is very difficult to predict the long time future behavior of 
these time series. But the short time behavior can be exactly encapsulated. There are 
various types of evolutionary systems and neural networks with time delays to solve 
time series prediction in short time. For example in [1], an adaptive-network-based 
fuzzy inference system (ANFIS) was used to identify nonlinear components on-line in 
a control system to predict a chaotic time series. In another study, a genetic fuzzy 
predictor ensemble (GFPE) was proposed for the accurate prediction of the future in 
the chaotic or nonstationary time series [2]. Moreover, an evolutionary system, i.e., 
EPNet was used to produce very compact artificial neural networks (ANNs) to predict 
the Mackey-Glass time series prediction with generalization ability in comparison 
with some other algorithms [3] and in [4] a hybrid approach to fuzzy supervised 
learning was applied through software called GEFREX for approximation problems, 
classification problems, and time series prediction.  

Another approach for time series prediction is to provide dynamical neural network 
structures. The typical workaround is the usage of a large parallel input vector con-
sisting of a number of states or past samples of process data. This “tapped delay line” 
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approach has proven successful for chaotic time series prediction ([5],[6]), but it has 
the drawback of the curse of dimensionality: the number of parameters in the units 
increases exponentially and parameters can get larger values. 

This work focuses on modeling and prediction of nonlinear systems with time de-
lay dynamic fuzzy networks (TDDFNs) to overcome these drawbacks. TDDFNs are 
continuous-time recurrent neural networks that contain dynamical elements such as 
integrators in their fuzzy processing units and time delayed feedbacks. Successful 
control and modeling applications of DFNs without time delay elements can be found 
in [7] and [8]. In this study an approximate second order gradient algorithm based on 
adjoint theory [9]-[12] which is faster than the direct method is used for training the 
TDDFNs to obtain the appropriate parameters. Given a desired trajectory, a nonlinear 
optimization problem is solved to determine appropriate values for network parameters. 

2   Time Delay Dynamic Fuzzy Network Architecture 

The dynamic fuzzy network considered here represents the biological neuron that is 
constrained to be feedforward with dynamic elements in its fuzzy processing units, 
and with time delay state feedbacks. The processing unit is called “feuron” (stands for 
fuzzy neuron) [7],[8]. It represents a biological neuron that fires when its inputs are 
significantly excited through a lag dynamics (i.e. Hopfield dynamics). 

The feuron’s activation model which resembles the receptive field units found in 
the visual cortex, in parts of the cerebral cortex and in outer parts of the brain is a 
standard fuzzy system with Gaussian membership functions, singleton fuzzifier, 
product inference engine and a center average defuzzifier [13]. 

The activation function of the ith feuron can be expressed as: 
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where cik is the center and σik is the spread of the kth receptive field unit of the its ith 
feuron. 

The membership functions of the feuron are assumed to be normal and orthogonal 
with the boundary membership functions (the lower and upper membership functions 
of the universe of discourse) represented by hard constraints, i.e., it is assumed that 
membership value is equal one at out of range. 

An example of the computational model for TDDFNs with two-feuron and two-
inputs/two-outputs that is used in this study is shown in Fig.1. 

The general computational model that we have used for TDDFN is summarized in 
the following equations: 
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Fig. 1. The state diagram of  a TDDFN with two-feurons two-inputs/two-outputs 
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where w, p, q, r are the interconnection parameters of a TDDFN with n units and L 
input signals,  T is the time constants and π is the parameter sets (centers c, spreads σ, 
output centers b) corresponding to fuzzy SISO activation functions of the feurons.  

In general, the units have dynamics associated with them, as indicated, and they re-
ceive inputs from themselves and delayed-themselves and all other units. The output 
of a unit yi is a standard fuzzy system φ(xi,πi) of a state variable xi associated with the 
unit. The output of the network is a linear weighted sum of the unit outputs. Weights 
pij are associated with the connections from input signals j to units i, wij with interunit 
connections from j to i, wdij with delay-interunit connections from j to i and qij is the 
output connection weights from jth feuron to ith output. Ti is the dynamic constant, ri 
is the bias (or polarization) term and τi is the time-delay of ith feuron.  

3     Illustrative Examples of Some Dynamical Behaviors of TDDFN 

This model (TDDFN) can be used to approximate many of the behaviors of nonlinear 
dynamical systems with time delay. In this section, examples are given in which 
TDDFN converges to a point attractor, a perodic attractor (limit cycle). For this aim, 
given a set of parameters, initial conditions, and input trajectories, the set of equations 
(2), (3) and (4) can be numerically integrated from t=0 to some desired final time tf. 
This will produce trajectories overtime for the state variables xi (i=1…n). We have 
used Adams-Bashforth predictor method, extended with trapezoidal corrector in some 
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cases. The integration step size has to be commensurate with the temporal scale of 
dynamics, determined by the time constants Ti. In our work, we have specified a 
lower bound on Ti and have used a fixed integration time step of some fraction (e.g., 
1/10) of this bound. 

As a first example, a TDDFN is modeled as a point attractor system by a training 
algorithm whose details will be given in the next section. The interconnection pa-
rameters of the TDDFN given in Fig. 1 after training are found to be: 

=
−

−
=

−
=

1.0

1.0
r ,

5.0

05.0
wd,

01

20
w  

And the data for time constants, input centers, spreads and output centers with three 
membership functions in each feuron respectively are: 

−
==σ

−
−−

==

176.1176.0898.0

211.1764.0542.0
b,

875.0116.1837.0

283.1770.0412.1

,
785.0974.0996.0

087.0356.1791.0
c,

10

01
T

 

In this case initial conditions are chosen as x(0) = [ 1 1]T. Fig. 2a shows the example 
of zero-input state space trajectories for two-feuron network with time delay (19 sec-
onds) that converges to a point attractor. 

As a second example, a TDDFN is modeled as a periodic attractor system. In this 
case the interconnection parameters of the TDDFN are calculated as: 
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(a)                                                            (b) 

Fig. 2. State space trajectory of TDDFN a) Point attractor, b) periodic attractor 
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In this application trajectory tracking performance is excellent with initial conditions 
x(0) = [ 1 1]T. Fig. 2b shows the example of zero-input state space trajectories for 
two-feuron network with time delay (19 seconds). 

4   Training of TDDFN Based on Adjoint Sensitivity Analysis 

In this section, we consider a particular application of the TDDFN: trajectory tracking 
for process modeling. That is, we desire to configure the network so that its output 
and input trajectories have been specified, but all the parameters w, wd, r, τ and π, T 
are adjustable. This is done by minimizing the cost functional. We associate a per-
formance index of the network for this task as given by 
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where  zd(t) and z(t) are actual and modeled process responses respectively.  
Our focus in this paper has been on gradient-based algorithms for solving this 

computational problem. We require the computation of gradients or sensitivities of 
the performance index with respect to the various parameters of the TDDFN: 
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In this study above gradients are calculated by “adjoint” method which is based on 
the use of calculus of variations [9]-[12], [14]. In this method, a set of dynamical 
systems is defined with adjoint state variables λi: 
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The size of the adjoint vector is thus n and is independent of the number of DFN 
parameters. The computation of sensitivities using the adjoint method requires the 
solution of n differential equations. This is a significant savings for real-time applica-
tions. Then, the cost gradients with respect to TDDFN parameters are given by the 
following quadratures; 

λ=
∂
∂= ∂

∂
ft

0

T

p
f dt

p
J

g  
(9) 



780 Y. Oysal 

 

The cost gradients as in [7], [8], [12] can be easily computed. We assume that at 
each iterations, gradients of the performance index with respect to all TDDFN pa-
rameters are computed. Once g is computed several of gradient-based algorithms can 
be used to update parameter values of the TDDFN. Here for updating model parame-
ters, Broyden-Fletcher-Golfarb-Shanno (BFGS) algorithm [15] that is one of the ap-
proximate second order algorithms is used. 

5   Mackey-Glass Time Series Prediction with TDDFNs 

This section deals with a complex problem of approximating a nonlinear dynamical 
time series using TDDFN. Here, a benchmark chaotic time series first investigated by 
Mackey and Glass [16] which is a widely investigated problem in the fuzzy-neural 
literature [1], [2] is considered. The time series is generated by the following differen-
tial equation: 

  )t(x1.0
)t(x1
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As τ in this equation varies, the system can exhibit either fixed point, limit cycle or 
chaotic behavior. For τ = 17 the systems response is chaotic and we attempt the prob-
lem of approximating time series function of (10) for this value. The fifth order 
Runge-Kutta method was used to obtain simulation data with the following initial 
conditions x(0)=1.2 and x(t-τ)=0 for τ<≤ t0 .  

A TDDFN with one feuron was used in the simulations. Time delay of the feuron 
was taken to be the fixed value as the same as the Mackey-Glass, τ=17. The other 
weights are adjusted as presented previously. The first 100 data points were used to 
train the TDDFN. The prediction performance of the TDDFN was tested after 200th 
data points. Fig. 3 shows the result of the test with 200 training points. As seen in Fig. 
4, the neural network prediction capability is excellent. Table 1 compares the per-
formance of TDDFN with various classical models, neural networks, and fuzzy neural 
networks. The comparison is based on normalized root mean square error (NRMSE), 
which is defined as the RMSE divided by the standard deviation of the target series.  

 

Fig. 3. TDDFN prediction result (solid-line: Mackey-Glass, dotted-line: TDDFN output) 
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Note from the Table 1 that both ANFIS [1] and GEFREX [4] outperform all other 
model in terms of NRMSE. However, ANFIS has the drawback that it has less inter-
pretability in terms of learned information, and the implementation of the GEFREX is 
difficult. Excluding ANFIS, GEFREX and EPNet [3], TDDFN performs the best with 
an NRMSE of 0.024. In comparison to other models, the proposed TDDFN model is 
much less complex with easy implementation, and less number of parameters to be 
calculated. These mean that TDDFN can be easily used for real-time applications.   

 

Fig. 4. TDDFN prediction error 

Table 1. Comparison of TDDFN with other models for Mackey-Glass time series prediction 
problem (*: Results adapted from [2]) 

Method NRMSE 
GEFREX [4] 0.0061 
ANFIS [1] 0.0074 
EPNet [3] 0.02 
TDDFN 0.025 
GFPE* 0.026 
6th order polynomial* 0.04 
Cascade Correlation-NN Model* 0.06 
Auto Regressive Model* 0.19 
Linear Predictive Model*  0.55 

6   Conclusion 

The work reported here has concentrated on laying the theoretical and analytic foun-
dations for training of TDDFN. The TDDFN presented in this paper was successfully 
applied to time series prediction. They are to be used in real-time applications with 
process modeling and advanced control. 

The significance of this work is that efficient computational algorithms have been 
developed for parameter identification and training of fully nonlinear dynamical sys-
tems with time delay. The gradients can be computed by adjoint sensitivity analysis 
methods. Another time-delay approach for neural networks should be investigated to 
improve the prediction capability. 
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Abstract. A hybrid heuristic algorithm for the two-dimensional rectangular 
packing problem is presented. This algorithm is mainly based on divide-and-
conquer and greedy strategies. The computational results on a class of bench-
mark problems have shown that the performance of the heuristic algorithm can 
outperform that of quasi-human heuristics. 

1   Introduction 

Packing problems have found many industrial applications, with different applications 
incorporating different constraints and objects. For example, in wood or glass indus-
tries, rectangular components have to be cut from large sheets of material. In ware-
housing contexts, goods have to be placed on shelves. In newspapers paging, articles 
and advertisements have to be arranged in pages. In the shipping industry, a batch of 
object of various sizes have to be shipped as many as possible in a larger container, a 
bunch of optical fibers have to be accommodated in a pipe with as small as possible. 
In VLSI floor planning, VLSI has to be laid. These applications can formalize as bin 
packing problems [1]. For more extensive and detailed descriptions of packing prob-
lems, the reader is referred to [1,2,3]. 

In this paper, two-dimensional rectangular packing problem is considered. This 
problem belongs to a subset of classical cutting and packing problems and has been 
shown to be NP hard [4,5]. Optimal algorithms for orthogonal two-dimension cutting 
are proposed in [6,7]. However, they might not be practical for large problems. Hy-
brid algorithms combining genetic with deterministic methods for the orthogonal 
packing problem are proposed [8, 9, 10]. An empirical investigation of meta-heuristic 
and heuristic algorithms of the orthogonal packing problem of rectangles is given by 
[11]. However, generally speaking, those non-deterministic algorithms are more time 
consuming and are less practical for problems having a large number of rectangles. 
Recently, an effective quasi-human heuristic, Less Flexibility First, for solving the 
rectangular packing problem is presented [12]. Namely, the rectangle with less flexi-
bility should be packed earlier. This heuristic is fast and effective. Recently, several 
researchers have started to apply evolutionary algorithms to solve rectangular packing 
problem ([11, 13, 14, 15]. Based on the previous studies [16, 17], a rather fast and 
effective hybrid heuristic algorithm for the rectangular packing problem is presented. 



784 D. Zhang, A. Deng, and Y. Kang 

 

Computational results have shown that the performance of the hybrid heuristic algo-
rithm can outperform that of quasi-human heuristics.  

2   Mathematical Formulation of the Problem 

Given a rectangular empty box and a set of rectangles with arbitrary sizes, we want to 
know if all rectangles can be packed into the empty box without overlapping. This 
problem can also be stated as follows.  

 

Fig. 1. 

Given an empty box with length L  and width W , and n  rectangles with length 

il  and width iw , ni ≤≤1 , take the origin of two dimensional Cartesian coordinate 

system at the left-down corner of the empty box, ),( LL yx denotes the left-up corner 

coordinates of the rectangular empty box and ),( RR yx denotes the right-down cor-

ner coordinates of this box (See Fig. 1.). Does there exist a solution composed of n  
sets of quadruples 

 { }riliriliririlili yyxxniyxyxP ><≤≤= ,,1|),(),,( , 

where, ),( lili yx denotes the left-up corner coordinates of rectangle i , and 

),( riri yx denotes the right-down corner coordinates of rectangle i . For all 

ni ≤≤1 , and the coordinates of rectangle i  satisfies the following conditions:  

1. iriliiliri wyylxx =−∧=−  or  iriliiliri lyywxx =−∧=− . 

2. for all ijnj ≠≤≤ ,1 , and rectangle i  and j  cannot overlap, namely, 

ljri xx ≤  or rjli xx ≥  or ljri yy ≥  or rjli yy ≤ . 

3. RriLRliL xxxxxx ≤≤≤≤ ,  and LriRLliR yyyyyy ≤≤≤≤ , . 

If there is no such a solution, then obtain a partial solution which minimizes the to-
tal area of the unpacked space.  
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It is noted that the packing process has to ensure the edges of each rectangle are 
parallel to the −x  and −y axes respectively. 

3   Hybrid Heuristic Algorithm 

Many useful algorithms have recursive structure: to solve a given problem, they call 
themselves recursively one or more times to deal with closely related subproblems, so 
these algorithms are simple and effective. These algorithms typically follow a divide-
and-conquer approach: they break the problem into several subproblems that are simi-
lar to the original problem but smaller in size, solve the subproblems recursively, and 
then combine these solutions to create a solution to the original problem. 

The divide-and-conquer paradigm involves three steps at each level of the recur-
sion [18]: 

(1) Divide the problem into a number of subproblems. 
(2) Conquer the subproblems by solving them recursively. If the subproblem sizes 

are small enough, however, just solve the subproblems in a straightforward 
manner. 

(3) Combine the solutions to the subproblems into the solution for the original 
problem. 

Intuitively, we can construct a divide-and-conquer algorithm for the rectangular 
packing problem as follows: 

(1) Pack a rectangle into the space to be packed. Divide the unpacked space into 
two subspaces (see Fig. 2). 

(2) Pack the subspace by packing them recursively. If the subspace sizes are small 
enough to only pack a rectangle, however, just pack this rectangle into the 
subspace in a straightforward manner. 

(3) Combine the solutions to the subproblems into the solution for the rectangular 
packing problem. 

 
Fig. 2. Pack a rectangle into S  and divide the unpacked space into 21 , SS  

It is noted that how to select a rectangle to be packed into S  is very important to 
improve the performance of divide-and-conquer algorithm. In addition, two subspaces 
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1S  and 2S , which to be first packed recursively also affect the performance of algo-

rithm. In this paper, we present a greedy heuristic for selecting a rectangle to be 
packed, namely a rectangle with the maximum area or perimeter is given priority to 
pack. In detail, unpacked rectangles should be sorted by non-increasing order of area 
or perimeter size. The rectangle with maximum one should be selected to pack if it 
can be packed into the unpacked subspace. 

Thus the divide-and-conquer procedure can be stated as follows (Fig.3): 

Pack( S ) 

if no rectangle can be packed into S  
then return; 
else 

Select a rectangle and pack it into S ; 

Divide the unpacked space into 21 , SS ; 

if the perimeter of 1S > the perimeter of 2S  

Pack( 1S ); 

Pack( 2S ); 

else 

Pack( 2S ); 

Pack( 1S ); 

Fig. 3. The divide-and-conquer procedure 

For this recursive procedure, the average running time of the recursive procedure is 
)lg()( nnnT θ= . 

Due to the packing orders affect the packed ratio of the divide-and-conquer algo-
rithm, several orders can be tried to enhance the packed ratio. If we strictly pack rec-
tangles into S  according to the order of area or perimeter, the way of this kind of 
packing is not correspond to practical packing in industry fields, so we can swap the 
orders of the big rectangle and small rectangle in order to keep the diversification of 
packing order. In detail, the greedy heuristic strategies are as follows:  

1) Swap the order of two rectangles in given packing order; 
2) Consider the computation in two kinds of area order and perimeter order by 

calling two times hybrid heuristic ().  

The hybrid heuristic procedure can be stated as follows (see Fig. 4): 
From the description of hybrid heuristic algorithm, we can know the average run-

ning time of this algorithm is )lg()( 3 nnnT θ= . However, the worst running time 

of Heuristic1 [12] is )lg()( 5 nnnT θ= , the worst running time of Heuristic2 [12] 
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is )lg()( 4 nnnT θ= . Therefore, the computational speed of the hybrid heuristic 

algorithm is faster than that of Heuristic 1 and Heuristic 2. 

Hybrid heuristic () 
    Repeat do 

for i=1 to n 
 for j=i to n 
    Swap the order of rectangle i and j in current order; 
                 Pack(S); 
                 Save the best order of rectangles and the best packed area so far; 
                Current order =best order; 
   Until (the best packed area has no improvement) 

Fig. 4. The hybrid heuristic algorithm 

4   Computational Results 

Performance of the hybrid heuristic (HH) has been tested with seven different sized 
test instances ranging from 16 to 197 items [11]. These test instances have optimal 
solutions. The computational results are reported in Table 1. In order to understand 
HH more easily and compare HH with Heuristic 1 and Heuristic 2, we give their 
unpack ratio and running time comparison in Fig. 5, Fig. 6. Here, Heuristic 1 and 
Heuristic 2 are not implemented in this paper, they are run on a SUN Sparc20/71, a 
machine with a 71 MHz SuperSparc [12], so the % of unpacked area and running 
time are directly taken from [12]. Our experiments are run on a Dell GX260 with a 
2.4GHz CPU. It is noted that the computational results of C7 are not reported in 
[12], and so is Heuristic 1 for C43. So in Fig. 5 and Fig. 6, % of unpacked area and 
the running time for Heuristic 1 are shown to be empty. In addition, we give four 
packed results on test instances C1 and C73 for HH in Fig. 7 and Fig. 8 respec-
tively.  

On this test set, as shown in Table 1, HH runs much faster for all test instances 
than Heuristic1 and Heuristic 2. For C1-C6, the average running time of HH is less 
than 1.5s, for C7, the average running time of HH is less than 13.47s. It has shown 
that the actual running time of HH accords with its computational complexity. The 
unpacked area for HH ranges from 0% to 3.5% with the average unpacked ratio of 
0.88%. The average unpacked ratio of Heuristic 1 and Heuristic 2 is 0.92 and 3.65 
respectively. The average unpacked ratio of HH is lower than that of Heuristic 1 
and Heuristic 2. From Fig. 5 and Table 1, we can observe that the packed density 
increases with the increasing of the number of rectangles. The running time of Heu-
ristic 1 increases more badly. With the increasing of the number of rectangles, it is 
imaginable that the computational speed of Heuristic 1 for practical applications is 
unacceptable.  
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Fig. 5. % of unpacked area for Heuristic 1, Heuristic 2 and HH 

Fig. 6. CPU time comparison of Heuristic 1, Heuristic 2 and HH 

                       
                  C11                                       C12                                   C13 

Fig. 7. Packed results of C1 for HH 
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Fig. 8. Packed result of C73 for HH 

Table 1. Experimental results on Heuristic 1, Heuristic 2 and HH 

CPU time (seconds) % of unpacked area Test 
instances 

n L×W 

Heuristic1 Heuris-
tic2 

HH Heu-
ristic1 

Heu-
ristic2 

HH 

C11 16 20×20 1.48  0.10   0.0 2.00 7.50 2 
C12 17 20×20 2.42  0.18  0.0 2.00  7.50 3.5 

C1 

C13 16 20×20 2.63  0.17 0.0 2.50  6.25 0 
C21 25 15×40 13.35  0.80  0.05 0.67 4.83 0.67 
C22 25 15×40 10.88  0.98  0.05 0.00 4.17 0.0 

C2 

C23 25 15×40 7.92   7.92  0.0 0.00   0.83 0.0 
C31 28 30×60 23.72  2.07   0.05 0.67 2.33 0.67 
C32 29 30×60 34.02  1.98  0.05 0.83  5.83 2.44 

C3 

C33 28 30×60 30.97  2.70  0.05 0.78 4.00 1.56 
C41 49 60×60 438.18  32.90  0.44 0.97 2.31 1.36 
C42 49 60×60 354.47  33.68  0.44 0.22 5.17 0.78 

C4 

C43 49 60×60   29.37   0.33   1.25 0.44 
C51 73 90×60 1417.52  234.52  1.54 0.30 2.35 0.44 
C52 73 90×60 1507.52  237.58  1.81 0.04 2.15 0.44 

C5 

C53 73 90×60 1466.15  315.60  2.25 0.83  1.19 0.37 
C61 97 120×80 7005.73 813.45   5.16 0.25 3.35 0.66 
C62 97 120×80 5537.88  975.30  5.33 3.74 3.35 0.26 

C6 

C63 97 120×80 5604.70  892.72  5.6 0.54 1.39 0.5 
C71 196 240×160      94.62     1.25 
C72 197 240×160      87.25     0.55 

C7 

C73 196 240×160      78.02     0.69 
Average time and  
% of unpacked area 

1379.97 199.00 13.47 0.92 3.65 0.88 
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5   Conclusions 

A novel hybrid heuristic algorithm for the rectangular packing is presented in this 
paper. This algorithm is very simple and intuitional, and can fast solve the rectangular 
packing problem. The computational results have shown that HH outperform heuristic 
1 and Heuristic 2 in two ways of  % of unpacked area and the CPU time. So HH may 
be of great practical value to the rational layout of the rectangular objects in the engi-
neering fields, such as the wood-, glass- and paper industry, and the ship building 
industry, textile and leather industry. Further improve the performance of hybrid heu-
ristic algorithm and extend this algorithm for three-dimensional rectangular packing 
problems are the future work. 
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Abstract. In this paper, we introduce a new architecture of genetically dynamic 
optimization based Fuzzy Polynomial Neural Networks (gdFPNN) and discuss 
its comprehensive design methodology involving mechanisms of genetic opti-
mization, especially genetic algorithms (GAs). The proposed gdFPNN gives 
rise to a structurally and parametrically optimized network through an optimal 
parameters design available within FPN. Through the consecutive process of 
such structural and parametric optimization, an optimized and flexible gdFPNN 
is generated in a dynamic fashion. The performance of the proposed gdFPNN is 
quantified through experimentation that exploits standard data already used in 
fuzzy modeling. These results reveal superiority of the proposed networks over 
the existing fuzzy and neural models. 

1   Introduction 

The challenging quest for constructing models of the systems that come with signifi-
cant approximation and generalization abilities as well as are easy to comprehend has 
been within the community for decades [1], [2], [3], [4]. The most successful ap-
proaches to hybridize fuzz systems with learning and adaptation have been made in 
the realm of CI [5]. As one of the representative design approaches which are ad-
vanced tools, a family of fuzzy polynomial neuron (FPN)-based SOPNN(called 
“FPNN” as a new category of neuro-fuzzy networks)[6] were introduced to build 
predictive models for such highly nonlinear systems. The FPNN algorithm exhibits 
some tendency to produce overly complex networks as well as a repetitive computa-
tion load by the trial and error method and/or the repetitive parameter adjustment by 
designer like in case of the original GMDH algorithm.  

In this study, in addressing the above problems with the conventional SOPNN (es-
pecially, FPN-based SOPNN called “FPNN” [6], [7]) as well as the GMDH algo-
rithm, we introduce a new genetic design approach; as a consequence we will be re-
ferring to these networks as genetically dynamic optimization based FPNN (to be 
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called “gdFPNN”). The determination of the optimal values of the parameters avail-
able within an individual FPN (viz. the number of input variables, the order of the 
polynomial, input variables, the number of membership function, and the apexes of 
membership function) leads to a structurally and parametrically optimized network.  

2   The Architecture and Development of Fuzzy Polynomial Neural 
Networks (FPNN) 

2.1   FPNN Based on Fuzzy Polynomial Neurons (FPNs)  

The FPN consists of two basic functional modules. The first one, labeled by F, is a 
collection of fuzzy sets that form an interface between the input numeric variables and 
the processing part realized by the neuron. The second module (denoted here by P) is 
about the function – based nonlinear (polynomial) processing. This nonlinear process-
ing involves some input variables. 

2.2   The Review of Conventional FPNN Architecture 

Proceeding with the conventional FPNN architecture as presented in [6], [7], essential 
design decisions have to be made with regard to the number of input variables and the 
order of the polynomial occurring in the conclusion part of the rule. The overall selec-
tion process of the conventional FPNN architecture is shown in Fig. 1 

Basic FPNN

Modified FPNN

Generic type

Advanced Type

Case 1

Case 2

Scheme 1

Scheme 2

No. of input
variables each layer

No. of system input
variables

Design items being considered in FPNN architecture

Order of the
polynomial in the
conclusion part

Input variables of
the consequence part

 

Fig. 1. Taxonomy of the conventional FPNN architecture 

3   The Algorithms and Design Procedure of Genetically Dynamic 
Optimization Based FPNN 

3.1   Genetic Optimization of FPNN 

GAs is optimization techniques based on the principles of natural evolution. In es-
sence, they are search algorithms that use operations found in natural genetics to 
guide a comprehensive search over the parameter space. GAs has been theoretically 
and empirically demonstrated to provide robust search capabilities in complex spaces 
thus offering a valid solution strategy to problems requiring efficient and effective 
searching [8]. In this study, for the optimization of the FPNN model, GA uses the 
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serial method of binary type, roulette-wheel used in the selection process, one-point 
crossover in the crossover operation, and a binary inversion (complementation) opera-
tion in the mutation operator. To retain the best individual and carry it over to the nest 
generation, we use elitist strategy [9]. 

3.2   Design Procedure of Genetically Dynamic Optimization Based FPNN 

[Step 1] Determine system’s input variables 
[Step 2] Form training and testing data 

The input-output data set (xi, yi)=(x1i, x2i, …, xni, yi), i=1, 2, …, N is divided into 
two parts, that is, a training and testing dataset.  

[Step 3] Decide initial information for constructing the gdFPNN structure 
[Step 4] Decide FPN structure using genetic design 

We divide the chromosome to be used for genetic optimization into four sub-
chromosomes. The 1st sub-chromosome contains the number of input variables, the 
2nd sub-chromosome involves the order of the polynomial of the node, the 3rd sub-
chromosome contains input variables, and the 4th sub-chromosome (remaining bits) 
involves the number of MF coming to the corresponding node (FPN).  

[Step 5] Design of structurally optimized gdFPNN 

In this step, we design the structurally optimized gdFPNN by means of FPNs that 
obtained in [Step 4]. 

[Step 6] Identification of membership value using dynamic searching method of GAs 
[Step 7] Design of parametrically optimized gdFPNN 

Sub-step 1) We set up initial genetic information necessary for generation of the 
gdFPNN architecture.  
Sub-step 2) The nodes (FPNs) are generated through the genetic design.  
Sub-step 4) we calculate the fitness function.  
Sub-step 5) To move on to the next generation, we carry out selection, crossover, and 
mutation operation using genetic initial information and the fitness values. 
Sub-step 6) We choose optimal gdFPNN characterized by the best fitness value in the 
current generation. For the elitist strategy, selected best fitness value used. 
Sub-step 7) We generate new populations of the next generation using operators of 
GAs obtained from Sub-step 2. We use the elitist strategy. This sub-step carries out 
by repeating sub-step 2-6.  
Sub-step 8) Until the last generation, this sub-step carries out by repeating sub-step 2-7. 

4   Experimental Studies 

The performance of the gdFPNN is illustrated with the aid of well-known and widely 
used dataset of a gas furnace process utilized by Box and Jenkins [10].  

We try to model the gas furnace using 296 pairs of input-output data. The total data 
set consisting 296 input-output pairs was split into two parts. The first one (consisting 
of 148 pairs) was used for training. The remaining part of the series serves as a testing 
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set. In order to carry out the simulation, we use six-input [u(t-3), u(t-2), u(t-1), y(t-3), 
y(t-2), y(t-1)] and one-output (y(t)).To come up with a quantitative evaluation of the 
network, we use the standard MSE performance index. 

Table 1 summarizes the performance index of gdFPNN when using dynamic 
searching method.  

Table 1. Performance index of gdFPNN for the gas furnace process data (3rd layer) 

 (a) Selected input variables (b) Entire system input variables 
Triangular MF Gaussian-like MF Triangular MF Gaussian-like MF Max 
PI EPI PI EPI PI EPI PI EPI 

2 0.019 0.102 0.013 0.101  0.011 0.105 0.012 0.102 
3 0.015 0.115 0.011 0.116  0.011 0.110 0.007 0.106 

Fig. 2 illustrates the detailed optimal topologies of gdFPNN for 3 layer when using 
Max=2 and Gaussian-like MF: the results of the network have been reported as 
PI=0.012 and EPI=0.102. 

As shown in Fig 2, the proposed network enables the architecture to be a structur-
ally and parametrically more optimized and simplified network than the conventional 
FPNN.  
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Fig. 2. Genetically dynamic optimization based FPNN (gdFPNN) architecture 
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Fig. 3. The optimization process by the genetic algorithms 
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Fig. 3 illustrates the optimization process by visualizing the values of the perform-
ance index obtained in successive generations of GA. 

Table 2 gives a comparative summary of the network with other models.  

Table 2. Comparative analysis of the performance of the network; considered are models 
reported in the literature 

Model PI PIs EPIs 

Box and Jenkin’s model [10] 0.710   
Tong’s model [11] 0.469   

Sugeno and Yasukawa’s model [12] 0.190   
Xu and Zailu’s model [13] 0.328   

Oh and Pedrycz’s model [14] 0.123 0.020 0.271 
Lin and Cunningham’s model [15]  0.071 0.261 

CASE I  0.016 0.116 
FPNN [16] 

CASE II  0.012 0.125 
Triangular MF Max=4  0.018 0.122 

gFPNN [17] 
Gaussian-like MF Max=4  0.020 0.104 

Triangular MF Max=2  0.011 0.105 Proposed 
gdFPNN Gaussian-like MF 

3rd 
layer 

Max=3  0.007 0.106 

5   Concluding Remarks 

In this study, the design procedure of genetically dynamic optimization based Fuzzy 
Polynomial Neural Networks (gdFPNN) along with their architectural considerations 
has been investigated. In contrast to the conventional FPNN structures and their learn-
ing, the proposed model comes with a diversity of local characteristics of FPNs that 
are extremely useful when coping with various nonlinear characteristics of the system 
under consideration. The design methodology comes as a structural and parametrical 
optimization being viewed as two fundamental phases of the design process. The 
comprehensive experimental studies involving well-known datasets quantify a superb 
performance of the network in comparison to the existing fuzzy and neuro-fuzzy 
models. Most importantly, through the proposed framework of genetic optimization 
we can efficiently search for the optimal network architecture (structurally and para-
metrically optimized network) and this becomes crucial in improving the performance 
of the resulting model. 
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Abstract. We introduce an advanced architecture of genetically optimized Hy-
brid Fuzzy Neural Networks (gHFNN) and develop a comprehensive design 
methodology supporting their construction. The gHFNN architecture results 
from a synergistic usage of the hybrid system generated by combining Fuzzy 
Neural Networks (FNN) with Polynomial Neural Networks (PNN). As to the 
consequence part of the gHFNN, the development of the PNN dwells on two 
general optimization mechanisms: the structural optimization is realized via 
GAs whereas in case of the parametric optimization we proceed with a standard 
least square method-based learning. 

1   Introductory Remarks 

The models should be able to take advantage of the existing domain knowledge and 
augment it by available numeric data to form a coherent data-knowledge modeling 
entity. The omnipresent modeling tendency is the one that exploits techniques of 
Computational Intelligence (CI) by embracing fuzzy modeling [1], [2], [3], [4], [5], 
[6], neurocomputing [7], and genetic optimization [8].  

In this study, we develop a hybrid modeling architecture, called genetically opti-
mized Hybrid Fuzzy Neural Networks (gHFNN). In a nutshell, gHFNN is composed 
of two main substructures driven to genetic optimization, namely a fuzzy set-based 
fuzzy neural network (FNN) and a polynomial neural network (PNN). The role of the 
FNN is to interact with input data, granulate the corresponding input spaces. The role 
of the PNN is to carry out nonlinear transformation at the level of the fuzzy sets 
formed at the level of FNN. The PNN that exhibits a flexible and versatile structure 
[9] is constructed on a basis of Group Method of Data Handling (GMDH [10]) 
method and genetic algorithms (GAs). The design procedure applied in the construc-
tion of each layer of the PNN deals with its structural optimization involving the se-
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lection of optimal nodes (polynomial neurons; PNs) with specific local characteristics 
(such as the number of input variables, the order of the polynomial, and a collection 
of the specific subset of input variables) and addresses specific aspects of parametric 
optimization.  

2   Conventional Hybrid Fuzzy Neural Networks (HFNN) 

The architectures of conventional HFNN [11], [12] result as a synergy between two 
other general constructs such as FNN and PNN. Based on the different PNN topolo-
gies, the HFNN distinguish between two kinds of architectures, namely basic and 
modified architectures. Moreover, for the each architecture we identify two cases. In 
the connection point, if input variables to PNN used on the consequence part of 
HFNN are less than three (or four), the generic type of HFNN does not generate a 
highly versatile structure. Accordingly we identify also two types as the generic and 
advanced. The topologies of the HFNN depend on those of the PNN used for the 
consequence part of HFNN. The design of the PNN proceeds further and involves a 
generation of some additional layers. Each layer consists of nodes (PNs) for which the 
number of input variables could the same as in the previous layers or may differ 
across the network. The structure of the PNN is selected on the basis of the number of 
input variables and the order of the polynomial occurring in each layer.  

3   Genetically Optimized HFNN (gHFNN) 

3.1   Fuzzy Neural Networks Based on Genetic Optimization 

We consider two kinds of FNNs (viz. FS_FNN and FR_FNN) based on simplified 
fuzzy inference. The fuzzy partitions formed for each case lead us to the topologies 
visualized in Fig. 1.  
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       (a) FS_FNN; individual input variables         (b) FR_FNN; ensemble of input variables 

Fig. 1. Topologies of FNN 

The learning of FNN is realized by adjusting connections of the neurons and as 
such it follows a BP algorithm [14]. GAs are optimization techniques based on the 
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principles of natural evolution. In essence, they are search algorithms that use opera-
tions found in natural genetics to guide a comprehensive search over the parameter 
space [8]. In order to enhance the learning of the FNN and augment its performance 
of a FNN, we use GAs to adjust learning rate, momentum coefficient and the parame-
ters of the membership functions of the antecedents of the rules. 

3.2   Genetically Optimized PNN (gPNN) 

When we construct PNs of each layer in the conventional PNN [9], such parameters 
as the number of input variables (nodes), the order of polynomial, and input variables 
available within a PN are fixed (selected) in advance by the designer. This could have 
frequently contributed to the difficulties in the design of the optimal network. To 
overcome this apparent drawback, we introduce a new genetic design approach; espe-
cially as a consequence we will be referring to these networks as genetically opti-
mized PNN (to be called “gPNN”).  

4   The Algorithms and Design Procedure of gHFNN 

The premise of gHFNN: FS_FNN (Refer to Fig. 1) 
[Layer 1] Input layer. 
[Layer 2] Computing activation degrees of linguistic labels. 
[Layer 3] Normalization of a degree activation (firing) of the rule. 
[Layer 4] Multiplying a normalized activation degree of the rule by connection.  
[Layer 5] Fuzzy inference for the fuzzy rules.  
[Layer 6; Output layer of FNN] Computing output of a FNN. 

The design procedure for each layer in FR_FNN is carried out in a same manner as 
the one presented for FS_FNN. 

The consequence of gHFNN: gPNN (Refer to Fig. 2) 
[Step 1] Configuration of input variables. 
[Step 2] Decision of initial information for constructing the gPNN. 
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           (a) Design of PNs using chromosome                        (b) Formation of each PN 

Fig. 2. The PN design using genetic optimization 
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[Step 3] Initialization of population. 
[Step 4] Decision of PNs structure using genetic design. as shown in Fig. 2.  
[Step 5] Evaluation of PNs. 
[Step 6] Elitist strategy and selection of PNs with the best predictive capability. 
[Step 7] Reproduction.  
[Step 8] Repeating Step 4-7.  
[Step 9] Construction of their corresponding layer. 
[Step 10] Check the termination criterion (performance index). 
[Step 11] Determining new input variables for the next layer. 

The gPNN algorithm is carried out by repeating Steps 4-11. 

5   Experimental Studies 

The performance of the gHFNN is illustrated with the aid of a time series of gas fur-
nace [14].  
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Fig. 3. Optimal topology of genetically optimized HFNN for the gas furnace 
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Fig. 4. Optimization procedure of gHFNN by BP learning and GAs 
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We use two types of system input variables of FNN structure, Type I and Type II 
to design an optimal model from gas furnace data. Type I utilize two system input 
variables such as u(t-3) and y(t-1) and Type II utilizes 3 system input variables such 
as u(t-2), y(t-2), and y(t-1). The output variable is y(t).  

The optimal topology of gHFNN is shown in Fig. 3. Fig. 4 illustrates the optimiza-
tion process by visualizing the performance index in successive cycles. Table 1 con-
trasts the performance of the genetically developed network with other fuzzy and 
fuzzy-neural networks studied in the literatures. 

Table 1. Comparison of performance with other modeling methods 

Model PI EPI No. of rules 
Box and Jenkin’s model [14] 0.710   

Pedrycz’s model [1] 0.320   
Xu and Zailu’s model [2] 0.328   

Sugeno and Yasukawa's model [3] 0190   
Kim, et al.'s model [15] 0.034 0.244 2 

Lin and Cunningham's mode [16] 0.071 0.261 4 
Simplified 0.024 0.328 4(2×2) 

Complex [4] 
Linear 0.023 0.306 4(2×2) 

Simplified 0.024 0.329 4(2×2) Hybrid [6] 
(GAs+Complex) Linear 0.017 0.289 4(2×2) 

Simplified 0.022 0.333 6(3×2) 

Fuzzy 

HCM+GAs [5] 
Linear 0.020 0.264 6(3×2) 

Simplified 0.043 0.264 6(3+3) 
FNN [13] 

Linear 0.037 0.273 6(3+3) 
0.023 0.277 4 rules/5th layer (NA) 

Generic [11] 
0.020 0.119 6 rules/5th layer (22 nodes) 
0.019 0.264 4 rules/5th layer (NA) 

SOFPNN 
Advanced [12] 0.017 0.113 6 rules/5th layer (26 nodes) 

0.020 0.265 4 rules/3rd layer (12nodes) 
FS_FNN 

0.019 0.116 6 rules/3rd layer (19 nodes) 
0.018 0.260 4 rules/3rd layer (15nodes) 

Proposed model 
(gHFNN) 

FR_FNN 
0.018 0.114 7 rules/3rd layer (9 nodes) 

6   Concluding Remarks  

The comprehensive design methodology comes with the parametrically as well as 
structurally optimized network architecture. 1) As the premise structure of the 
gHFNN, the optimization of the rule-based FNN hinges on GAs and BP: The GAs 
leads to the auto-tuning of vertexes of membership function, while the BP algorithm 
helps obtain optimal parameters of the consequent polynomial of fuzzy rules through 
learning. And 2) the gPNN that is the consequent structure of the gHFNN is based on 
the technologies of the PNN and GAs: The PNN is comprised of both a structural 
phase such as a self-organizing and evolutionary algorithm, and a parametric phase of 
least square estimation-based learning, moreover the PNN is driven to genetic optimi-
zation, in what follows it leads to the selection of the optimal nodes.  

Acknowledgement. This work has been supported by KESRI(R-2004-B-133-01), 
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Abstract. Link weight is the primary parameter of OSPF, the most commonly 
used IP routing protocol. The problem of setting link weights optimally for 
unique-path OSPF routing is addressed. A complete formulation with a poly-
nomial number of constraints is introduced and is mathematically proved to 
model the problem correctly. An exact algorithm is thereby proposed to solve 
the problem based on the analysis of the hardness of problem constraints. 

1   Introduction 

Open Shortest Path First (OSPF) [13] is the most widely deployed protocol for IP 
networks. As with most other conventional IP routing protocols [6], OSPF is a short-
est path routing protocol, where traffic flows between origin and destination nodes are 
routed along the shortest paths, based on a shortest path first (SPF) algorithm [5]. 
Given a network topology, the SPF algorithm uses link weights to compute shortest 
paths. The link weights are hence the principal parameters of OSPF. 

A simple way of setting link weights is the hop-count method, assigning the weight 
of each link to one. The length of a path is thereby equal to the number of hops. An-
other default way recommended by Cisco is the inv-cap method, setting the weight of 
a link inversely proportional to its capacity, without taking traffic into consideration. 
More generally, the weight of a link may depend on its transmission capacity and its 
projected traffic load. Accordingly, a task is to find an optimal weight set for OSPF 
routing, given a network topology, a projected traffic matrix [8], and an objective 
function. This is known as the OSPF weight setting problem. 

The problem has two instances, depending on whether multiple shortest paths or 
only a unique one from an origin to a destination is allowed. For the first instance, a 
number of heuristic methods have been developed, based on genetic algorithm [7] and 
local search method [9]. For the second instance, Lagrangian relaxation method [12], 
local search method [15], and sequential method [2] have been proposed to solve the 
problem. With these heuristic methods, the problem is not formulated completely or 
explicitly and so generally is not solved optimally. 

From a management point of view, unique-path routing requires much simpler 
routing mechanisms to deploy and allows for easier monitoring of traffic flows [3]. 
Therefore, this paper focuses on the unique-path instance. The problem is referred as 
the unique-path OSPF weight setting (1-WS) problem. It is a reduction of the NP-
complete integer multicommodity flow problem [16]. 
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With the aim of developing a scalable approach to solve the 1-WS problem opti-
mally, a complete formulation with a polynomial number of constraints is introduced 
and is mathematically proved to model the problem correctly in Section 2. The hard-
ness of problem constraints is studied in Section 3. Based on the analysis of constraint 
hardness, an exact algorithm is proposed in Section 4. Conclusions and further work 
are presented in Section 5. 

2   A Complete Formulation 

2.1   Problem Definition 

The unique-path OSPF weight setting problem is defined as follows. Given 

• A network topology, which is a directed graph structure G=(V, E) where V is a 
finite set of nodes and E is a set of directed links. For each Eji ∈),( , i is the 

starting node, j is the end node, and 0≥ijc  is the capacity of the link. 

• A traffic matrix, which is a set of demands D. For each demand Dk ∈ , 
Vsk ∈  is the origin node, Vtk ∈  is the destination node, and 0≥kd  is the 

demand bandwidth. Accordingly, S is the set of all origin nodes. 
• Lower and upper bounds of link weights, which are positive real numbers 

minw  and maxw , respectively. 

• A pre-specified objective function, e.g., to maximise the residual capacities. 
 Find an optimal weight ijw  for each link Eji ∈),( , subject to 

• Flow conservation constraints. For each demand, at each node, the sum of all 
incoming flows (including demand bandwidth at origin) is equal to the sum of 
all outgoing flows (including demand bandwidth at destination). 

• Link capacity constraints. For each link, the traffic load over the link does not 
exceed the capacity of the link. 

• Path uniqueness constraints. Each demand has only one routing path. 
• Path length constraints. For each demand, the length of each path assigned to 

route the demand is less than that of any other possible and unassigned path to 
route the demand. 

• Link weight constraints. For each link Eji ∈),( , the weight ijw  is within the 

weight bounds, i.e., maxmin www ij ≤≤ . 

2.2   Mathematical Modelling 

According to the requirements of the 1-WS problem, the routing path of a demand is 
the shortest one among all possible paths. For each link, the routing path of a demand 
either traverses it or not. Based on this observation and the relationship between the 
length of a shortest path and the weights of links that it traverses, the problem can be 
formulated by defining one routing decision variable for each link and each demand, 
which results in the following model. 
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Routing decision variables: 

EjiDkxk
ij ∈∀∈∀∈ ),(,},1,0{  (1) 

is equal to 1 if and only if the path assigned to route demand k traverses link (i, j). 

Link weight variables: 

Ejiwwwij ∈∀∈ ),(],,[ maxmin  (2) 

represents routing cost of link (i, j). 

Path length variables: 

ViSs
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sil s
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(3) 

represents the length of the shortest path from origin node s to node i. 

Flow conservation constraints: 
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ib  otherwise. 

Link capacity constraints: 
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The above logic constraints can be linearised by introducing appropriate constants 
ε  and M with M<<< ε0 . 
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Objective function: to maximise the residual capacities, alternatively, to minimise the 
throughput: 

∈ ∈Eji Dk

k
ijk xd

),(
min  (7) 

Accordingly, the complete model is presented as follows: 

1-WS 0: Optimise (7) Subject to (4), (5), (6), (1), (2), (3) 
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2.3   Proof of Correctness 

A relaxation of the 1-WS problem is the integer multicommodity flow problem [1], a 
recognised correct model of which is presented as follows: 

1-WS I: Optimise (7) Subject to (4), (5), (1) 

Apparently, the difference between 1-WS 0 and 1-WS I are path length constraints 
(6) and the resulting additional link weight variables (2) as well as path length vari-
ables (3). In order to ensure that 1-WS 0 formulates the 1-WS problem correctly, 
constraints (6) are proved to represent correctly the additional path length as well as 
path uniqueness constraints in the following. As the initial logic constraints are identi-
cal to the linearised constraints (6), the following proof is based on the initial con-
straints (6’). 

Proposition 1. The path length constraints in 1-WS 0 restrict that each routing path is 
a shortest path. 

Proof. Assume for demand k, ),(...),(),( 13221 nnj jjjjjjP −→→→= , knk tjsj == ,1  

is the assigned routing path and ),(...),(),( 13221 mmi iiiiiiP −→→→= , kmk tisi == ,1  is 

one of any other possible and non-assigned paths. Then, according to the definition of 

routing decision variables, 1,...,1,1
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Therefore, 
ij PP ll ≤ . It is proved that path jP  is a shortest path.  

Lemma 1. The path uniqueness constraints are satisfied by 1-WS I. 

Proposition 2. The path length constraints in 1-WS 0 restrict that the resulting rout-
ing path of each demand is a unique shortest path. 

Proof. As 1-WS 0 is a reduction of 1-WS I, the solution to routing decision variables 
k
ijx  of 1-WS 0 is a solution to 1-WS I. 

According to Lemma 1, there is only one path to route each demand. Suppose for 
demand k, knknnj tjsjjjjjjjP ==→→→= − ,),,(...),(),( 113221  is the assigned rout-

ing path, and kmkmmi tisiiiiiiiP ==→→→= − ,),,(...),(),( 113221  is one of any other 

possible and non-assigned paths to route demand k. Then, according to the definition 
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As both iP  and jP  are paths between ks  and kt , they finally merge at one node. 

Assume it is node r and },1,...,3,2{},,1,...,3,2{, mmqnnpijr qp −∈−∈== . Then, 
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Therefore, 
ij PP ll < . It is proved that path jP  is the unique shortest path to route 

demand k.   

3   Constraint Hardness Characterisation 

There are three types of constraints in 1-WS 0, flow conservation constraints, link 
capacity constraints, and path length constraints. Among them, flow conservation 
constraints are the basic and core constraints of the problem. In order to compare the 
hardness of the other two types of constraints, two relaxed problems are studied. 

First, path length constraints are relaxed from the 1-WS problem, which results in 
the integer multicommodity flow problem 1-WS I, as introduced in Section 2.3. 

Second, link capacity constraints are relaxed from the 1-WS problem. This results 
in the un-capacitated unique-path OSPF weight setting problem: 

1-WS II: Optimise (7) Subject to (4), (6), (1), (2), (3) 

Forty-eight data sets with combinations of different parameter scenarios were gen-
erated for empirical study. In Table 1, Nds, Lnks, and Dmnds denote the numbers of 
nodes, links, and demands, respectively. All the three problems 1-WS 0, 1-WS I, and 
1-WS II were implemented in ECLiPSe [11] and solved using CPLEX 6.5 [10] on all 
data sets generated. The timeout was set to be 3600 seconds for each data instance. 
The following analyses are thereby based on the performance of using CPLEX. 

Table 1. Details of data sets tested 

ID Nds Lnks Dmnds ID Nds Lnks Dmnds ID Nds Lnks Dmnds 
1 10 22 3 17 30 78 60 33 50 130 49 
2 10 26 5 18 30 78 375 34 50 128 50 
3 10 24 9 19 30 136 3 35 50 130 100 
4 10 24 10 20 30 144 15 36 50 136 788 
5 10 26 20 21 30 142 29 37 50 238 3 
6 10 24 50 22 30 144 30 38 50 238 25 
7 10 46 3 23 30 142 60 39 50 238 49 
8 10 46 5 24 30 142 450 40 50 242 50 
9 10 46 9 25 30 236 3 41 50 240 100 

10 10 46 10 26 30 234 15 42 50 238 1000 
11 10 48 20 27 30 236 29 43 50 644 3 
12 10 44 50 28 30 234 30 44 50 648 25 
13 30 80 3 29 30 236 60 45 50 642 49 
14 30 78 15 30 30 234 450 46 50 642 50 
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15 30 82 29 31 50 128 3 47 50 646 100 
16 30 76 30 32 50 132 25 48 50 642 1000 

Consider the OSPF weight setting problem, it is shown that routing performances 
resulting from the proposed complete formulation are much better than those from 
using the default methods. The resulting average maximum utilisation is 28.79% of 
that from using the hop-count method and 40.68% of that from using the inv-cap 
method, which demonstrates the significant gains achieved by formulating the prob-
lem completely and solving it optimally. 
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Fig. 1. Solving times of 1-WS 0, 1-WS I, and 1-WS II 

Figure 1 compares the solving times of 1-WS 0 with those of 1-WS I and 1-WS II. 
It can be noted that 1-WS I is solved optimally within 1000 seconds for all instances, 
except the last one, which is detected infeasible in 1191 seconds. Meanwhile, it takes 
more time to solve 1-WS 0 than to solve 1-WS I on all instances. For most large-scale 
instances, it even cannot be solved when timeout. It is thus shown that path length 
constraints are very hard constraints for the 1-WS problem. It can be further seen that, 
although it takes less time to solve 1-WS II than the initial problem on most data 
instances, the difference is not so significant. The relaxed problem still cannot be 
solved when timeout on a few data instances. It is therefore indicated that the link 
capacity constraints are not the hardest constraints. 

In addition, it can be observed that between the two relaxed problems, 1-WS I is 
much easier to solve than 1-WS II. Therefore, path length constraints, which are re-
laxed in 1-WS I, are the hardest constraints for the 1-WS problem. 

In order to investigate further the reason behind the above observations, the con-
straint structure of the 1-WS problem is shown in Figure 2. The first row represents 
link capacity constraints (5), the next four rows correspond to flow conservation con-
straints (4), and the last four rows represent path length constraints (6). As it can be 
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seen, among the three types of constraints, flow conservation constraints and link 
capacity constraints contain only routing decision variables, while path length con-
straints couple routing decision variables with link weight variables and path length 
variables, which makes the problem more complicated than the integer multicom-
modity flow problem. This observation can also be used to explain why path length 
constraints are the hardest constraints for the 1-WS problem, instead of link capacity 
constraints, which are the hardest for the integer multicommodity flow problem [14]. 
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Fig. 2. Constraint structure of 1-WS 0 

4   Proposed Algorithm 

Based on the above study of constraint hardness, a proposed algorithm to solve the 1-
WS problem is Benders decomposition method [4], which decomposes the problem 
into an integer multicommodity flow master problem and a linear programming (LP) 
subproblem. The master problem deals with flow conservation constraints and link 
capacity constraints, and so contains routing decision variables only. Accordingly, the 
LP subproblem deals with the hardest constraints, path length constraints. Compared 
with the initial mixed integer programming (MIP) problem, the resulting master prob-
lem has a much smaller model size. Therefore, instead of solving a larger and more 
complicated MIP problem in one step, the proposed algorithm solves the problem by 
dealing with a smaller and simpler master problem and an LP subproblem iteratively. 
For the integer master problem, Lagrangian relaxation method has been demonstrated 
to be an appealing algorithm [14]. 

It was shown be preliminary results that, for small data instances, MIP solver 
solves the problem slightly faster than Benders decomposition method. However, 
when data instances get larger, the latter takes the advantage. 
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5   Conclusion 

In order to develop a complete solution approach to the unique-path OSPF weight 
setting problem, the problem has been explicitly formulated as a complete model, the 
correctness of which is mathematically proved. The model has three types of con-
straints, flow conservation constraints, link capacity constraints, and path length con-
straints. Among them, path length constraints have been identified to be the hardest 
constraints for the problem. Based on the study of constraint structure of the formula-
tion, Benders decomposition method, embedded with Lagrangian relaxation method 
for the integer master problem, has been proposed to solve the problem. 

Our future work includes developing the proposed algorithm completely and inves-
tigating possible improvements to both model formulation and solution algorithm to 
accelerate the convergence rate of the solution approach. 
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Abstract. The disadvantage of multi-dimension assignment algorithm of data 
association in distributed passive-sensor system is the lower processing speed. 
The modified optimal assignment algorithm is presented in this paper. The new 
algorithm avoids a large quantity of calculation of cost function of 4-tuple 
measurements and removes the disturbance of some  false location points. 
Simulation results show that by using the algorithm discussed in this paper, not 
only the calculation burden is reduced greatly but also the accuracy of data 
association is improved correspondingly. 

1   Introduction 

Because passive-sensor doesn’t radiate any electromagnetism signal, and has the 
advantage of both better concealment and less interference of the enemy, passive-
sensor location has become a hot research point which is studied by many scholars. 
When the target’s position is estimated by bearing-only measurements from passive 
sensors, the better method of data association is to transform the problem to the 
optimal assignment problem of operational research [1], [2]. The disadvantage of the 
optimal assignment algorithm of multi-passive-sensor multi-target data association is 
the long processing time caused by   the heavier calculation burden of cost function 
[3]. In the case of the four bearing-only sensors and multi-target are in the same plane, 
this paper proposes a modified algorithm based on direction-finding cross location. 
The essence of the modified algorithm is a two-stage association algorithm.   In the 
first stage, we eliminate some false intersection points by using a cross location 
technology, and in the second stage, only those points which have passed through the 
gating of the correlation test in the first stage can be permitted to join the assignment 
process. This reduces the computation burden from the calculation of cost function for 
assignment problem. In the meantime, with the removing of the large number of false 
location points, the effect of data association is improved. 
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2   Data Association  

2.1   The Traditional Optimal Algorithm  

Supposed four bearing-only sensors are used to locate targets as illustrated in Fig.1. 

The positions of four sensors are ;4,3,2,1,),( == syx T
sssp  suppose there are N 

targets in Surveillance view, and the position of target t is T
ttt yx ),(=p ; Suppose 

the number of measurements of sensor s is sn , s =1,2,3,4; the bearing-only sensor 

only measures the azimuth of target t , and it is denoted as ;...2,1, sssi ni
s

=Z  if the 

measurement is from a real target, it is the true observable stθ plus the Gaussian 

noise ),0( 2
sN σ , and if it is from spurious measurement, suppose it follows the 

uniform distribution in the field of view of sensor s. 

 
Fig. 1. Position of sensors 

The maximum likelihood function of 4-tuple },{
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rom the same target t is [1], [2] 
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Where dsP is the detect probability of sensor s , )( siu is a binary indicator function, if 

s
ensor s missed the detection from target t, i.e., 0=si , then .0)( =siu  Otherwise, 

.1)( =siu )( tsis
p Z  is the probability density function of 

ssiZ being from target t, 

The likelihood that the measurements are all spurious or unrelated to target t, i.e., 
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where s is the field of view of sensor s, the cost of associating the 4-tuple to target t 

is given by  
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As t  in (1) is unknown, it can usually be replaced by its maximum likelihood or 

least-square estimation as 
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Hence, the cost of associating 
4321 iiiiZ with target t can be induced as [1], [2] 
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With the assumption that each measurement is assigned to a target or declared false, 
and each measurement is assigned to at most one target, the problem of data association 
can be transformed to the following generalized 4-D assignment problem [2] 
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The solution of 4-D assignment problem can be shown to be NP-hard [2], [5]. The 
optimal technique requires unacceptable time and is of little practical value. Instead, 
fast and near the optimal solutions are most desirable. Among various heuristic 
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algorithms of multi-dimension assignment problem, Lagrangian relaxation algorithm 
has a dominant role owing to its satisfying result in application. It relaxes the 4-D 
assignment problem to a series of 2-D assignment problem to solve, which can be 
resolved by various algorithms in polynomial time [4]. The advantage of this 
algorithm compared with the other modern optimal algorithm is that not only can we 
obtain a suboptimal solution which is near to the optimal solution, but also can obtain 
a measure of the quality of this solution. When the density of targets and false alarms 
in surveillance is higher, the run time of Lagrangian relaxation algorithm is still too 
long to satisfy the need of engineering because of the large quantity of calculation 
burden from association cost, so we present a modified algorithm in next section. 

2.2   The Modified Algorithm  

The description of the cross location for four bearing-only sensors are shown in Fig.2. 

iθ  (i=1,2,3,4) denote the bearing measurements, The positions of  four sensors are 

denoted by (xi, yi), i=1,2,3,4, and the Cartesian position of A, B,C is denoted by  (xA, 

yA), (xB, yB), (xC, yC) . Then from the formula 

   
Fig. 2. Location of four sensors 
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We can get [3], 
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Again from  
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we can get the Cartesian position of B, C and the distance function BCd  and ACd   in 

the same way. 
Let 
                                               ACBCAB dddd ++=                                              (12) 

In actuality, the Cartesian position of A, B and C usually don’t coincide because of 
the sensor’s measurement error. In consideration of the special position of sensor 2, 
the probability that the four measurements come from a same target can be estimated 
by the value of d. In general, the smaller the value is, the more possible that they 
come from a same target has. We can use the value of d to be the statistics to 
determine if we should calculate the association cost of 4-tuple of measurements. This 
can avoid the large operation quantity from statistic test aiming to each 4-tuple of 
measurements one by one.  The disadvantages using distance function to construct test 
statistics of 2 distribution to carry on the  data correlation test, one is the heavy 
burden of calculation, the other is inferior data association result caused by the reason 
that the statistic may be not obey to the 2 distribution strictly sometimes. According 
to the large number of numeral simulations with the various measurement errors, the 
gating of statistics d can be determined by πστ /180500 ××= , where σ  denotes the 
bearing measurement error of each sensor, if it is different from various sensors, σ  
can be replaced by the average of four error values. 

As the association cost of 4-D assignment problem is defined as formula (3), so the 
corresponding 4-tuple of measurements 

4321 iiiiZ  may be considered a candidate 

association if and only if 0
4321

<iiiic , and all the 4-tuple of measurements 

4321 iiiiZ with 0
4321

>iiiic  can be eliminated from the list of candidate associations by a 

certain measure. The sparsity of candidate association is defined as the ratio of the 
number of potential measurement-target association in the 4-D assignment problem to 
the number of a fully connection. In the former algorithm, sparsity 0s is defined as the 

ratio of the number of association with negative cost value of the 4-tuple of 
measurements to the total association number. In the modified method, sparsity τs  is 

defined as the ratio of the number of association having passed the gating of the rough 
correlation test to the number of the fully association. In order to remove some false 
location points whose association cost are smaller relatively, τs is adopted as   lower 

than 0s or nearer to it. This can decrease the system error of the model of assignment 

problem. Therefore, the accuracy of data association of multi-sensor multi-target can 
be improved correspondingly. 
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The experimental function   which is given above is just be taken as a approximate 
superior gating, we can also adjust the size of the gating by observing the number of 
cost function in the pages of two-dimension at different circumstance timely. In fact, 
sparsity of candidate target in 4-D assignment problem is usually lower. According to 
the current accuracy of direction-finding cross location technique, the ratio of the 
number of cost function need to be calculated to the total number of cost function is 
about 10-15% in the two-dimension pages of association cost.   

From above analysis, the modified algorithm can be regarded as a two-stage 
correlation process constituted by both rough correlation process based on verdict 
function and the accurate correlation process based on the optimal assignment. 

3   Performance of Simulation  

3.1   Simulation Model 

Suppose the sensors’ position are shown in Fig.1, the position of four sensors are   (-

2000, 0), (-1000, -1000 3 ), (1000, -1000 3 ) and (2000, 0). The bearing 
measurement error of various sensor is the same value, we use them, θσ  of 0.40, 0.80. 

The detection probability of each sensor is assumed to be 1, and the false alarm rate is 
assumed 1/rad. 

3.2   Analysis of Simulation Results 

As shown in table 1, in the modified algorithm, either the sparsity τs  is adopted as 

0ss ≈τ  or adopted as 0ss <τ , both the run times reduced largely compared with the 

former algorithm. This is because that a large quantity of calculation from the false 
location points is cut. The difference between the two case is that the procedure time 
of 0ss <τ  is little lower than the result of the case of 0ss ≈τ . In addition, an obvious 

result is that the association accuracy correlated to 0ss <τ   is advantage of the result 

of 0ss ≈τ . This result  mainly because that with the appropriate limitation of the 

gating of verdict function in the case of 0ss <τ , some false location points with lower 

cost value are removed from the candidate association, and this causes the accuracy of 
data association and location to be improved by 7~8 percents.  

As the measurement error is supposed 0.020, the relations between the proceeding 
time of 4-D assignment algorithm and the number of targets are given in Fig.3. It is 
obvious that the run time growths rapidly with the increase of the number of targets 
when the former algorithm is adopted, but it increases slowly when the modified 
algorithm ( 0ss <τ ) is used. This result shows that the more the number of targets is, 
the more obvious the advantage of the modified algorithm demonstrates. In other 
words, the new algorithm is more applicable to solve the data association problem in  
high density environment of targets and false alarms.  
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Table 1. Average results  (25 runs) of 4-D assignment algorithmin (number of targets =20) 

 

 
Fig. 3. Run time of 4-Dassignment algorithm versus number of targets 

4   Conclusions  

This text mainly studies data association algorithm in multi-sensor multi-target 
location system. A modified algorithm based on Lagarangian relaxation algorithm 
of 4-D assignment problem is presented. The gating of the verdict function in the 
first stage correlation process is discussed and given. The new algorithm reduces 
the run time of the global optimal algorithm of 4-D assignment problem, and 
improves the effect of data association and location. This idea can be developed to 
the situation that the sensors and targets are not in the same plane, and it has widely 
application in other fields of the social activities.  

 Number joining 
accurate process 

association 

accuracy 

Run time 
(s) 

RMS error 
(km) 

Former 1405 85.7%   75.37 1.61 

Later ( 0ss ≈τ ) 1386 86.2%   33.72 1.56 

04.0
 

Later ( 0ss <τ ) 715 93.1%   31.96 1.07 

former 4776 76.7%   84.58 2.07 

Later ( 0ss ≈τ ) 4765 77.4%     37.63 2.03 

08.0
 

Later ( 0ss <τ ) 2974 85.6%   34.41 1.58 

*--the former algorithm 
o--the modified algorithm 

      
     ( 0ss <τ ) 
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Abstract. Rewriting system (RS) are a formalism widely used in com-
puter science. However, such a formalism can also be used to specify
executable models of dynamical systems (DS) by allowing the specifica-
tion of the evolution laws of the systems in a local manner.

The main drawback of RS is that they are well understood and well
known only for terms (a tree-like structure) and that their expressivity
is not enough for the representation of complex organizations that can
be found in DS.

We propose a framework based on topological notion to extend the
notion of RS on more sophisticated structures; the corresponding con-
cepts are validated through the development of an experimental pro-
gramming language, MGS, dedicated to the simulation of DS. We show
how the MGS rewriting system can be used to specify complex dynami-
cal systems and illustrate it with the simulation of the motility of the
nematode’s sperm cell.

1 Introduction

In this paper, we advocate the use of rewriting techniques for the simulation of
complex dynamical systems. The systems we are interested in, are often systems
with a dynamical structure [1]. They are difficult to model because their state
space is not fixed a priori and is jointly computed with the current state during
the simulation. In this case the evolution function is often given through local
rules that drive the interaction between some system components.

These rules and their application are reminiscent of rewriting rules and their
strategy. As a programming language, rewriting systems have the advantage of
being close of the mathematical formalism (transparencial referency and declar-
ativeness).

The aim of the MGS project is to develop new rewriting techniques on data
structures beyond tree-like organization, and to apply these techniques to the
modeling and simulation to various dynamical systems with a dynamical struc-
ture in biology. The key idea used here to extend rewriting systems to more
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general data structures is a topological point of view: a data structure is a set
of elements with neighborhood relationship that specifies which elements of the
data structure can be accessed from a given one.

This paper is organized as follows. Section 2 recalls the basic notions of
rewriting system and sketches its application to the simulation of dynamical
systems. Then we present the MGS programming language. An example illustrates
the introduced notion: the MGS simulation approach on a dynamical system with
a dynamical structure. The system to be modeled is the motility of a cell, inspired
by a previous work [2].

2 Rewriting and Simulations

2.1 A Computational Device

A rewriting system [3] (RS) is a device used to replace some part of an entity
by another. In computer science, the entities subject to this process are usually
expressions represented by formal trees. A RS is defined by a set of rules, and
each rule α → β specifies how a subpart that matches with the pattern α is
substituted by a new part computed from the expression β. We call the pattern
α the left hand side of the rule (l.h.s), and β the right hand side (r.h.s).

We write e →∗ e′ to denote that an expression e is transformed by a series
of rewriting in expression e′. It is called a derivation of e. The transformation
of e into e′ can be seen as the result of some computations defined by the
rewriting rules and the derivation corresponds to the intermediate results of the
computation.

2.2 Rewriting and Simulation

We will see how rewriting can be used for the simulation of dynamical systems
(DS), i.e., systems described by a state that changes with the time. Using RS
for the simulation of DS means:

– the state of the DS is represented by an expression,
– its evolution is specified by a set of rewriting rules defining local transfor-

mation.

Then, given an initial state e, a derivation of e following a RS corresponds to a
possible trajectory of the DS.

The role of a rule is to specify an interaction between different parts (atomic
or not) of the system, or the answer of the system to an exterior message.
So, at a cellular scale, c + s → c′ means a cell c that receives a signal s, will
change its state to c′ ; c → c′ + c′′ specifies a cell division and c → . represents
apoptosis. In these examples, operator + denotes the composition of entities into
subsystems. The formalism of RS has consequences of the properties of DS taken
in considerations, especially on the management of time and space.

Discretized Time. An important point in the modeling of a DS is the handling
of time. Clearly the model of time naturally supported by the framework of
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rewriting is a discrete, event based, model of time: the application of a rule
corresponds to some event in the system and this event corresponds to an atomic
instantaneous change in the system state.

Locality of Space. The previous operator + that joins entities and messages ex-
presses the spatial and/or the functional organization of the modeled system and
is used to denotes interacting parts of the system and the composition of entities
into a subsystem. So, on the first hand, the l.h.s and the r.h.s of a rule specify
a local part of the system where an interaction occurs. As a consequence, rules
represent local evolution laws of the DS. On the other hand, the organization
structures specified in the l.h.s and the r.h.s can differ to generate a modification
of the structure. This allows the modeling of a special and difficult to represent
kind of DS, the dynamical systems with a dynamical structure or (DS)2 (see [4]).

3 MGS: A Framework for Modeling and Simulating
Dynamical Systems Using RS

MGS is a project that aims at integrating the formalism of RS in a programming
language dedicated to the modeling and the simulation of (DS)2. In this sec-
tion, we will present this language. MGS embeds a complete, impure, dynamically
typed, strict, functional language.

3.1 Topological Collections

One of the distinctive features of the MGS language is its handling of entities
structured by abstract topologies using transformations [5]. The notion of data
structures is unified in the notion of topological collection, a set of entities orga-
nized by an abstract topology. Topological means here that each collection type
defines a neighborhood relation inducing a notion of subcollection.

Topological Collection and the Representation of a DS State. Topological collec-
tions are well-fitted to represent the complex states of DS at a given time. The
elements of the topological collection are the atomic elements of DS and each
element has a value.

3.2 Transformations

Topological collections represent a possible framework for an extension of RS.
Indeed, the neighborhood relationship provides a local view of the structural
organization of elements. Transformations extends the notion of RS to structures
other than trees and they are used to specify evolution functions of modeled DS.
A transformation of a topological collection S consists in the parallel application
of a set of local rewriting rules. A local rewriting rule r specifies the replacement
of a subcollection by another one. The application of a rewriting rule σ ⇒
f(σ, ...) to a collection S (1) selects a subcollection Si of S whose elements
match the pattern σ, (2) computes a new collection S′

i as a function f of Si and
its neighbors, and (3) specifies the insertion of s′i in place of si into s.
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Voronoi polygon

Delaunay triangle

Perinuclear region

τij

μi μj

Xi Xj

κ

Fig. 1. The nematode sperm cell. At the left, a schematic diagram showing the cell
organization: on the left, the nuclear region is found, on right is the lamellipodium.
Its discretization is done by the nodes. The plain edges correspond to the Delaunay
neighborhood. The dashed edges are the boundaries of the Voronoi polygons. At top
right, a figure of a zoomed part of the mesh is given. At bottom right, a Delaunay edge
links two nodes with a spring of modulus κ in parallel with a tensile element of stress
τ . A friction of coefficient μ appears when a node is in contact with the exterior tissue
(these diagrams are inspired by figures from [2])

Path Pattern. A pattern σ in the l.h.s of a rule specifies a subcollection where
an interaction occurs. This subcollection can have an arbitrary shape, making it
very difficult to specify. Thus, it is more convenient (and not so restrictive) to
enumerate sequentially its elements. Such enumeration will be called a path.

Replacement. The right hand side of a rule specifies a collection that replaces
the subcollection matched by the pattern in the left hand side.

4 Application to the Simulation of Nematode Sperm
Crawling

In this part, we are interesting in implementing a complex biological model
proposed by Bottino et al [2]. This model simulates the motility of the sperm cell
of the nematode Ascaris suum. We first describe the model and its discretization
in 2D. Then we see how this model can be translated in the MGS formalism.

4.1 Description of the Model

The sperm of Ascaris suum crawls using a lamellipodial protusion, adhesion
and retraction cycle. The chemical mechanisms of motility are located in the
front of the cell called lamellipodium. In this model, the system corresponds to
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the lamellipodium membrane stuck to the matrix surrounding the cell. First, a
fibrous polymerization occurs at the leading edge of the cell creating protusions.
These protusions push the cell membrane forward. Then, some elastic energy
is stored in the created fibrous gel. During the adhesion step, the protusions
stick the matrix with a traction process that makes the cell body traveling. The
fibrous gel undergoes a contraction. The final step occurs near the boundary
between the lamellipodium and the rest of the cell where the depolymerization
of the fibrous gel causes the deadhesion of the membrane. As a consequence,
the stored energy is released to pull the cell body forward. This mechanics is
moderated by a pH gradient.

The considered continuous equations corresponds to the elastic and tensile
stress in the membrane fixed to the extracellular matrix, and to pH distribution
to deal with the pH dependence.

Mechanical Forces. The equation given by Bottino et al. governing the mechan-
ical forces is:

μ(u)
∂u

∂t
= ∇.σ(u)

where u is a position vector. The l.h.s corresponds to the drag force due to
the contact between the membrane and the matrix. The r.h.s computes the
mechanical forces from the stress given by σ = Elastic Stress − Tensile Stress.
All the coefficients depend on distribution of the pH.

pH Distribution. The pH distribution follows a diffusion equation with a leak.
But, this distribution is done in a shorter time scale. Therefore, considering a
quasi-static approximation, we obtain:

D∇2[H+] = P([H+]− [H+]ext)

where [H+] is the proton concentration at a given position, [H+]ext is the external
proton concentration, D and P are properties of the cell. The l.h.s represents the
diffusion and the r.h.s is the leakage.

4.2 The Finite Element Model

This 2D surface is divided into finite elements in order to approximate the pre-
vious continuous differential equations. Each element corresponds to a node of a
mesh (see figure 1). A node represents a Voronoi tessellated cell are represented
by dashed edges on figure 1. The neighborhood of each Voronoi polygon is given
by a Delaunay triangulation and is figured as plain edges.

There are three kinds of element: (1) the lamellipodial boundary (Bnodes)
where the protusion occurs (in black), (2) the interface (NRnodes) between the
lamellipodium and the cell body (in dark grey) where the retraction is done, and
(3) the interior (Inodes) of the lamellipodium (in light grey).

Polymerization and Depolymerization. The polymerization and the depolymer-
ization of the gel respectively correspond to the creation and the deletion of
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Inodes. Two thresholds give the upper and the lower lengths of a Delaunay
edge. Let Xi and Xj be two nodes and lij the length of the Delaunay edge link-
ing Xi and Xj . If lij > lmax, a node is created is the middle of the edge with
a pH being the average between the pH at Xi and Xj . In practice, nodes are
created near the boundary. On the opposite, if lij < lmin and Xi is a NRnode,
Xj is deleted.

Discretization of the Continuous Equations. The previous equations are trans-
lated; for a node Xi:

∂ui

∂t
=

1
μi

∑
j

(κ|Xi −Xj | − τij)C
ij
2

Xj −Xi

|Xj −Xi| (mechanical forces)

∑
j

Cij
1 ([H+]i − [H+]j) =

P
D

([H+]i − [H+]ext) (pH distribution)

In these two equations, the ∇ operators of the continuous one are replaced by
a finite iteration over the neighbors Xj of the node Xi. The computation is
local and well-suited to a rewriting framework. The coefficients Cij

k depend on
geometrical properties of the Voronoi/Delaunay triangulation (such as the area
of Voronoi polygons). In the first equation, the term κ|Xi −Xj | corresponds to
the elastic force between Xi and Xj (on bottom right of figure 1). In fact, the
Delaunay edges are considered as an elastic element (emulated by a spring of
modulus κ) in parallel with a tensile element (with the stress τij). The coefficient
μi represents the drag effect.

4.3 MGS Implementation

The translation of the model in terms of transformations and topological collec-
tions is straightforward.

Data Structures. First, we have to represent a node of the Delaunay graph. We
use an MGS record (a data structure equivalent to a C struct) composed by 8
fields:

record Node = { px:float, py:float, vx:float, vy:float
H:float, pH:float, Bflag:bool, NRflag:bool };

Fields px and py represent the position of the node, vx and vy the speed vector,
and H and pH the proton concentration and the pH. We also define three pred-
icates Inode, Bnode and NRnode, to determine the type of the node. They use
the booleans Bflag and NRflag of a node.

A Delaunay graph is a predefined type of a topological collection available
in MGS. This type of collection is parameterized by a function that returns the
position of an element in space to automatically compute the neighborhood. So
we define this function for our example:

delaunay(2) D2 = fun elt ->
if Node(elt) then (elt.px, elt.py)

else error("bad element type") fi ;;
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Evolution Laws. Now that we have a representation for the data, we have to
specify the evolution laws from the discrete equations. We start with checking
the structure to create or delete nodes. The following MGS rules compute both
polymerization and depolymerization:

polymerization: Xi, Xj / (length(Xi,Xj) > lmax) =>
Xi, {pH=(Xi.pH+Xj.pH)/2,...}, Xj

depolymerization: Xi:Inode, Xj / (length(Xi,Xj) < lmin) => Xj

where function length returns the length between two nodes, and Xi:Inode
specifies that the node Xi must be a Inode. As soon as these rules are applied,
the Delaunay neighborhood is automatically updated.

After that, the pH distribution has to be updated to take account of the new
or the deleted nodes. The equation provides the value of the proton concentration
of a node as a function of the proton concentration of its neighbors:

trans update pH = {
Xi:Bnode => ...; Xi:NRnode => ...;
Xi => let num = neighborsfold(

(fun Xj acc -> C1(Xi,Xj) * Xj.H + acc),
0, Xi) + (P/D) * H ext

and den = neighborsfold(
(fun Xj acc -> C1(Xi,Xj) + acc),
0, Xi) + (P/D)

in Xi + {H = num/den, pH = -log10(num/den) }
}

The transformation update pH is composed by 3 rules. The two first deal with the
boundary conditions of the equation, and the last one applies the equation. The
function neighborfold is used to evaluate the sum of proton concentration of the
neighbors of Xi balanced by the coefficient Cij

1 . neighborfold corresponds to a
basic fold on the sequence of the neighbors of Xi. Finally, Xi is replaced by Xi+{H
= num/den, pH = -log10(num/den)} that denotes the new value of Xi where
the fields H and pH are updated. To deal with the quasi-static approximation, this
transformation is iterated until a fixpoint is reached. This iteration corresponds
to the resolution of inverting a matrix as Bottino et al. do.

To end one step of the simulation, the force equation has to be computed
and the velocities and positions of the nodes updated. The implementation of
this transformation is quite similar to update pH.

5 Discussion and Conclusion

The simulation developed here mimics in MGS the initial model developed by
Bottino et al. and implemented in Matlab [6]. One of the main motivations
for the development of this example, was to compare the conciseness and the
expressivity of the MGS programming style compared to a more traditional pro-
gramming language. Our opinion (which is subjective) is that the developed code
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is more concise and more readable, for instance because the management of the
Voronoi tessellation and the Delaunay triangulation is completely transparent
to the programmer. From the point of view of the performance, our approach
is comparable (with respect to the few indications available into the articles of
Bottino et al.) despite that the current MGS interpreter is a prototype version.
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Abstract. One of the most important application areas of Artificial
Life is the simulation of complex processes. This paper shows how to use
Bayesian Programming to model and simulate an artificial life problem:
that of a worm trying to live in a world full of poison. Any model of a
real phenomenon is incomplete because there will always exist unknown,
hidden variables that influence the phenomenon. To solve this problem
we apply a new formalism, Bayesian programming. The proposed worm
model has been used to train a population of worms using genetic al-
gorithms. We will see the advantages of our method compared with a
classical approach. Finally, we discuss the emergent behaviour patterns
we observed in some of the worms and conclude by explaining the ad-
vantages of the applied method. It is this characteristic (the emergent
behaviour) which makes Artificial Life particularly appropriate for the
study and simulation of complex systems for which detailed analysis, us-
ing traditional methods, is practically non-viable.

Keywords: Bayesian Programming, Complex Systems Modeling, Arti-
ficial Life Formalization Model.

1 Introduction

Initially, Artificial Life was defined as a broad field of work in which attempts
are made to simulate or recreate one or more natural processes using artificial
methods. Nevertheless, applications in this field have quickly exceeded purely
biological applications. The immediate applications of Artificial Life are in the
simulation of complex processes, chemical synthesis, multivariate phenomena,
etc. Very complex global behaviour patterns can be observed, initiated by simple
local behaviour. It is this characteristic (sometimes called emergent behaviour)
which makes Artificial Life particularly appropriate for the study and simula-
tion of complex systems for which detailed analysis, using traditional methods,
is practically non-viable. Nevertheless, it is necessary to bear in mind that any
model of a real phenomenon will always be incomplete due to the permanent
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existence of unknown, hidden variables that will influence the phenomenon. The
effect of these variables is malicious since they will cause the model and the
phenomenon to have different behavioural patterns. In this way both artificial
systems and natural systems have to solve a common problem: how each individ-
ual within the system uses an incomplete model of the environment to perceive,
infer, decide and act in an efficient way.

Reasoning with incomplete information continues to be a challenge for artifi-
cial systems. Probabilistic inference and learning try to solve this problem using
a formal base. A new formalism, the Bayesian programming (BP) [1], based on
the principle of the Bayesian theory of probability, has been successfully used
in autonomous robot programming. Bayesian programming is proposed as a so-
lution when dealing with problems relating to uncertainty or incompleteness.
Certain parallelisms exist between this kind of programming and the structure
of living organisms as shown in a theoretical way in [2].

We will see a simple example of how to apply BP formalism to a specific
artificial life problem. We will define a virtual world, divided into cells, some of
which contain poison. In this world lives a worm with only one purpose, to grow
indefinitely. In order to grow the worm must move through a certain number of
non poisonous cells in its world. If the worm moves into a poisonous cell then it
will die. The worm has a limited vision of the world, provided by its sensorial
organs, found in its head. These sensors allow the worm to see no further than
the adjacent cell. We believe that this is one of the first approaches that uses
Bayesian programming for the formalization of an artificial life problem as we
haven’t found any evidence of it’s application in this field.

2 Bayesian Programming

Using incomplete information for reasoning continues to be a challenge for artifi-
cial systems. Probabilistic inference and learning try to solve this problem using
a formal base. Bayesian programming has been used successfully in autonomous
robot programming [2], [1], [3], [4], [5]. Using this formalism we employ incom-
pleteness explicitly in the model and then, the model’s uncertainty chosen by
the programmer, are defined explicitly too.

A Bayesian program is defined as a mean of specifying a family of probability
distributions. There are two constituent components of a Bayesian program. The
first is a declarative component where the user defines a description. The purpose
of a description is to specify a method to compute a joint distribution. The second
component is of a procedural nature and consists of using a previously defined
description with a question (normally computing a probability distribution of
the form P (Searched|Known)). Answering this question consists in deciding
a value for the variable Searched according to P (Searched|Known) using the
Bayesian inference rule:

P (Searched|Known⊗ δ ⊗ π) =
1
Σ ×

∑
Unknown

P (Searched⊗Unknown⊗Known| δ ⊗ π) (1)
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It is well known that a general Bayesian inference is a very difficult problem,
which may be practically intractable. However, for specific problems, it is as-
sumed that the programmer would implement an inference engine in an efficient
manner. More details about BP can be found in [1],[2].

3 Specifying the Problem Using Bayesian Programming

We commented above on the existence of a world, composed of n × m cells,
where each cell Cij could be in any one of four different states: empty, containing
poison, part of the wall which surrounds this artificial world or it could be hidden
from view beneath the worm’s tail. In this way a cell Cij = {∅, V,M,L}. The
wall configuration is uniform for each generated world, however, in contrast,
the distribution of poison is random and varies from world to world. Initially,
we asume the amount of poisonous cells to be between 5%-10% of the total.
Within each world lives only a single worm which only objective is to move and
to grow. A worm grows and increases its length by one unit every time it moves
through d cells inside its world. If the worm moves to a cell that is not empty
then it will die. The only information about the world available to the worm
is provided by its sensors, located in its head (see figure 1a). A sensor is only
able to see the state of cells adjacent to and in front of the worm’s head, no
further.

We assume that each worm has a certain knowledge represented as states.
In this way each worm can stay in one state Et given a reading and a previous
state. Furthermore, a worm could obtain a reading of the world Lt represented
as a binary triplet which specifies if the cell in the position of its components is
occupied ’1’ or not ’0’. Finally, a worm could execute three actions. Go straight
ahead, turn left or turn right At = {u, l, r} the actions will be guided only by a
reading and the actual state of the worm. Once the action At has been executed
the worm can change to a new state Et+1.

The first part of a Bayesian program is to define the pertinent variables of
the problem. To develop a movement in the world, the worm only needs to know
the reading Lt of it’s sensor and the actual state Et, in addition to the set of
actions A it could develop in the world. As we commented previously, an action
At must be followed by an instant change in state t + 1. In this way we define
the following variables for each instant t:

Lt = {000, 001, 010, ..., 111} , "Lt# = 8
Et = {0, 1, 2, ..., k} , "Et# = k + 1

At = {u, l, r} , "A# = 3
(2)

The second part of a BP is to define a decomposition of the joint prob-
ability distribution P (Lt ⊗Et−1 ⊗ Et ⊗A|πW ) as a product of simpler terms.
This distribution is conditioned by the previous knowledge πw we are
defining.
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P (Lt ⊗ Et−1 ⊗ Et ⊗At|πW ) = P (Lt|πW )× P (Et−1|Lt ⊗ πW )×
×P (Et|Et−1 ⊗ Lt ⊗ πW )× P (At|Et ⊗ Et−1 ⊗ Lt ⊗ πW ) =

= P (Lt|πW )× P (Et−1|Lt ⊗ πW )×
×P (Et|Et−1 ⊗ Lt ⊗ πW )× P (At|Et ⊗ Lt ⊗ πW )

(3)

The second equality is deduced from the fact that an action only depends on
the actual state and the reading taken.

Next, in order to be able to solve the joint distribution, we need to assign
parametrical forms to each term appearing in the decomposition:

P (Lt|πW ) ≡ Uniform
P (Et−1|Lt ⊗ πW ) ≡ Uniform

P (Et|Et−1 ⊗ Lt ⊗ πW ) ≡ G (μ(Et−1, Lt), σ(Et−1, Lt))
P (At|Et ⊗ Lt ⊗ πW ) ≡ G (μ(Et, Lt), σ(Et, Lt))

(4)

We assume that the probability of a reading is uniform because we have
no prior information about the distribution of the world. In the same way we
consider that all possible worm states can be reached with the same probability.
Give a state Et−1 and a lecture Lt we believe that only one state Et would
be preferred. In this way the distribution P (Et|Et−1 ⊗ Lt ⊗ πW ) is unimodal.
However, depending on the situation, the decision to be made may be more or
less certain. This behaviour is resumed by assigning a Gaussian parametrical
form to P (Et|Et−1⊗Lt⊗πW ). In the same way, given a state and a reading we
suppose that an action with more or less intensity would be prepared.

We show a set of free parameters which define the way the worm moves.
These free parameters (that must be identified), derived from the parametrical
form (means and standard deviations of all the Gaussians "Et−1# × "Lt# and
"Et# × "Lt#), would be the ones to be learned.

Finally we specify the steps that the worm needs to move (using the joint
distribution): to obtain a reading Lt from the worm’s sensors, to answer the
question Draw(P (At|Et⊗Lt⊗πW )), then the worm will execute the movement
command A and will answer the question Draw(P (Et+1|Et⊗LT ⊗πW )), finally
the worm will change to the state Et+1.

4 Genetic Algorithms

Genetic algorithms (GA) are a global search technique which mimic aspects of
biological evolution. We initially assume that the worm’s parameters are gener-
ated randomly. The worm only has previous knowledge provided by its knowl-
edge decomposition. The learning process would be produced generation after
generation, where the longest living worms in the world would be those most
enabled and adapted to reproduce and to maintain their intelligence. Next we
will describe the main parts of our genetic algorithm.

Chromosome Codification. A chromosome is represented using two tables.
The first one is formed by 2 ·k ·8 components specifying the Gaussians "Et−1#×
"Lt# which represent P (Et|Et−1 ⊗Lt ⊗ πW ). The second table is formed by the
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same component numbers specifying the Gaussians "Et#× "Lt# which represent
P (At|Et ⊗ Lt ⊗ πW ). In this way, each chromosome contains 32 · k gens. In
the described experiments, the initial chromosome population is obtained by
randomly initializing the Gaussian parameters.

Fitness Function. We want to reward the worms that live the longest time
in the world. In this way we describe the fitness function as the number of
iterations that a worm lives in a randomized generated world. In order to avoid
the situation where a simple world produces an overvalued worm, we generate
w random worlds to evaluate each worm’s fitness. All worlds are the same size
and have the same wall disposition, only the quantity and position of poisonous
cells varies, being selected randomly and comprising between 5% and 10% of the
total cells.

Selection, Crossover an Mutation Operators.
– Selection operator. We used a stochastic remainder sampling selector (SRS)

with a two-staged selection procedure. In addition we use elitism (the best
individual from each generation is carried over to the next generation).

– Crossover operator. We use an asexual two-point crossover operator. In this
way the mother genes will be selected until the crossover point where the
father genes will be copied. This process will be done for the two tables (see
figure 1b) that describe the chromosome.

– Mutation operator. We define an incremental mutation operator for states,
in this way given a gene x we define a mutation as: x ∈ [0, k], mut(x) =
x + 1MODk. Suppose we have four states, and that q2 = 3, if we mutate
this element we will obtain q2 = 3 + 1MOD 4 = 0. A random mutation
scheme is used to choose the directions for the worm to take. A new direction
is generated randomly and then substitutes the original gene.

4.1 Used Parameters

Using the operators presented in the previous section we obtain an evolutive
learning process for a worm. Developing empirical tests we arrive at the con-
clusion that a number of states (k) greater than five complicates the learning
process of the worm and does not improve the movements made by the worm.
For this reason, in the rest of the experiments, we use a fixed number of states
equal to five.In addition, for the remainder of tests we use d = 5 (for each five
cells the worm moves through it will increase it’s size by one unit) and w = 6
(six random worlds will be generated in order to evaluate each worm).

4.2 Worms Evolution

In order to obtain the best individual we use 100 executions for each state with a
population of 250 individuals and 500 generations using the operators specified
in the previous section. In figure 1c an example is shown of the executions show-
ing the fitness of the worst and best performing individual as well as the average
results obtained, illustrating the algorithm convergence. For each algorithm exe-
cution the evaluation took about 2 minutes using a Pentium IV running at 2Ghz.
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Fig. 1. a) Worm’s vision relating to its head and the direction it has in the world. b)
Asexual two point crossover operator for the worm’s chromosome. c) Evolution of the
worst (bottom line), the average (in the middle) and the best performing individual
(top). The y axis represents the worm’s fitness and the x axis the actual generation.
Until the first 50 iterations an improvement is produced in the medium and the worst
individual. Then the graph tends to oscillate although a slight increase is produced
(because the best case increases and maintains it’s level through elitism)

5 Survival Behaviours and Experimentation

In this section we will analyze some characteristics and emergent behaviours that
were observed in the worms. Readers of this paper are invited to test our simula-
tor at the following address http://www.dccia.ua.es/∼fidel/worm.zip. Us-
ing Bayesian Programming the worm’s previous knowledge is defined and mech-
anisms are given to provide new knowledge to the worm. This data is represented
using two sets of discrete Gaussians which were learned using genetic algorithms.
However, we should remember that to get the information of the learned distribu-
tions we use the Draw function which randomly extracts a value for the distribu-
tion. In this way we obtain a non-deterministic behaviour, which is more adapt-
able to variations in complex worlds. After training the worm population we
simulate, in a graphical way, the best individual found. It is curious to see differ-
ent behaviour patterns, which provide more survival opportunities. Some of these
patterns even seem to imitate natural behaviour developed in some animals.

One of the most common patterns is to follow the edge of the world while
no poison is found near it (see figure 2a). This is a good way to move if the
proportion of poison is low near the edges and configurations don’t exist that trap
the worm between the perimeters and the poison. Another curious behaviour is
the development of a zigzag movement emulating the way some snakes move (see
figure 2b) so reducing the area that the worm occupies in the world. In addition
it is quite common for the worm to move up and down like a ping-pong ball
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Fig. 2. Different behavior patterns. a) Follow the edge of the world. b) Zigzag move-
ment. c) Ping-pong behaviour. d) In the movement the worm seems to follow its tail.
The arrow points to the next worm displacement

(see figure 2c). Finally, we underline the movement of some worms which seem
to move as if trying to reach their tails, so forming a spiral (see figure 2d). The
behaviour described above (and some others) are repeated and combined with
the obtained worms. These behaviour are not programmed implicitly, they have
been obtained using the proposed brain model and selected using an evolving
process in a population.

5.1 Comparing Our Model with a Clasical One

We can see some advantages of our method if we compare it to a more clas-
sical model approach, the finite states machine (FSM) [6]. This approach has
various drawbacks. First, it assumes a perfect world model, which is false. It is
necessary to know that any model of a real phenomenon is incomplete because
there will always exist non-considered, hidden variables, that will influence the
phenomenon. The effect of these variables is malicious since they will cause the
model and the phenomenon to show different behavioural patterns. Second, a
FSM develop a deterministic behaviour therefore in certain world configura-
tions it will fail. On the other hand, a Bayesian model has not a deterministic
behaviour and two different executions in the same world may have different
results, which provide greater adaptability to changes in the environment con-
figuration.

6 Conclusions

In this paper we have seen an application of Bayesian programming in an ar-
tificial life system. The formalism of the artificial life models is a continuous
field of investigation because of the complexity of the systems we work with
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[7],[8]. In addition, we have the added difficulty of working with uncertainty and
include it into the model we want to use. The Bayesian programming brings
up a formalism where implicitly, using probabilities, we work with the uncer-
tainly.

In a world with randomly distributed poison lives a worm, which main pur-
pose is to grow up. We propose a formalization of the virtual worm using a
decomposition in terms of a joint probability distribution of their knowledge. In
this way, applying the Bayesian Programming we obtain a versatile behaviour
adaptable to changes and what is more a mathematical description of the prob-
abilistic environment model. We have seen some advantages of our method com-
paring it to a more classical model approach, the finite states machine (FSM
[6]) (see section 5.1).The learning process, given a worm population, has been
developed with evolving techniques, using genetic algorithms. The principal rea-
son for using GA was because they are a global search technique which mimic
aspects of biological evolution even though other search techniques could be
picked to select the worms. Each used chromosome is the codification of the
two distributions obtained with the previous Bayesian formalism. Satisfactory
results were obtained that prove the validity of the proposed model. Relatively
complex and elaborate behavioural patterns were observed in the movements
of the most highly adapted worms. These behaviour patterns were not implic-
itly programmed but were obtained in an emergent way using the proposed
model.

Bayesian programming is, therefore, a promising way to formalize both artifi-
cial and natural system models. In this example, we have seen how this paradigm
can be adapted to a simple, artificial life problem. Future studies will try to model
different artificial life systems using this new formalism.
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Abstract. The problem of optimization embedded in simulation on
models type System Dynamics is rather new for field modelers. In model
DYNBALANCE(2-2-c) authors link the algorithm of solving the pseu-
dosolution of overdetermined system of equations to classical structure of
type System Dynamics – to minimize the specific Euclidean norm which
measures some aspect of the dynamical behaviour of system.

1 Introduction

The classical concept of system Dynamics [1,2,3,4,10,11] assumes, that, during
the time horizon of the simulation, the structure (given a-priori) will remain
constant. Last couple of years, some ideas of structural evolution has occurred
in System Dynamics modelling. First prof. Coyle [1] took the problem of, so
called ”simulation during optimization”. The question was: how to ”optimize”
the structure in order to achieve the desired behaviour? Kasperska and S�lota
have gone the opposite way. The idea was: how to embedding the optimization
in simulation on System Dynamics models? In work [7], the attention has been
focused on two methods of embedding the optimization in simulation. One of
them took advantage from linear programming. However the second considered
the idea of Legras (for pseudosolution of overdetermined system). Such ”hybrid”
ideas has enriched the possibilities of classical System Dynamics, specially in
context of measuring the interesting aspect of dynamical behaviour of system.
Now authors present extended version of model DYNBALANCE(2-2) (named:
DYNBALANCE(2-2-c)) and some results of experiments undertaken by applying
language Professional Dynamo 4.0.

2 Mathematical Model of the System

On Figure 1 the reader can study the main structure of the model, in �Lukaszewicz
symbols [10]. Below the meanings of matrixes: A, x and b can be recognize in
presented matrix equation Ax = b:
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Fig. 1. Structure of model DYNBALANCE(2-2-c)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

q11 0 q12 0
0 q21 0 q22
1 1 0 0
0 0 1 1

ucp11 · q11 0 ucp21 · q12 0
0 ucp12 · q21 0 ucp22 · q22
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎝
rm11
rm12
rm21
rm22

⎞⎟⎟⎠ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

frdp1(t)
frdp2(t)
sourc1(t)
sourc2(t)

b5
b6
b7
b8
b9
b10

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (1)

The idea of solving the matrix equation (1) uses the method of Legras [9] by
finding the so called ”pseudosolution”, which minimize the norm of overdeter-
mined equation (1). This is the Euclidean norm, so it is the square root of sum
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of squares of discrepancies (Ax− b)i, for i = 1, 2, . . . , 10. So, the found solution
is that give the best ”fitting” of balance (modelling by equation (1)).

Technically speaking, the solving of matrix equation (1) is the problem of
programming specific works on matrixes, in order to attain x:

x =

⎛⎜⎜⎝
rm11
rm12
rm21
rm22

⎞⎟⎟⎠ =
(
AT ·A)−1 ·AT · b .

The formula was examined by authors and for given number values we have
gotten results, that will be described in next section.

3 The Assumptions for Experiments

The table 1 presents in synthetical form the elements of scenario of simulations
experiments.

Table 1. The main assumptions for experiments on model DYNBALANCE(2-2-c)
(where 1(t) is the unit step function, equal to 0 for t < 0 and 1 for t ≥ 0)

No. rd1 rd2

1 Sinusoidal: Sinusoidal:
rd1(t) = 100 + 30 sin(π t/52) rd2(t) = 100 + 30 sin(π t/52)

2 Step function (increase): Sinusoidal:
rd1(t) = 100 + 300 1(t − 10) rd2(t) = 100 + 30 sin(π t/52)

3 Step function (decrease): Sinusoidal:
rd1(t) = 100 − 100 1(t − 10) rd2(t) = 100 + 30 sin(π t/52)

4 Linear decrease: Sinusoidal:

rd1(t) =

{
1000 t < 10
1100 − 10t t ≥ 10 rd2(t) = 100 + 30 sin(π t/52)

5 Step function (increase): Step function (decrease):
rd1(t) = 100 + 300 1(t − 10) rd2(t) = 100 − 100 1(t − 10)

Moreover the values of chosen parameters are as follows:
– prices: price1 = 300, price2 = 350;
– sources of raw materials: sourc1 = 20, sourc2 = 20;
– initial levels of inventory of product P1 and P2: lin1 = 350, lin2 = 350;
– initial levels of raw materials during transformation into product P1 and
P2: lmt1 = 200, lmt2 = 400;

– parameters of technology: q11 = 1, q12 = 2, q21 = 1, q22 = 2.

The possibilities of experimentations on model DYNBALANCE(2-2-c) are
practically unlimited. For example: the prices can become random as sources of
raw materials too. Below, in the next section, the chosen results of experiments 1–
5 will be presented.
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4 The Results of Experiments

On Figures 2–6 the main characteristic of some variables from the model
DYNBALANCE(2-2-c) are presented. The Reader, who will be interested in
details, has possibilities to compare such important (in sense of ”quality” of fit-
ting the balance: Ax = b, and in sense of dynamics of whole system) variables,
like: norm, lin1, lin2, prof1, prof2 and the others.
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Fig. 2. The characteristic of variable norm (the ”fitting of balance Ax = b in whole
horizon of simulation; left figure – experiment number 1, right figure – experiment
number 5)
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Fig. 3. The characteristic of level of inventory of product P1 (lin1) and rate of demand
rd1 (left figure – experiment number 1, right figure – experiment number 4; solid line –
lin1, dash line – rd1)

Under the different condition about the demands for product P1 and P2
system reacts in such a way that minimize the Euclidean norm. So, the rates of
raw materials: rm11, rm12 and rm22, are optimal to fit the balance Ax = b
(see Figure 1) and the ”quality” of fitting, variable norm has optimal value
in each step of simulation (in whole horizon two years). So, the embedding
optimization in simulation, has dynamical character and is ”compatible” with
idea of dynamical modelling in Forrester’s way. Precisely speaking, it’s some
extension of System Dynamics method possibilities.
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Fig. 4. The characteristic of plan of production of product P1 (frdp1) and averaging
rate of demand ard1 (left figure – experiment number 2, right figure – experiment
number 4; solid line – frdp1, dash line – ard1)
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Fig. 5. The characteristic of level of inventory of product P2 (lin2) and rate of demand
rd2 (left figure – experiment number 3, right figure – experiment number 5; solid line –
lin2, dash line – rd2)
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Fig. 6. The characteristic of plan of production of product P2 (frdp2) and averaging
rate of demand ard2 (left figure – experiment number 4, right figure – experiment
number 5; solid line – frdp2, dash line – ard2)

5 Final Remarks and Conclusions

The purpose of the paper was to present some results of experiments undertaken
on model DYNBALANCE(2-2-c). Such experiments consider the problem of
optimization embedded in simulation. The authors have linked the algorithm
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of solving the pseudosolution of overdetermined system of equation to classical
structure of type System Dynamics. Final conclusions are as follows:

– simulation on models type System Dynamics, linked with optimization tech-
nique, is a good tool for analysing the dynamical, complex, nonlinear, multi-
level system;

– the locally optimal decisions can be confront with dynamic of a system like
a whole – its give the supportive tool for decision-makers and for the pro-
jectors of the information- decision systems as well;

– if seems that such ”hybrid” ideas, like presented in paper, has a future –
that enrich the possibilities of famous Forrester’s method and makes them
adequate to different situations in real systems.

References

1. Coyle, R.G.: System Dynamics Modelling. A Practical Approach. Chapman & Hall,
London (1996)

2. Coyle, R.G.: The practice of System Dynamics: milestones, lessons and ideas from
30 years experience. System Dynamics Rev. 14 (1998) 343–365

3. Forrester, J.W.: Industrial Dynamics. MIT Press, Massachusetts (1961)
4. Forrester, J.W.: Principles of Systems. Cambridge Press, Massachusetts (1972)
5. Kasperska, E., Mateja-Losa, E., S�lota, D.: Some extension of System Dynamics

method – practical aspects. In: Deville, M., Owens, R. (eds.): Proc. 16th IMACS
World Congress. IMACS, Lausanne (2000) 718–11 1–6

6. Kasperska, E., S�lota, D.: Mathematical Method in the Management in Conceiving
of System Dynamics. Silesian Technical University, Gliwice (2000) (in Polish)

7. Kasperska, E., S�lota, D.: Two different methods of embedding the optimization in
simulation on model DYNBALANCE(2-2). In: Davidsen, P.I., Mollona, E. (eds.):
Proc. 21st Int. Conf. of the System Dynamics Society. SDS, New York (2003) 1–23

8. Kasperska, E., S�lota, D.: The Estimation of the Mathematical Exactness of System
Dynamics Method on the Base of Some Simple Economic System. In: Bubak, M.,
Albada, G.D., Sloot, P.M.A., Dongarra, J.J. (eds.): Computational Science, Part II.
LNCS 3037, Springer-Verlag, Berlin (2004) 639–642

9. Legras, J.: Methodes et Techniques De’Analyse Numerique. Dunod, Paris (1971)
10. �Lukaszewicz, R.: Management System Dynamics. PWN, Warsaw (1975) (in Polish)
11. Sterman, J.D.: Business dynamics – system thinking and modeling for a complex

world. Mc Graw-Hill, Boston (2000)



A High-Level Petri Net Based Decision Support
System for Real-Time Scheduling and Control of

Flexible Manufacturing Systems: An
Object-Oriented Approach

Gonca Tuncel and Gunhan Mirac Bayhan

Department of Industrial Engineering,
University of Dokuz Eylul,

35100 Bornova-Izmir, TURKEY
{gonca.tuncel, mirac.bayhan}@deu.edu.tr

Abstract. Petri nets (PNs) are powerful tools for modeling and analysis
of discrete event dynamic systems. The graphical nature and mathemati-
cal foundation make Petri net based methods appealing for a wide variety
of areas including real-time scheduling and control of flexible manufactur-
ing systems (FMSs). This study attempts to propose an object-oriented
approach for modeling and analysis of shop floor scheduling and control
problem in FMSs using high-level PNs. In this approach, firstly, object
modeling diagram of the system is constructed and a heuristic rule-base
is developed to solve the resource contention problem, then the dynamic
behavior of the system is formulated by high-level PNs. The methodology
is illustrated by an FMS.

1 Introduction

Due to high complexity of flexible manufacturing systems, some mathematical
programming related methods such as integer programming, linear program-
ming, and dynamic programming often lack to describe the practical constraints
of complex scheduling problems. On the other hand, classical scheduling tech-
niques such as branch-and bound and neighborhood search techniques cause
substantial increase in state enumeration, and thus computation time grows ex-
ponentially as the problem size increases. Recently, either existing techniques
are improved or new scheduling approaches are developed to deal with the
practical constraints of real-world scheduling problems. These methods include
simulation-based approaches, expert systems, PNs based methods, AI-based
search techniques, and hybrid methods [1]. Although the first applications of
PNs were in the field of communication protocols and computer systems, they
have been extended and applied to the broader range of problems including the
scheduling of production systems by means of their modeling capabilities and
formulation advantages. A significant advantage of PNs is its representation ca-
pability. PNs can be explicitly and concisely model concurrent, asynchronous
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activities, multi-layer resource sharing, routing flexibility, limited buffers, and
precedence constraints [2], [3]. However, modeling and analysis of complex or
large size systems require too much effort, since considerable number of states
and transition requirements cause state explosion problem. Furthermore, PNs
are system dependent and lack some features like modularity, maintability, and
reusability, which are the properties of Object-Oriented approach [4]. There-
fore, recently, there has been a growing interest in merging PNs and Object-
oriented approach to combine graphical representation and mathematical foun-
dation of PNs with the modularity, reusability, and maintability features of
Object-orientation. Here, we present a PN based Decision Support System (DSS)
for real-time shop floor scheduling and control of FMSs. High-level PNs and Ob-
ject Oriented Design (OOD) approach were used for system modeling, and a
heuristic rule (knowledge) based approach was employed for scheduling /dis-
patching in control logic. The presented DSS helps managers to take control
decisions effectively and efficiently by considering the current status of the shop
floor. The proposed methodology is illustrated on an example FMS. Many re-
searchers have employed PNs for scheduling and control of manufacturing sys-
tems [5], [6], [7], [8]. However, Petri-net based dynamic scheduling of FMSs deal-
ing with production of several product types with flexible routes, setup times,
material handling system, and operator constraints has not been given much
attention. In Section 2, modeling methodology is given. The paper is concluded
by Section 3.

2 Modeling Methodology for Real-Time Shop Floor
Scheduling and Control Problem of FMSs

FMSs are characterized by concurrency, resource sharing, routing flexibility, lim-
ited buffer sizes, and variable lot sizes. For interaction activities, and the coordi-
nation of individual units, a descriptive and dynamic modeling tool is required
to model in detail the concurrency, and synchronization with respect to time
[1]. The units in this system can be considered as objects interacting with each
other, and they can be added, removed or modified. Therefore, OOD concepts
can be employed to design of shop floor scheduling and control systems in FMSs,
and PNs can be used to model dynamic behavior of the system. The properties
and behavior of the objects were modeled by the data/attribute and methods
/operations. OOD methodology used for development of the DSS is similar to
those given in [9], [10].

2.1 Illustration of the Methodology with an FMS with Alternative
Operations and Setup Times

An FMS with alternative operations and setup times is employed to explain the
modeling methodology of the proposed decision support system for real-time
shop floor scheduling and control problem. The physical layout of the system
considered is shown in Figure 1. The system consists of a loading and unloading
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Fig. 1. Layout of the FMS

station, 9 workstations (CNC1, CNC2, Multiplex1, Multiplex 2, HMC1, HMC2,
HMC3, Drill 1, and Drill 2), a material-handling system, and several operators.
Each workstation has one machine with input and output buffers with limited
capacity. Each machine can only process a part at a time, and once a part is
processed the machine setup is needed to process a different part type. Each
workstation is allowed to contain two pallets at most at a time. The FMS is
designed to produce a variety of products simultaneously. Each product has
alternative routes for some operations (i.e. two or more machines are enable to
perform same operations). The operational policy is under push paradigm. Each
job has a best operation sequence that determines the order in which resources
must be assigned to the job. But the efficient utilization of resources on real time
basis requires a real time resource allocation policy to assign resources to jobs as
they advance through the system. Since each machine is capable of processing
a variety of part types and each part has to visit a number of machines, there
is often a conflict when more than one part is contending for the same machine
or material handling system. The problem is the allocation of resources to a
set of tasks, that is, determination of the best route of each task in the system
according to the current shop-floor condition (due dates, release dates, order
quantities, tardiness penalties, inventory levels, and setup status).

Object Modeling of the System. The object modeling technique (OMT)
that is the most widely used OOD methodology is employed to describe and
analyze the object classes. It divides the system considered into object classes,
and it is used to model the static relations among FMS objects by the class
structure. Each individual FMS object is derived as an instance of CPN class
module. The behavior of the objects is described by operations associated with
object classes. Figure 2 shows the OMT diagram corresponding to the DSS. This
diagram captures the relevant properties of the FMS objects and their functions

L
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Fig. 2. OMT Diagram of the FMS

in the DSS. The links between objects with black dots at each end represent the
associations. Individual classes of FMS objects are defined as follows:

Load and Unload Station Class: raw parts with the attributes such as prod-
ucts type, due date, and process plan, are set up on pallets and stored to the load
storage buffer, and a route request is sent to the Scheduler Class for the pallet
stored. When information on next destination for a pallet is received from the
Scheduler Class, the pallet is moved to the active buffer, loaded to the transpal-
let, and sent to the destination workstation. If all operations of the parts on a
pallet are completed, the pallet returns to the load/unload (L/UL) station and it
is transferred to unload storage buffer. Then the finished products are unloaded
from the pallet. Thus, pallets become available and are sent to the free pallet
buffer to be used again.

Workstation Class: parts are processed at machining stations. Once a
transpallet arrives at a workstation, the pallet is moved to the input buffer
of the workstation and the transpallet becomes free. When machining station
is idle, the pallet goes from the input buffer to the machining buffer, and one
operator request is sent to the Operator Object. Machine setup control is also
performed in WS class. If the machine operates the same part type with the
previous part type, it doesn’t need a setup operation. When all the parts on the
pallet are processed, the pallet is sent to the output buffer of the workstation,
and a routing request is sent to the Part Routing Control object. When a rout-
ing request is replied for a pallet, it is transferred to the active buffer, and then
sent to the destination station by transpallet. Part transport class: parts are
transported by transpallet between stations. The Part Transport Object accepts
a transport request from the Scheduler Class, and forwards a transpallet to the
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station, which required it. Thus ready pallet is loaded to the transpallet, and
transferred to the destination station.

Operator class: machine setup operation, loading and unloading operations
are performed by operators. Operators working at workstations are represented
by Operator Class.

Scheduler class: part flow between stations are controlled and managed
by Scheduler Class. Part Routing Control Object is an instance of Scheduler
Class. In a manufacturing system, concurrent flow of parts competing for sharing
limited resources causes resource contention problem. Resource sharing in any
manufacturing system often leads to conflicts. The system controller must be
capable of resolving these conflicts effectively. From the standpoint of the PNs,
resource sharing increases the complexity in scheduling. The proposed DSS use
a heuristic rule based approach to solve resource contention problems and to
determine the best route(s) of the parts, which have routing flexibility. The
following heuristics are used to solve the resource contention problem:
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Fig. 3. CPN Model of Load / Unload Station Class

– Finished products have priority for transportation.
– Semi-finished or raw parts are ranked according to their next operation num-

ber (highest is first), or due dates (lowest is first) for the parts with the
identical operation number.

– Alternative machines are ranked according to their operation time (shortest
is first), and the pallet is routed to the available machine among the alter-
native machines which is ranked first and doesn’t require setup operation.

A High- evel PNs Based DSS for Real-Time SchedulingL
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– If there is no available machine, which doesn’t need setup operation, the
route request is accepted regarding the order’s critical ratio.

– After all the route requests are checked under the current system status, the
route requests, which are not critical, are reevaluated to be routed.

CPN Models of FMS Objects. Dynamic behavior/control logic of the FMS
is formulated by constructing high-level PN model of the system based on the
static relations of the OMT model. For this purpose, each CPN class model is first
constructed to capture concurrency and synchronization of the system. Internal
places and transitions are used to model the operations and dynamic behavior
inside the Object Class, and input and output places are used to model the
interface of the objects. Then all the related PN models of classes are connected
through the input and output places to obtain the complete model and the
control logic of the system. In Figures through 3-7, the CPN class models are
displayed.
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Fig. 4. CPN Model of Scheduler Class

Since the standard PNs are insufficient to model the complex and large size
systems, they have been extended to High-level PNs, which allow arbitrary com-
plex data types for tokens. Thus, transitions and places can be constructed by
using a special programming language. In this study, Artifex which is a modeling
and simulation environment supporting the design of discrete event systems is
employed to model CPN classes by using a high level language C/C++.
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Fig. 5. Model of Workstation Class
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Fig. 6. CPN Model of Part Transport Class

3 Conclusion

In recent years, there has been a growing interest in applying PN theory for
scheduling of production systems by means of their modeling capabilities and
formulating advantages. In this study, a PN based DSS for shop floor schedul-
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Fig. 7. CPN Model of Operator Class

ing and control of FMSs is presented. In the modeling process, object-oriented
approach is used. The developed rule-based DSS aims to solve the problem of
resource contention problem and to determine the best route(s) of the parts,
which have routing flexibility. Decisions are taken on real-time basis by checking
product types, due dates, alternative process plans, next possible destination
resource, setup status, and resource utilizations rates. The DSS takes a global
view of the system state before making decision about resource assignment, and
proposes a dynamic approach to solve the conflict problems. It has adaptive and
autonomous ability for obtaining intelligent control, and can be used for differ-
ent production systems by only changing some system parameters (i.e. number
of operators and stations, types of products, and process plan information) in
Object Classes. Performance analysis can be performed under different system
configurations.
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Abstract. The self-organization of particles in a system through a dif-
fusive mechanism is known as Ostwald ripening. This phenomenon is an
example of a multiscale problem in that the microscopic level interaction
of the particles can greatly impact the macroscale or observable mor-
phology of the system. The mesoscopic model of this physical situation
is a stochastic partial differential equation which can be derived from
the appropriate particle system. This model is studied through the use
of recently developed and benchmarked spectral schemes for the simula-
tion of solutions to stochastic partial differential equations. The results
included here demonstrate the effect of adjusting the interparticle inter-
action on the morphological evolution of the system at the macroscopic
level.

1 Introduction

The coarsening phenomenon by which mass is transported via diffusion in order
to reduce the overall interfacial area is known as Ostwald ripening. In general,
larger droplets grow at the expense of smaller droplets–the number of droplets
decreases while the average size of the remaining droplets increases because of the
conservation of mass in the system. This phenomena has received a great deal of
study in the literature from theoretical, experimental, and computational points
of view. ([1], [2], and [3] are just a few examples.) However, Ostwald ripening
is also a very difficult problem to study due to the inherently multiscale nature
of the problem. In this note, a mesoscopic model which can be related to many
of the commonly studied models of phase separation is used in a computational
study of domain coarsening. To begin, the model under consideration here will
be described.

2 Description of Mesoscopic Model

Mesoscopic (or local mean field) models are designed to bridge the gap between
microscopic (molecular) and macroscopic (observable) scales by incorporating
microscopic level behavior in the macroscopic level. Mesoscopic models can be
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derived through a coarse graining of the underlying microscopic system in a rigor-
ous fashion without the introduction of artificial cutoffs. Details of the derivation
of mesoscopic models are given in [4], [5], and [6]. Here, this modeling approach
will be briefly described and the mesoscopic model appropriate for studying
Ostwald ripening will be given.

In the mesoscopic framework, each micromechanism is incorporated through
an evolution equation of the average coverage which is derived from the spe-
cific micromechanism under consideration. These evolution equations contain
stochastic forcing terms as a result of a direct derivation rather than being
included in an ad hoc manner as a means of describing microscale behavior.
Thus, the mesoscopic model equations are stochastic partial integrodifferential
equations which incorporate the molecular interactions explicitly through con-
volutions.

The mesoscopic model that would be an appropriate model of Ostwald ripen-
ing arises from the spin exchange (surface diffusion) mechanism and can be given
as follows:

ut −D∇ · [∇u− βu(1− u)∇Jm ∗ u] + γ div
[√

2Du(1− u) dW (x, t)
]

= 0 (1)

where u is the concentration of the particles on the surface, D is the dif-
fusion constant, β is proportional to the inverse of the temperature of the
underlying Ising model, Jm is the migration potential, γ is proportional to
the interaction length of the particles, and dW represents a process that is
delta correlated (white noise) in both space and time 〈dW (x, t)〉 = 0 and
〈dW (x, t)dW (x′, t′)〉 = δ(x − x′)δ(t − t′) where the angular brackets are used
to denote mean values. It is important to observe that the noise in (1) is mul-
tiplicative rather the additive noise that is commonly added to deterministic
models in an ad hoc manner.

3 Description of Simulation Method

The numerical scheme that is used to study the mesoscopic model in (1) is
based upon a generalization of spectral schemes for deterministic partial dif-
ferential equations to the stochastic setting. Spectral schemes are a particularly
attractive way to study (1) due to the simplicity of calculating convolutions spec-
trally. Just as in the deterministic setting, spatial variables and derivatives are
treated spectrally while the time evolution is calculated using finite differences.
A detailed description of this scheme is given in [7] where some exactly solv-
able problems are used as computational benchmarks to validate this method.
The emphasis here will be on those aspects of the scheme which are unique
to the stochastic system, such as the spectral treatment of the multiplicative
noise term in (1) and the use of a suitable time discretization technique. For
the sake of simplicity in the description of the spectral method in this section,
it will be assumed that the stochastic partial differential equation has only one
spatial dimension. The method straightforwardly generalizes to higher spatial
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dimension as evidenced by the two spatial dimension results presented in Sec-
tion 4.

3.1 Treatment of Noise Term

One of the most important steps for developing a spectral scheme for a stochastic
partial differential equation such as the mesoscopic model in (1) is to determine
a spectral representation for the spatial component of the noise term. It is well-
known in the stochastic processes literature that a stationary, isotropic, Gaussian
random field v(x) can be represented by the following stochastic integral in
Fourier space:

v(x) =
∫

e2πix·ξS
1
2 (ξ) dW (ξ) (2)

where W is Brownian motion and S is the spectral density function of the ran-
dom field. Most consistent numerical schemes are based upon discretizations of
this stochastic integral ([8],[9]). The simplest such discretization uses equispaced
nodes and is known as the Fourier method and is essentially a Fourier series.
This approximation is

v(x) ≈
M∑

j=1

aj cos(2πξjx) + bj sin(2πξjx) (3)

where aj and bj are independent Gaussians with mean zero and variance S(ξj)Δξ.
Due to the periodicity of the approximation in (3), the Fourier method would
not be suitable in applications in which the desired random field has long range
correlations [8]. However, since the random field that is needed for the numeri-
cal study of (1) has delta correlation (lacks long range correlations), the Fourier
method should give a good approximation. The Fourier method is also compu-
tationally attractive since an FFT can be used directly to evaluate (3) at all
physical space lattice sites.

The next issue in the treatment of the noise term in (1) is determining how
to use (3) to obtain a spectral representation of the multiplicative noise term.
Because each realization of the noise at a given time is approximated by a Fourier
series representation (3), the noise term in (1) can be calculated by completing
all multiplications in physical space and all differentiations in Fourier space,
passing back and forth between physical space and Fourier space as necessary
using an FFT. Thus, the existence of the Fourier series representation of the
noise allows the treatment of the stochastic term in the same basic fashion as
for deterministic terms in partial differential equations.

3.2 Time Discretization

At this point, the solution of the stochastic partial differential equation in (1)
effectively has been reduced to the solution of a stochastic ordinary differential
equation which can be written in the form

ut = a(u) dt + b(u) dW (t) (4)
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where a is the drift coefficient and b is the diffusion coefficient. Note that it is
not appropriate to directly apply schemes that were derived for deterministic
ordinary differential equations to (4) since the additional stochastic corrections
from the Ito calculus must be included. For instance, it has been shown in [10]
that the Euler method applied to a stochastic ordinary differential equation
has a strong (pathwise) order of convergence of 1

2 rather than order 1 as in
the deterministic setting. Thus, it is essential to use schemes that are derived
directly from suitable truncations of Taylor-Ito series. However, such schemes
typically include derivatives of the drift and the diffusion coefficients. Given the
highly nonlinear nature of these terms in (1), it is especially useful to consider
derivative-free Runge-Kutta type schemes [10]. One choice of a first order strong
scheme is the following:

un+1 = un + a(un)Δt + b(un)ΔW +
1

2
√
Δt

[b(ũn)− b(un)]
[
(ΔW )2 −Δt

]
(5)

with supporting value ũn given by

ũn = un + b(un)
√
Δt (6)

and ΔW is a Gaussian with mean 0 and variance Δt. In practice, the time
stepping is usually done in Fourier space so that terms, such as the standard
diffusion, which are linear in Fourier space may be treated exactly through the
use of an integrating factor. The integrating factor also allows the use of larger
times steps than are numerically stable if the linear terms were not calculated
exactly. Of course, since the solution of (1) is real, the ΔWn’s in the time stepping
scheme (when taking time steps in Fourier space) must be selected to respect the
symmetries in Fourier coefficients that are present in spectral representations of
real fields.

4 Simulation Results

In this section, some simulation results for (1) in two space dimensions using the
numerical scheme described in the preceding section are given. The migration
potential is chosen to be

Jm(r) =
1√
πr2

0

exp
(−|r|2

r2
0

)
(7)

with r0 a parameter that describes the interaction length. The other parameters
in (1) are chosen to be D = 0.1, β = 6, and γ = r2

0. Simulation parameters in-
clude 64 wave numbers in each direction and a step size of Δt = 0.00001, which
insures numerical stability of the time evolver. The computational domain is a
unit square with periodic boundary conditions. The system is initialized with
two circular regions of high concentration surrounded by regions of low concen-
tration. A rapidly decaying exponential is used to “connect” these two regions to
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insure the continuity and differentiability of the initial concentration field. The
centers of the circles are a distance 0.5 apart. The upper circle initially has a
radius of 0.1, while the lower circle has an initial radius of 0.09. This sort of ini-
tialization is commonly used in studies of Ostwald ripening as it is the simplest
physical case in which this phenomenon can be observed ([11], [12]). In this sys-
tem, the larger (upper) circle is expected to grow while the smaller (lower) circle
shrinks since lower curvatures are preferred; as the smaller circle disappears, the
larger region should be distorted away from its circular shape in the locations
nearest the small circle but eventually become circular again. The deformation
in shape would be expected to occur at both ends of the upper circle in this case
due to the symmetries in the initial state and the periodic boundary conditions
used.

Figure 1 contains contour plots from simulations of (1) using the spectral
scheme described in Section 3 for the case r0 = 0.05 for times 5, 10, 13.5, and
15. The light areas represent regions of high concentration while the dark areas
represent regions of low concentration. At the earlier times presented in Figure 1,
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Fig. 1. Contour plots showing the time evolution of the concentration field obtained
from mesoscopic simulations. The lighter shades represent regions of higher concentra-
tion while the darker shades represent regions of lower concentration. The expected
Ostwald ripening is observed
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the shrinking of the lower circle and the growth of the upper circle are already
evident. As time continues, the rate of shrinking of the smaller circle increases
until at time 13.5, the region of highest concentration has almost completely
disappeared from the lower circle; the deformation of the upper region into an
elliptical shape is also becoming quite evident. By time 15, the lower region has
essentially diffused away with the majority of particles appearing in the upper
region which has become quite elliptical in shape. In later time results not shown
here, this upper region eventually evolves to a circular shape again. The total
concentration in the system was observed to be conserved for all times consid-
ered, including this final state. All of these results are in qualitative agreement
with those expected; in addition, these results are also quite similar in nature
those obtained in prior studies of others using different mathematical models
and numerical techniques, for example, boundary integral techniques are used
in [12].

The ease of changing the interparticle interaction potential in the mesoscopic
model in (1) straightforwardly allows for many computational studies. The effect
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Fig. 2. Mesoscopic simulation results at time t = 10 which demonstrate the effect of
adjusting the particle interaction length on the time evolution of the system. Longer
interaction lengths lead to faster evolution while shorter interaction lengths lead to
slower evolution
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of adjusting the interaction length r0 in (7) can be observed in Figure 2 where
simulation results are given at time t = 10 for r0 = 0.04, 0.05, and 0.06. All
other simulation parameters are unchanged from those used for Figure 1; the
initial concentration field is also unchanged. Recall that increasing the value of
r0 increases the interaction length of the underlying particles of the system. For
the smallest interaction length shown here (r0 = 0.04), the system has evolved
very little from the initial state; on the other hand, for the largest interaction
radius shown here (r0 = 0.06), not only has the smaller (lower) circle completely
diffused away but also the upper region has already evolved back to a nearly
circular shape. These results are in good agreement with physical intuition since
one would expect particles in systems with longer range interactions to more
readily “find” each other. In fact, the smaller circle has essentially diffused away
by time 8 when r0 = 0.06 but remains until time 26 for the much smaller inter-
action radius of r0 = 0.04. Also, just as for the simulation results in Figure 1,
the total concentration was conserved throughout the entire simulation. Thus,
the time scale of the evolution is quite sensitive to the interaction length of
the particles but the overall qualitative behavior of the evolution remains the
same.

5 Conclusions

This brief note can only indicate the value and power of using the mesoscopic
modeling approach in conjunction with the spectral scheme for stochastic partial
differential equations (“mesoscopic simulation”). For instance, mesoscopic sim-
ulation can be applied to physical situations with underlying micromechanisms
other than diffusion. Mesoscopic simulation is more computationally tractable
than other approaches such as molecular dynamics, especially for results which
require long time simulations with large numbers of particles. (All results pre-
sented or discussed here were obtained in a few hours on a workstation.) One
particularly attractive feature of this approach is the ease by which different
sorts of particle interactions can be used. While Figure 2 certainly indicates one
interesting class of adjustments to the interaction potential that can be con-
sidered, there are many others that should be considered including interactions
with repulsive interaction ranges as might be encountered with charged particles.
Anisotropic potentials would be useful in studies of coarsening systems in which
there is a preferred growth direction. It is also important that more quantitative
comparisons with theory and experiments be made. As a step in this direction,
results of this type are given in [13], including simulations starting from a dis-
ordered state which exhibit the Lifshitz-Slyozov growth law as self-organization
proceeds.
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Abstract. The time dependence of the anisotropy of fluorescence after
an impulsive excitation in the molecular ring (resembling the B850 ring of
the purple bacterium Rhodopseudomonas acidophila) is calculated. Fast
fluctuations of the environment are simulated by dynamic disorder and
slow fluctuations by static disorder. Without dynamic disorder modest
degrees of static disorder are sufficient to cause the experimentally found
initial drop of the anisotropy on a sub-100 fs time scale. In the present
investigation we are comparing results for the time-dependent optical
anisotropy of the molecular ring for four models of the static disorder:
Gaussian disorder in the local energies (Model A), Gaussian disorder in
the transfer integrals (Model B), Gaussian disorder in radial positions
of molecules (Model C) and Gaussian disorder in angular positions of
molecules (Model D). Both types of disorder - static and dynamic - are
taken into account simultaneously.

1 Introduction

We are dealing with the ring-shaped units resembling those from antenna com-
plex LH2 of the purple bacterium Rhodopseudomonas acidophila in which a
highly efficient light collection and excitation transfer towards the reaction cen-
ter takes place. Due to a strong coupling limit (large interaction J between
bacteriochlorophylls) our theoretical approach considers an extended Frenkel
exciton states model.

Despite intensive study, the precise role of the protein moiety in governing the
dynamics of the excited states is still under debate [1]. At room temperature the
solvent and protein environment fluctuate with characteristic time scales rang-
ing from femtoseconds to nanoseconds. The dynamical aspects of the system are
reflected in the line shapes of electronic transitions. To fully characterize the line
shape of a transition and thereby the dynamics of the system, one needs to know
not only the fluctuation amplitude (coupling strength) but also the time scale
of each process involved. The observed linewidth reflect the combined influence
of static disorder and exciton coupling to intermolecular, intramolecular, and
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solvent nuclear motions. The simplest approach is to decompose the line profile
into homogeneous and inhomogeneous contributions of the dynamic and static
disorder. Yet, a satisfactory understanding of the nature of the static disorder
in light-harvesting systems has not been reached [1]. In the site excitation basis,
there can be present static disorder in both diagonal and off-diagonal elements.
Silbey pointed out several questions: It is not clear whether only the considera-
tion of the former is enough or the latter should be included as well. If both are
considered, then there remains a question about whether they are independent
or correlated.

Time-dependent experiments of the femtosecond dynamics of the energy
transfer and relaxation [2, 3] led for the B850 ring in LH2 complexes to con-
clusion that the elementary dynamics occurs on a time scale of about 100 fs
[4, 5, 6]. For example, depolarization of fluorescence was studied already quite
some time ago for a model of electronically coupled molecules [7, 8]. Rahman
et al. [7] were the first who recognize the importance of the off-diagonal den-
sity matrix elements (coherences) [9] which can lead to an initial anisotropy
larger than the incoherent theoretical limit of 0.4. Already some time ago sub-
stantial relaxation on the time scale of 10-100 fs and an anomalously large
initial anisotropy of 0.7 was observed by Nagarjan et al. [4]. The high initial
anisotropy was ascribed to a coherent excitation of a degenerate pair of states
with allowed optical transitions and then relaxation to states at lower ener-
gies which have forbidden transitions. Nagarjan et al. [5] concluded, that the
main features of the spectral relaxation and the decay of anisotropy are re-
produced well by a model considering decay processes of electronic coherences
within the manifold of the excitonic states and thermal equilibration among the
excitonic states. In that contribution the exciton dynamics was not calculated
explicitly.
In several steps [10, 11, 12, 13] we have recently extended the former investiga-
tions by Kumble and Hochstrasser [14] and Nagarjan et al. [5]. For a Gaussian
distribution of local energies in the ring units we added the effect of dynami-
cal disorder by using a quantum master equation in the Markovian and non-
Markovian limits. We also investigated influence of static disorder in transfer
integrals [15, 16].

In our present investigation we are comparing results for the time-dependent
optical anisotropy of the molecular ring for four models of the static disorder:
Gaussian disorder in the local energies, Gaussian disorder in the transfer inte-
grals, Gaussian disorder in radial positions of molecules and Gaussian disorder
in angular positions of molecules.

2 Model

In the following we assume that only one excitation is present on the ring after
an impulsive excitation [14]. The Hamiltonian of an exciton in the ideal ring
coupled to a bath of harmonic oscillators reads
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H0 =
∑

m,n(m =n)

Jmna
†
man +

∑
q

h̄ωqb
†
qbq +

1√
N

∑
m

∑
q

Gm
q h̄ωqa

†
mam(b†q + b−q)

= H0
ex + Hph + Hex−ph. (1)

H0
ex represents the single exciton, i.e. the system. The operator a†m (am) creates

(annihilates) an exciton at site m. Jmn (for m 	= n) is the so-called transfer inte-
gral between sites m and n. Hph describes the bath of phonons in the harmonic
approximation. The phonon creation and annihilation operators are denoted by
b†q and bq, respectively. The last term in Eq. (1), Hex−ph, represents the exciton–
bath interaction which is assumed to be site–diagonal and linear in the bath
coordinates. The term Gm

q denotes the exciton–phonon coupling constant.
Inside one ring the pure exciton Hamiltonian H0

ex (Eq. (1)) can be diag-
onalized using the wave vector representation with corresponding delocalized
”Bloch” states and energies. Considering homogeneous case with only nearest
neighbor transfer matrix elements Jmn = J12(δm,n+1+δm,n−1) and using Fourier
transformed excitonic operators (Bloch representation)

ak =
∑

n

an eikn , k =
2π
N

l , l = 0,±1, . . .±N/2 , (2)

the simplest exciton Hamiltonian in k representation reads

H0
ex =

∑
k

Ek a
†
kak , with Ek = −2 J12 cos k . (3)

Influence of static disorder is modelled by a Gaussian distribution

A) for the uncorrelated local energy fluctuations εn (with a standard devia-
tion Δ)

HA
s =

∑
m

εna
†
man

B) for the uncorrelated transfer integral fluctuations δJnm with a standard
deviation ΔJ

HB
s =

∑
m,n(m =n)

δJmna
†
man.

We are using nearest neighbor approximation.
C) for the uncorrelated fluctuations of radial positions of molecules (with

standard deviation Δr and 〈rn〉 = r0)

rn = r0(1 + δrn)

leading to HC
s .
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D) for the uncorrelated fluctuations of positions of molecules on the ring
without the changing of orientations of transition dipole moments (with standard
deviation Δϕ)

ϕn = ϕ0
n + δϕn

leading to HD
s .

Hamiltonian of the static disorder adds to the Hamiltonian of the ideal ring

H = H0 + HX
s . (4)

All of the Qy transition dipole moments of the chromophores (bacteriochloro-
phylls (BChls) B850) in a ring without static and dynamic disorder lie approxi-
mately in the plane of the ring and the entire dipole strength of the B850 band
comes from a degenerate pair of orthogonally polarized transitions at an energy
slightly higher than the transition energy of the lowest exciton state.

The dipole strength μa of eigenstate |a〉 of the ring with static disorder and
the dipole strength μα of eigenstate |α〉 of the ring without static disorder read

μa =
N∑

n=1

ca
nμn, μα =

N∑
n=1

cα
nμn, (5)

where cα
n and ca

n are the expansion coefficients of the eigenstates of the unper-
turbed ring and the disordered one in site representation, respectively. In the
case of impulsive excitation the dipole strength is simply redistributed among
the exciton levels due to disorder [14]. Thus the impulsive excitation with a pulse
of sufficiently wide spectral bandwidth will always prepare the same initial state,
irrespective of the actual eigenstates of the real ring. After impulsive excitation
with polarization ex the excitonic density matrix ρ [11] is given by [5]

ραβ(t = 0;ex) =
1
A

(ex · μα)(μβ · ex),

A =
∑
α

(ex · μα)(μα · ex). (6)

The usual time-dependent anisotropy of fluorescence

r(t) =
〈Sxx(t)〉 − 〈Sxy(t)〉
〈Sxx(t)〉+ 2〈Sxy(t)〉 , (7)

Sxy(t) =
∫

Pxy(ω, t)dω

is determined from

Pxy(ω, t) = A
∑

a

∑
a′

ρaa′(t)(μa′ · ey)(ey · μa)[δ(ω − ωa′0) + δ(ω − ωa0)]. (8)

The brackets 〈〉 denote the ensemble average and the orientational average over
the sample.
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The crucial quantity entering the time dependence of the anisotropy in Eq. (7)
is the exciton density matrix ρ. The dynamical equations for the exciton density
matrix obtained by Čápek[17] read

d

dt
ρmn(t) =

∑
pq

i(Ωmn,pq + δΩmn,pq(t))ρpq(t). (9)

In long time approximation coefficient δΩ(t→∞) becomes time independent.
All details of calculations leading to the time-convolutionless dynamical equa-

tions for the exciton density matrix are given elsewhere [13] and we shall not
repeat them here. The full time dependence of δΩ(t) is given through time de-
pendent parameters [17]

Ap
mn(t) =

∫ t

0

ih̄
N

∑
k

ω2
k(Gm

−k −Gn
−k)
∑

r

Gr
k

∑
α,β

〈β|r〉〈r|α〉〈α|m〉〈p|β〉 ×

e−
i
h̄ (Eα−Eβ)τ

{
[1 + nB(h̄ωk)] eiωkτ + nB(h̄ωk) e−iωkτ

}
dτ. (10)

Obtaining of the full time dependence of δΩ(t) is not a simple task. We have
succeeded to calculate microscopically full time dependence of δΩ(t) only for the
simplest molecular model namely dimer [18]. In case of molecular ring we should
resort to some simplification [13].

In what follows we use Markovian version of Eq. (10) with a simple model
for correlation functions Cmn of the bath assuming that each site (i.e. each
chromophore) has its own bath completely uncoupled from the baths of the
other sites. Furthermore it is assumed that these baths have identical properties
[2, 19]. Then only one correlation function C(ω) of the bath is needed

Cmn(ω) = δmnC(ω) = δmn2π[1 + nB(ω)][J(ω)− J(−ω)]. (11)

Here J(ω) is the spectral density of the bath [19] and nB(ω) the Bose-Einstein
distribution of phonons. The model of the spectral density J(ω) often used in
literature is

J(ω) = Θ(ω)j0
ω2

2ω3
c

e−ω/ωc . (12)

Spectral density has its maximum at 2ωc. We shall use (in agreement with [2])
j0 = 0.4 and ωc = 0.2.

3 Results and Conclusions

The anisotropy of fluorescence (Eq. (7)) has been calculated using dynamical
equations for the exciton density matrix ρ to express the time dependence of the
optical properties of the ring units in the femtosecond time range. Details are
the same as in Ref. [13, 15, 16].

For the numerical time propagation of the density matrix ρ (Eq. 9) the short
iterative Arnoldi method [20] as well as the standard Runge-Kutta scheme have
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Fig. 1. The time and Δ dependence of the anisotropy depolarization for two models
(A) and (B) of the static disorder is given. In the left column the results without the
exciton-bath interaction are shown, in the right column the interaction with the bath
is taken into account in the Markovian treatment of the dynamic disorder with the
j0 = 0.4 and for temperature T = 0.5 (in dimensionless units)

been used. An advantage of the short iterative Arnoldi method with respect to
the standard Runge-Kutta scheme is the low computational effort for moderate
accuracy [21]. Furthermore, the expansion coefficients are adapted at each time
to a fixed time step with a prespecified tolerance in contrast to the Runge-Kutta
scheme in which the time step is adapted. An uniform time grid is important
for averaging of various realizations at the same time points without interpo-
lation. The realization averaging and the orientational averaging can easily be
parallelized by means of Message passing interface (MPI). Some computations
were performed on a PC cluster. So instead of running about 10 000 realizations
on one node, 312 realizations can be calculated on each of the 32 nodes (or 52
realizations on each of 192 nodes).

In Ref. [14], which does not take the bath into account, the anisotropy of
fluorescence of the LH2 ring decreases from 0.7 to 0.3 − 0.35 and subsequently
reaches a final value of 0.4. One needs a strength of static disorder of Δ ≈ 0.4−0.8
to reach a decay time below 100 fs.

Results of our simulations are presented graphically in Fig. 1. and Fig. 2.
We use dimensionless energies normalized to the transfer integral J12 and the
renormalized time τ . To convert τ into seconds one has to divide τ by 2πcJ12

with c being the speed of light in cm s−1 and J12 in cm−1. Estimation of the
transfer integral J12 varies between 250 cm−1 and 400 cm−1. For these ex-
treme values of J12 our time unit (τ = 1) corresponds to 21.2 fs or 13.3 fs.



866 P. Heřman and I. Barv́ık

In Fig. 1 and 2 the time and static disorder Δ dependence of the anisotropy
depolarization for four models of the static disorder is given. In model B) Δ =
ΔJ , in model C) Δ = Δr and in model D) Δ = Δϕ. In the left column the
results without the exciton-bath interaction are shown, in the right column the
interaction with the bath is taken into account in the Markovian treatment of
the dynamic disorder with the j0 = 0.4 and for the temperature T = 0.5 (in
dimensionless units). To convert T into kelvins one has to divide T by k/J12

with k beeing the Boltzmann constant in cm−1 K−1 and J12 in cm−1.
Rahman et al. [7] were the first who recognized the importance of the off-

diagonal density matrix elements (coherences) [9] which can lead to an initial
anisotropy r(0) larger than the incoherent theoretical limit of 0.4.
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Fig. 2. The same as in Fig. 1 but for the models (C) and (D)

Without dynamic disorder modest degrees of static disorder are sufficient to
cause the experimentally found initial drop of the anisotropy on a sub-100 fs
time scale. Difference between the Gaussian static disorder in the local energies
(Model A) and the Gaussian static disorder in the transfer integrals (Model B)
calculations expressed by the time interval in which the anisotropy depolarization
reaches r = 0.4 (the incoherent theoretical limit) is almost as much as 100 %
for the same value of the static disorder Δ = ΔJ . It means that the same drop
of the anisotropy may be caused even by the diagonal static disorder (model A)
with Δ or by the static disorder in the transfer integrals with ΔJ = 0.5Δ. This
difference between the Model A and the Model B calculations is still present also
in the case, when the exciton interaction with the bath is taken into account.
In model C) the strength of the static disorder Δr = 0.12 and in model D) the
strength of the static disorder Δϕ = 0.04 have practically the same effect as
Δ = 0.6 in model A).



Computer Simulation of the Anisotropy of Fluorescence 867

Acknowledgement

This work has been funded by the project GAČR 202-03-0817.
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13. Heřman P., Barv́ık I.: Czech. J. Phys. 53 (2003) 579
14. Kumble R., Hochstrasser R.:, J. Chem. Phys. 109 (1998) 855
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Abstract. Accurate simulation of glass melting furnaces requires the
solution of very large linear algebraic systems of equations. To solve
these equations efficiently a Schwarz domain decomposition (multi-block)
method can be used. However, it can be observed that the convergence of
the Schwarz method deteriorates when a large number of subdomains is
used. This is due to small eigenvalues arising from the domain decompo-
sition which slow down the convergence. Recently, a deflation approach
was proposed to solve this problem using constant approximate eigen-
vectors. This paper generalizes this view to piecewise linear vectors and
results for two CFD problems are presented. It can be observed that the
number of iterations and wall clock time decrease considerably. The rea-
son for this is that the norm of the initial residual is much smaller and
the rate of convergence is higher.

Keywords: efficiency; computational fluid dynamics; domain decompo-
sition; deflation; Krylov subspace acceleration.

1 Introduction

Simulation by Computational Fluid Dynamics (CFD) is important for the de-
sign, optimization and trouble shooting of glass melting furnaces. It gives engi-
neers in the glass industry great insight into the occurring transport phenomena.
At TNO Science and Industry, a CFD simulation package called GTM-X is be-
ing developed for simulating gas- and oil-fired glass-furnaces. This is a complete
model for simulating glass furnaces, describing the glass melt and combustion
space simultaneously, and predicting the effects on melting performance and
glass quality.

A domain decomposition (DD) approach is applied within GTM-X, for which
the spatial domain is decomposed into subdomains (blocks). A DD (or multi-
block) approach has several important advantages for simulating glass-melting

� Corresponding author.
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furnaces. Since a glass-furnace geometry is often complex, this enables us to
easily describe the geometry using blocks (subdomains). Furthermore, paral-
lel computing can be done and variables for each block can be simultaneously
computed on different processors. This is an advantage, because simulation of
glass-melting furnaces often results in very large computation times.

A disadvantage of multi-block solvers is that the convergence behavior dete-
riorates significantly when a large number of blocks is used. This is especially the
case for solving elliptic equations. In [11], a reason for this problem is given which
relates the loss of convergence to the presence of small eigenvalues arising from
the domain decomposition. These eigenvalues can be ‘eliminated’ by applying a
deflation operator using constant vectors for approximating the corresponding
eigenvectors. The authors of [11] present convergence rates for solving Poisson’s
equation which are independent on the number of blocks.

In this paper we extend and apply this idea to solve general linear systems
of equations. The deflation method is implemented in GTM-X and both GCR
and CG Krylov subspace acceleration is used to solve the resulting linear system
of equations. Both constant (CD) and combined constant and linear deflation
(CLD) vectors are considered. The research in this paper focusses on solving
the singular pressure-correction system in the SIMPLE method, which is used
in GTM-X to solve the Navier-Stokes equations. However, the solver can be
used for general linear systems and is therefore applicable to a wide range of
problems.

2 Description of the Mathematical Model

Besides the incompressible Navier-Stokes equations and the energy equation,
GTM-X has dedicated models for turbulence, combustion, glass melting and
chemical vaporization. The user can apply different models in different do-
mains.

The equations arising from the physical models are discretised with the fi-
nite volume method. Several schemes can be used for discretization: upwind,
central, TVD higher-order schemes, and blending of schemes can be done us-
ing deferred correction. The grid is boundary fitting and colocated, meaning
that all variables are located in the volume cell centers. The discretised non-
linear Navier-Stokes equations are solved by the SIMPLE method ([6, 1, 12]),
using pressure-weighted (Rhie & Chow) interpolation to exclude checkerboard
pressure modes. The SIMPLE method is an iterative method in which the sys-
tem in each iteration (outer iteration) is splitted up into linear systems for the
pseudo-velocities and pressure-correction. So-called SIMPLE Stabilization Iter-
ations (SSI) are applied, which can be seen as additional outer iterations for
solving the pressure system without solving the velocities. Linear systems of
equations are solved with a domain multi-block approach (inner iteration). In
GTM-X, an additive Schwarz DD method with minimal overlap is applied, in
combination with inaccurate subdomain solutions. Stone’s SIP-solver [7], which
is based on an incomplete LU decomposition, is used for obtaining the subdomain
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solutions. Local grid refinement at block level can be done, as well as parallel
computing using MPI libraries. Furthermore, solutions on coarse grids can be
used as starting solutions for finer grids by using interpolation. The reader is
referred to [10] for more details on the code.

3 Deflation and Domain Decomposition

Consider a decomposition of the entire computational domain consisting of n grid
points into L nonoverlapping subdomains. Discretization of the partial differen-
tial equations to be solved and grouping together the unknowns per subdomain,
results in the block system⎡⎢⎣A11 · · · A1L

...
. . .

...
AL1 . . . ALL

⎤⎥⎦
⎡⎢⎣y1

...
yL

⎤⎥⎦ =

⎡⎢⎣b1

...
bL

⎤⎥⎦ ,

which we will denote simply as Ay = b. The diagonal blocks of A are the co-
efficients for the interior of the subdomains, the off-diagonal blocks represent
coupling across subdomain boundaries. This system is solved with the deflation
method combined with a Krylov subspace method.

Let the matrix Z be n × m, where m ≤ n. Furthermore, let Z be of rank m,
i.e. Z has linear independent columns. The columns of Z, the so-called defla-
tion vectors, span the deflation subspace, i.e., the space that approximates the
eigenspace belonging to the smallest eigenvalues and which is to be projected
out of the residual. To do this we define the projectors

P = I −AZE−1ZT , Q = I − ZE−1ZTA ,

where the m × m matrix E is defined as E = ZTAZ, and I is the identity
matrix of appropriate size. To solve Ay = b with the deflation technique, we
write y = (I −Q)y + Qy, and since

(I −Q)y = Z(ZTAZ)−1ZTAy = ZE−1ZT b , (1)

can be computed immediately, we only need to compute Qy. In light of the
identity AQ = PA we can solve the system

PAỹ = Pb (2)

for ỹ, premultiply this by Q and add it to (1).
Since PAZ = 0, this system is obviously singular, and therefore no unique

solution exists. However, it can be shown that Qy is unique [9]. In [2] and [8–p.
147], it is noted that a positive semidefinite system can be solved as long as it
is consistent, i.e., as long as its right-hand side does not have components in the
null space (column space of Z) of PA. This assumption holds for (2), because
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Subdomain 2Subdomain 1

Fig. 1. Linear deflation vectors for the 1-D example of two subdomains with 4 grid
cells per subdomain

the same projection is applied to both sides of Ay = b. In [8–p. 147], it is shown
that a Krylov subspace method could be used to solve (2), because the null-space
never enters the iteration, and therefore the corresponding zero-eigenvalues do
not influence the convergence. The reader is referred to [4] for more details on
the spectrum of PA.

When system (2) is solved, this involves the computation of E−1, for example
statements like f = E−1g have to be evaluated. In [4–Section 3], it is shown that
deflation works correctly as long as E−1 is computed with a high accuracy. Since
we never determine E−1 explicitly, this means that Ef = g is solved by a direct
method, for example by an LU factorization.

Deflation can also be combined with preconditioning. Suppose K is a suitable
preconditioner of A, then solving Ay = b can be replaced by: solve ỹ from
the left-preconditioned system K−1PAỹ = K−1Pb, and form Qỹ, or solve ỹ
from the right-preconditioned system PAK−1ỹ = Pb, and form QK−1ỹ. Both
systems can be solved by a one’s favorite Krylov subspace solver, for example
by the GCR method. In our implementation we take K the block Gauss-Jacobi
preconditioner (block diagonal of A), corresponding to the additive Schwarz
iteration. This preconditioner lends itself well for parallel computing. We will
refer to the deflation method combined with Krylov subspace acceleration in a
domain decomposition context as the deflated Krylov-Schwarz method.

4 Approximating Eigenvectors by Constant and Linear
Functions

Many authors [3, 5, 11] consider constant deflation vectors for approximating
the eigenvectors corresponding to the small eigenvalues which slow down the
convergence. For each subdomain, exactly one deflation vector is defined having
elements that are constant in the grid points on the corresponding subdomain,
and zero elements in the grid points on the other subdomains. We will refer to
this as CD deflation. Generalization to the 2-D and 3-D case is straightforward:
for a subdomain, we simply take the elements of the deflation vector to be
constant in the grid nodes.
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This idea is generalized to approximating the eigenvectors using piecewise
linear vectors in the grid directions 1. By this we augment the space of constant
vectors with linear vectors. Figure 1 shows the linear deflation vectors. A linear
deflation vector is defined as a polynomial of degree one on each subdomain and
zero on the other subdomains. If the deflation vectors consist of both the constant
and the linear vectors, we will denote it by Constant Linear Deflation (CLD).
For the case of Figure 1, we have two deflation vectors per subdomain: one
constant and one linear. Generalization to 2-D and 3-D is not so straightforward
anymore, compared to CD deflation. However, it appears that for the 2-D case
three vectors are connected to each subdomain: one constant, and one linear
vector in each of the two grid directions. For the 3-D case, it appears that we
need four deflation vectors: one constant and one linear vector in each of the
three grid directions.

When the coefficient matrix A is singular then the deflation vectors has
to be chosen such that ZTAZ is non-singular, since break-down can occur
with a direct solution method. Two options seem satisfactory to overcome this
problem. The first one is to remove a constant deflation vector for one subdo-
main; the second is to adjust one entry in a constant deflation vector for one
subdomain.

5 Numerical Experiments

The deflated GCR method is compared to the SIP method for solving the
singular pressure-correction system arising in the SIMPLE method applied to
the stationary incompressible Navier-Stokes equations. Two test cases are
considered: a buoyancy-driven cavity flow for a high Rayleigh number, and
a glass tank. In both test cases the stationary energy equation is solved
besides the Navier-Stokes equations. Furthermore, the flow is assumed to be
laminar and buoyant. One constant deflation vector is removed in order to
overcome the singularity. Furthermore, one SIP iteration is used for obtain-
ing the subdomain solution and the GCR algorithm is truncated for one search
direction. In this paper we will restrict ourselves to the results for the inner
iterations.

The first test case is a 2-D buoyancy-driven cavity flow in a unit square
consisting of a 60 × 60 uniform grid and a decomposition of 4× 4 subdomains,
see Figure 2. The Rayleigh number is chosen to be large, i.e. Ra = 1.0 · 106,
meaning that the flow is highly buoyant but still laminar. Figure 3 shows the
residuals for solving the pressure-correction system. Clearly, the CLD deflation
performs best, followed by CD deflation and the GCR without deflation. The
SIP method performs very disappointing for this case. Note that a large jump
in the initial residual can be observed for CLD deflation.

1 In this paper we let deflation vectors in the coordinate directions out of considera-
tion. However, numerical experiments show that choosing linear vectors in grid- or
coordinate directions can result in different convergence behavior.
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Fig. 2. Velocity field for the buoyancy-driven cavity flow

In the second test case, a glass tank is considered having dimensions 7 [m]
× 3 [m] ×1 [m], see Figure 4. Glass fractions are injected (left of figure) from
above and melted glass with desired properties leaves the tank at the outlet
(right of figure). For this case the grid is uniform consisting of 10,500 grid cells,
and the domain is decomposed into 18 subdomains. Figure 5 shows the results
for the inner iteration residuals. Clearly, CLD deflation performs best concerning
convergence behavior.

0 5 10 15 20 25 30
10

−9

10
−8

10
−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

10
1

iteration number

re
si

du
al

 ||
b−

A
y(k

) || 2/|b
|| 2

SIP(1)
GCR
CDGCR
CLDGCR
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Fig. 4. Velocity field for the glass tank test case
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Fig. 5. The residuals of the inner iterations for the SIP and deflated GCR method
considering the glas tank test case (GCR: GCR without deflation; CDGCR: GCR with
CD deflation; CLDGCR: GCR with CLD deflation)

6 Conclusions

From the experiments presented in this paper, we conclude that the deflation
accelerated Schwarz method is a very efficient technique to solve linear systems
of equations arising from domain decomposition. It seems that the combination
of constant and linear deflation vectors is most efficient. A large jump in the
norm of the initial residual can be observed as well as a higher convergence rate.
Moreover, it should be noted that the deflation method can be implemented in
existing software with relatively low effort.
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Abstract. The paper deals with microchannel cooling where water is the 
cooling liquid. ANSYS software and CFDRC-ACE one were used to analyse 
the flows and the origin of large amount of heat that can be overtaken from the 
chip when microchannels are applied. The concept of microscale heat transfer 
coefficient is discussed. The phenomena taking place in microchannel flows are 
simulated and some conclusions are introduced to explain the results met in 
many references but still unexplained. In contrast to existing, standard methods, 
the new approach describes the local phenomena and is used in the further 
investigation of the cooling microstructure. An effect of its geometry on the 
total overtaken heat flux is analysed with respect to optimal conditions as well 
as to technological restrictions. 

1   Introduction 

The fast development of nowadays electronics induces the increase of heat dissipation 
inside semiconductor structures. In case of power module, the total power can exceed 
1kW [1, 2] and the heat flux that needs to be overtaken from the device reaches 
several MW/m2. The greatest problem nowadays is not only the huge amount of heat 
dissipation but mainly its density at the surface of the structure. Therefore, one has 
revealed the challenging task: to design as effective heat exchanger as only possible 
with regard to microelectronic dimensions restrictions. 

A forced cooling system with the coolant characterised by the large enough heat 
capacity and thermal conductivity could meet these demands only. For example, it 
could be a liquid cooling system with water as a cooling medium, and such systems 
already exist. Their effectiveness can be improved when one introduces the coolant 
stream as close to the heat source as possible. This idea has been employed in a new 
solution of a liquid cooling system that is based on microchannels formed in the 
substrate of semiconductor device [3-5], or in cooling microstructure placed at the 
chip directly [6, 7]. Unfortunately, such a huge heat transfer capacity has been 
observed at very large inlet pressure, e.g. above 200kPa in [3], that is unacceptable 
because of the reliability and the life of the electronic equipment. 

Although the differences in the behaviour of liquid flow in the micro- and 
macrostructures have been already reported [3-12], no coherent explanation of their 
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origin exists. In [11], they have noticed that the flow character in microchannels 
changes for much smaller values of Reynolds numbers. Others observed in [12] the 
slip of water flowing in microchannels while there is no possibility to observe the 
phenomenon in macrochannels under these particular conditions. It indicates that the 
transition from the macroscale, corresponding to the typical liquid cooling systems, to 
the microscale, when the considered thermal phenomena take place, is not the scaling 
problem only but it creates quite new problems in heat and mass transport. The lack 
of their satisfactory description as well as the contradictory opinions presented by 
different authors encouraged us to analyse the problems from the microchannel 
cooling efficiency aspect. Some of our results are presented in the paper.  

2   Heat and Mass Transfer in Microchannels 

The rise of turbulent flow should be described from the origin; when the fluid makes 
contact with the surface, viscous effects become significant. As a result, boundary 
layers develop with increasing distance from the inlet, until they merge at the 
centreline. Then the flow is fully developed and the distance at which this condition is 
achieved is called hydrodynamic entrance length. Within the fully developed region 
one can distinguish a turbulent core and a laminar sublayer. In the first region the heat 
is transferred by the mass transport whereas in the second one, the heat transport is 
dominated by diffusion. In consequence, this area is responsible for heat exchange at 
the solid-fluid border mainly. 

2.1   One Channel Approach 

At first, our interest has been devoted to analyse the heat overtaking process by the 
water flow through a single channel. We have based it on simulations of water 
cooling conducted with the aid of ANSYS and CFDRC-ACE software. The heat 
transfer process has been investigated with use of the heat transfer coefficient that 
represents the amount of heat overtaken by the coolant that flows along the cooled 
walls with respect to assumed temperature difference between the wall temperature 
and the reference ambient one. When one considers liquid heat exchange systems, the 
heat transfer coefficient is commonly considered as the ratio of the heat flux 
overtaken from the wall at some particular point and the difference of the point 
temperature and some reference one that usually is the liquid inlet temperature, the 
same for the whole heat exchange system [13]. Such an attitude to the analysis of heat 
exchange problems can be called the macroscale one with the macroscale heat 
transfer coefficient that refers the local thermal phenomena to one arbitrary, defined 
temperature. This feature of the macroscale coefficient allows to treat the system as 
the whole and to estimate the influence of the system design on the entire heat 
exchange process. Its value does not, however, depend on the real heat exchange 
ability at the particular point only and does not characterise the local heat exchange 
phenomenon. It is evident when we consider the changes of the macroscale 
coefficient along the channel shown in Fig.1. Its value decreases although no changes 
in the mechanics of the heat exchange take place.  
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Fig. 1. Micro and macro heat transfer coefficient versus the channel length 

The macroscale approach is not sufficient in case of microscale problems, like the 
microchanel cooling. Therefore, another definition of the heat transfer coefficient, 
called microscale one, has been proposed. It introduces a new reference temperature 
connected directly with the local heat exchange process instead of the inlet 
temperature. It seems that the temperature at the turbulent core – the laminar sublayer 
border meets this demand the best. The efficiency of the heat overtaking process 
depends on the heat diffusion that depends directly on the laminar sublayer thickness. 
The thinner laminar sublayer the smaller difference between the wall temperature and 
the temperature just on the border, and in consequence the better cooling abilities are. 
The right of above argument has been confirmed by the results of single channel 
simulations performed for homogeneous heat dissipation on one wall (Fig.1). While 
the macroscale coefficient changes along the channel the microscale one remains 
constant what is in agreement with the mechanics of the heat exchange phenomenon. 
Its a little larger value at the inlet is obvious when we take into account the laminar 
sublayer that starts to create itself at the inlet. At the beginning it is very narrow and 
achieves the final thickness on some distance. At the inlet the laminar sublayer is 
narrower what leads to more intensive heat exchange. 

2.2   Multi-channel Approach 

In Fig. 2, one can find the outline of the copper structure that has been investigated as 
an example of multichannel cooler [8, 9]. It contains several microchannels, with the 
dimensions wCHxh; separated by the walls (columns) of the thickness wCOL. Since the 
heat exchange processes are homogeneous along the channel if the microscale heat 
transfer coefficient is used, the 3D analysis can be simplified to the investigation of 
2D model that is a crosscut in the direction perpendicular to the water flow.  

Once again the incoherent reports [3,5,7] forced us to look for the optimal 
geometry of the presented above structure. The series of numerical simulations lead 
us to the conclusion that in the microstructure, one can find two competitive 
phenomena: the enhancement and the chocking effect. The total heat removal 
increases when the number and the height of channels increase since the larger area of 
the water-heat sink contact is observed. On the other hand, the overtaken heat flux 
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decreases when the column width decreases due to the chocking effect that results in 
reduction of the temperature at the bottom wall of the channel. 

 

Fig. 2. The 3D multichannel structure 

With the aid of numerical analysis, an influence of the channel width and height, 
the column width as well as the heat transfer coefficient on total heat overtaken from 
the structure have been examined. The considerations above are illustrated graphically 
in Fig. 3. The chart presents two curves for the constant column and channel width 
(2mm) and for two chosen heights, one twice as high as the other. The simulations 
have been performed for the heat transfer coefficient equal to 10W/cm2K. This value 
has been settled with the aid of one channel simulations. One can easily notice the 
peaks in the curves that are created by the two phenomena. The most crucial 
conclusion is that the optimal geometry of the structure from Fig. 2 exists. There are 
certain ranges of parameters deviations from the most preferable values where 
changes have no influence on the efficiency of the whole system. 
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Fig. 3. Two competitive phenomena in the characteristic of heat flux versus the ratio of the 
column and the channel 

3   Inlet Elements 

All the above considerations deal with the fully developed turbulent flow inside the 
microchannel cooler. Its efficiency depends, however, on the flow velocity inside the 
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channels and the input pressure that are strongly combined each with the other. Since 
the pressure across the liquid cooling unit is limited in microelectronic applications 
the pressure losses in inlet elements are of large importance for the final effectiveness 
of the microchannel coolers. In addition, too high values of pressure and subpressure 
can be very destructive, shorten the life and lower the reliability of the whole system. 
Therefore, one must take into considerations the hydrodynamic entrance phenomena. 

In this chapter some results of the numerical investigations of the inlet element 
shape and its influence on the pressure distribution in a microchannel cooler are 
reported. They present the 2D analysis that has been performed for the cross-section 
of the cooling structure shown in Fig.3. It corresponds to the water flow path that 
consists of the inlet chamber, the contraction and the microchannel section. In Fig. 3 
two considered solutions of the cooling structure are depicted - the dotted line in the 
contraction section shows the sharp edges structure, while the continuous one presents 
the smooth structure. During the simulations, the contraction length, dk, has varied in 
the range 5 ÷ 20mm. The other dimensions have been settled on the basis of the 
design and technological restrictions as well as the results of earlier numerical 
analysis. The simulations have been conducted with the aid of ANSYS software for 
similar boundary conditions as the previous ones. The inlet pressure has been 
assumed as equal to 40kPa and the outlet pressure has been kept at 0Pa. It has been 
established on the basis of earlier considerations of mass flow resulting from the 
pump efficiency and additional limits for allowable pressure in microstructures. 

I CNLET HAMBER

CONTRACTION

MICROCHANNEL

dk

D

 

Fig. 4. Outline of test structure 

The results presented here concern simulations performed for the both types of 
structures and for three contraction lengths 5, 10 and 20mm, respectively. They were 
delivered by ANSYS in a form of maps presenting pressure distribution like the ones 
in Fig. 5. The figure shows the pressure distribution in the both types of analyzed 
structures for the contraction length dk = 10mm.  

The basic data characterising the hydrodynamics processes in the considered inlet 
elements, like the highest static subpressure pmin and the highest static pressure pmax, 
have been extracted from the pressure maps and are collected in Table 1 together with 
additional characteristic parameters discussed below.  

Comparing the values of maximal and minimal pressure, one can notice a 
surprising large magnitude of the subpressure in the sharp edge design contrary to the 
smooth edge one, where the subpressure area almost does not exist.  
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 (a) 

 (b) 

Fig. 5. Pressure distribution in the structures with dk = 10mm and with (a) sharp edges and 
(b) smooth edges 

Table 1. Characteristic parameters for various inlet structures 

contraction length dk  pmin [kPa] pmax [kPa] p3mm [kPa] dopt [mm] 

sharp edge structures 

5mm - 47.4 40.09 4.05 6.50 

10mm - 41.1 40.09 5.39 3.00 

20mm - 20.2 40.09 5.86 1.50 

smooth edge structures 

5mm   - 1.8 40.11 5.92 1.40 

10mm   0 40.10 5.96 1.20 

20mm   0 40.09 5.82 1.00 

It indicates that the additional efforts to get the smooth edge contraction are worth 
to be undertaken. It can result in the higher reliability and the considerably longer 
microstructure life. One can strengthen this result increasing the contraction length dk. 
There are some natural limits arisen from the permissible length of the cooling 
structure but they apply to sharp designs rather. In case of smooth inlets the 
subpressure becomes negligible small at dk = 10 mm. The pressure gradients 
generated in contraction segment penetrate the entrance of the microchannel 
disrupting the pressure distribution in that region and changing the heat transfer 
process inside the whole microstructure. Therefore, it is impossible to use an input 
microchannel pressure to evaluate the microchannel cooling efficiency. One needs the 
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input pressure independent on the local disturbance generated by the contraction 
segment for this goal. One has assumed that this condition is met at the place where 
the pressure starts to change linearly and the velocity profile is symmetrical. This 
distance measured from the microchannel input is denoted as dopt, and its values for 
considered structures are gathered in Table 1. They depend on the contraction shape 
and dimensions. The smaller the value the lower turbulence and subpressure occur in 
the microchannel entrance. In order to evaluate the influence of contraction segment 
design on the phenomena in the microchannel cooling part, an optimal distance for 
microchannel pressure determination for all the structures should be settled. It has 
been chosen as equal to 3mm on the base of the dopt values. Such a value allows 
comparing the pressures of all smooth and sharp edge structures. The average values 
of the static pressure at 3mm are gathered in Table 1. 

One can notice that the highest values of p3mm occur for smooth structures. It 
means that in case of smooth structures one can observe lower pressure drop on inlet 
element and higher in the microchannel. As a result, the water velocity is higher in 
the microchannel, the turbulence is more intense and the heat overtaking efficiency is 
better. On the other hand, the sharp edges introduce strong turbulent eddies at the 
entrance to the channel that are suppressed at quite a long distance. This kind of 
turbulences result in the high subpressure and can be very destructive for 
microchannel structure what is an additional disadvantage of this design contrary to 
the smooth one. The av. pressure at the 3mm from the inlet vs. contraction length for 
the smooth structure is graphically presented in Fig. 3. The maximum pressure is 
obtained for dk = 8mm. For the values of contraction length in the range from 5 to 
10mm, the differences in pressure are lower than 1%. Hence one can choose an 
arbitrary dk value from the given set. An area of low eddy turbulences (subpressure) is 
created even for the smooth but too abrupt contraction. The elongation of dk causes 
the shrinkage and finally diminishing of the subpressure region. It results in a peak at 
the curve presented in Fig. 3. 
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Fig. 6. The average pressure at the 3mm for smooth edge structures 

4   Conclusions 

The paper aims at the problem of microchannel liquid cooling system analysis. As an 
necessary element of the analysis, a new method for heat transfer coefficient 
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calculation that is dedicated for microscale analysis has been introduced. Contrary to 
existing, standard methods, the new approach describes the local phenomena and is 
used in the further investigation of the cooling microstructure. An effect of its 
geometry on the total overtaken heat flux is analysed with respect to optimal 
conditions as well as to technological restrictions. Furthermore, an influence of the 
shape of the inlet element on pressure distribution in the structure is presented. It is 
proven that the contraction length as well as the edge design is very essential for life 
and reliability of the whole system and in consequence for thermal efficiency of the 
microstructure. The main aims of the inlet element optimisation process are to 
minimise maximum pressure and subpressure values, to reduce the subpressure area 
and to decrease the pressure drop losses. 
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Abstract. In this paper we analyse the performance of a low dimen-
sional model for the nonlinear thermo-mechanical waves. The model has
been obtained by using proper orthogonal decomposition methods com-
bined with a Galerkin projection. First, we analyse the original PDE
model in order to obtain the system states at many time instances.
Then, by using an empirical orthogonal basis extracted from our numer-
ical results, we construct an empirical low dimensional model. Finally,
we compare the results obtained with the original PDE model and those
obtained with our low-dimensional model. These comparisons are carried
out for mechanically induced phase transformations in a shape-memory
alloy rod.

Keywords: Nonlinear waves, thermo-mechanical dynamics, proper or-
thogonal decompositions, Galerkin projections.

1 Introduction

The field of smart material systems is rapidly developing. Due to their unique
properties, the smart materials have attracted an increasing attention from
mathematicians, physicists, control theorists, and engineers. Smart materials
such as piezoelectrics, shape memory alloys, and magnetostrictive materials can
sense and respond to external stimuli. They can also be used as actuators. Ul-
timately, one would like to achieve a certain degree of control over phenomena
associated with the complex behaviour of these materials ([17, 6] and references
therein). As a result, there is an increasing number of efforts to construct simple
and robust mathematical models describing the dynamics of smart materials and
such that would be relatively easy to amend to control.

Control strategies for many dynamic systems described by nonlinear ODEs
are well developed, in particular in those cases where the dimension of the con-
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trolled system is not large [2, 13]. At the same time, existing mathematical mod-
els for the dynamical behaviour of smart materials are typically based on a set of
coupled nonlinear PDEs. For example, the mathematical models for the shape
memory alloys are formulated as a system of PDEs that couples thermal and
elastic fields, while the models for the piezoelectric materials are formulated as
a system of PDEs that couples electric and elastic fields [11, 19]. All such mod-
els are infinite dimensional and one of the ways to deal with such models is to
discretize them in space and apply the method of lines to the result. However,
due to the coupling between multi-physics fields and system nonlinearities, the
number of nodes for the spatial discretization needs to be sufficiently large. This
leads to computational difficulties due to the fact that the resultant large sys-
tem of ODEs is usually stiff. Even in the case of linear PDEs, control issues of
the resulting models are highly non-trivial [18, 14, 4, 9]. Hence, it seems natural
to try to approximate PDE systems such as those arising in the description of
smart material systems by a lower dimensional ODE systems. One way to do
that is to use the Proper Orthogonal Decomposition (POD). This is a very ef-
ficient tool for this purpose as soon as a collection of system states is available.
This idea has been applied to many active control problems involving fluid flows
(see [1, 14, 5, 15] and references therein). In its essence, the POD methodology is
analogous to the principal component analysis, techniques based on the singular
value decomposition, or the Karhunen-Loeve decomposition [8, 5, 15].

In what follows, we propose a low dimensional model for the nonlinear thermo-
mechanical waves, describing the dynamics of shape memory alloys. The model
is constructed on the basis of the numerical results obtained from the original
system of coupled nonlinear PDEs. The dynamical behavior of the considered
system is simulated by the empirical low dimensional model, and the perfor-
mance of the low dimensional model is compared to the original PDE model.
It is shown that the empirical low dimensional captures all the characteristic
features of the material.

2 The Original PDE Model

Many smart materials encountered in applications have been extensively investi-
gated by both experimentalists and theoreticians. Today, mathematical models
for the 1D shape memory alloys rods (or wires) are well established on the basis
of the modified Ginzburg-Landau theory. The well known Falk model has been
constructed on the basis of conservation laws for linear momentum and energy,
and thermo-dynamical consistency. To model the coupled thermo-mechanical
wave interactions and the first order phase transitions in the shape memory
alloys, we use the following 1D mathematical model [3, 11, 19]:

ρ
∂2u

∂t2
=

∂

∂x

(
k1 (θ − θ1)

∂u

∂x
− k2(

∂u

∂x
)3 + k3(

∂u

∂x
)5
)

+ F,

cv
∂θ

∂t
= k

∂2θ

∂x2
+ k1θ

∂u

∂x

∂v

∂x
+ G,

(1)
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where u is the displacement, θ is the temperature, ρ is the density, k1, k2, k3, cv

and k are re-normalized material-specific constants, θ1 is the reference tempera-
ture for 1D martensitic transformations, and F and G are distributed mechanical
and thermal loadings.

It is well known that even in this one-dimensional case, the analysis of the sys-
tem is far from trivial due to the strong nonlinear coupling between thermal and
elastic fields. Thermal and mechanical hysteresis effects and complicated phase
transformations are the phenomena that need to be dealt with. Following our
previous works [10, 11, 19], we re-write our original system in a way convenient
for computational implementation:

cv
∂θ

∂t
= k

∂2θ

∂x2
+ k1θε

∂v

∂x
+ G,

∂ε

∂t
=

∂v

∂x

ρ
∂v

∂t
=

∂

∂x

(
k1 (θ − θ1) ε− k2ε

3 + k3ε
5
)

+ F,
(2)

where ε = ∂u/∂x, v = ∂u/∂t.

3 The Construction of a Low Dimensional Model

3.1 Orthogonal Basis

The first step in constructing a low dimensional model is to construct an effective
basis for the approximation of the system states. This step is equivalent to the
one described in [12] where Eq.(2) is rewritten in a general dynamical system
form

∂U(x, t)
∂t

= F(U(x, t)), (3)

and U(x, t) is the sought-for vector function with components ε, v and θ. This
function depends on the spatial position continuously in a given domain Ω and
F is a nonlinear function of U , and the first, second order derivatives of U . At
this stage, loadings are not included in the above model.

The POD is concerned with the possibility to find a set of orthonormal basis
functions φj(x), j = 1, . . . , P which are optimal in the sense that the P dimen-
sional approximation

UP (x, t) =
P∑

i=1

ai(t)φi(x) (4)

gives the best approximation to the function U(x, t) among all those P dimen-
sional approximations, in the least square sense [8, 5, 16]. As usual, here ai are
the general Fourier coefficients for φ, that are functions of time. In other words,
the idea of POD applied here is based on a choice of the basis functions φ to
maximize the mean projection of the function U(x, t) on φ

max
φ∈L2(Ω)

E
(|〈U , φ〉|2)
‖φ‖2 (5)
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where E(·) denotes the mean value functional, and 〈·〉 is the inner product [5, 16].
Finally, the maximization problem leads to the following eigenvalue problem∫

Ω

E(U(x)U(x′))φ(x′)dx′ = λφ(x), (6)

whose kernel K = E(U(x)U(x′)) can be interpreted as the auto-covariance func-
tion of the two points x and x′ (see [5, 16] and references therein).

In practice, the states of the above system could be obtained by either experi-
mental measurements or numerical simulation with suitable initial and boundary
conditions, so U(x, t) will be a discrete function in both time and space. If we
assume that the system states are available at N different time instances, we
will call the system state at the ith time instance U i as the ith snapshot. In the
discrete form, each snapshot can be written as a column vector with M entries,
where M is the number of nodes for spatial discretization.

In order to construct the orthonormal basis, all the snapshots need to be
collected in one matrix U = {U i, i = 1, . . . , N}, and we can put each snapshot
as one column in the collection matrix so that the collection U will be a M ×N
matrix. Then, the orthonormal basis for the given collection U can be calculated
by the singular value decomposition as follows

U = LSRT (7)

where L is M ×M orthonormal matrix, R is a N × N orthonormal matrix, S
is a M × N matrix with all elements zero except along the diagonal and those
non-zero elements are arranged in a decreasing order along the diagonal (the
singular values of U with associated eigenvectors in L and R).

If we let SRT = QT in the singular value decomposition, then U = LQT .
Let then φk be the kth column of L and ak be the kth row of Q, so that the
matrix U ’s singular value decomposition can be rewritten as

U =
m∑

k=1

akφk (8)

where m = min(N,M) is the rank of the collection matrix U . This approximation
is what we are looking for in Eq.(4). Following [7, 5], we note that the lower di-
mensional approximation of the matrix U can be easily obtained by just keeping
the first few largest singular values and their associated eigenvectors in L and Q,
and the number of eigenvectors should be determined by compromising between
the dimension number of the resultant system and the approximation accuracy.
Furthermore, the basis vectors obtained from the singular value decomposition
are orthonormal, which gives us the following relations

〈φi, φj〉 =
{

1 if i = j
0 if i 	= j

(9)

and the general Fourier coefficients in this case could be calculated as

ak = 〈Uk, φk〉. (10)
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3.2 Galerkin Projection

The idea of constructing a lower dimensional dynamic system from a given higher
dimensional system is to replace the dynamics of the given system by a lower
dimensional subspace of the origin state space [7, 5, 12]. Following the standard
procedure, we substitute the approximation Eq.(4) into the given dynamic sys-
tem Eq.(3), with the basis vectors extracted from the collection matrix U , and
write it in the residual form

r(x, t) =
∂U(x, t)

∂t
−F(U(x, t)) =

M∑
k=1

∂ak

∂t
φk −F(

M∑
k=1

akφk). (11)

Then, we use a Galerkin projection so that we approximate the system by a
lower dimensional subspace approximation, and set the residual, induced by this
approximation, to be orthogonal to all the basis functions

(r, φk) =
∫

Ω

r(x)φ(x)dx = 0. (12)

In the discrete case, we set the inner product between the residual vector and
all the basis vectors to zero, so that for the given dynamic system, it is easy to
get that

〈
M∑

k=1

∂ak

∂t
φk, φj〉 = 〈F(

M∑
k=1

akφk), φj〉. (13)

Since the φj produces a set of orthonormal basis vectors, the system can be
re-cast into the following set of ODEs

∂aj

∂t
= 〈F(

M∑
k=1

akφk), φj〉, k, j = 1, . . . ,M. (14)

Since the basis vectors are extracted from the snapshots, all the boundary con-
ditions are “embedded” into the basis vectors which help avoid a stiff system of
equations. The resulting system of ODEs is integrated given the initial conditions
projected into the orthonormal basis, and the loadings are applied.

4 Numerical Results

In what follows we demonstrate the technique described above on the empirical
low dimensional model by simulating the dynamical behavior of a SMA rod. The
dynamical behavior of the SMA rod is strongly nonlinear with coupling effects
between the elastic and thermal fields, first order martensitic transformations,
and hysteresis [3, 11, 10, 19]. The simulation is performed for a Au23Cu30Zn47 rod
of length L = 1cm based on Eq.(1). All the physical parameters for this specific
material are taken here the same as in [11]. We use the following procedure.
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Fig. 1. Comparison of the nonlinear thermo-mechanical behavior of a SMArod: the
full PDE model (left) and the empirical low dimensional model (right)

Thermomechanical Waves
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First, we perform the numerical simulation using Eq.(1) with a representative
mechanical load. As a result, the collection matrix will be constructed and the
empirical orthonormal basis vectors can be extracted. Then, we simulate the
dynamics using Eq.(14) with different mechanical loads. By comparing the nu-
merical results from Eq.(14) with those from Eq.(1), we analyse the performance
of the low dimensional model in reproducing the main features of the dynamics.

The initial conditions for all simulations are set the same. In particular,
θ(x, 0) = 260oK and ε(x, 0) = v(x, t) = 0. Boundary conditions for Eq.(1)
are taken as mechanically pinned-end and thermally insulated. The distributed
mechanical loading for collecting snapshots is as follows (for one period)

F = 7000

⎧⎨⎩
t/3, 0 ≤ t ≤ 3,
(6− t)/3, 3 ≤ t ≤ 9,
(t− 12)/3, 9 ≤ t ≤ 12.

(15)

We follow here ideas reported in [11, 10, 19]. There are 18 nodes used for ε and
θ discretization and 19 nodes used for v. Two periods of loadings are performed
(t ∈ [0, 24]) and totally 201 evenly distributed snapshots are sampled.

After the POD is applied, there are 9 basis vectors that are kept for ε, 9 for
v, and 8 basis vectors for θ. By substituting the approximation

u =
9∑

i=1

εiφ
ε
i , v =

9∑
i=1

viφ
v
i , θ =

8∑
i=1

θiφ
θ
i (16)

into Eq.(1), the system will be converted into a system of ODEs with dimension
of 26 (9 for ε, 9 for v, and 8 for θ). Then, a standard ODE integrator (ode23 in
Matlab) is applied to simulate the state evolution, without changing any physical
parameters, except the mechanical loadings that is now F = 6000 sin(πt/6)3.

The numerical results obtained with the low dimensional model are presented
in the right column of Fig.1. The displacements (displacement is calculated by
integrating ε along x after simulation), temperature and strain distributions
in the entire rod are plotted as functions of time. For comparison purposes,
the behavior of the SMA rod with exactly the same physical parameters and
mechanical loading is also simulated using Eq.(1), and the numerical results for
displacement, temperature and strain are presented in the left column of Fig.1,
in a similar way. The validation of the numerical results obtained with Eq.(1)
has been previously discussed in [19, 11]. By analysing Fig. 1, we conclude that
all the characteristic features of the material are captured by the constructed
here lower dimensional model.
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Abstract. In the reliability-risk assessment, the second order reliability index 
method and the Conditional Expectation Monte Carlo (CEMC) simulation were 
interrelated as a new Level III computational approach in order to analyse the 
safety level of the vertical wall breakwaters. The failure probabilities of sliding and 
overturning failure modes of the Minikin method for breaking wave forces were 
forecasted by approximating the failure surface with a second-degree polynomial 
having an equal curvature at the design point. In this new computational 
approach, for each randomly generated load and tide combination, the joint 
failure probability reflected both the occurrence probability of loading condition 
and the structural failure risk at the limit state. This new approach can be 
applied for the risk assessment of vertical wall breakwaters in short CPU 
durations of portable computers.  

1   Introduction 

In the structural design of vertical wall breakwaters, two methods have been widely 
applied in European countries. The first method is the First Order Mean Value 
Approach (FMA) [1], and the second one is the Hasofer-Lind second order reliability 
(HL) index. The partial coefficient system utilizes the former and the latter has been 
employed to compare risk levels of rubble mound and vertical wall structures [2]. 
Goda and Tagaki [3] suggested a reliability design criteria in which the Monte Carlo 
simulation of expected sliding distance was carried out for caisson breakwaters. 

The reliability-risk assessment of Ere li harbor main breakwater involves the second 
order reliability index ( II) method interrelated with CEMC simulation as a Level III 
method. In this technique, uncertainties that affected most of the variables in the design 
were incorporated throughout the lifetime of structures by the use of the simulation of 
design conditions, i.e. the water level change due to tidal action and the random wave 
action. This proposed Level III computational methodology was compared with the 
individual application of II (Level II) method. 

2   Computational Risk Model 

The safety of vertical wall breakwater was evaluated by modelling random resistance and 
load variables with common probability distributions at their limit-state. The primary 
variable vector z in the normalized space indicates these random variables. 
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The functional form of the basic variables consistent with the limit state is the failure 
function denoted by: g(z)=(z1,z2,...,zn). The safety of the structure can be assured by 
designating an admissible value of the probability of achieving the limit state defined by: 
g(z)=0. In the reliability-based study, the second-order reliability index method was 
utilized, in which the failure surface was approximated by a rotational parabolic 
surface. The parabolic limit state surface in standard normal space, g(z) [4] was taken 
in the model as follows: 
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where a0,bi, and ci are the regression coefficients of the second-order polynomials; zi 
are the standardized normal random variables and n is the number of random 
variables. Regression coefficients were obtained by using the response surface 
approach in standard normal space [5]. The positive sum of the principle curvatures of 
limit state surface at the design point (z*) was expressed as: 
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where, II is the second-order reliability index, R is the average principal curvature 
radius expressed as R=(n-1)/Ks,  I is the first order reliability index I=

T z* ;  is the 
standard normal distribution function,  is the standard normal probability density 
function,  is the directional vector at the design point. The structural performance of 
the breakwater under the affect of wave loading was investigated by utilizing the 
Conditional Expectation Monte Carlo (CEMC) simulation. The exceedance probability 
(Pf) of failure damage level was obtained by utilizing the control random variable 
vector of zi = (zi1, zi2,…, zik)  as follows: 

[ ] )5()(PEP ifijandn,...,2,1j:zf j
z≠==

 

where, E[.] is the conditional expectation (mean) and Pf (zi) is the failure probability 
evaluated for zi1, zi2,…, zik, by satisfying the conditional term in eqn (6) for the last 
control variable as follows:  
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where, k is the number of control variables in the simulation. A computer program 
was developed for the simulations that repetitively reproduced breakwater 
performance at the limit state condition until the specified standard mean error of 
convergence ( ) was satisfied. The limit state equations for breaking wave forces 
acting on the vertical wall breakwaters were derived in this study from the Minikin’s 
method [6] as illustrated in Figure (1). For sliding failure mode, the limit state 
equation utilized in the model was [7]: 
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The limit state equation for the overturning failure mode was obtained as:  
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In eqns (7) and (8), dS is the depth from still water level, hs is the height of vertical 
wall breakwater, B is the width of wall, μf is the coefficient of friction, γo is the weight 
per unit volume of seawater, γc is the weight per unit volume of concrete, Hb is the 
breaking wave height, hC is the breaker crest taken as Hb/2, Pm is the maximum 
pressure acting at the SWL, d is the depth at a  distance one wavelength seaward of 
the structure, Ld  is the wavelength at the water of depth d. 

In the application of the suggested Level III method, the offshore wave height was 
randomly generated and a linear wave transformation was carried out to obtain the 
design load of the structure. Then, the reliability of the structure was investigated (on 
average 30,000 times) by the II method at the limit state. As a result, the joint failure 
risk reflected the occurrence probabilities of wave loading and the limit state for each 
random load combination generated in the simulation. Then, the II method was 
applied individually to the case study as a Level II approach and the results obtained 
from these methods were compared with each other. 

3   Model Application 

A commercial harbor will be constructed in Marmara Ere lisi on the inland Sea of 
Marmara of Turkey (Figures 2 and 3). The basic parameters in the design are listed in 
Table (1) with the mean (μ) and standard deviation ( ) of normally distributed 
random variables. 
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Fig. 1. Breaking wave forces 

 

Fig. 2. Locations of recently planned harbours in Turkey 
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Table 1. Design parameters for the breakwater 

Design Parameters  Value 

Height of the structure hs = 17 m 
Depth at the toe of the wall ds = 6.5 m 

Depth at distance one wave length seaward  d = 8 m 
Wave length at water depth d Ld = 76 m 

Weight per unit volume of sea water γo = 1.02 t/m3 
Weight per unit volume of concrete  (t/ m3) μ=2.4 t/m3 =0.1 t/m3 
Coefficient of friction 
 (normally distributed) 

μ= 0.64 = 0.1 

Wave height (Weibull-Rayleigh) H (m)  =2.97   =1.55  

Table 2. Annual maximum significant wave characteristics of the site 

M Hs Ts Lo Kr Ho' Hb/Ho' Hb 

1 3,170 8,072 101,641 1,000 3,170 1,11 3,519 

2 3,200 8,096 102,256 0,974 3,116 1,11 3,459 

3 3,430 8,278 106,901 1,000 3,430 1,1 3,773 

4 3,780 8,539 113,76 1,000 3,780 1,09 4,120 

5 3,820 8,568 114,528 1,000 3,820 1,09 4,164 

6 3,900 8,625 116,058 0,973 3,793 1,09 4,134 

7 4,540 9,055 127,911 0,972 4,411 1,08 4,764 

8 4,880 9,267 133,962 0,984 4,802 1,08 5,186 

9 4,900 9,279 134,313 0,984 4,822 1,08 5,207 

10 5,070 9,381 137,277 0,984 4,989 1,08 5,388 

11 5,520 9,640 144,955 0,984 5,432 1,07 5,812 

12 6,020 9,911 153,227 0,984 5,924 1,06 6,279 

13 6,650 10,231 163,305 0,984 6,544 1,05 6,871 

The wave height was modeled by a joint Weibull-Rayleigh probability distribution 
with the scale ( ) and shape ( ) parameters listed in Table (1) by using the wave 
characteristics listed in Table (2) [8]. In Table (2), Hb is the breaker height at 
construction depth, Ho' is the unrefracted deep-water wave height, M is the plotting 
position, Kr is the linear refraction coefficient, Hs and Ts are the annual maximum 
significant deep-water wave height and period, respectively. The new Level III 
reliability approach, in which the second order reliability index ( II) and the 
Conditional Expectation Monte Carlo (CEMC) simulation were interrelated, was 
suggested to handle the uncertainties inherent in wave data and design methodology 
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[9]. Wave characteristics of the site were randomly generated by simulation. 
Afterwards, the failure mode probability was predicted by the parabolic limit state 
surface having the identical curvature at the design point with the higher degree 
failure surface. The mean (μ) and the standard deviation ( ) of the wave height 
distribution were μH= 4.77m and H = 0.95m, respectively. Probabilities of failure of 
the Ere li vertical wall breakwater in 50 years of lifetime obtained by the suggested 
Level III approach for both sliding and overturning failure criteria are given in Figure 
(4) in which sliding criterion governs the design. The sensitivity study carried out by 
using a rank correlation method reveals that the overturning failure function is 
sensitive to the wave height with a correlation coefficient of Rc=-0.84 (load variable) 
obtained by Level II and Level III methods for sliding criterion under breaking wave forces 
and to the weight per unit volume of concrete with Rc=0.46 (resistance variable). The 
sliding failure function is sensitive to the wave height with Rc=-0.73 (loading 
variable), to the weight per unit volume of concrete Rc=0.22 (resistance variable), and 
to the coefficient of friction with Rc=0.57. 

For sliding failure criterion, the probability of failure determined from Level II 
reliability method is lesser than the probability of failure obtained from Level III 
reliability method with a root mean square error of 0.25 and a bias of –0.17 (Figure 
5). For overturning failure criterion, the probability of failure obtained from Level III 
reliability method is greater than the probability of failure obtained from Level II 
method with a root mean square error of 0.32 and a bias of –0.17.  

 

 

Fig. 3. Ere li (Marmara) harbour 
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Fig. 4. Failure risk of the Ere li vertical wall breakwater in lifetime 
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Fig. 5. Comparison of failure probability of vertical wall breakwater in a lifetime of 50 years 
obtained by Level II and Level III methods for sliding criterion under breaking wave forces 
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4   Conclusions 

A new computational simulation methodology was presented for the design of 
breakwaters. For the case study at Ere li, results obtained from Level II method 
deviated from results obtained by simulation. Therefore, structural reliability 
evaluated by using Level II method was considered as approximate, when compared 
to the Level III method presented in this paper. The type of distribution (Normal or 
extreme value) in design parameters of the failure function also effected the reliability 
evaluations irrespective of the design level. As a result, the reliability of vertical wall 
structures was highly variable and depended upon the unpredictable nature of coastal 
storms, the reliability method and distributions utilized in the design.  

This new computational method has advantages in practical design applications, 
since the random behaviour of structural performance in lifetime can be estimated at 
the planning stage. The new computational approach applied in this paper within few 
minutes of CPU time in a portable computers, was recommended for the risk 
assessment of vertical wall breakwaters. 
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Abstract. In this paper we present an study which shows the possibility
of using wavelets and wavelet packets to detect transients produced by
termites. Identification has been developed by means of analyzing the
impulse response of three sensors undergoing natural excitations. De-
noising exhibits good performance up to SNR=-30 dB, in the presence
of white Gaussian noise. The test can be extended to similar vibratory
or acoustic signals resulting from impulse responses.

1 Introduction

In acoustic emission (AE) signal processing a customary problem is to extract
some physical parameters of interest in situations which involve join variations of
time and frequency. This situation can be found in almost every nondestructive
AE tests for characterization of defects in materials, or detection of spurious
transients which reveal machinery faults [1]. The problem of termite detection
lies in this set of applications involving nonstationary signals [2].

When wood fibers are broken by termites they produce acoustic signals which
can be monitored using ad hoc resonant AE piezoelectric sensors which include
microphones and accelerometers, targeting subterranean infestations by means
of spectral and temporal analysis. The drawbacks are the relative high cost and
their practical limitations due to subjectiveness [2].

Second order methods (spectra) failure in low SNR conditions even with
ad hoc piezoelectric sensors. Bispectrum have proven to be a useful tool for
characterization of termites in relative noisy environments using low-cost sensors
[3],[4]. The computational cost could be pointed out as the main drawback of
the technique. This is the reason whereby diagonal bispectrum have to be used.

Numerous wavelet-theory-based techniques have evolved independently in
different signal processing applications, like wavelets series expansions, multires-
olution analysis, subband coding, etc. The wavelet transform is a well-suited
technique to detect and analyze events occurring to different scales [5]. The idea
of decomposing a signal into frequency bands conveys the possibility of extracting

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 900–907, 2005.
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subband information which could characterize the physical phenomenon under
study [6].

In this paper we show an application of wavelets’ de-noising possibilities for
the characterization and detection of termite emissions in low SNR conditions.
Signals have been buried in Gaussian white noise. Working with three different
sensors we find that the estimated signals’ spectra match the spectra of the
acoustic emission whereby termites are identified.

Thepaper is structuredas follows: Section2 summarizes theproblemof acoustic
detection of termites; Section 3 remembers the theoretical background of wavelets
and wavelet packets. Experiments and conclusions are drawn in Section 4.

2 Acoustic Detection of Termites

2.1 Characteristics of the AE Signals

Acoustic Emission(AE) is defined as the class of phenomena whereby transient
elastic waves are generated by the rapid (and spontaneous) release of energy from
a localized source or sources within a material, or the transient elastic wave(s)
so generated (ASTM, F2174-02, E750-04, F914-03 1).

Figure 1 shows one impulse in a burst produced by termites and its power
spectrum. Significant drumming responses are produced over the range 200 Hz-
10 kHz. The carrier (main component) frequency of the drumming signal is
around 2600 Hz. The spectrum is not flat as a function of frequency as one would
expect for a pulse-like event. This is due to the frequency response of the sensor
(its selective characteristics) and also to the frequency-dependent attenuation
coefficient of the wood and the air.

2.2 Devices, Ranges of Measurement and HOS Techniques

Acoustic measurement devices have been used primarily for detection of termites
(feeding and excavating) in wood, but there is also the need of detecting termites
in trees and soil surrounding building perimeters. Soil and wood have a much
longer coefficient of sound attenuation than air and the coefficient increases with
frequency. This attenuation reduces the detection range of acoustic emission to
2-5 cm in soil and 2-3 m in wood, as long as the sensor is in the same piece of
material [7]. The range of acoustic detection is much greater at frequencies <10
kHz, and low frequency accelerometers have been used to detect insect larvae
over 1-2 m in grain and 10-30 cm in soil [8].

Ithasbeen shown thatICA succe in separating termite emissions with small
energy levels in comparison to the background noise. This is explained away by

1 American Society for Testing and Materials. F2174-02: Standard Practice for Ver-
ifying Acoustic Emission Sensor Response. E750-04: Standard Practice for Char-
acterizing Acoustic Emission Instrumentation. F914-03: Standard Test Method for
Acoustic Emission for Insulated and Non-Insulated Aerial Personnel Devices With-
out Supplemental Load Handling Attachments

eded
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Fig. 1. Normalized power spectrum of a single pulse

statistical independence basis of ICA, regardless of the energy associated to each
frequency component in the spectra [4]. The same authors have proven that the
diagonal bispectrum can be used as a tool for characterization purposes [3].
With the aim of reducing computational complexity wavelets transforms have
been used in this paper to de-noise corrupted impulse trains.

3 Wavelet Packets (WP)

3.1 Wavelet Bases

The WP method is a generalization of wavelet decomposition that offers more
possibilities of reconstructing the signal from the decomposition tree. If L is the
number of levels in the tree, WP methods yields more than 22L−1

ways to encode
the signal. The wavelet decomposition tree is a part of the complete binary tree.

When performing a split we have to look at each node of the decomposition
tree and quantify the information to be gained as a result of a split. An entropy
based criterion is used herein to select the optimal decomposition of a given
signal. We use an adaptative filtering algorithm, based on the work by Coifman
and Wickerhauser [9].

Any finite energy signal s(t) can be decomposed over a wavelet orthogonal
basis [5] 2 of L2(�) according to:

s(t) =
+∞∑

j=−∞

+∞∑
k=−∞

〈s, ψj,k〉ψj,k (1)

2
{

ψj,k(t) = 1√
2j

ψ
(

t−2jk
2j

)}
(j,k)∈Z2
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Each partial sum can be interpreted as the details variations at the scale a = 2j :

dj(t) =
+∞∑

k=−∞
〈s, ψj,k〉ψj,k s(t) =

+∞∑
j=−∞

dj(t) (2)

The approximation of the signal s(t) can be progressively improved by obtain-
ing more layers or levels, with the aim of recovering the signal selectively. For
example, if s(t) varies smoothly we can obtain an acceptable approximation by
means of removing fine scale details, which contain information regarding higher
frequencies or rapid variations of the signal. This is done by truncating the sum
in 1 at the scale a = 2J :

sJ(t) =
+∞∑
j=J

dj(t) (3)

3.2 Multiresolution and Tree Decomposition

We consider the resolution as the time step 2−j , for a scalej, as the inverse of
the scale 2j . The approximation of a function s at a resolution 2−j is defined as
an orthogonal projection on a space Vj ⊂ L2(�). Vj is called the scaling space
and contains all possible approximations at the resolution 2−j .

Let us consider a scaling function φ. Dilating and translating this function
we obtain an orthonormal basis of Vj :{

φj,k(t) =
1√
2j

φ

(
t− 2jk

2j

)}
(j,k)∈Z2

. (4)

The approximation of a signal s at a resolution 2−j is the orthogonal projection
over the scaling subspace Vj , and is obtained with an expansion in the scaling
orthogonal basis {φj,k}k∈Z:

PVj
s =

+∞∑
k=−∞

〈s, φj,k〉φj,k (5)

The inner products
aj [k] = 〈s, φj,k〉φj,k (6)

represent a discrete approximation of the signal at level j (scale 2j). This ap-
proximation is low-pass filtering of s sampled at intervals 2−j .

A fast wavelet transform decomposes successively each approximation PVj−1s
into a coarser approximation PVj

s (local averages) plus the wavelet coefficients
carried by PWj

s (local details). The smooth signal plus the details combine into
a multiresolution of the signal. Averages come from the scaling functions and
details come from the wavelets.
{φj,k}k∈Z and {ψj,k}k∈Z are orthonormal bases of Vj and Wj , respectively,

and the projections in these spaces are characterized by:

aj [k] = 〈s, φj,k〉 dj [k] = 〈s, ψj,k〉 (7)
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Fig. 2. Cascade of filters and subsampling

A space Vj−1 is decomposed in a lower resolution space Vj plus a detail space
Wj , dividing the orthogonal basis of Vj−1 into two new orthogonal bases:

{φj(t− 2jk)}k∈Z and {ψj(t− 2jk)}k∈Z (8)

Wj is the orthogonal complement of Vj in Vj−1, and Vj ⊂ Vj−1, thus:

Vj−1 = Vj ⊕Wj . (9)

The orthogonal projection of a signal s on Vj−1 is decomposed as the sum of
orthogonal projections on Vj and Wj .

PVj−1 = PVj + PWj . (10)

The recursive splitting of these vector spaces is represented in the binary tree.
This fast wavelet transform is computed with a cascade of filters h and g, followed
by a factor 2 subsampling, according with the scheme of figure 2.

Functions that verify additivity-type property are suitable for efficient search-
ing of the tree structures and node splitting. The criteria based on the entropy
match these conditions, providing a degree of randomness in an information-
theory frame. In this work we used the entropy criteria based on the p-norm:

E(s) =
N∑
i

‖si‖p; (11)

with p≤1, and where s = [s1, s2, . . . , sN ] in the signal of length N . The results
are accompanied by entropy calculations based on Shannon’s criterion:

E(s) = −
N∑
i

s2
i log(s

2
i ); (12)

with the convention 0× log(0) = 0.

4 Experiments and Conclusions

Two accelerometers (KB12V, seismic accelerometer; KD42V, industrial ac-
celerometer, MMF) and a standard microphone have been used to collect data
(alarm signals from termites) in different places (basements and subterranean
wood structures and roots) using the sound card of a portable computer and a
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Fig. 3. Limit situation of the de-noising procedure using wavelets (SNR=-30 dB). From
top to bottom: a buried 4-impulse burst, estimated signal at level 4, estimated signal
at level 5

sampling frequency of 96000 (Hz), which fixes the time resolution. These sensors
have different sensibilities and impulse responses. This is the reason whereby we
normalize spectra.

The de-noising procedure was developed using a sym8, belonging to the
family Symlets (order 8), which are compactly supported wavelets with least

Fig. 4. Spectra of the estimated signal and the buried burst
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Fig. 5. Limit situation of the de-noising procedure using WP (SNR=-30 dB). From
top to bottom: original signal, a buried 4-impulse burst, estimated signal at level 5

asymmetry and highest number of vanishing moments for a given support width.
We also choose a soft heuristic thresholding.

We used 15 registers (from reticulitermes grassei), each of them comprises a
4-impulse burst buried in white gaussian noise. De-noising performs successfully
up to an SNR=-30 dB. Figure 3 shows a de-noising result in one of the registers.
Figure 4 shows a comparison between the spectrum of the estimated signal at
level 4 and the spectrum of the signal to be de-noised, taking a register as an
example. Significant components in the spectrum of the recovered signal are
found to be proper of termite emissions.

The same 15 registers were processed using wavelet packets. Approximation
coefficients have been thresholded in order to obtain a more precise estimation of
the starting points for each impulse. Stein’s Unbiased Estimate of Risk (SURE)
has been assumed as a principle for selecting a threshold to be used for de-
noising. A more thorough discussion of choosing the optimal decomposition can
be found in [5]. Figure 5 shows one of the 15 de-noised signals using wavelets
packets. It can be see the result of reconstructing progressively each aj by the
filter banks.
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Abstract. Algorithms based on reflectance band ratios and first derivative have 
been developed for the estimation of chlorophyll a and carotenoid content of rice 
leaves by using airborne hyperspectral data acquainted by Pushbroom 
Hyperspectral Imager (PHI). There was a strong R680/R825 and chlorophyll a 
relationship with a linear relationship between the ratio of reflectance at 680nm 
and 825nm. The first derivative at 686 nm and 601 nm correlated best with 
carotenoid. The relationship between the ratio of R680/R825 and chlorophyll a 
relationship, the first derivative at 686 nm and carotenoid concentration were 
used to develop predictive regression equations for the estimation of canopy 
chlorophyll a and carotenoid concentration respectively. The relationship was 
applied to the imagery, where a chlorophyll a concentration map was generated 
in XueBu, which is one of the sites for rice. 

1   Introduction 

Hyperspectral remote sensing exploits the fact that all material reflect, absorb, and emit 
electromagnetic energy, at specific wavelengths, in distinctive patterns related to their 
molecular composition. Hyperspectral imaging sensors in the reflective regions of the 
spectrum acquire digital images in many contiguous and very narrow spectral bands 
that typically span the visible, near infrared, and mid-infrared portions of the spectrum. 
This enables the construction of an essentially continuous radiance spectrum for every 
pixel in the scene. Thus, Hyperspectral imaging data exploitation makes possible the 
remote identification of ground materials-of –interest based on their spectral signatures. 
(D.G.Manolakis & G.Shaw, 2002) 

Hyperspectral algorithms for the estimation of the concentrations of chlorophyll A 
and carotenoids can be develop using statistical approaches. Spectral band in the visible 
and near-infrared regions of the spectrum have been used to develop a number of 
indices for estimating chlorophyll. The commonly used normalized difference 
vegetation index (NDVI) was developed by contrasting the chlorophyll absorption in 
the red wavelengths. The NDVI has been found to be insensitive to medium and high 
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chlorophyll concentrations.(Buschman & Nagel,1993) Miller found the concentration 
of chlorophyll within a vegetation canopy is related positively to the point of maximum 
slope at wavelengths between 690 and 740 nm in reflectance.(Miller et al.,1990) This 
point, Known as the Red edge of plant reflectance.(Curran et al.,1991) The Recent 
studies have developed several new vegetation indices based on other visible 
wavelength bands instead of the red wavelengths near 670-680nm.The spectral 
derivative technique has been used to improve characterizing the spectra and estimating 
accuracy of vegetation biochemical concentrations (Demerriades-Shah & Steven.M.D. 
et al., 1990, Pu & Gong 1997). Maximum sensitivity of reflectance to chlorophyll 
content was found in the green wavelengths region at 550 nm and at 708 nm in the 
far-red wavelengths. The reflectance in the main chlorophyll absorption regions in 
400-500nm and 660-690nm proved to be insensitive to variation in chlorophyll content 
(Bisun.D.,1998). Strong correlation were observed between red edge position and 
canopy chlorophyll concentration using airborne image (Rosemary.A.J. et al.,1999). 

2   Data Acquisition 

2.1   Airborne Radiance Data  

The hyperspectral image data in this paper are acquired from two airborne flights in 
1999 in Changzhou area, Jiangsu province of East China, by using the Push-broom 
Hyperspectral Imager (PHI), which is developed by the Shanghai Institute of Technical 
Physics (SITP), Chinese Academy of Sciences (CAS). Table 1 shows the specification 
of PHI. The flights were carried out in September 9 and October 18 when the rice was 
in the broom and ripe stages, respectively. 80 bands were selected for recording in a 
range of 400-850nm for the 244-band PHI with the spectral resolution <5nm. The pixel 
size or spatial resolution is 2.25m with a flight altitude about 1500m. A 3D stabilized 
platform was applied for PHI and GPS data was recorded with the image data.  

Table 1. Specification of the PHI 

FOV 0.36rad(21O) 

IFOV 1.0mrad (vertical to flight line) 

S/N 300 

No. of bands 244 

Spectral Range VIS-NIR(400nm--850nm) 

Spectral Resolution <5nm 

Number of   Pixels/scan 367pixels/line 

Weight 9Kg 

Frame Frequency 60Fr/sec 

Data Rate 7.2Mb/Sec. 
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The field spectra are measured by the 252-channel SE590 spectrometer with a 
spectral resolution about 2-3nm in the range of 0.4-1.1μm.  

The PHI image was pre-processed for radiometric, spectral and geometric 
calibration then was transformed to a reflectance image by field calibration using 
empirical line method.  

2.2   Field Site 

Night field sites were selected to analyzed chlorophyll concentration. There are four 
sites for rice within the nine. Unfortunately the PHI imagery was acquired on 18 
October 1999 was deflected one field site for rice. Three sites were used to analyze rice 
samples. Nine study plot were located three sites which to be ensure were larger than 
one 2.25m*2.25m PHI pixel. Field reflectance and samples of different rice species for 
biochemical analyses were collected at the nine study areas. 

2.3   Canopy Biochemical Concentration Data  

Chlorophyll a, chlorophyll b, and carotenoid of rice leaves have been measured in 
Sep.1 1999 and Oct.18, 1999 in the study area of Changzhou. 

The concentration of chlorophyll a, chlorophyll b, and total chlorophyll was 
calculated by the following equations. The unit is microgram per milliliter. 

Ca=12.7A663-2.69A645       (1) 

Cb=22.9A645-4.68A663       (2) 

Ca+b=20.2A645+8.02A663      (3) 

CK  =4.7A440-0.27CA+B      (4) 

Where Ca is the concentration of chlorophyll a; Cb is the concentration of chlorophyll b, 
Ca+b is the concentration of the total chlorophyll and CK is the concentration of 
carotenoid (mg/ml) A663 and A645 are the absorption value of leaves where wavelengths 
are 663nm and 645nm respectively. These values were measured by 721 
spectrophotometer. 

From the Ca, Cb, and Ca+b, the concentration of chlorophyll a, chlorophyll b, and 
carotenoid can be got from the following equations. 

Xa = Ca×V/W        (5) 

Xb= Cb×V/W        (6) 

X = Ca+b×V/W        (7) 

Y = (4.7A440 – 0.27Ca+b) ×V/W     (8) 

Where Xa, Xb, X, and Y are the concentration of the chlorophyll a, chlorophyll b, 
chlorophyll a and b, and carotenoid respectively. (mg/g). And A440 is the absorption 
value of the leaf where wavelength equals 440 nm. W (g) is the weight of the samples 
and V (ml) is the volume of the sample liquor.  
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3   Develops Algorithms for Estimating the Concentrations of 
Vegetation Biochemical  

The image, which transformed into reflectance was used to produce the first derivative 
image. In order to develop better algorithms for estimating the concentrations of 
vegetation biochemical, the wavelength bands with maximum and minimum 
sensitivities to the concentrations of vegetate were identified from correlogram plots  

 

 

Fig. 1. The correlation coefficients between reflectance, first derivative of reflectance and the 
concentrations of chlorophyll at all wavelengths 

Table 2. Correlation of vegetation indices with pigment content 

 Chlorophyll a Chlorophyll b Chlorophyll a+b Carotenoids 

R680/R550 -0.633286(S)  -0.027519  -0.567520  0.303747  

R680/R700 -0.597131(S)  0.012407  -0.527937  0.356874  

R680/R825 -0.901990(S)  -0.376614  -0.871511(S)  -0.148244  

R760/R550 -0.101527  0.146617  -0.062699  -0.380614  

R760/R700 -0.240858  0.214545  -0.173705  -0.401802  

R825/R550 0.791722 (S) 0.406786  0.779243 (S) 0.058519  

NDVI -0.051386  0.175014  -0.012855  -0.286543  

GNDVI -0.099975  0.135721  -0.063361  -0.352727  

Red edge Position -0.121271  0.444960  -0.024358  -0.231216  

Red edge slope 0.497118  0.266054  0.491274  0.625607 (S) 

(S) = significant at 0.05 level 
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Fig. 2. The correlation coefficients between reflectance, first derivative of reflectance and the 
concentrations of carotenoid at all wavelengths 

showing the correlation coefficients between reflectance, first derivative of reflectance 
and the concentrations of vegetation biochemical at all wavelengths. The correlogram 
for chlorophyll is shown in Figure 1. The similar correlogram for cartooned is 
demonstrated in Figure 2. The reflectance is insensitive to chlorophyll. The first 
derivative at 735 nm correlated best with chlorophyll. The reflectance and the first 
derivative were well correlated with the carotenoid contents at many wavelength bands. 
The first derivative at 601 nm and 686 nm correlated best with carotenoid. 

Chlorophyll a, b, a+b, and carotenoid content were related to the vegetation indices 
R680/R550, R680/R700, R680/R825, R760/R550, R760/R700, R825/R550, NDVI, 
GNDVI, the Red edge Position and the Red edge slope. The correlation coefficients 
between these indices and pigment are given in Table 2.  

The NDVI is normalized difference vegetation index, defined as 
(R760-R670)/(R760+R670). 

A “green” NDVI defined as GNDVI=(R760-R550)/(R760+R550),by using the 
green wavelength band near 550nm. 

Red edge position is the point of maximum slope at wavelengths between 690 nm 
and 740 nm in reflectance. This point characterizes the effective boundary between the 
strong absorption of red radiation by chlorophyll and the increased multiple scattering 
of radiation in near-infrared wavelengths (Curran et al., 1991). 

Red edge slope is the slope of red edge and is the maximum slope at wavelength 
between 690 nm and 740 nm. 

R680/R550, R680/R700, R680/R825 and R825/R550 are sensitive to chlorophyll a, 
and R680/R825 is correlated best with chlorophyll a. 

R680/R825 and R825/R550 are well correlated with chlorophyll a+b. The red edge 
slope is sensitive to carotenoid. 
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4   Algorithms for Estimates of Canopy Chlorophyll and Carotenoid 
from Image Spectra 

There was a strong R680/R825 – chlorophyll a relationship with a linear relationship 
between the ratio of reflectance at 680nm and 825nm.. There was a statistically 
significant correlation between R680/R825 and chlorophyll a at the 99% confidence 
level.(r = -0.90)

The relationship between R680/R825 and chlorophyll a concentration was used to 
develop a predictive regression equation for the estimation of canopy chlorophyll a 
concentration. The algorithms equation had the form of Equation (9). 

Chl a = -2.657R680/R825+1.8029                                       (9) 

Where Chl a is the concentration of chlorophyll a (mg/g). R680 and R825 are the 
reflectance at 680nm and 825nm. 

This relationship was applied to the imagery, where a chlorophyll a concentration 
map (Figure 3) was generated in Xuebu, which is one of the sites for rice. 

The first derivative at 686 nm correlated best with. There was a very strong first 
derivative-carotenoid relationship with a linear relationship between the first derivative 
at 686nm. There was a statistically significant correlation between the first derivative at 
686 nm and carotenoid at the 99.9% confidence level. (r = 0.99) 

The relationship between the first derivative at 686 nm and carotenoid concentration 
was used to develop a predictive regression equation for the estimation of canopy 
carotenoid concentration. The algorithm equation was the Equation (10). 

 

Fig. 3. Chlorophyll concentration map (Xuebu, Oct.18) 
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CK = 0.9527D686 + 0.1955                                         (10) 

Where CK is the concentration of carotenoid (mg/g). D686 is the first derivative at 
686nm. 

5   Discussion 

Analysis of visible/infrared reflectance and biochemical concentration data for rice 
leaves has revealed some new information on the quantification of chlorophyll and 
carotenoid by airborne hyperspectral data. PHI data, by means of its continuous, high 
resolution spectral imagine, have been found useful for the estimation of chlorophyll a 
and carotenoid content of rice leaves. It was found that the indices R680/R550, 
R680/R700, R680/R825 and R825/R550 correlate well with chlorophyll a. R680/R825 
and R825/R550 showed the more sensitivity to chlorophyll a+b. It was also found red 
edge slope correlate well with carotenoid. The new index R680/R825 is the best 
indicator of chlorophyll a. The reflectance ratio is the simple transformation, which 
removes irrelevant information from reflectance spectra, and highlights subtle 
variations in reflectance cause by chemical absorptions (B.Datt, 1999). The R680/R825 
is calculated from wavelengths that is not affected by leaf structure (M.L.Adams, 
W.D.Philpot and W.A.Norvell, 1999), and also be unaffected by leaf water content 
(Bowman, W.D.1989). 

The reflectance and the first derivative of reflectance at many wavelengths are more 
sensitive to the carotenoid content of rice leaves. The phase of the airborne 
hyperspectral data acquisition is October 18, which is complete maturity period of rice. 
The rice color is yellow and the carotenoid content is more than the others growth 
stages of rice. 

The algorithms devolved in this paper have been found to accurately predict the 
chlorophyll and carotenoid content in rice leave in maturity period. They are needed to 
be compared with more data sets. The applicability to the other growth stages and other 
crops will need to be evaluated by further experiments. 

The employed ground-truth was found to be limited due to some constrains. Despite 
these limitations however, optimistic chlorophyll and carotenoid content of rice for the 
PHI was clearly established.  
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Abstract. We reconstruct pipe-shaped objects from a set of contours,
each of which is extracted from an image representing a slice sampled
from 3D volume data. The contours are formed by connecting the inter-
section points between rays cast from a central pixel of an image slice
and the boundary of the shape. The edges on the contours are classified
into several types, which are exploited in triangulating the contours, thus
eliminating most of the floating-point computation from the tiling. Ini-
tially, contours of lowest resolution are extracted to reconstruct a lowest-
resolution object, which is refined by adding points to the contours.

1 Introduction

Reconstruction of a pipe-shaped object from contours is an important problem
in many fields, such as medical imaging, computer-aided design, and reverse
engineering. The reconstruction problem is composed of three subproblems [11]:
the correspondence problem, the branch problem, and the tiling problem. In this
paper, we concentrate on the tiling problem.

We propose a multiresolution approach that yields a polygonal surface from
a set of contours sampled from 3D volume data. The proposed algorithm is
outlined in Fig. ??. Contours of the lowest resolution are extracted on image
slices sampled from the 3D volume data, and an initial pipe-shaped object is
reconstructed by tiling the contours. This object is brought to a higher resolution
through refinement of the contours.

Our first key idea is a search algorithm for corresponding pairs of points
or edges on the successive contours that does not require floating-point com-
putations, except for a few degenerate cases. Note that the conventional tiling
algorithms search the corresponding pairs by means of geometric tests that would
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V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 916–924, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Multiresolution Reconstruction of Pipe-Shaped Objects from Contours 917

Fig. 1. Overview of the proposed algorithm

involve floating-point operations. The second key idea of this paper is the recon-
struction of objects by a stepwise refinement. An object is refined by refinement
of its constituent contours, which is achieved by casting additional rays, which
increases the number of points on the contours in a stepwise fashion.

In Section 2, we review related works on the reconstruction of pipe-shaped
objects from contours. We provide a scheme for extracting contours in Section
3, and a tiling algorithm in Section 4. In Section 5, we provide details of our
implementation and results. Finally, in Section 6, we draw the conclusions and
suggest future work.

2 Related Works

Keppel [9] originally proposed a scheme for reconstructing a surface from 2D
contours. He built a toroidal graph between points on the contours and proposed
a search using the graph that would generate polygons from the points. Many
researchers improved Keppel’s work by a divide and conquer approach [7], a
greedy search algorithm [3], Delaun y triangulation [2],decomposing non-convex
contours into convex sub-contours [5], tiling using ellipses [11], approximating
the contours using discrete field functions [8], a constraint-based approach [1], a
generalized Voronoi diagram [13], solving PDE [4], and a morphological dilation
operators [10]. Some researchers have developed multiresolutional approaches for
tiling surface from contours using wavelets [12], medial axis and simplification
[15], and a combined scheme of wavelet and dynamic programming [6].

3 Extraction of Contours

Extracting Contours. Our reconstruction process starts with the extraction
of a contour from an image slice. Fig. 2 illustrates the three steps of the ex-

a
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Fig. 2. Extraction of a contour from an image slice

traction: (i) Casting rays from a central pixel (left column), (ii) Computing
intersection points between the rays and the boundaries of the object (mid-
dle column), and (iii) Connecting the intersection points to build a contour
(right column). Depending on the relationship between the ray and the bound-
ary of the object, we can classify an intersection point into two types: either
IN-OUT (ray passing out of the object) or OUT-IN (ray coming in the object).
In order to connect the intersection points, we apply the well-known chain code
algorithm [14] to traverse the boundary pixels in counterclockwise order. The
algorithm is slightly modified to traverse the border edges of the boundary
pixels.

Classifying Edges. We classify edges of the contours into the following cate-
gories: Forward (F), Backward (B), Down (D), and Up (U). A D edge is further
classified into Down and In (DI) and Down and Out (DO), while a U edge is
into Up and In (UI), and Up and Out (UO). The classification is based on the
following three factors:

i. The relation between the ray and the endpoints. An F edge is an
edge with a start point is determined by the x-th ray and end point by the
(x+ 1)-th ray, A B edge has its start point determined by the (x+ 1)-th ray
and its endpoint by the x-th ray. Note that the start and end points of the
U and D edges lie on the same ray.

ii. The direction of the edge and of the ray. We distinguish a U edge
from a D edge based on the direction of the edges. The direction of U edge
is identical to the ray, while the direction of D edge is reverse to the ray.

Fig. 3. Types of edges
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iii. The types of the endpoints of an edge. DI and UI edges connect IN-
OUT and OUT-IN endpoints, while DO and UO edges connect OUT-IN and
IN-OUT endpoints.

Fig. 3 illustrates the types of the edges on a contour.

4 Tiling Algorithm

4.1 Building a Contour Tree

Description of a Contour Tree. A contour tree represents a contour based
on the types of the edges in that contour. It is composed of three types of nodes.

Root node. Initially, the root node of a contour tree has n0 child nodes, where
n0 denotes the number of initial rays.

Level-1 node. A level-1 node is a child of a root node. The x-th level-1 node
contains an F edge determined by the x-th ray and the (x + 1)-th ray.

Edge node. An edge node is a node that contains one of the edge types.

Note that the leaf nodes and level-1 nodes contain the information about the
edges of the contour.

Building Rules. A contour is unambiguous if n rays create exactly n edges
of type F. If n rays determine more F edges, then the contour is said to be
ambiguous. The rules for building a contour tree for an unambiguous contour
are listed as follows:

[Building rule for level-1 nodes]

[1] An x-th level-1 node stores the F edge determined by the x-th ray and the
(x + 1)-th ray.

[2] A D edge node is attached to the right child of a level-1 node and a U edge
node to the left child.

[Building rule for leaf nodes]

[3] For all non-F edges, we build edge nodes that contain the geometry of the
edge. These edge nodes are the leaf nodes of a contour tree.

[Building rule for edge nodes]

[4] If a DI (DO) edge and a DO (DI) edge are incident, we build a new D (DR)
internal node and assign the nodes as the child nodes of the new node.

[5] If a UO (UI) edge and a UI (UO) edge are incident, we build a new U (UR)
internal node and assign the nodes as the child nodes of the new node.

[6] If two D (U) internal nodes are incident, we build a new D (U) internal node
and assign both of the D (U)-typed nodes as the child node of the new node.

[7] If a D internal node and a U internal node are incident, we build a new D
(or U) internal node and assign both of the nodes as child nodes of the new
internal node.
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Fig. 4. Examples of the building rules

Fig. 5. An example of an unambiguous contour tree: (a) illustrates an example contour
and its edges, and (b) illustrates the corresponding contour tree. The string in (b)
denotes the edges represented its types in the counterclockwise order

[8] If DI (UO) and UR (DR) and DO (UI) internal nodes are incident, then we
build a new D (U) internal node and assign three internal nodes are the child
nodes of the new node.

[9] For DI ( DO, UI, or UO ) edge, which is encapsulated by F edge and B edge, we
build a new internal node of the identical type and assign the three internal
nodes that contain the three edges as child nodes.

Fig. 4 illustrates the examples of the building rules [1] - [9]. Fig. 5 illustrates
an example of a contour tree for an unambiguous contour.

An ambiguous contour can correspond to more than two contour trees, each
of which is defined from a contour. In this case, we choose a contour tree based
on the tree of the neighboring contour. In case that a contour is ambiguous,
more than two contour trees can be derived from a contour. Among the contour
trees, we select one tree based on the contour tree of a neighboring contour. The
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building rule [1] is rewritten for the level-1 node. Other building rules for an
unambiguous case can be applied for the ambiguous case.

[1’] There are t edges of type F determined by x-th ray and (x + 1)-th ray,
where t > 1. We choose one of them and store it in the x-th level-1 node.
The F edge to will be stored in the level-1 node should be the one that is
geometrically closest to the F edge stored in the x-th level-1 node of the
corresponding contour tree.

4.2 Tiling by Traversing Contour Trees

The tiling step generates triangles between contours by searching corresponding
edges and vertices on the contours. We determine corresponding pairs on the
contours by traversing their contour trees simultaneously. The rules for traversal
are described as follows:

1. At the root nodes
From the root nodes, the level-1 nodes at the same position on each tree

are visited simultaneously.
2. At level-1 nodes

Child nodes of the same type are traversed simultaneously.
3. At the internal edge nodes, we have three different cases (See Fig. 6):

Case 1. Both of the nodes have an identical set of child nodes. All
the child nodes of the same type on each tree are traversed simultaneously.

Case 2. Both of the nodes have at least one child node. The same-
typed child nodes on each of the tree are traversed simultaneously. If
more than two child nodes are of the same type with a child node in the
corresponding tree, we choose one of them arbitrarily.

Case 3. The nodes have no children of the same type. The child
node whose type is identical to the parent node is traversed, while the
edge node without a child of the same type is not traversed.

4. At the leaf edge nodes, the edges stored in the nodes become corresponding
edges to each other, and the basis of tile pairs.

Fig. 6. Traversing rules for D-typed edge node. Note that the child nodes of the iden-
tical colors are traversed simultaneously
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4.3 Refinement

We refine a contour by casting new rays between the existing rays. The new
intersection points sampled on the boundary of the object are inserted into the
existing contour. The contour tree follows the refinement of its contour as follows:

Refinement of a level-1 node. Suppose a new ray is cast between the x-th
ray and the (x + 1)-th ray. The x-th level-1 node is divided into two level-1
nodes, and new F edges determined by the new ray are stored in the new
level-1 nodes.

Refinement of an edge node. All the existing edges interrupted by new
intersection points are removed. Consequently, the nodes that store these
edges are removed from the contour tree recursively. To add the new edges
to the contour, we apply the building rules described in Section 3 to build a
contour tree, and attach the resulting fragment as a child of a level-1 node.

5 Implementation and Results

We implemented our algorithm on an 800 MHz Pentium III CPU PC with 256
MB of RAMs. For testing, we used a phantom object and an artery at the
neck. Both of the objects are 3-D volume with 256 X 256 X 512 resolutions. To
capture the volume from the source object, we exploited 3-D ultrasonic scanner
developed for medical purpose. Fig. 7 (a) illustrates four levels of detail for the
phantom object, and Fig. 7 (b) illustrates the artery at four levels of details.
For comparison, we also implemented the well-known toroidal search algorithm
[2, 3, 7]. The resulting computation time, number of triangles are itemized in
Table 1.

Fig. 7. Reconstruction of pipe-shaped objects in four resolutions (from left to right)
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Table 1. Comparison of the proposed scheme to the conventional scheme

Resolution Applied Time No. of Size of data
Algorithm (sec) Triangles (Kbytes)

1 Toroidal search 0.340 444 6.384
Proposed 0.241 412 2.684

2 Toroidal search 0.761 1,061 15.126
Proposed 0.550 867 6.054

3 Toroidal search 1.442 2,424 34.032
Proposed 0.992 1,754 12.652

4 Toroidal search 2.904 4,791 136.178
Proposed 2.062 3,392 50.354

6 Conclusion and Future Work

We have presented a new multiresolution scheme to reconstruct a pipe-shaped
object from contours, which are extracted from a set of image slices by connect-
ing the intersection points between the rays cast from a central pixel and the
boundary of the shape. The edges on the contour are classified into several types,
and this classification is exploited in searching for correspondence between ad-
jacent contours. Efficiency is improved by eliminating most of the floating-point
computations from the tiling process. A pipe-shaped object at the lowest resolu-
tion is refined in a stepwise way by refinement of the contours, which is achieved
by casting new rays on the image slices.

We aim to develop a reconstruction scheme that addresses the branching
problem based on the approach reported in this paper. We also intend to apply
our scheme in areas such as medical imaging.
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Abstract. This paper presents a level of detail (LOD) selection algorithm for 
multi-resolution volume rendering using 3D texture mapping. It uses an 
adaptive scheme that renders the volume in a region-of-interest at a high 
resolution and the volume away from this region at progressively lower 
resolutions. The algorithm is based on several important criteria, rendering is 
done adaptively by selecting high-resolution cells close to a center of attention 
and low-resolution cells away from this area. In addition, our hierarchical level-
of-detail representation guarantees consistent interpolation between different 
resolution levels. Experiments have been applied to a number of large medical 
data and produced high quality images at interactive frame rates using standard 
PC hardware. 

1   Introduction 

Volume rendering of large data sets is a very common task in many areas in medicine. 
To address the challenge, researchers have proposed various algorithms. Among the 
existing techniques, hierarchical rendering algorithms can effectively control the 
tradeoff between quality and speed, and thus show a great potential. In essence, 
hierarchical methods first create a multi-resolution representation for the volume. 
Data of different resolutions in different regions are chosen for rendering. The 
effectiveness of hierarchical algorithms relies on their ability to adaptively simplify 
rendering in regions where data are unimportant or uninteresting, so that both the 
memory and computational cost can be reduced without significantly affecting the 
rendering quality. 

Hierarchical volume rendering algorithms [1][2][3] can accelerate the speed of 
rendering. The selection of appropriate volume resolutions, or levels of detail (LOD), 
is often done for the different applications. Although various LOD selection 
algorithms for polygon rendering systems [5][6] are available, LOD selection 
algorithms for volume rendering, however, are still scarce. Frequently used 
approaches such as selecting the volume resolutions based on user specified error 
tolerances [4], based on the volume block’s distance to the viewpoint and the angle to 
the view vector [1][2] are difficult to guarantee the rendering quality and the 
continuity at level boundaries while reducing the rendering time. 
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This paper presents a LOD selection algorithm for rendering hierarchical volumes 
using 3D texture hardware. The main focus of our algorithm is adaptive LOD 
selection based on several important criteria: Maximum opacity, Distance to the view 
point, Projection area and Gaze distance. In addition, we reduce the run-time 
performance of volume rendering and insure interpolation consistency between levels.  

The rest of the paper is organized as follows. In section 2, we present our multi-
resolution rendering algorithm in detail. Experimental results are discussed in section 
3. Conclusions are discussed in section 4. 

2   Multi-resolution LOD Volume Rendering 

We develop a multi-resolution hierarchy that allows consistent interpolation between 
levels and give a solution to the rendering artifacts that still persist when rendering 
two differing but adjacent levels. In addition, to make sure that regions of interest are 
rendered at a higher quality, our algorithm allocates the different hierarchy to different 
subvolumes based on several important criteria, which can be simple heuristics such 
as the distance to the view point, the volume opacity, or other application-specific 
criteria. In the following, we describe our algorithm in detail. 

2.1   The Multi-resolution Texture Hierarchy  

Prior to the rendering, the volume data set is subdivided into multiple subvolumes of 
smaller size, which get assigned the chunk of texture that is necessary to render the 
subvolume at the original resolution. Each subvolume builds its own local hierarchy by 
constructing copies of the original texture at ever coarser resolution. These different 
levels-of-detail are stored in additional texture maps  as shown in Figure 1. On every 
level the size of texture elements increases by a factor of two. Note that at subvolume 
boundaries on the same level, texture elements have to be included in multiple 
subvolumes in order to guarantee continuous texture interpolation (filled areas). 

Fig. 1. One-dimensional of a data set with four levels of detail 

The original data set is represented by textures of level 0. The width of texture 
elements on level k is twice the width of elements on level k- 1, whereas the texture 

Subvolume Subvolume
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size is reduced by a factor of two. Texture elements on different resolution levels are 
aligned in such a way, that their centers on a certain level correspond to the center of 
an even element on the next finer level. Since the geometry or shape of bricks will be 
retained throughout the hierarchy, the domain of the underlying texture function, 
necessary to compute appropriate texture coordinates, has to be adapted accordingly.  

On the first level, the domain of texture coordinates ranges from the center of the 
first element to the center of the last one. Due to the alignment of voxels on different 
levels, borders of the texture function domain on coarser levels often fall between two 
adjacent voxels. In this case additional voxels are needed in order to guarantee correct 
interpolation. On the other hand, since the width of texture elements on each level is 
known and because the shape of subvolumes is not going to be modified, offsets for 
correct calculation of texture coordinates can always be determined.  

We should note that it is always necessary to expand textures in order to cope with 
the power-of-two restriction imposed by the OpenGL implementation. However, a 
hierarchical technique will be outlined below that allows us to effectively avoid 
unnecessary texture elements. 

2.2   Continuous Level Transitions  

If local texture hierarchies are constructed as described, interpolation artifacts at the 
boundaries between adjacent bricks at the same level do not appear. This is because 
boundary voxels are shared by adjacent subvolumes. However, this does not apply to 
adjacent bricks rendered on different levels.  

Therefore, it is necessary to slightly modify the treatment of level transitions to 
meet the continuity requirements: in the level-of-detail representation the continuity at 
level transitions can be established by letting the finer cells to the left and to the right 
of the subvolume boundary interpolate the scalar field from the coarser level (Figure 
2). For cells with even index in each dimension this is equivalent to a copy operation 
as they correspond exactly to a cell on the next coarser level. This procedure only 
adapts the subvolume textures on the finer level. Thus, with the combination of the 
proposed multi-resolution representation together with appropriately re-sampled 
values at level transitions we guarantee the continuity of the 3D scalar field.  

Fig. 2. Adaption of adjacent subvolumes with different level-of-detail to ensure consistent 
texture interpolation 
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Note in particular, that we restrict transitions to differ by at most one level in order to 
maintain the continuity between levels. However, this does not impose a real restriction 
as higher transitions can be achieved by consecutive transitions of one level.  

The number of voxels that has to be adapted depends on the position of the brick 
boundary relative to the voxel coordinates. Either the boundary is located at the center 
of one voxel, as is the case on level 0, or between two voxels, as is the case on other 
levels. In the first case only one voxel needs to be adapted while both voxels have to 
be modified in the latter case. Due to the overlap between bricks, adaption has to be 
performed whenever a subvolume is adjacent to a coarser one.  

2.3   Level-Wise Texture Merging 

The enlargement of textures in order to guarantee continuous level transitions leads to 
significant overhead in the texture memory that is used. Refer to the example shown 
in Figure 2. If we want to render the information represented by the first 31 voxels on 
level 0, we need two textures of size 16 for the finest level and two textures of size 16 
on level 1 whereas only nine texture elements are necessary to store the information. 
Effectively there is no saving of texture memory when switching from level 0 to level 
1. Considering higher levels leads to similar results, as only half of the voxels of 
every texture – plus one or two for overlap – contain non-redundant information.  

This overhead can be minimized by merging the texture data of adjacent 
subvolumes into a single texture as shown in Figure 3. This figure demonstrates the 
one-dimensional analogue. For each level-of-detail the same texture size is used. In 
level 0 each brick has a texture of its own. As in any direction only half the voxels of 
a particular level are needed on the next coarser level, eight adjacent subvolumes can 
be represented by the same texture map, with appropriate texture coordinates. On 
higher levels, the number of subvolumes sharing the same texture map is multiplied 
by a factor of 8, which finally results in an octree-like hierarchy of texture maps.  

Fig. 3. The hierarchy of storing the textures of subvolumes 

Merging textures works best when the starting number of subvolumes in every 
direction matches a power of two. If more than 2l-1 bricks are created by the 
subdivision of the initial data set, where l is the number of levels used for rendering, 
additional subvolumes will be generated that build their own set of textures as 
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described in subsection 3.1. If fewer subvolumes are generated, then the depth of the 
texture hierarchy has to be reduced by storing textures on the coarsest level 
individually. We utilize a texture manager object for administration of the texture 
hierarchy. This object creates the desired texture maps and assigns appropriate sub-
textures to the subvolumes requesting texture memory.   

2.4   Opacity Correction 

When rendering subvolumes at different levels of hierarchy, the opacity properties of 
the subvolumes are different. The classical rendering algorithms depend on using the 
same sampling along rays for each pixel. But in the context of a multi-resolution 
format, the volume is sampled in different ways, and at varying resolutions. To 
preserve optical properties between tiles of different resolutions, we must modify the 
transfer functions for those subvolumes generated by subsampling the original 
texture. 
 

 

 

Fig. 4. Sampling a texture at two different resolutions 

Figure 4 shows an example where we have sampled a texture at two different 

resolutions – one is half the resolution of the other. Each sample iB
 

has an associated 

color ic
 

and an opacity value iα . By considering only the first three samples, the 

resulting colors A  and A′  are given by 

0 0 0 1 1 0 1 2(1 ) (1 )(1 )A c c Cα α α α α= + − + − −  
(1) 

 

0 0 0 2(1 )A c Cα α′ ′ ′ ′= + −  
(2) 

Where 2C  is the incoming color from samples 32 , BB 2C′  is the color 

calculated as a result of the samples 64 , BB
 However, if we compute the total-accumulated opacities D  and D′ , we obtain 

0 0 1 0 1 2(1 ) (1 )(1 )D Dα α α α α= + − + − −  
(3) 

0 0 2(1 )D Dα α′ ′ ′ ′= + −  
(4) 

 

A 

B1 B2 B0 

A

B0 B2 
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Assuming that the accumulated opacities are equal at the even samples, it follows 

that 22 DD ′=  and DD ′= , i.e., 

0 0 1 0 1 2 0 0 2(1 ) (1 )(1 ) (1 )D Dα α α α α α α′ ′ ′+ − + − − = + −  
(5) 

Solving this equation for 0α′ , one obtains 

0 0 11 (1 )(1 )α α α′ = − − −  
(6) 

By assuming that εαα += 01  (where ε  is a very small number), we obtain the 

equation 

2

0 01 (1 ) ( )Oα α ε′ = − − +  
(7) 

Therefore, we modify the transfer function of the parent (coarser) texture by 

2

01 (1 )α α′ = − −  
(8) 

for all opacity values in the subsampled texture to minimize the artifacts between 
subvolumes. This formula is used when applying the transfer function to a level of the 
texture hierarchy. 

2.5   Adaptive Level-of-Detail  

The initial size of each subvolume has to be specified in advance before the multi-
volume representation is constructed. Multi-criteria are applied to LOD selection . 

• Maximum opacity: The maximum opacity of a subvolume is determined by the 
highest opacity of all the voxels in the subvolume. The rationale behind is that 
a more opaque region in the volume should be rendered in a higher accuracy. 

• Distance to the view point: Here the distance is calculated from the center of 
the subvolume to the view point. For those subvolumes that are closer to the 
view point, as they have high importance value, they will be rendered in a high 
quality. For other subvolumes, as they are farther away and may be occluded, 
will be rendered in a low quality. 

• Projection area: Projection area is calculated based on the bounding box of the 
subvolume. For those subvolumes with high projection area, a higher quality 
rendering should be assigned to them. 

• Gaze distance: This parameter is especially useful for gaze-directed rendering. 
Gaze distance is the distance between the center of the gaze area and the center 
of the projected area of a subvolume. For those regions that are closer to the 
gaze area, we ensure a higher image quality. For those regions that are farther 
away from the gaze area, the image becomes blur because lower resolution 
data are used. 

Furthermore, as long as no level transitions greater than one are specified, our 
approach allows us to use arbitrary texture resolution for every subvolume.  
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2.6   Temporal Coherence Consideration 

The above LOD selection procedure will be executed at every frame, which could 
cause the subvolume’s LOD to change frequently. However, frequent changes of the 
volume LODs can cause flickering when the user changes views. To solve this 
problem, we take special care to maintain the temporal coherence in consecutive 
rendering frames. We realize temporal coherence by recording the importance value 
of each subvolume from the last rendering. When a new frame is being rendered, if 
the user changes the viewing direction or gaze area, the importance value of each 
subvolume will be recalculated. For those subvolumes whose importance values do 
not differ too much (we use a threshold of percentage to decide this), we do not 
change its LOD in the new frame. 

3   Results and Discussion 

We have implemented our LOD volume rendering algorithm on a Windows 2000 PC 
with a 1.7 GHz AMD processor and NVIDIA GeForceFx graphics accelerator with 
128 MB of Video RAM. Three data sets were used for the experiments. 

Table 1. Rendering speed for the various data sets 

Rendering  Speed(fps) 
Model Data Set Size 

Texture 
memory our algorithm ray casting shear-warp 

  100% 17.8 6.4 21.5 

MRIBrain 2562 x109 54% 21.4 - - 

    33% 24.2 -  -  

  100% 18.6 5.7 20.1 

Foot 102x247x200 53% 22.5 - - 

    27% 27.4     

  100% 14.3 5.2 18.4 

Spine 2562x299 57% 16.8 - - 

    29% 19.1 -  -  

Abbreviations: fps = frames per second. 

In Figure 5, results of the proposed level-of-detail rendering technique applied to 
MRI-Brain of size 2562× 109 are shown. In the leftmost image, all subvolumes were 
rendered with full resolution. In the middle image only 54% of the original texture 
memory was used, while on the right, only 33% was used (Table 1). The number of 
texture lookups was reduced, from 59% to 35%. This leads to improved rendering 
performance. Whereas the frame rate is 17.8 frames/s with the full resolution data set, 
the level-of-detail representation used for the rightmost image allows us to create a 
frame rate is 24.2 frames/s (Table 1). The rendering speed of our algorithm is quick 
compared to other volume rendering techniques, such as ray casting and shear-warp. 
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In Figure 6, we use gaze-directed rendering to show the results when the gaze area 
is placed at different parts of the viewport. 

   
(a)                                               (b)                                              (c) 

Fig. 5. On the left, the data set is displayed with full resolution.In the middle, two different 
levels of detail are used with lower resolution in the back. This reduces texture memory 
consumption to 54%. On the right, the adaptive representation using four levels of detail from 
front-to-back requires only 33% of the original texture memory 

 

   
(a)                                              (b)                                                (c) 

Fig. 6. Gaze-directed rendering. (a)(b)(c) show the results when the gaze area is placed at 
different parts of the viewport 

4    Conclusions 

In this work we have emphasized a multi-resolution approach for the rendering of 
large-scale volume data via 3D textures. The major contribution here is that we 
entirely avoid artifacts that occur due to incorrect texture interpolation and opacity 
correction at subvolume boundaries. In this respect, we have developed two beneficial 
extensions that guarantee continuous transitions between different levels of detail, and 
yield correct pixel opacities. 
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Abstract. This paper proposes an automatic hepatic tumor segmentation 
method of a computed tomography (CT) image using statistical optimal 
threshold. The liver structure is first segmented using histogram transformation, 
multi-modal threshold, maximum a posteriori decision, and binary 
morphological filtering. Hepatic vessels are removed from the liver because 
hepatic vessels are not related to tumor segmentation. Statistical optimal 
threshold is calculated by a transformed mixture probability density and 
minimum total probability error. Then a hepatic tumor is segmented using the 
optimal threshold value. In order to test the proposed method, 262 slices from 
10 patients were selected. Experimental results show that the proposed method 
is very useful for diagnosis of the normal and abnormal liver. 

1   Introduction 

Liver cancer, which is the fifth most common cancer, is more serious in areas of 
western and central Africa and eastern and southeastern Asia [1]. The average 
incidence of liver cancer in these areas is 20 per 100,000, and liver cancer is the third 
highest death cause from cancer [1]. In Korea, the incidence of liver cancer is quite 
high at 19% for males and 7% for females [2].. In order to improve the curability of 
liver cancer, early detection is critical. Liver cancer, like other cancers, manifests 
itself with abnormal cells, conglomerated growth, and tumor formation. If the hepatic 
tumor is detected early, treatment and curing of a patient may be easy, and human life 
can be prolonged. 

Liver segmentation using CT images has been vigorously performed because CT is 
a very conventional and non-invasive technique. Bae et al. [3] used priori information 
about liver morphology and image processing techniques. Gao et al. [4] developed 
automatic liver segmentation using a global histogram, morphologic operations, and 
the parametrically deformable contour model. Park et al. [5] built a probabilistic atlas 
of the brain and extended abdominal segmentation including the liver, kidneys, and 



 Automatic Hepatic Tumor Segmentation Using Statistical Optimal Threshold 935 

 

spinal cord. Tsai [6] proposed an alternative segmentation method using an artificial 
neural network to classify each pixel into three categories. Also, Husain et al. [7] used 
neural networks for feature-based recognition of liver region. Pan et al. [8] presented 
a level set technique for the automatic liver segmentation by proposing a novel speed 
function. Seo et al. [9] proposed fully automatic liver segmentation based on the 
spine. However, most previous research has been concentrated on only liver 
segmentation and volume construction. In this paper, a simple automatic hepatic 
tumor segmentation method using statistical optimal threshold (SOT) is proposed. An 
automatic hepatic tumor segmentation method is presented in the following section. 
Experiments and analysis of results are described in the next section. Finally, the 
conclusion will be drawn in the last section. 

2   Hepatic Tumor Segmentation 

In this section, an automatic hepatic tumor segmentation method is presented. A liver 
structure is first segmented and then vessels in the liver are removed. Statistical 
optimal threshold (SOT) is found by transformed mixture probability density (MPD) 
and minimum total probability error (MTPE). A region of interest (ROI) of a hepatic 
tumor is segmented and estimated. 

2.1   Liver Segmentation 

The first important work to segment a hepatic tumor is to segment a liver boundary. 
The ROI of the liver is extracted using histogram transformation [10], multi-modal 
threshold [11], and maximum a posteriori decision [12]. In order to eliminate other 
abdominal organs such as the heart and right kidney, binary morphological (BM) 
filtering is performed by dilation, erosion, closing, and filling [13, 14, 15]. Fig. 1(a) 
shows an abnormal CT image with a tumor. Fig. 1(b) shows the ROI of the liver. Also, 
Fig. 1(c) shows the segmented liver image using BM filtering. 

 

                         
                            (a)                                          (b)                                         (c)   

Fig. 1. Liver segmentation: (a) CT image, (b) ROI of the liver, (c) liver image segmented by 
BM filtering 

2.2   Vessel Elimination 

The liver image with a tumor obtained by BM filtering consists of the pure liver, 
tumor, and vessels. As vessels of the liver have no influence on tumor segmentation, 
vessels are eliminated from the liver. Histogram transformation for better histogram 
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threshold is first performed to reduce histogram noises. Then the left and right 
valleys, called object ranges, are calculated using a piecewise linear interpolation 
method [11]. The vessel range is located in the rightmost side of the histogram 
because pixel values are higher than other objects. Therefore, the vessel range is 
decided easily. Fig. 2(a) shows the liver image after vessel elimination. 

2.3   Statistical Optimal Threshold 

After eliminating vessels, the histogram has only two peaks, and the liver image 
consists of the pure liver and tumor region. Therefore, the gray-level value 
thresholding two regions is easily calculated by using multi-modal threshold method. 
However, we do not know this threshold value is optimal. In order to find the SOT 

value, optimalT , the histogram of the liver is transformed. The histogram with two 

peaks as the mixture probability density (MPD) is expressed as    
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where PLP , PLμ , and PLσ  are pixel occurrence, mean, variance of the pure liver and 

TP , Tμ , and Tσ  are pixel occurrence, mean, and variance of the tumor. Using four 

parameters such as PLμ , PLσ , Tμ , and Tσ , the transformed MPD [16] is created  
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The optimalT  is found by calculating the minimum total probability error. The total 

probability error (TPE) )(TE  from )ˆ(xp  is calculated as [12] 

∞

∞−
+=

T TT

T

PLPL xdxpPxdxpPTE ˆ)ˆ(ˆ)ˆ()(                             (7) 

where T is the threshold value. Then the optimalT  is selected by the threshold value 

calculating the minimum TPE. Fig. 2(b) shows the segmented tumor using the 

optimalT . 

          
(a)                                                               (b) 

Fig. 2. Tumor segmentation: (a) liver image after hepatic vessel elimination, (b) segmented 
tumor using the optimal threshold value 

3   Experiments and Analysis 

CT images to be used in this research were provided by Chonnam National University 
Hospital in Kwangju, Korea. The CT scans were obtained by using a LightSpeed 
Qx/i, which was produced by GE Medical Systems. Scanning was performed with 
intravenous contrast enhancement. Also, the scanning parameters used a tube current 
of 230 mAs and 120 kVp, a 30 cm field of view, 5 mm collimation and a table speed 
of 15 mm/sec (pitch factor, 1:3).  

Ten patients were selected for testing the new proposed method to segregate a 
hepatic tumor. Five people had normal livers and the other five people had abnormal 
livers. 262 total slices from ten patients were used. One radiologist took part in this 
research in order to evaluate liver status. Fig. 3 shows examples of segmented tumors. 
Table 1 shows the data of evaluated slices followed by slice numbers, true negative 
(TN), false positive (FP), false negative (FN), and true positive (TP) [17]. 
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                                      (a)                                                                  (b) 

 

        
                              (c)                                                                   (d) 

        
      (e)                                                                  (f) 

 
Fig. 3. Examples of tumor segmentation 
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Table 1. Data of evaluated slices 

 

PATIENTS SLICES 

TAKEN 

FREQUENCY 

OF TN 

FREQUENCY 

OF FP  

FREQUENCY 

OF FN 

FREQUENCY 

OF TP  

PAT. 01 23 21 2 0 0 

PAT. 02 31 30 1 0 0 

PAT. 03 24 21 3 0 0 

PAT. 04 26 25 1 0 0 

PAT. 05 28 28 0 0 0 

PAT. 06 34 30 2 1 1 

PAT. 07 23 21 1 0 1 

PAT. 08 23 19 3 0 1 

PAT. 09 26 16 0 3 7 

PAT. 10 24 17 4 2 1 

TOTAL NUM. 262 228 17 6 11 

As the evaluation measure, sensitivity, specificity, and accuracy were calculated. 
As sensitivity represents the fraction of patients with disease who test positive, 
sensitivity is defined as 

FNTP

TP
ySensitivit

+
= .                                             (8) 

As specificity represents the fraction of patients without disease who test negative, 
specificity is defined as 

FPTN

TN
ySpecificit

+
= .                                             (9) 

Also, accuracy is defined as 

FNFPTNTP

TNTP
Accuracy

+++
+= .                                   (10) 

In this research, we had 0.6471 of sensitivity, 0.9306 of specificity, and 0.9122 of 
accuracy. These results show the proposed method is very useful for diagnosis of the 
normal liver. Values of FP and FN are high for tumors located in the left portal branch 
and tumors with a diameter less than 2 cm. 

4   Conclusions 

In this paper, an automatic hepatic tumor segmentation method using statistical 
optimal threshold was proposed. The liver structure was first segmented in order to 
remove other abdominal organs. Hepatic vessels were removed from the liver because 
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hepatic vessels were not related to tumor segmentation. Then statistical optimal 
threshold was calculated by a transformed mixture probability density and minimum 
total probability error. Finally, a hepatic tumor was segmented using the optimal 
threshold value. In order to evaluate the proposed method, 262 slices from 10 patients 
were selected. From the evaluation results, we had 0.6471 of sensitivity, 0.9306 of 
specificity, and 0.9122 of accuracy. These results show that the proposed method is 
very useful for diagnosis of normal and abnormal livers. In the future, algorithms for 
reducing false positives of the left portal branch will be developed. 
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Abstract. We analyzed the spatio-temporal patterns of the depth EEG recorded 
from a patient with lateral temporal-lobe epilepsy. Statistical analysis based on 
the Jensen-Shannon entropy (JS-E) as well as linear power spectral analyses 
were performed. The spatio-temporal patterns from JS-E and β rhythm success-
fully detected the onset timing of the seizure and revealed the temporal topology 
of the epileptic focus. The robustness of these patterns was proved by inter-trial 
consistency. As the patterns are well matched with the clinical diagnosis, it could 
be used for the identification of onset time and focus region of epileptic seizure. 

1   Introduction 

The epilepsy is characterized by a disturbance on the electrochemical activity of the 
brain, producing an excessive and hypersynchronous activity of the neuron. Epileptic 
seizures reflect this sudden and recurrent malfunction of the brain areas. Partial (fo-
cal) seizures originate from a restricted region and remain to this region (epileptic 
focus), while generalized seizures involve almost the entire brain. Partial seizures 
generally originate at a cortical area; most of them begin focally at the temporal lobes.  

Exact localization of the epileptic focus and its delineation from functionally rele-
vant areas are required for successful surgical treatment and understanding the basic 
mechanism of the seizures. The primary tool for this purpose is the EEG due to high 
temporal resolution and close relationship to physiological and pathological function 
of the brain. Various spectral and nonlinear analyses of epileptic EEG have been used 
to detect the epileptic focus and to predict the seizure onset [1~4]. Investigators have 
extracted specific quantitative features from the EEG, which would be characteristics 
for the discharge patterns during seizure [5]. 

                                                           
* This work was supported by Korean Research Foundation, KRF 2002-075-H0007 to S.Y. 

Cho, and a grant (M103KV010011-03K2201-01130) from Brain Research Center of the 21st 
Century Frontier Research Program funded by the Ministry of Science and Technology of 
Republic of Korea to S.K. Han. 
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We analyzed the spatio-temporal patterns of the epileptic EEG recorded intracra-
nial for the temporal topology and source localization of seizure initiation and 
propagation. Statistical analysis based on the Jensen-Shannon entropy (JS-E) and 
linear power spectral analyses were performed [6].  

2   Method 

2.1   Intracranial Recording  

Our data was from a patients presenting lateral temporal epilepsy clinically diagnosed 
at Epilepsy Center in Medical collage of Seoul National University. Intracranial re-
cording was required to confirm the exact site of the structures generating seizure 
onsets before surgical operation. The EEG recording were performed on 30 sites as 
depicted in Fig 1 and 2 (Telefactor Beehive telemonitoring system, sampling rate 
200Hz, bandwidth filtering 0.1~70Hz). The data set analyzed in this study had dura-
tion of 3-5 min including 1 min before the seizure. The seizure onset was determined 
by electrographic criteria as localized, sustained rhythmic discharges (burst of rhyth-
mic spikes, low-voltage fast rhythms, etc.) and associated with subsequent clinical 
seizure activity [7].   
 

 
Fig. 1. Example of depth EEG raw data recorded from 30 sites on the temporal lobe. The red 
arrow (onset) points the EEG onset of seizure activity diagnosed clinically 

Interictal     ictal

EEG  signal

onsetInterictal     ictal

EEG  signal

onset  
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Fig. 2. Schematic view of the recording sites on the temporal lobe. 21-26 sites were covered on 
the ventral area of inferial temporal region. The numbers of channels are shown in the left 
boxes 

2.2   Jensen-Shannon Entropy  

We applied the Jensen-Shannon entropy to analyze spatio-temporal patterns of the 
EEG time series data. Jensen-Shannon entropy (JS-E) is a statistical measurement that 
quantifies the difference between two (or more) probability distributions [8]. This 
value would be maximized when two distributions reveal the most prominent differ-
ence in the statistical characteristics.  

In case of epileptic EEG, we can find the abrupt changing points of the time series 
data using JS-E. When total series S is divided to two subset, S1 and S2 of lengths l1 
and l2, JS-E is calculated from the entropies of total time range (S) and two subsets 
(S1 and S2) by equations below. With moving the dividing point by 1.5 sec, the distri-
bution of JS-E was obtained. The EEG data in whole trial could be separated into sub 
periods using JS-E peak points (see Fig 6).  
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3   Results 

For spectral analysis we considered the following frequency bands: theta (θ: 3 ~ 7Hz), 
alpha (α: 8 ~ 13Hz) and beta (β: 20 ~ 30Hz). Fig. 3 displays the mean time course of 
powers (averaged in 30 channels) of total and three frequency bands with window 
size 10.24sec and 50% overlap. Fig. 4 displays temporal patterns of each band accu-
mulated by sorted channels.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4.  Power spectral density accumulated by channels sorted by the amount of decrease after 
seizure onset. The averages on the channels were shown in the boxes below. The red arrow 
(onset) points the EEG onset of seizure diagnosed clinically 

Near the onset time of seizure, β rhythm started to decrease for a short time (about 5-
10 sec) and followed by an increase as the seizure evolved. Fig 5 shows the change of 
power spectral topography of β rhythm over time. These activities are well matched to 
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Fig. 3. The mean time course of powers of total and three frequency bands 
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the location of seizure focus defined clinically and reflect the progression of the seizure. 
Compare to β rhythm, θ it started to decrease later and sustained longer. 

 

Fig. 5.  Temporal evolution of power spectral topography of β rhythm. The onset time is scaled  
zero and the window size is 10.24sec and 50% overlap 

 
 

 

 

 

 

 

 

 

 

 

Fig. 6. JS-E mean distribution over time. Sub periods (A: inter-ictal, B: ictal, C: post-ictal 
period) could be identified using the peaks 

Time(sec)

ch
an

ne
l

s

JS
-E

Time(sec)

ch
an

ne
l

s

JS
-E

Fig. 7.  JS-E distribution in each channel during early 80 sec (a) and the peak entropy topogra-
phy (b) 
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In Fig 6, a whole trial EEG data were divided into sub periods using JS-E peak 
points. Those sub periods fitted the evolving stage of seizure (inter-ictal / ictal / post-
ictal) very well. We analyzed further the data for the early period for the source local-
ization of seizure initiation and propagation, that is 80 sec-duration around seizure 
onset. Fig 7(a) showed the distribution of JS-E across 30 channels over time, and Fig 
7(b) depicted the peak entropy value on each recording site. It also matched well to 
the seizure focus.  

We tried to prove the robustness of these patterns using inter-trial consistency. As 
shown in Fig 9, the JS-E peak entropy topography and β power topography at the 
200% power- increasing point were consistent across the trials.   

β
JS

-E
β

JS
-E

 

Fig. 8. JS-E peak entropy topography and β power topography at the 200% power- increasing 
point in each trial, that were consistent across the trials as well as the exact localization of 
epileptic focus 

4   Discussion  

The spatio-temporal analysis using the Jensen-Shannon entropy successfully detected 
the onset timing of the seizure and revealed the topographic information of ongoing 
seizure. Besides the localization of epileptic focus it could be extended to the tempo-
ral profiles of seizure propagation.  

In the spectral analysis, β (20-30Hz) and θ rhythm (3-7Hz) showed spatio-temporal 
patterns correlated with the ongoing seizure. α rhythm (8-13Hz) showed similar pat-
terns even much more moderately compare to other bands. They showed decrease 
near the onset time of seizure and followed by an increase as the seizure evolved. 
Especially β rhythm started to decrease before the seizure onset and revealed spatio-
temporal topography well matched to clinical diagnose of the epileptic focus and 
temporal propagation of seizure. 

The robustness of these patterns was proved by inter-trial consistency, that is the 
spatio-temporal patterns from Jensen-Shannon entropy and β rhythm were consistent 
across the trials. As the patterns are well matched with the clinical diagnosis, it could 
be used for the identification of onset time and focus region of epileptic seizure. 



Spatio-Temporal Patterns in the Depth EEG During the Epileptic Seizure 947 

 

References 

1. Lerner, D. E. : Monitoring changing dynamics with correlation integrals:Case study of an 
epileptic seizure.Phys. D 97(1996) 563-576 

2. Martinerie, J., Adam,C., Quyen, M. L. V. , Baulac,M., Clemenceau, ., Renault,B. and 
Varela, F.,J.: Epileptic crisis can be anticipated by non-linear analysis, Nature Medicine 
vol.4  (1998) 1173-1176 

3. Pereda, E., Rial, R., Gamundi, A., Gonzalez, J.: Assessment of changing interdependencies 
between human electroencephalograms using non-linear methods, Phys. D 148 (2001) 147. 

4. Quyen, M. L. V., Martinerie, J, Baulac, M. Varela, F.: Anticipating epileptic seizures in real 
time by a non-linear analysis of similarity between EEG recordings, NeuroReport 10, 
(1999) 2149-2155 

5. Mormann, F., Elger,C.E. and Lehenrtz, K.: Automatic detection of a preseizure state based 
on a decrease in synchronization in intracranial electroencephalogram recordings from epi-
lepsy patients, Phys. Rev. E 67, (2003) 021912-1-10 

6. Galvan, P. B., Grosse, I., Carpena, P., Oliver, J. L., Roldan, R.R. Stanley, H.E.: Finding 
borders between coding and noncoding DNA regions by an entropy segmentation method, 
Phys. Rev. Lett. 85(6), (2000) 1342-1345 

7. Engel, C. E.; Seizure and epilepsy: contemporary neurology series. Philadelphia: FA Davis, 
(1989) 

8. Grosse, I., Galvan, P. B., Carpena, P., Roldan, R.,R., Oliver, J., and Stanley, H., E.,: Analy-
sis of symbolic sequences using the Jensen-Shannon divergence, Phys. Rev. E 65,(2002) 
041905-1-16  



 

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 948 – 955, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Prediction of Ribosomal Frameshift Signals of 
User-Defined Models 

Yanga Byun, Sanghoon Moon, and Kyungsook Han* 

School of Computer Science and Engineering, 
Inha University, Inchon 402-751, Korea 
{quaah, jiap72}@hanmail.net, 

 khan@inha.ac.kr 

Abstract. Programmed ribosomal frameshifts are used frequently by RNA 
viruses to synthesize a single fusion protein from two or more overlapping open 
reading frames. Depending on the number of nucleotides shifted and the 
direction of shifting, frameshifts are classified into –n and +n frameshifts, n 
being the number of nucleotides shifted. Computational identification of 
frameshift sites is in general very difficult since the sequences of frameshifting 
cassettes are diverse and highly dependent on the organism. Most current 
computational methods focus on predicting -1 frameshift sites only, and cannot 
handle other types of frameshift sites. We previously developed a program 
called FSFinder for predicting -1 and +1 frameshifts. As an extension of 
FSFinder, we now present FSFinder2, which is capable of predicting frameshift 
sites of general type, including user-defined models. We believe FSFinder2 is 
the first program capable of predicting frameshift signals of general type, and 
that it is a powerful and flexible tool for predicting genes that utilize alternative 
decoding, and for analyzing frameshift sites.   

1   Introduction 

Programmed ribosomal frameshifting is involved in the expression of certain genes in 
a wide range of organisms such as viruses, bacteria and eukaryotes, including humans 
[1-4]. In this process the ribosome shifts to an alternative reading frame by one or a 
few nucleotides at a specific site in a messenger RNA [5]. The most common of these 
events requires the ribosome to shift to a codon that overlaps a codon in the existing 
frame [6]. Frameshifts are classified into different types depending on the number of 
nucleotides shifted and the shifting direction. The most common type is a -1 
frameshift, in which the ribosome slips a single nucleotide in the upstream direction.  
-1 frameshifting requires a slippery site and a stimulatory RNA structure. A spacer of 
5-9 nucleotides separating the slippery site from the stimulatory RNA structure also 
affects the probability of frameshifting. The slippery site generally consists of a 
heptameric sequence of the form X XXY YYZ in the incoming 0-frame where X, Y 
and Z can be the same nucleotide [7], but other slippery sequences differ from this 
                                                           
* Correspondence Author. 
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motif. The ribosome changes reading frame on these sequences. The stimulatory RNA 
structure forms a secondary structure such as a pseudoknot or stem-loop.  Ribosomal 
pausing is generally believed to account for programmed frameshifting, but Kontos et 
al. [8] consider that pausing is not sufficient to cause frameshifting.  

+1 frameshifts are much less common than -1 frameshifts, but have been observed 
in diverse organisms [6]. The prfB gene encoding release factor 2 in E.coli is a well-
known example [9, 10]. In RF2 frameshifting, a Shine-Dalgarno (SD) sequence is 
observed upstream of the slippery sequence CUU URA C where R can be adenine or 
guanine. Among other +1 frameshift sites, the frameshift signal of the ornithine 
decarboxylase antizyme (oaz) gene encoding antizyme 1 consists of a slippery 
sequence and a downstream RNA secondary structure such as a pseudoknot [11].  

In previous work we developed a program called FSFinder (Frameshift Signal 
Finder) for predicting -1 and +1 frameshift sites [12, 13]. Trials of FSFinder on ~190 
genomic and partial DNA sequences showed that it predicted frameshift sites 
efficiently and with greater sensitivity and specificity than other programs [14, 15, 
16]. Although -1 and +1 frameshifts are the most frequently found frameshifts, other 
types occur. This paper presents an extension of FSFinder that can handle frameshifts 
of any type, including user-defined types. We believe this is the first program capable 
of predicting frameshift signals of general type. 

2   A Computational Model of Frameshifts 

2.1   Basic Models of Frameshifts 

Three types of frameshifts are considered as basic frameshifts and their models are 
predefined: the -1 and +1 frameshifts for the peptide chain release factor B gene 
encoding release factor 2 (RF2), and the +1 frameshift for the ornithine decarboxylase 
antizyme (ODC antizyme). The models for these frameshifts consist of four 
components: Shine-Dalgarno sequence, frameshift site, spacer and downstream 
secondary structure (Fig. 1). FSFinder2 extends the previous models used in FSFinder 
to incorporate a user-defined model. For the upstream Shine-Dalgarno sequence, 
FSFinder2 considers AGGA, GGGG, GGAG, AGGG and GGGA as well as classical 
Shine-Dalgarno sequences such as GGAGG and GGGGG. For the slippery site of the 
+1 frameshift, the sequence CUU URA C, where R is a purine (that is, either adenine 
or guanine), is considered. For the downstream structure, H-type pseudoknots as well 
as stem-loops are considered. 

2.2   User-Defined Frameshift Models  

As shown in Fig. 1, the three basic models can be defined by a combination of a few 
components. We classify the components into four types.  

 The pattern component represents a pattern of nucleotide characters like the 
slippery site of the -1 frameshift model (first box in Fig. 1A). The pattern 
characters are defined first, followed by the nucleotide characters that represent 
the pattern characters. 
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 The signal component represents a nucleotide string such as Shine-Dalgarno 
sequences, stop codons, or CUU URA C, UUU strings in a +1 frameshift model 
(first and third boxes in Fig. 1B, and first and second boxes in Fig. 1C). 

 The secondary structure components are simple stem-loops or pseudoknots, in 
which only canonical pairs are considered (third box in Fig. 1A, and third box in 
Fig. 1C). 

 The counter component represents the number of nucleotide characters in the 
specified region. This component is useful for finding regions with specific 
nucleotide content such as those with high GC content. 

Unlike the signal component, the pattern component can specify the number of 
occurrences of a specific nucleotide. For example, the pattern of -1 frameshift signal 
is X XXY YYZ in which X can be N (A,G,C,T), Y can be W (A or C), and Z can be 
H (A, C, T). But, the first three nucleotides must be the same to each other, and the 
next three nucleotides must be the same. If this pattern is defined using a signal 
component N NNW WWH instead, there is no way of avoiding unwanted matches 
such as C AGA TTA.  

Flexible spacers are inserted between the components. With a combination of the 
components of the four types users can define not only the basic models but also their 
own models. An arbitrary number of the components in any order can appear in a 
user-defined model. 

 

Fig. 1. The three basic frameshift models. (A) -1 frameshift. (B) +1 frameshift model of the 
prfB gene in E.coli.  (C) +1 frameshift model of the oaz gene in eukaryotes 

2.3   Algorithm for Predicting User-Defined Models 

FSFinder2 has an algorithm to handle various user-defined models. Since an arbitrary 
number of components can be included, the most important component should be 
specified as a pivot by the user. Based on the user’s choice, FSFinder2 first finds 
matches with the pivot component. It then finds matches to other components in each 
direction from the pivot component, starting with the closer one to the pivot 
component. For example, for a user-defined model in which components 1, 2, 3, 4, 
and 5 appear in this order, and component 3 is the pivot, it finds components either in 
the order of 3, 2, 1, 4, 5 or 3, 4, 5, 2, 1. Algorithm 1 shows a way of locating a user-
defined model in genomic sequences.  
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Algorithm 1 Find a user-defined model 

Length(A) is the length of array A. 
Firstof(match) is the first index of a match. 
Lastof(match) is the last index of a match. 
 
Set F be an array of components in the user-defined model. 
Set M be a 2-dim array that will save all matches of a component.  
Set 1-dim of M as Length(F), and the size of M is flexible. 
pi  index of pivot model 
Set M[pi] an array of matches with F[pi], sorted in increasing 
order of the first indices of matches. 
 
for i  pi-1 to 0 do 
  count  0 

 for mi  0 to length(M[i+1]) do 
    if mi  0 and Firstof(M[i, mi])= Firstof(M[i, mi-1]) then  
      go to next step. 
    end if 
Set FM be an array of matches with F[i] in upstream of M[i+1, 
mi]. Sort FM in increasing order of the first indices of matches. 
    for fmi  0 to Length(FM)-1 do 
      M[i, count]  FM[fmi] 
      Count  count + 1 
    end for 
  end for 
end for 
 
for i  pi+1 to Length(F)-1 do 
  count  0 

 for mi  0 to length(M[i-1]) do 
    if mi  0 and Lastof(M[i, mi])= Lastof(M[i, mi-1]) then  
      go to next step. 
    end if 
Set FM be an array of matches with F[i] in downstream of M[i-1, 
mi]. Sort FM in increasing order of the last indices of matches. 
     for fmi  0 to Length(FM)-1 do 
      M[i, count]  FM[fmi] 
      count  count + 1 
    end for 
  end for 
end for 

3   Results and Discussion 

Fig. 2 shows default models for the three basic frameshifts. These models can be 
redefined in the edit panels of the four components. Each component has its own edit 
panel that helps users easily define and modify their frameshift models (Fig. 3). The 
basic models as well as user-defined models can be defined with any combination of 
the four components. Fig. 4 shows an example of the graphical user interface of 
FSFinder2 for finding a user-defined frameshift signal. User-defined models can be 
saved in an XML file and loaded later as desired.  
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Fig. 2. Three basic models for frameshift mutation defined in FSFinder 

 

Fig. 3. Edit panels for user-defined frameshift models. The left panel is for the pattern 
component, and the right, for secondary structure components 

FSFinder2 focuses on finding frameshift sites in the overlapping regions of open 
reading frames (ORF) since most known frameshift cassettes are found in the 
overlapping regions of two ORFs [13]. Consider two ORFs of frames 0 and -1 in Fig. 
4. The starting positions of the two ORFs are extended from their original start codons 
to upstream stop codons (positions a and c in Fig. 4A). The extended regions a-b 
and c-d of the two ORFs partially overlap at their termini if position a of frame -1 
is to the left of position d of frame 0 and there exists a start codon in frame 0. The 
highlighted region e of Fig. 4A is the overlapping region of the two ORFs. Our 
definition of an overlapping region identifies a wider region than an actual 
overlapping region since it is extended to the upstream stop codon. The reason for the 
extended overlapping region of ORFs is to avoid missing possible frameshift sites.   

We tested FSFinder2 on Shewanella algae, for which no frameshift signal is 
known. A Shewanella algae is a mesophilic marine bacterium and plays an important 
role in the turnover of inorganic material. It may also cause disease in humans [17]. 
We selected 11 contigs out of 113 contigs in the Shewanella algae, which are longer 
than 100 Kb. The frameshift signals of Shewanella algae were divided into 6 types 
with the help of expert biologists, and searched from the 11 contigs. As shown in 
Table 1, FSFinder2 found 28 frameshift sites that exactly match to our defined 
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frameshift model (model not shown here) and 915 frameshift sites that partially match 
to the defined model in the overlapping regions of open reading frames. There were 
many other frameshift sites (955 exact matches and 24,572 partial matches to the 
defined models) that were found in non-overlapping regions of open reading frames, 
but there are likely to be false positives. Considering the shape and length of the 
overlapping regions of open reading frames, at least 12 out of the 28 exact matches in 
the overlapping regions are strong candidates of frameshift sites and the remaining 16 
sites are also good candidates. 

 

Fig. 4. Graphical user interface of FSFinder2. (A) The display window shows the positions of 
start codons, stop codons and matches with the user-defined model. Reading frames a-b and 
c-d partially overlap at their termini. FSFinder2 focuses on finding frameshift sites in the 
overlap region e. (B) The match details show all match results. (C) The edit panel shows a 
user-defined model with four components. (D) List of user-defined models 

4   Conclusion 

Understanding programmed ribosomal frameshifts is important because they are 
related to biological phenomena such as fidelity of mRNA-tRNA binding, and some 
genetic controls and enzyme activities. They are also involved in the expression of 
certain genes in a wide range of organisms. However, identifying programmed 
frameshifts is very difficult due to the diverse nature of the frameshift events. Existing 
computational approaches focus on a certain type of frameshift only and cannot 
handle frameshifts of variable type.  

We have developed a program called FSFinder2 for predicting frameshift sites of 
any type, including user-defined types. A user can define his or her frameshift model 
with a combination of four components. The user-defined model can be saved in an 
XML file and loaded later. FSFinder2 is currently being used to find unknown 
frameshift sites in the Shewanella genome. Shewanella is a metal reducing bacterium 
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that can be used for cleaning-up polluted environments. We believe FSFinder2 is the 
first program capable of predicting frameshift signals of general type.  

Table 1. Predicted frameshift signals (FS) in the Shewanella algae contigs 

Contig number Type of match FS in overlapping region FS in non-overlapping 
region 

Exact matches 0 57 Contig 147 
Partial matches 63 1,834 
Exact matches 3 72 

Contig 148 
Partial matches 78 1,455 
Exact matches 1 53 

Contig 149 
Partial matches 57 1,122 
Exact matches 2 105 

Contig 150 
Partial matches 82 1,981 
Exact matches 8 91 

Contig 151 
Partial matches 100 2,643 
Exact matches 1 81 

Contig 152 
Partial matches 53 2,027 
Exact matches 0 55 

Contig 153 
Partial matches 74 2,027 
Exact matches 0 69 

Contig 154 
Partial matches 77 1,596 
Exact matches 3 120 

Contig 155 
Partial matches 103 3,052 
Exact matches 2 84 

Contig 156 
Partial matches 77 2,021 
Exact matches 8 168 

Contig 157 
Partial matches 151 4,314 

Total number of exact matches 28 955 
Total number of partial matches 915 24,572 
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Abstract. A ‘contact network’ modeling infection transmission comprises of 
nodes (or individuals) that are linked when they are in contact that possibly 
transmits an infection.    We here studied infection transmission on contact 
networks of various degree distributions⎯scale-free, exponential and 
constant⎯under SIRV model assuming susceptible, infected, removed and 
vaccinated statuses of nodes.  Aiming for infectious disease containment within 
the very early stage of spreading, we computed the minimum transmissibility at 
which an infectious disease epidemic begins to emerge, and its change 
according to mass preventive and ring post-outbreak vaccination.  In the most 
degree-heterogeneous scale-free network, the ‘super-spreading’ by the hubs, or 
high-degree nodes, allowed epidemics even for low transmissibility.  In 
compensation, vaccination was much more efficient for the scale-free network.  
We also found that basic reproductive number R0 defines a measurement of 
epidemic emergence universally applicable to networks of various degree 
distributions.  These results are significant for public health design. 

1   Introduction 

A ‘contact network’ modeling infection transmission comprises of nodes (or 
individuals) that are linked when they are in contact that possibly transmits an 
infection.  Here, the magnitude of the spreading of infection is determined not solely 
by the infectiousness of the pathogen but also by the structure of the contact network.  
In particular, a major factor is the distribution of each node’s ‘degree,’ which is the 
number of nodes linked to it.  If all nodes have the same degree and the links between 
nodes are random, there exists a threshold value in ‘transmissibility,’ the probability 
that an infected node transmits the infection to a susceptible node in contact, less than 
which an outbreak immediately extinguishes as an endemic [1].  On the other hand, if 
there are a significant number of high-degree nodes, or hubs, such nodes can become 
super-spreaders, and allow an outbreak even under weak transmissibility.  In fact, in 
scale-free networks, which only have a power decrease in the number of high-degree 
nodes, there remains a marginal number of stationary infected nodes under SIS model 
(nodes transit between susceptible and infected), even for pathogens of infinitely 
small transmissibility [2].  This phenomenon is typically observed as computer virus 
infections in the Internet. 
    Vulnerability to infection attributable to the heterogeneous degree distribution is 
applicable to contact networks of infectious diseases as well, thus can become a 
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concern for public health.  Although our knowledge on the contact network of 
infectious diseases is limited, social networks can give some insight.  Sexual contacts 
that follow the scale-free degree distribution [3] must be those with largest degree-
heterogeneity, whereas friendship relations that follow Gaussian distribution [4] must 
include much less number of hubs.  Studies on such infections and their containment 
are important both for existing diseases such as AIDS or SARS or for those 
introduced deliberately by bioterrorism such as smallpox. 
    The primary measure for containing infection is vaccination, either preventive or 
post-outbreak.  The epidemic mentioned above under SIS model in scale-free 
networks cannot be stopped by preventive mass vaccination of randomly selected 
nodes even of a large proportion, but can be halted by prioritized vaccination of hub 
nodes [5, 6].  However, for vaccination in case of infectious diseases in human, the 
latter hub vaccination is difficult to implement, because the contact network is not 
apparent and potential hubs are not evident.  On the other hand, among post-outbreak 
vaccination strategies, the one important in practice is the ring vaccination, in which 
the susceptible individuals in contact with an infected individual are vaccinated.  Yet, 
there has been no study evaluating the effectiveness of ring vaccination or its 
combination with preventive mass vaccination, the two practical containment 
strategies.  Moreover, for the study of infectious diseases in human a modeling more 
realistic than the SIS is necessary.  
    Thus, we here studied infection transmission on contact networks of various degree 
distributions under SIRV model assuming not only susceptible and infected nodes, 
but also those removed (by death or acquiring immunity) and vaccinated, and 
evaluated the effectiveness of mass preventive and ring post-outbreak vaccinations.  

2   Results 

Aiming for infectious disease containment within the very early stage of spreading, 
we studied the minimum transmissibility at which an infectious disease epidemic 
begins to emerge, and its change according to contact networks or vaccination 
strategies.  We generated random contact networks comprising of n=100,000 nodes 
having average degree k =10 with high-degree nodes decreasing by power (scale-free 
network), exponentially (exponential network), or with all nodes having degree k  
thus with no high-degree nodes (constant network) (Figure 1).  Under no vaccination, 
the scale-free network that has the largest heterogeneity of degree allowed epidemic 
emergence even for transmissibility T=0.032, which was followed by T=0.087 for the 
less heterogeneous exponential network, and then by T=0.111 for the homogeneous 
constant network (Figure 2, Table 1).  This exhibits the vulnerability of degree-
heterogeneous contact networks to infection. 
    Although the transmissibilities causing epidemic emergence were different among 
the networks, the corresponding values of basic reproductive number R0 were 
consistenly around one (Table 1).  This number R0 is defined as the expected number 
of secondary infections among nodes in contact with a primary infected node and is 
evaluated as R0 = ( k2 / k  – 1)T [7].  Whereas the transmissibility T basically defines 
the pathogen’s biological strength for transmission, R0 indicates the strength of 
spreading in a specific contact network, and reflects the degree distribution of the 
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network.  In particular, the value R0 can become large even under a small T, when the 
degree distrubution is heterogeneous and k2 / k  is large.  Furthermore, we observed 
the epidemic emergence to occur around R0=1 independently of the number of nodes 
(see the case n=10,000 in Table 1) or the average degree (see the case k =100).  
These results indicate that basic reproductive number serves as a faithful indicator for 
the emergence of epidemic independently of the degree distribution. 

 

Fig. 1. Cumulative frequency of nodes according to degree for scale-free, exponential and 
constant networks of n=100,000 nodes with average degree k = 10 

Compensating the vulnerability of scale-free networks to weak transmissibility, 
vaccination worked much effectively for such networks compared to the exponential 
and constant networks.  We simulated for various ratio u of randomly selected nodes 
preventively vaccinated (mass preventive vaccination) and ratio v of susceptible status 
nodes in contact with an infected node to be vaccinated (ring vaccination).  In 
exponential or constant networks, the transmissibility necessary to cause emergence 
of epidmic was enlarged by the factor of 1/[(1–u)···(1–v)] compared to the case 
without vaccination (Table 1).  This can be explained as vaccinations decreasing the 
number of (susceptible) nodes around an infected node approximately by the factor of 
(1–u)···(1–v).  In scale-free networks, on the other hand, the transmissibility necessary 
for epidemic was observed to increase by a much larger factor of 16u+v (Table 1).  For 
example, a pathogen of transmissibility T=0.018 could emerge an epidemic under no 
vaccination, whereas the value arose to T=0.123 under u+v=0.5. 
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Fig. 2. The number of removed nodes after infection simulation for scale-free, exponential and 
constant networks of n=100,000 nodes with average degree k =10 under various 
transmissibility, and without vaccination.  Horizontal axis indicates the transmissibility T, and 
vertical axis indicates the final number of removed nodes.  Data points for the scale-free 
network are diamonds connected by lines, those for the exponential network are stars connected 
by sparsely dashed lines, and those for the constant network are squares connected by densely 
dashed lines. Standard deviation of five experiments is indicated by a vertical error bar centered 
at the mean point.  The transmissibility (interpolated in log scale) for which 100 nodes are 
removed was defined as the epidemic emerging transmissbility, and the values for the three 
networks are indicated by arrowed vertical lines of the same type as those connecting data 
points 

Table 1. Transmissibility T and basic reproductive number R0 causing emergence of epidemic 
for various contact networks 
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    Finally, we evaluated how the choice of initially infected node affects epidemics.  An 
infection transmits faster when a high-degree node is infected initially (say by hub 
targeted attack).   However, even in the extreme case when the largest-degree node was 
initially infected, the transmissibility causing epidemic emergence became smaller only 
by the factor of 0.56 for scale-free network and 0.66 for the exponential, compared to 
the case when an initially infected node was selected randomly (Table 1). 

3   Discussion 

The ‘super-spreading’ by the hubs in the scale-free networks had significant effect of 
allowing epidemics even for low transmissibility.  The demonstrated vulnerability of 
degree-heterogeneous contact networks under the SIRV model was in parallel to their 
vulnerability under SIS model in which infected nodes were stationarily reserved even 
for pathogens of weak infectiousness [2].  In compensation, vaccination turned out to 
be much more efficient for the scale-free network thus still enabling infectious disease 
containment in the very early stage of epidemics.  In addition, the consistent 
measurement of epidemic emergence by basic reproductive number R0 among the 
three types of networks indicated the appropriateness of the evaluation of 
infectiousness by R0, which takes the degree heterogeneity into account.  Our results 
could explain super-spreading caused simply by the structure of contact networks, but 
other factors such as pathogens changing transmissbility by recombination within a 
host, also can give accounts for super-spreaders. 

4   Methods 

4.1   Generating Contact Networks 

We generated random contact networks of either n=10,000 or 100,000 nodes with 
average degree either k =10 or 100 for three types of degree distributions in order to 
adjust the amount of hub nodes.  In the scale-free degree distribution, the number of 
high-degree nodes decreased only by the power: the proportion of degree k nodes 
among all nodes was set to be p(k) = (m2 k–3)/2 for k  m/2, and p(k) = 0 otherwise.  In 
the exponential degree distribution, the high-degree nodes decreased exponentially: 
p(k) = (2e exp(–2k/m))/m again for k  m/2, and p(k) = 0 otherwise.  As for the other 
extremity, we tested the constant degree case, where all nodes had degree m, and there 
were no hubs at all.  For each case, a contact network was generated by random 
connection of edges: firstly nodes with various degrees according to the distribution 
were listed, then ‘untied links’ emanating from each node by the number of its degree 
were generated, and finally the ‘untied links’ were connected randomly.  The scale-
free network had the largest number of high-degree nodes, the exponential network 
was in the medium, and the constant network had no such hubs (Figure 1).  The mean 
squared degree k2  =  Σk k

2p(k) of the generated scale-free network was 279.5 for 
(n=10,000, m=10), 336.9 for (n=100,000, m=10) and 33,701.1 for (n=100,000, 
m=100), that of the exponential network was 125.0 for (n=10,000, m=10), 125.1 for 
(n=100,000, m=10) and 12,499.1 for (n=100,000, m=100), and that of the constant 
network was 100 for (m=10) and 10,000 for (m=100). 
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4.2   SIRV Model 

The nodes in our simulation had four possible statuses: susceptible, infected, removed 
or vaccinated.  The simulation proceeds stepwise.  In each step, a portion of 
‘susceptible’ nodes that are vaccinated change to ‘vaccinated.’  Then, each ‘infected’ 
node transmits the infection to a ‘susceptible’ node in contact, by converting its status 
to ‘infected’ (in the next step) with probability T, the transmissibility.  Meanwhile, all 
‘infected’ nodes are changed to ‘removed’ in the next step.  (The infected period is 
one step, which corresponds to various periods in reality depending on infectious 
diseases.)  Thus, nodes in status ‘removed’ or ‘vaccinated’ do not change their status 
further.  The simulation becomes stable and terminates when there are no more nodes 
in status ‘infected.’   

4.3   Simulation of Infection and Vaccination 

For various contact networks and values of transmissibility, we performed simulations 
parameterized by the implemented rate of mass preventive and ring post-outbreak 
vaccinations.  In the first step, 0, 0.25, 0.5 or 0.75 of the population was randomly 
assigned the ‘vaccinated’ status (mass vaccination), one node among the remaining 
was either randomly selected (random initial infection) or the highest-degree node 
was selected (hub initial vaccination) to become an ‘infected’ node, and all of the 
remaining nodes were set as ‘susceptible.’  In each of the following step, all of the 
‘susceptible’ nodes in contact with an ‘infected’ node were listed, and either 0, 0.25, 
0.5 or 0.75 of them were assigned the ‘vaccinated’ status (ring vaccination).  Each set 
of simulation was repeated five times.  The parameters used for our simulation was R0 
= 0.5, 1, 2, ..., 64, and the corresponding values for T, caclulated from the above 
mentioned relation between R0 and T.  (The values of R0 differ widely according to 
diseases: influenza has 1.7, SARS has 1.2–3.6, smallpox has 4–10, and measles have 
17 [1].) 
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Abstract. Automatically extracting moored ships from high spatial resolution 
remote sensed imagery is more difficult than offshore ships because their 
spectrum values and textures are very close to the harbor. For this reason, 
different routes are designed and applied to extract the two kinds of ships. Our 
whole method can be divided into three main steps: 1) extract water polygons 
with histogram segmentation, 2) extract holes in the water polygons with 
morphological operations as the possible offshore ships, and extract possible 
moored ship with the identification of the salients to sea along the water 
boundary, and then 3) screen real ships out of these possible ships with more 
shape constraints. A case study is carried out on Spot 5 imagery to validate our 
method. 

1   Introduction 

Automatically recognizing and extracting man-made objects from remote sensed 
imagery has always been an important research task in the fields such as computer 
vision, pattern recognition and application of remote sensing, etc. Recently, 
information extraction and object recognition from high spatial resolution remote 
sensed imagery become one hot spot with the launch of many high resolution 
spaceborne sensors, such as Ikonos, QuickBird, Spot 5, etc[1][2].  

The resolution of high spatial resolution remote sensing can reach less than 10m, 
which gives very fine details of the earth surface. It can undertake some tasks in a 
much cheaper spaceborne remote sensing way which can only be done by aerial 
remote sensing before, thus has a very wide application scope in photogrammetry, 
city planning, transportation, military, agriculture, forestry, etc. But, with the 
improving of resolution, data volume increases remarkably, and spectral distribution 
become more complicated (e.g., more prevailing substantial spectral confusion), all 
these bring greater difficulties to information extraction work [3][4]. 

This paper focuses on automatically extracting one kind of special objects, which 
are large ships from high resolution remote sensed imagery. To the author’s 
knowledge, most work on ship recognition are on radar imagery (e.g., SAR imagery, 
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see literature [5][6][7][8] for examples). In them, for example, Zhou et al. [5] separate 
sea and land with gray level histogram segmentation, and detect ships in sea with 
moment invariant threshold from SAR imagery. Eldhuset et al. [6] detect ship targets 
with moving window filtering on SAR imagery. Besides, Zhang et al. [9] first get 
edge enhanced image with fuzzy theory, binarize it with segmenting threshold, 
separate targets and background with filtering operations, and then recognize running 
ships with combing pixel values and shape features on Spot optical imagery. 

We can find that the common ground of most ship target recognition work, which 
is also adopted in this paper, is firstly to distinguish land and water (if without land in 
image, this step can be omitted), and then distinguish ships with surrounding water 
with their pixel values and some shape features. However, the main contributions of 
our work are:  

• We use high spatial resolution optical imagery, a high resolution and good 
complementarity to radar imagery;  

• Our method can recognize moored ships conglutinated to shoreline, which are 
much difficult to be separated automatically from harbors, for their pixel values 
and textures are much close between each other. 

In this paper, we design different algorithm routes for the recognition and 
extraction of offshore and moored ships, which combine the shape knowledge of 
harbor and different running statuses of ships.  

The rest of this paper is organized as follows. Section 2 describes our shape 
constraints based ship recognition method. Section 3 is a case study on Spot 5 
imagery. Section 4 sums up our paper. 

2   Shape Constraints Based Method 

In common circumstances, water in high spatial resolution panchromatic imagery has 
relatively lower pixel values than other objects. For this reason, we can separate 
offshore ships with surrounding water directly with pixel values. We first extract 
water with image segmentation, detect those holes in these water areas with 
mathematics morphology operators (we call those holes “possible ship areas”), and 
then screen the real ships out from these possible ship areas with more shape 
constraints. 

But for moored ships, different routes should be carried out because simple 
morphological operations only give very poor results. Our core idea is: because 
coastline of most harbors is very straight in general, the elliptical or semi-elliptical 
salients to sea along their coastline are often caused by moored ships. We first detect 
those parts, and then screen the real ships out from them with more shape constraints.  

2.1   Water Extraction 

The first step of this method is to extract water. For this, we can select histogram 
segmentation or Markov random field texture classification. We choose histogram 
segmentation, which automatically get the first valley after the first summit in the 
gray level histogram as the segmentation threshold T.  
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The principle of histogram segmentation is: 
Regarding the histogram h(z) as a curve,  we can then get the histogram valleys 

with calculating the minima, which satisfy that the first order difference=0 and the 
second order difference >0. Then, T can be gotten by [10]: 

1. Calculate h(z) of the image f(x ,y), and segment it to N levels; 
2. Remove burrs with median filtering; 
3. Remove possible errors from local dithering with re-smoothing; 
4. Calculate the first order difference h (z)=h(z+1)-h(z), and detect from left to right 

the first position which transits from negative to positive as T. 

We then segment the image with T with the following rules: water ≤ T and non-
water > T. 

2.2   Screening Out Ships with Shape Constraints 

We vectorize the water areas and get their boundaries. The work of moored ships 
extraction would be carried out along their boundaries. 

We first set an a priori length range of possible ships (L). It is used to remove those 
salients whose lengths fall out of L and are impossible to be ships, which can make 
the following searching and judgment quicker and more precise. 

After that, starting from the first node of a water polygon as the begin vertex, we 
search an end vertex which should satisfies: 

• The length of the straight line connecting the two vertices falls in the length range L; 
• All the other vertices between the two vertices are on the same side of the 

connecting line, and the area closed by this boundary segment and connecting line 
protrudes to water. 

This area can be regarded as a ‘possible ship area’. If this area does exist, then the 
next searching begins from the end vertex. Otherwise, we move the searching position 
to the next vertex, and repeat the above searching process until all of the possible ship 
areas are extracted. 

After extracting all these possible offshore and moored ship areas, we screen out 
the real ships with more shape constraints. We know that real large ships are 
relatively symmetric between their head and tail, like long and narrow ellipses. But, 
with many shape influences, which include image precision selection (to accelerate 
the segmentation of water, we often re-sample the image), outstanding backstays, and 
conglutination to harbor, the extracted ship areas are often not very regular in shape, 
and then can not be recognized only by means of ‘like a ellipse’. 

From several experiments, we define the following shape indices to validate these 
areas: 

1. Simple length index  
They are: length range (L) and width range of ship (W).  

2. Length to width ratio range (LW) 
For moored ships, LW is defined as the ratio of the length of the connecting line of 

the start to end vertices (l) and the max distance of the other vertices to the line (d). 
The reason to define LW is because the long axes of the enveloping ellipses of moored 
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ships are usually parallel to shoreline (see figure 1(a)), and figure 1(b) often 
represents natural salients. With LW, these salients can easily be kicked out from the 
following searching. 

For offshore ships, LW is simply defined as the length ratio of long, short axes. 

 

Fig. 1. Two illustrations of seashore salient 

3. Shape regularity index (SR) 
If the possible ship area has much irregular shape (for example, zigzag shape), it 

should be kicked out. We should find one relatively robust index which can identify 
irregularity and has the position, size and rotation invariant properties. After many 
experiments, we choose the third values of the 7 Hu moment invariants [11] as SR. 

The principle of Hu moments can briefly described as: 
Given object boundary curve C and its vertex coordination f(x, y), the (p + q)th 

order boundary moments are defined as: 
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The normalized boundary moments are: 
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The third moment invariant can then be obtained by: 
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From experiments we found that φ3 is often rather small for irregular shapes (e.g., 
zigzag shape), and it satisfies our need of independent of position, size and 
orientation, so we use φ3 as SR, which can remove all these irregular shapes difficulty 
to be deleted with other indices. 
4. Symmetric regularity index (SMR) 

A
AA

SMR lll )(
1 2/2/0 −− −−= .                          (7) 

We know that real large ships are commonly near symmetric between head and tail, 
like narrow ellipses. Considering that possible ship areas are often not very regular in 
shape, we use area to define symmetry. In formula 7, A is the total area of the possible 
ship area, A0-l/2 and Al/2-l are the partial areas before and after the midpoint of the long 
axis. SMR can be used to index the symmetry of the possible ship’s head and tail.  

3   A Case Study 

Several experiments have been carried out to validate our method. Due to the page 
limits, here we only give one typical example on Spot 5 image. 

The Inputs are: 

1. Data source: Spot 5 panchromatic image, with spatial resolution 2.5m, one harbor 
in south of China 

2. Experiment inputs: 

− L: [100-350]meters 
− W: [20-60] meters  
− LW: [3-10] 
− SR: <=1.0 
− SMR:>=0.6 

These indices are obtained with visual interpretation and a priori knowledge and as 
the default inputs. 

In this experiment, we get the water threshold with histogram segmentation. From 
figure 2 we can know that the distribution of pixel values is much concentrated, which 
makes it difficulty in separating sea and land. What’s more, the shape of land, running 
statuses of ships are much complicated. For example, one ship is not moored directly on 
the shore, but on a bracket. It can be extracted as offshore ship in our method however. 

Figure 3(b) show the water segmentation result with the automatically identified 
threshold 105. We can see that because the pixel values of some parts of the harbor is 
very close to water, many small land areas are misclassified into water. To these 
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areas, we can use one water area size threshold (for example, 1000 pixels in size) to 
remove them from the following searching process. 

We first extract the offshore ships (in this experiment, the ship on the bracket). 
With the minimum value of W 15, we can determine the temperate size of 
morphological operator closing, which first dilate then erode the water area. After 
closing, we then get the possible offshore ships with the result minus the original 
water area image. From figure 3(c) we can see that many possible offshore ships are 
conglutinated to shoreline, but most real possible moored ships have not been 
extracted, which indicates that we can not extract ships simply with morphological 
operations. 

 

Fig. 2. Gray level histogram of this experiment area 

 
Fig. 3. A Case Study on Spot 5 imagery 

(d)Recognized ships  

(a)Experiment area (b)Water 

(c)Possible offshore ships 
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Fig. 4. SR values 

We then vectorize the water areas, and extract all these possible moored ships with 
salient identification. Finally, we extract the real large ships with our shape 
constraints in all these offshore and moored possible ships. 

In this experiment, there exist many irregular possible ship areas, which can not be 
kicked out with the other shape constraints. From figure 4, it’s obvious that the 
irregular shapes give relatively smaller SR values to the other regular shapes, which 
indicates SR can be used to denote the regularity of ship areas. With the condition of 
SR≤1.0, these irregular shapes can be removed successfully.  

The final result is showed in figure 3(d). We can find that all the 7 large ships are 
extracted, but with 2 misrecognized areas (see the two ellipses). It’s reasonable and 
difficulty to be avoided with our shape constraints based method. For further studies, 
we can reselect these areas with combining more features of pixel values, textures, 
which are believed to can further improve the recognizing precision. 

From this experiment, we can see that under the complicated distribution of pixel 
values, harbor shapes and running statuses of the ships, our method get good result 
however, which indicates that our method is robust and applicable. 

4   Conclusions 

In this paper, a shape constraints based method to recognize ships from high spatial 
resolution remote sensed imagery is proposed. Because large ships are totally similar 
in shapes, the inputs of LW, LR and LMR need not be changed frequently, but L, W 
should be revised a little according to data sources sometimes. Totally speaking, our 
method is rather simple in use.  

In further study, with combing a priori knowledge of ‘moored many ships’ and 
shape features of harbors (for example, with relatively straight shoreline and narrow 
exit), we can try to recognize harbors, the complex man-made objects. We will give 
detailed discussion in other paper. 
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Abstract. This paper proposes a novel approach for estimating the statistical 
multimedia user preference by providing weights to multimedia contents with 
respective to their consumed time. The optimal weights can be obtained by 
training the statistical system in the sense that the mutual information between 
old preference and current preference is maximized. The weighting scheme can 
be done by partitioning a user’s consumption history data into smaller sets in a 
time axis. With developing a mathematical derivation of  our learning method, 
experiments were implemented for predicting the TV genre preference using 
2,000 TV viewers’ watching history and showed that the performance of our 
method is better than that of the typical method.  

1   Introduction 

With the flood of multimedia content over the digital TV channels, the internet, and 
etc., users sometimes have a difficulty in finding their preferred content, spend heavy 
surfing time to find them, and are even very likely to miss them while searching. By 
predicting or recommending the user’s preferred content, based on her/his usage 
history in content consumptions, the problems can be solved to some extent. 

Various preference recommendation techniques can be classified into three 
possible categories such as the rule-based, collaborative filtering, and inference 
method. The rule-based recommendation is usually implemented by a predetermined 
rule, for instance, if -then rule. Kim et al. [1] proposed a marketing rule extraction 
technique for personalized recommendation on internet storefronts using tree 
induction method [2]. As one of representative rule-based techniques, Aggrawall et al. 
[3, 4] proposed a method to identify frequent item sets from the estimated frequency 
distribution using association-rule mining algorithm [5]. Collaborative filtering (CF) 
technique recommends a target user the preferred content of the group whose content 
consumption mind is similar to that of the user. Because of the nature of the 
technique, CF has been attractive for predicting various preference problems such as 
net-news [6, 7], e-commerce [8, 9], digital libraries [10, 11], digital TV [12, 13]. In 
general, rule-based and CF techniques need expensive effort, time, and cost to collect 
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a large number of users’ consumption behavior due to the nature of their 
methodologies. However, inference is the technique that a user’s content consumption 
behavior is predicted based on the history of personal content consumption behaviors. 
Ciaramita et al. [14] presented a Bayesian network [15], the graphical representation 
of probabilistic relationship among variables which are encoded as nodes in the 
network, for verb selectional preference by combining the statistical and knowledge-
based approaches. The architecture of the Bayesian network was determined by the 
lexical hierarch of Wordnet [16]. Lee [17] designed an interface agent to predict a 
user’s resource usage in the UNIX domain by the probabilistic estimation of 
behavioral patterns from the user behavior history.  

From the literatures mentioned above, there is one thing not to be overlooked, 
which is that all data are equally weighted in computing the statistical preference. In 
this case, recently collected data may not be appreciated because the size of the user’s 
usage history data usually dominates over that of the new data. In general, the recent 
usage history will give more impact on predicting the future preference than old one. 
In order to take into the consideration, we provide weights to data with respect to their 
collected or consumed time.  

The objective of our work is to find the optimal weights bringing better 
performance than the typical methods. In this paper, a new adaptive learning method 
is proposed for obtaining the optimal weights. Our method executes by partitioning 
the usage history data into smaller sets in a time axis, on which the weights are 
provided. Thus, the weighted data can differently reflect their significance on 
predicting the preference. We utilize a supervised learning technique commonly used 
in neural network  for estimating the weights using the mutual information , which is 
an optimality index to be maximized during the learning process. Also, the weights 
are updated whenever a predetermined amount of data is collected.  

The remainder of this paper is organized as follows. Section 2 describes a window 
weighing scheme. Section 3 describes our learning method. In Section 4, we show the 
experimental results performed on a realistic set of data. We then conclude our paper 
in Section 5. 

2   Window Weights 

For predicting users’ preference, the time that content is consumed can be a critical 
factor. In order to consider this, we partition the usage history data stored in a 
chronicle into smaller sets in a time axis and give weights to the frequencies of 
content in the partitioned datasets. The smaller dataset, named as window in our 
paper, resides within a predetermined non-overlapped time interval L . Usually, the 
content in the recent windows will give a potent influence on predicting the future 
preference. In case the data size in those windows is not big, it can not be enough to 
represent the statistical future preference, which makes us reluctant to use only the 
latest window. To compensate this problem, we group the windows into two regions: 
old preference region (OPR) and current preference region (CPR). CPR includes the 
latest window and is used as a reference for predicting future preference. The OPR 
has enough windows in order for the estimated conditional probabilities in the region 
to be able to represent the future preference (FP), compared to CPR. The frequencies 
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of content can be modified by assigning weights to the windows in OPR. A set of the 
window weights can be denoted as ]     [ 21 Mwwww = , here M  is the total number 

of windows in the OPR. The statistical preference of the thi content ix in OPR can be 

expressed as 

( )
==

===
M

m
mm

M

m
mimix NwnwExXp

i 11
, /|θ̂  (1) 

where X is a set of consumed content, and mN and min , is the sample number of 

whole content and content ix  within the thm  window in OPR, respectively. Also, 
ixθ̂  

is the estimated statistical preference of ix  for FP with given evidence E . From 

Equation (1), we can see that the conditional probability is a function of the window 
weights, which means the accuracy of the preference prediction depends upon the 
values of the weights. As addressed, the latest window can give a big impact on 
predicting the future preference (FP) so the weights are adjusted in the sense that a set 

of the content in the OPR, denoted as OX
~

, is getting correlated with a set of weighted 

content in the CPR, denoted as CX . Here, OX
~

 is the weighted version of OX  which 

is a set of content in the OPR.  
In some typical methods, the statistical preference is computed using the entire 

history dataset, which causes the new coming content not be appreciated in estimating 
the preference because the size of the user’s usage history data usually dominates over 
that of the new content.. In order to complement this weak point, we rule out the most 
outdated window when new data is filed up during the next time interval L  from the 
last window in the usage history data. It can be operated by shifting (or sliding) a 
window at a time and continuing the same processing to find the optimal weights and 
so on. This scheme can allow an on-line prediction. From the following section, s  

with the parenthesis indicate the ths  window shifting process. 

3   Determination of Optimal Window Weights 

Our learning method is to determine an optimal set of the window weights in the 

sense that the mutual information, denoted as ( ) ( )( )sXsXI CO ;
~

, between ( )sX C  and 

( )sX O
~

 is maximized at the ths shift. At each window shifting, the weight updates are 

done based on a gradient ascent algorithm. The weight update continues until the 
mutual information (MI) reaches the maximum value. The mathematical derivation of 
our learning method starts with the definition of the MI such as 

( ) ( )( ) ( ) ( )( ) ( )( )( )
( ) ( )( )( ) ( )( )( ).log

~
|log                           

/
~

|log;
~

sXpsXsXp

sXpsXsXpsXsXI

COC

COCCO

−=

=
 (2) 

From Equation (2), the larger the value of the MI, the more ( )sX C  is correlated 

with ( )sX O
~

.  We assume that ( )sX C  includes at least a content to exclude the extreme  
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Fig. 1. The schematic of learning method 

case in which the equation can not be appropriately applied. For instance, if 

( ) Θ=sX C  then the ( )( )( )sXp O
~

|log Θ  can not be calculated, where Θ  means the 

empty set. As searching the optimal weights in the weight space, the partial derivative 
of the mutual information with respective to the weight ( )swm  is calculated as 

following:  

( ) ( )( ) ( )
( ) ( )( )( ) ( ) ( )( )( ) ( )swsXpswsXsXp

swsXsXI

mCmOC

mCO

∂∂−∂∂=

∂∂

/log/
~

|log

 /;
~

 (3) 

where, the MI is composed of the logarithmic functions so it is differentiable at a 
concerning point in the weight space. Thus, it is feasible to use the gradients. Since 
the prior probability ( )( )sXp C  on the right hand side is not a function of ( )sw , 

Equation (3) can be simplified as  

( ) ( )( ) ( ) ( ) ( )( )( ) ( )swsXsXpswsXsXI mOCmCO ∂∂=∂∂ /
~

|log /;
~

 (4) 

    In order to compute the partial derivative, we need to formulize ( ) ( )( )sXsXp OC
~

|  

in terms of the weights. Let’s consider ( ) ( ) ( ) ( ) ( )[ ]sxxxsxsX JiC     s    s  21= , here 

J  is the number of attributes in ( )sX C  and assume that all elements in ( )sX C  are 

contained in ( )sX O
~

. In order to obtain ( ) ( )( )sXsXp OC
~

| , we first need to determine 

the conditional probability ( ) ( )( )sXsxp Oi
~

|  which means the probability of occurring 

attribute ix  given ( )sX O
~

. The conditional probability ( ) ( )( )sXsxp Oi
~

|  is given by 

( ) ( )( ) ( ) ( ) ( ) ( )=
m

mm
m

mimOi sNswsnswsXsxp /
~

| ,  (5) 

    The conditional probability ( ) ( )( )sXsXp OC
~

|  can be obtained by multiplications of 

the conditional probabilities of all content in ( )sX C  under the assumption that the 

consumption of the contents is independent among them. 
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where ( )sxi
n  is the number of ix  in ( )sX C . Thus, ( ) ( )( )( )sXsXp OC

~
|log  in (2) is  

( ) ( )( )( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )−=

= ∏

m
mm

m
mim

i
x

sn

i m
mm

m
mimOC

sNswsnswsn

sNswsnswsXsXp

i

ix

loglog                                    

/ log
~

|log

,

)(

,

 (7) 

    Therefore,  
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    The weights are updated every epoch defined as one sweep for all data included in 
the current windows. The amount of update ( )swmΔ  can be obtained using the delta 

rule such as  

( ) ( ) ( )( ) ( )swsXsXIsew mCOm ∂∂⋅=Δ /;
~

, η  (9) 

where notation e  is the number of epochs and  is the learning rate which 

determines the degree of searching step in the weight space during the learning 
process. We can express the weight update in every epoch e  as  

( ) ( ) ( ).,,1, sewsewsew mmm Δ+−←  (10) 

    However, the point we should not overlook is that the weights may trace to the 
negative weight space during the learning process according to the initial location of 
the weights. The negative weights cause a problematic situation in calculating the 
conditional probabilities which should always be positive. Thus, the weight searching 
can be caught in a vicious circle as the epoch runs. To avoid this situation, we put 
restrictions on weight update in order to force weights in only positive space during 
training. If a weight move to the negative space, we do not update the weight, as seen 
in Equation (11). 

( ) ( ) ( ) ( )
( ) ( )−←

>Δ+−←
otherwise                               ,,1,

0, if   ,,,1,

sewsew

sewsewsewsew

mm

mmmm  (11) 

Now, we have a question about stopping criteria like “When do we have to stop 
learning?” In our method, the learning process continues until the predetermined 
number of epochs is reached, or until the maximum MI is reached. In the case that MI 
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reaches the saturation much faster than the predetermined epoch, we pay the over-
training time and effort for the large epoch. To avoid this situation, we stop the 
training when the MI does not increase any more for some predetermined epoch. 

4   Experimental Results and Analysis  

In this section, we show the numerical accuracy of our learning method by comparing 
with that of the typical method, that is, no-training method in which no weights are 
assigned. We applied our method to the Digital TV genre recommendation problem.  

For the training and test data set, we used a large set of TV watching history data 
collected from December 1, 2002 to May 31, 2003, which is provided by AC Nielsen 
Korea, one of the authorized market research company in Korea. For 2,000 TV 
viewers, the TV watching history was collected by a set-top box installed in their 
houses, which can record login and logout time, broadcasting time and day, watched 
program genre, etc. From the data, we can extract only two evidences such as TV 
watching time and day for computing the statistical preference of each genre. The 
genre includes eight attributes such as Education, Drama & Movie, News, Sports, 
Children, Entertainment, Information, Others. The considered watching time is only 
from 6 p.m. to 12 p.m. in our experiment because the user barely watched TV during 
other time periods. The watching time period was slotted by every two hours for each 
day. Thus, the set of evidence can be expressed as E = {(6 p.m. ~ 8 p.m., Monday), (6 
p.m. ~ 8 p.m., Monday), . . . , (10 p.m. ~ 12 p.m., Sunday)} with 21 elements. For 
each case in E , we first extracted and arranged the genres of the watched TV 
programs from each viewer’s watching history and then partitioned them by every 
one week. If there is any missing week, the window of the week was replaced with 
the next week in order to render training to be possible. 

The accuracy is evaluated in terms of the error between the estimated statistical 
preference and the true preference for the future preference withη = 0.1 and the initial 

weight vector whose elements are all ones.  

( ) ( ) ( )
=

−=
J

i
xx sssError

ii1

ˆ θθ  (13) 

where ( )s
ixθ̂  and ( )s

ixθ  is the estimated statistical preference and true preference of 

ix for the future preference at shift s , respectively. As sliding one window at a time 

until approaching to the last window, we repeated the processes of training and 
calculating the errors by varying M, the number of windows in the OPR, for 2,000 TV 
viewers. By gender and age group of the viewers, we tabulated the mean error over 
the viewers, for the typical and our method as shown in the table.  

From the table, it is shown that the performances of our method were better than 
those of the typical method for 10s, 20s, 30s, and 40s. For 10s, around 50% at 
maximum improvement was made, for 20s and 30s, around 37%, for 40s, around 
12%. However, for 50s, it can be stated that there was no improvement. It can be 
induced that the trend of the preference of 40s and 50s viewers usually is steadier than  
 



 Statistical Inference Method of User Preference on Broadcasting Content 977 

 

10s, 20s, and 30s. It is hard to provide a unique number of windows in OPR for 
obtaining optimal performance for all age and gender identity, for instance, the 
number of window 3 or 4 for 10s, 4 or 5 for 20s, etc.  

Table 1. The mean errors of the typical method and our method by varying the value of M 

The number of  windows in the OPR, M Age (Gender) Method 

3 4 5 6 7 8 
Typical 0.24 0.21 0.22 0.2 0.24 0.23 10s (male) 
Our 0.12 0.1 0.13 0.14 0.16 0.15 
Typical 0.22 0.2 0.21 0.24 0.23 0.25 10s (female) 
Our 0.13 0.15 0.16 0.15 0.14 0.15 
Typical 0.22 0.21 0.19 0.21 0.2 0.22 20s & (male) 
Our 0.14 0.15 0.12 0.14 0.16 0.17 
Typical 0.2 0.19 0.22 0.19 0.21 0.22 20s & female 
Our 0.14 0.11 0.13 0.15 0.13 0.12 
Typical 0.22 0.23 0.2 0.22 0.22 0.23 30s & (male) 
Our 0.13 0.14 0.12 0.13 0.14 0.13 
Typical 0.21 0.19 0.2 0.19 0.22 0.22 30s &(female) 
Our 0.14 0.15 0.11 0.11 0.15 0.13 
Typical 0.23 0.22 0.23 0.21 0.19 0.22 40s & (male) 
Our 0.16 0.17 0.17 0.17 0.16 0.18 
Typical 0.19 0.18 0.19 0.18 0.2 0.19 40s& (female) 
Our 0.17 0.16 0.17 0.16 0.17 0.18 
Typical 0.14 0.15 0.14 0.15 0.14 0.14 50s & (male) 
Our 0.15 0.14 0.13 0.13 0.13 0.12 
Typical 0.13 0.14 0.15 0.14 0.14 0.15 50s& (female) 
Our 0.15 0.13 0.15 0.13 0.12 0.12 

5   Conclusion  

In this paper, we presented a new system for estimating the statistical user preference 
with introducing the window weights and developing the optimal index, the mutual 
information, used as a teacher when training the system. By forcing to have old 
preference be correlated with current preference, the prediction can be good for the 
near future preference which is correlated with the current preference. From the 
experimental results, the training speed, which is less than 100 epochs when the initial 
weighs are all ones, can be acceptable in the practical situation. Also, it was shown 
that our method was outperformed to the typical method for the 10s, 20s, 30s, and  
40s age.   

However, we determined the optimal values of the parameters from the exhaustive 
empirical experience using 2,000 TV viewers’ watching information. The 2,000 
viewers might not be enough for the exhaustive experiment. It is needed to collect 
more viewers’ information. Also, we need to do further study for developing an 
automatic algorithm to estimate the optimal values of parameters for each TV viewer 
when training our system.    
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Abstract. Existing work in outlier detection emphasizes the deviation of 
non-spatial attribution not only in statistical database but also in spatial database. 
However, both spatial and non-spatial attributes must be synthetically considered 
in many applications. The definition synthetically considered both was presented 
in this paper. New Density-based spatial outliers detecting with stochastically 
searching approach (SODSS) was proposed. This method makes the best of 
information of neighborhood queries that have been detected to reduce many 
neighborhood queries, which makes it perform excellently, and it keeps some 
advantages of density-based methods. Theoretical comparison indicates our 
approach is better than famous algorithms based on neighborhood query. 
Experimental results show that our approach can effectively identify outliers and 
it is faster than the algorithms based on neighborhood query by several times. 

1   Introduction 

A well-quoted definition of outliers is the Hawkin-Outlier [1]. This definition states 
that an outlier is an observation that deviates so much from other observations as to 
arouse suspicion that it was generated by a different mechanism. However, the notion 
of what is an outlier varies among users, problem domains and even datasets[2]: (i) 
different users may have different ideas of what constitutes an outlier, (ii) the same user 
may want to view a dataset from different “viewpoints” and, (iii) different datasets do 
not conform to specific, hard “rules” (if any). 

We focus on outlier in spatial database, in which objects have spatial and non-spatial 
attributions. Such datasets are prevalent in several applications. Existing work of 
Multidimensional outlier detection methods can be grouped into two sub-categories, 
namely homogeneous multidimensional and bipartite multi- dimensional methods [3]. 
The homogeneous multidimensional methods model data sets as a collection of points 
in a multidimensional isometric space and provide tests based on concepts such as 
distance, density, and convex hull depth. These methods do not distinguish between 
spatial dimensions and attribute dimensions (non-spatial dimensions), and use all 
dimensions for defining neighborhood as well as for comparison. Another 
multidimensional outlier detection method is bipartite multidimensional test which is 
designed to detect spatial outliers. They differentiate between spatial and non-spatial 
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attributes. However, they defined outlier as “spatial outlier is spatially referenced 
objects whose non-spatial attribute values are significantly different from those of other 
spatially referenced objects in their spatial neighbor- hoods [3,4]”, which emphasizes 
non-spatial deviation and ignores spatial deviation.  

In some application, domain specialist needs detect the spatial objects, which have 
some non- spatial attributes, deviation from other in spatial dimension. For example, in 
image processing, detecting a certain type vegetable is anomaly in spatial distribution. 
The vegetable type is non-spatial attribute, and the vegetable location means spatial 
attributes. As another example, government wants to know middle incoming residents 
distribution in geo-space. To detect outliers in these instances, spatial and non-spatial 
attributes may be synthetically taken into account. For example, there are two type 
objects in Fig. 1. The solid points and rings respectively represent two objects with 
different non-spatial attribute, such as the solid objects represent one vegetable and the 
rings are the other. All objects in Fig. 1 are one cluster when we didn’t consider 
non-spatial attribute, but they would have different result when we took spatial and 
non-spatial attribute into account. Apparently, when we focus solid objects, the solid 
objects in C1 and C2 are clusters, and object a and b are outliers. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

We took into account of spatial and non-spatial attributes synthetically to define the 
outliers. If the objects that have some non-spatial attributes are keep away from their 
neighbor in spatial relation. We defined them outliers.  

The main contributions of this paper are: (1) we propose a novel density-based 
algorithm to detect it, which is the quicker than existing algorithms based on 
neighborhood query. (2) We evaluate it on both theory and experiments, which 
demonstrate that algorithm can detect outlier successfully with better efficiency than 
other algorithms based on neighborhood query. 

The remainder of the paper is organized as follows: In section 2, we discuss formal 
definition of outliers. Section 3 presents the SODSS algorithm. Section 4 evaluates 
performance of SODSS. Section 5 reports the experimental evaluation. Finally, Section 
6 concludes the paper. 

Fig. 1. An illumination example 
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2   Density-Based Notion of Spatial Outliers 

In this section we present the new definition of outlier, in which spatial and non-spatial 
attributes were synthetically taken into account. 

Given a dataset D, a symmetric distance function dist, parameters Eps and MinPts, 
and variable attrs indicates the non-spatial attributes. 

Definition 1.  The impact neighborhood of a point p, denoted by INEps(p), is defined 

as INEps(p) = {q  D | dist(p, q)  Eps and q.attrs satisfy C}.  
Definition 2.  The Neighbor of p is any point in impact neighborhood of p except p. 
Definition 3.  If a point’s impact neighborhood has at least MinPts points, the impact 
neighborhood is dense, and the point is core point. 
Definition 4.  If a point’s impact neighborhood has less than MinPts points, the impact 
neighborhood is not dense. If a point is a neighbor of core point, but his neighborhood 
is not dense, the point is border point.  
Definition 5.  If a point is core point or border point, and it near a border point p, the 
point is near-border point of p. 
Definition 6.  A point p and a point q are directly density-reachable from each other if 
(1) p  INEps(q), |INEps(q)|  MinPts or (2) q  INEps(p), |INEps(p)|  MinPts.  
Definition 7.  A point p and a point q are density-reachable from each other, denoted 
by DR(p, q), if there is a chain of points p1,…,pn, p1=q, pn= p such that pi+1 is directly 
density-reachable from pi for 1  i  n-1.  
Definition 8.  A cluster C is a non-empty subset of D satisfying the following 
condition: p, q D: if p C and DR(p, q) holds, then q C.  
Definition 9.  Outlier p is not core object or border object, i.e., p satisfying the 
following conditions: P D,  | IN(p) | < MinPts, and ∀ q D, if | IN(q)| > MinPts, then 
p∉ IN(q). 

3   SODSS Algorithm 

In DBSCAN [5] or GDBSCAN [6], to guarantee finding density-based clusters or 
outliers, determining the directly density-reachable relation for each point by 
examining the neighborhoods is necessary. However, performing all the region queries 
to find these neighborhoods is very expensive. Instead, we want to avoid finding the 
neighborhood of a point wherever possible. In our method, the algorithm discards these 
dense neighborhoods in first, because these objects in it are impossibly outliers. The 
algorithm stochastically researched in database but not scan database one by one to find 
the neighborhood of every point like DBSCAN, so the algorithm outperform famous 
algorithms based on neighborhood query, such as DBSCAN [5], GDBSCAN [6],  
LOF [7]. 

In the following, we present the density-based Spatial Outlier Detecting with 
Stochastically Searching (SODSS) algorithm. SODSS is consisted of three segments. 
The first (lines 3~17) is Dividing Segment, which divide all object into three parts, 
cluster set, candidate set or outlier; The second (lines 19~23) is Near-border Detecting  
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Segment, which detect and record the near-border objects of candidate, i.e., the 
neighbors of these border objects that may be labeled candidate, which would be used 
to detect these border objects in the third segment; The third (lines 24~31) is Fining 
Segment, using the near-border objects to find these border objects and remove them. 

SODSS starts with an arbitrary point p and Examine its impact neighborhood 
NeighborhoodSet with D.Neighbors(p, Eps) in line 5. If the size of NeighborhoodSet is 
at least MinPts, then p is a core point and its neighbors are belong to some clustering, to 
put them into clustering set list; otherwise, if the size is 0, p is outlier, so put them into 
outlier set; or else p and his neighbor may be outliers, so put them into candidate set. 
Lines 19~23 detect neighbors of these that were labeled candidates in Dividing 
Segment and include them into candidate set. These objects would be used to detect 
border objects that are not outliers from candidate set. Lines 24~31 check every object 
in candidate set to remove the border objects.  

SODSS algorithm 

Algorithm SODSS(D, Eps, MinPts) 
1. CandidateSet = Empty; 
2.ClusteringSet = Empty; 
3.While (!D.isClassified( ) ) 
4.   {Select one unclassified point p from D; 
5.    NeighborhoodSet = D.Neighbors(p, Eps); 
6.    if ( | NeighborhoodSet | > MinPts )  
7.        ClusteringSet = ClusteringSet ∪  NeighborhoodSet 
8.    else 
9.        if( | NeighborhoodSet | > 0 ) 
10.           {NeighborhoodSet.deleateCluserLabledPoit; 
11.            CandidateSet = CandidateSet ∪  
                                  NeighborhoodSet ∪  p 
12.            } 
13.        else 
14.           OutlierSet = OutlierSet ∪  p 
15.        endif; 
16.    endif; 
17.   }  // While !D.isClassified 
18. Borders = Empty; 
19. While ( !CandidateSet.isLabel ) 
20.     { Select one point q from CandidateSet; 
21.       q.isLabel; 
22.       Borders = Borders ∪  CluseringSet.Neighbors(q, 
                       Eps); 
23.     }  //  While !CandidateSet.isLabel 
24. While ( !Borders.isLabel ) 
25.       { Select one point b from CandidateSet; 
26.       b.isLabel; 
27.       Bord_NB = D.Neighbors( b ); 
28.       if  ( | Bord_NB | > MinPts ) 
29.           CandidateSet.deleate (Bord_NB); 
30.       OutlierSet = OutlierSet ∪  CandidateSet; 
31.       } // While !Borders.isLabel 
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To understand this algorithm, we give example as Fig. 2. There are two type objects 
in Fig. 2. The solid point represented one-type objects and the ring represented the other 
type objects. Supposing we focus on solid objects. Apparently, there are two clusters 
and two outliers in solid objects in the figure. Clusters are located in center and right 
down, and outliers are object a and object d. when algorithm run lines 3~17 to divide 
spatial objects to three parts, cluster set, outlier or candidate set. Algorithm may select 
object a, and calculate neighborhood A. Supposing object b and c have not been labeled 
in any dense neighborhood. They are the neighbors in  neighbor hood A, and 
neighborhood A is sparse, so they are labeled to candidate. When object b and c is 
included in candidate set, the near- border  objects near b and c, which include in the red 
polygon P in Fig. 2., are also included in candidate set through the  Near- border 
Detecting Segment in line 19~23. Some of near-border objects in red polygon P are 
dense, so object b and c would be removed from candidate set. So SODSS can identify 
real outlier. 

 

 

 

 

 

 

 

4   Theoretical Performance Comparison of SODSS and the Other 
Density-Based Algorithm   

There are many density-based algorithm that were proposed to detect outliers, but 
calculation efficiency is not obviously improved. In the worst case, the time cost of the 
algorithms are O(n2). SODSS outperform existing algorithms in calculation efficiency. 

The neighborhood query D.Neighbors(p, Eps) in line 5 is the most time-consuming 
part of the algorithm. A neighborhood query can be answered in O(logn) time using 
spatial access methods, such as R*-trees [8] or SR-trees [9]. When any clusters are 
found, their neighbors would not be examine by SODSS again, so SODSS will perform 
fewer neighborhood queries and save much time. Clustering objects must much more 
than outlier objects, so SODSS can reduce much neighborhood query and then have 

Fig. 2.  Object a and d are outliers. Object b and c would be labeled candidates. The objects  in 
red polygon P are border  objects that are put into candidate set in Near-border  Detecting 
Segment 
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good efficiency. Supposing SODSS performs k neighborhood queries, its time 
complexity is O(klogn), which k is much smaller than n. In the second and third 
segment algorithm must query neighborhood again, but these operation are in candidate 
set and the number of candidate is very few. The k is related to Eps, so the time 
complexity is related to Eps. With increasing of Eps time cost decreases in certain 
range, however, the candidates would increase greatly when Eps exceeds the threshold 
and the time cost would increase obviously. 

4.1   Performance Comparison of SODSS and GDBSCAN 

GDBSCAN [6] extended the famous algorithm DBSCAN to apply to spatial database. 
GDBSCAN identify spatial outlier through detecting cluster, i.e., the noises are outliers. 
This algorithm scans database and examine all objects neighborhoods. 

Eps-Neighborhood of GDBSCAN corresponds to impact neighborhood of SODSS, 
which is expensive operation. One crucial difference between GDBSCAN and SODSS 
is that once SODSS has labeled the neighbors as part of a cluster, it does not examine 
the neighborhood for each of these neighbors. This difference can lead to significant 
time saving, especially for dense clusters, where the majority of the points are 
neighbors of many other points. 

4.2   Performance Comparison of SODSS and LOF 

LOF [7] calculates the outlier factor for every object to detect outliers. It is the average 
of the ratio of the local reachability density of p and those of p’s MinPts-nearest 
neighbors. The local reachability density is based on MinPts-nearest neighbors. LOF 
must calculate k-distance neighborhoods of all objects, which time costs are equal to 
impact neighborhoods query. Calculating k-distance neighborhoods is the main 
expensive operation. SODSS detect outlier by removing cluster objects with 
stochastically researching. All neighbors in dense neighborhood would not calculate 
their neighborhood again, so the region query of SODSS must be less than LOF’s. 
Accordingly, SODSS have better efficiency than LOF. 

5   Experimental Evaluation 

The criteria evaluating outlier detection approaches can be divided into two parts: 
efficiency and effectiveness. Good efficiency means the technique should be applicable 
not only to small databases of just a few thousand objects, but also to larger databases 
with more than hundred thousand of objects. As for effectiveness, a good approach 
should have ability to divide exactly outliers from clusters. We have done many 
experiments to examine the efficiency and effectiveness, but here limiting to extension 
we only presented two. In first, we use synthetic data to explain effectiveness of our 
approach. Secondly, we use large database to verify the efficiency. Experiments 
showed that our ideas can be used to successfully identify significant local outliers and 
performance outperforms the other density-based approaches. All experiments were 
run on a 2.2 GHz PC with 256M memory.  
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5.1   Effectiveness 

To compare SODSS with GDBSCAN [6] and LOF [7] in terms of effectiveness, we use 
the synthetic sample databases which are depicted in Fig. 3. In these datasets, the 
non-spatial property for the points is depicted by different symbol, rings and solid 
points. Experiment focus on solid objects, and set q.attrs = solid. Fig. 4 shows the 
outliers and clusters identified by SODSS. The radius set to 2.1 in SODSS, MinPts set to 
3. SODSS and GDBSCAN can identify outliers correctly, because they consider 
non-spatial attribute. As shown in Fig. 5, LOF does not find the outliers because it 
ignores non-spatial attributes and considers all objects are cluster.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5.2  Efficiency 

For comparison computational efficiency of SODSS and GDBSCAN and LOF, we used 
synthetic datasets that are consisted of points from 4000 to 100,000. The Eps is 5, and 
MinPts is 10, when SODSS query the neighborhood. They are the same when 

Fig. 3. Synthetic sample databases Fig. 4. Outlier a and b identified by 
SODSS or SDBDCAN 

Fig. 5. LOF can’t identify outliers Fig. 6. Time efficiency comparisons betw- 
een GDBSCAN, LOF and SODSS 
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GDBSCAN run. We set MinPts = 30 and LOF > 1.5. Fig. 6. shows the running time for 
SODSS increases with the size of the datasets in an almost linear fashion, and the 
performance is obviously better than the other two.  

6   Conclusion 

In this paper, we formulated the problem of one-type spatial outlier detection and 
presented effective and efficient SODSS algorithms for spatial outlier mining. This 
algorithm does not calculate neighborhood of very objects but stochastically research. 
It discards much region query of cluster, and gained good efficiency. 
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Abstract. High-performance distributed computing often requires careful selec-
tion and configuration of computers, networks, application protocols, and algo-
rithms. In grid environment, the participators of domains provide site informa-
tion by default that may be not adequate for resources manager to achieve opti-
mal performance. In this paper, an Extensible Information Service Architecture 
(EISA) is described to resolve this problem. EISA supports a virtual organiza-
tion participator’s autonomous control of local resources. It consists of three 
layers, the registration and deployment layer, normalization and organization 
layer, and information collection layer. Dynamic information services in EISA 
could be deployed and extended easily. EISA improves the extensibility of grid 
information services and the efficiency of resources utilization. 

1   Introduction 

The term “Grid” denotes a distributed computing infrastructure for advanced science 
and engineering [1] and is distinguished from conventional distributed computing by 
its focus on large-scale resource sharing, innovative applications, and, in some cases 
high-performance orientation [2]. The real and specific problem underlies the Grid 
concept is coordinated resources sharing in dynamic, multi-institutional virtual or-
ganizations. As Grid becoming a viable high performance computing alternative to 
the traditional supercomputing environment, various aspects of effective Grid re-
sources, such as proper scheduling and efficient resource utilization scheme across the 
Grid can lead to improve system and a lower turn-around time for jobs. 

High-performance distributed computing often requires careful selection and con-
figuration of computers, networks, application protocols, and algorithms. These re-
quirements do not arise in traditional distributed computing. The situation is also quite 
different in traditional high-performance computing where systems are usually homo-
geneous and hence can be configured manually [4]. In grid computing, neither de-
faults nor manual configuration is acceptable. Using default configurations often can 
not result in acceptable performance, and manual configuration requires steering of 
remote systems that is usually impossible. We need an information-rich approach to 
configuration in which decisions are made, whether at compile-time, link-time, or 
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run-time [5], based upon information about the structure and state of the site on which 
a program is to run. 

In grid environment, the participators of some special domains provide site infor-
mation that is discovered by default. In some cases, default information may be not 
adequate for the scheduler to achieve optimal result. The most important part of a 
good scheduler is an excellent algorithm. The input arguments and objectives of the 
algorithm are subject to different applications. The computation intensive applica-
tions, such as Monte-Carlo simulations, need high speed computing power. The I/O 
intensive applications, such as distributed data sharing system, need large capacity 
storage. The communication intensive applications, such as computational fluid dy-
namics simulations, need large bandwidth and low latency. To achieve the optimal 
objectives of these applications, adequate information about distributed nodes in the 
grid environment must be acquired. Nowadays the information is discovered and 
retrieved by grid information services, such as MDS, LDAP, etc., which is provided 
by grid middleware. Typically, the original information is generated by many differ-
ent elementary programs, which are always encapsulated as web services or grid ser-
vices. According to the difference of operation systems, networks, storage manage-
ment and other local resource management policies, some programs may not always 
be resided in all of the domain sites. It is possible that the schedule result is not opti-
mal because of the information scarcity. In this paper, an Extensible Information 
Service Architecture (EISA) is described to resolve above problems, which support 
dynamic deployment of scalable information service.  

2   Related Work 

The Multidisciplinary ApplicationS-oriented SImulation and Visualization Environ-
ment (MASSIVE) project adopted EISA in its information service infrastructure. The 
grid created for the MASSIVE utilizes resources located at the CESC and relevant 
departments of ZJU. The resources at other institutions of high performance comput-
ing are to be added to it recently. The grid currently uses Globus Toolkit 2.x as the 
middleware to enable the resources to be accessed after authentication and authoriza-
tion. 

Using OGSA architecture, the MASSIVE project enables grid-based CFD and 
CSM by some specified services. Services for geometry pre-processing and mesh 
generation, migration and execution of application programs on remote platforms, 
collaborative visualization, and data analysis, form the basis of a globally distributed 
virtual organization. A typical usage would be the generation of a mesh using a mesh 
generation service on an IRIX platform, the solution of CFD and CSM problems with 
the meshes previously created on a PC cluster, and the collaborative visualization of 
the numerical results with equipments such as a stereo tiled display wall and a 
BARCO stereo projection system at the CESC. 

To minimize the risks of remote execution of simulations, the MASSIVE Grid 
makes it possible for the user to keep the codes and data at a local machine, and to 
transfer them to a remote machine only when it is to be executed, and it is then erased 
from the remote site after execution. Services will be provided to support the secure 
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migration, remote execution, deletion of the application program, and the secure re-
turn of the application results to the user [6].  

Visualization of large scaled scientific data sets using the Grid is an important as-
pect of the MASSIVE project. To make effective use of all of the devices, a powerful 
information service faculty is needed.  

3   EISA 

The grid participator provides its local static resources information and dynamical 
status of devices’ activities with core resource information service supported by the 
adopted grid middleware. MDS [4] is the information service provided by Globus 
Toolkit in grid environment. 

The variety of resources leads to the variety of Information Providers (IP). EISA 
operates over the wide area and supports a VO participator’s autonomous control of 
local resources. It consists of three layers, a registration and deployment layer, nor-
malization and organization layer, and information collection layer (as depicted in 
figure 1). 

Fig. 1. The EISA Architecture 

The registration and deployment layer, which provides Virtual Organization inter-
action, is interconnected with a Grid Information Index Service (GIIS) server. The 
normalization and organization layer consists of two components, information nor-
malization module and IPs management module. At the information normalization 
module, information is collected from native or temporarily deployed IPs, and nor-
malized into annotated resource information that is tailored to a client’s needs. At the 
IP management module each IP is migrated, configured and activated within its  
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control. The information collection layer is the IPs’ container, which is extensible and 
capable of adopting external information discovery programs and encapsulating them 
into grid services. 

3.1   The Registration and Deployment Layer 

The registration and deployment layer provides mechanisms to support interaction 
among GIIS servers, local host and EISA clients. It can also enforce the site’s security 
policies. Logically the registration and deployment layer is depicted in Figure 2, 
where a range of clients interacts with it to request resource information and deploy 
new IPs. The registration and deployment layer register the site’s contact details, and 
the categories of resource they manage to the GIIS servers of the VO. Clients locate 
the site by searching GIIS registry. Thereafter, clients directly interact with registered 
sites, query it, and subscribe for reservation and notification when conditions 
changed. 

Fig. 2. Logical representation of the registration and deployment layer 

The EISA is based on a common Grid Security Infrastructure (GSI) that provide 
security functionality. GSI defines a common credential format based on X.509 iden-
tity certificates and a common protocol based on transport layer security (TLS, SSL) 
[7]. The registration and deployment layer security can be configured with GSI to 
restrict client access to a site, based on VO. In some cases, there may be additional 
security requirement for special information retrieving. A site policy may decree that 
the requests from clients that do not satisfied are blocked, or the requests are only 
permitted to retrieve cached information for a subset of resources. 

3.2   The Normalization and Organization Layer 

The information normalization module and IPs management module are two major 
components of the layer. 

3.2.1   Normalization 
Normalization is the process of transforming raw data from diverse different IPs into 
information that is well defined and described in a consistent and standard format (as  
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depicted in figure 3). Normalization is used to provide a homogeneous view of  
resources [3]. The raw data from IPs may be in many different formats. They could 
be: (1) name-value pairs of device’s attributes and its value; (2) encoded in binary, 
ASCII, Unicode, or other formats; (3) represented using comma-delimited fields, or a 
metadata language like XML; (4) Context requiring knowledge to understand it. 

XML naming schemas provide a way to enforce normalization requirements. A 
naming schema is an abstract description of the name, unit, meaning, organization and 
relation of attributes that compose a given entity within a domain of reference [3]. For 
example, the GLUE [8] naming schema provides a common conceptual model used 
for grid resource monitoring and discovery. GLUE provides common terms of refer-
ence and semantics that define how computing, storage and network resources, and 
their attributes, should be labeled, described and related. 

Fig. 3. The normalization process 

The normalization process includes four steps described as follow. 

1. Discover raw data of the resources. 
2. Encapsulate raw data into class style. 
3. Transform information in class style to XML format and migrate them into a 

single XML document. 
4. Register the migrated information to reservations and cache it.  

3.2.2   Information Provider Management 
The IP management module controls the deployment of each IP. At this module, we 
define a deployment in this way:  

D < P, IN, OUT, S > (1) 
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Here: 

− D is the name of the deployment that is a character string and identifies itself ex-
clusively. 

− P is the name of information provider. P includes the executable program, its re-
quirements of running environment (such as OS type, OS version, and necessary 
library), and its version. P is given in XML style. It can be denoted as: 

P = (exe_name, env, ver ) (2) 

− IN is the input parameters set of P. It includes parameters name, parameters data 
type, and query rules. It can be denoted as: 

IN = (<para_name, data_type>, <query_rules> ) (3) 

− OUT is the output raw data of P. Each data is stored by a couple of value as <at-
tribute, value>. For example, <FreeMemory, 54.6> means that there is 54.6 mega-
bytes free RAM memory. 

− S is the collection of semantics, knowledge, and transformation rules. 

At IP management module, management jobs are performed using a serial of in-
structions. Each instruction consists of an operator and an operand. Nowadays, Op-
erator includes import, upgrade, remove, register, activate, and deactivate. Operand 
is the name of a deployment. 

3.3   The Information Collection Layer 

The information collection layer consists of IPs for querying local resources, perform-
ing reservation, concurrent handling, and retrieval of historical data, and special in-
formation access policies (as depicted in figure 4). 

Fig. 4. The information collection layer 

A key element of the information collection layer is the IP pool that is used for in-
teracting with a variety of IPs and maintaining a reservation refresher with the help of 
time rules. Clients can query an arbitrary resource in a standard way and retrieve 
information described in a standard format. Clients do not require prior knowledge of 
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resources; IPs can be queried to return details of naming schemas that are appropriate 
to the selected resource. 

Figure 4 shows the steps that occur when a client queries a resource: 

− Step 1: When query come, information collection layer retrieve the reservation.  
− Step 2: Return information hold in reservation. If it fulfills requirement, results will 

be returned to the upper layer. Otherwise it continues retrieval with step 3. 
− Step 3-5: Run proper IPs to perform discovering. Then IPs return results. 
− Steps 6: Perform reservations. 

4   Implementation 

Besides the elementary information, EISA should provide additional information of 
running program and their result. For example, network bandwidth, network data 
flow, remote mapped user, remote mapped working directory and visualization de-
vices information are additional that should not be provided by default information 
service of VO sites. The programs have been developed for discovering information 
above, encapsulated into OGSA grid services, and can be deployed in the EISA. 

The implementation of these additional information services should fulfill the fol-
lowing requirements. 

− The IP’s output format should be compatible to LDIF of LDAP. 
− EISA uses security component of Globus Toolkit. It is also compatible with OGSA 

standard, so that they can be integrated seamlessly into Globus-based grid applica-
tion system. 

− User-defined IPs should not conflict with those existing services, or not it will 
work improperly. 

− New IPs should be flexible enough. Both the information and the way they inte-
grated into EISA system can be customized. 

Each attribute item in a resource object is stored by a couple of values as <attrib-
ute, value>. All information is encapsulated as <node_id, res_info>, where the 
“node_id” is a host name or IP address of the host, and the “res_info” is an instance of 
class “MdsResult”. The C++ class definition of “MdsResult” is shown below: 

typedef map<const string , string> InfoMap;  
class MdsResult { 
  map <string , InfoMap *> entry 
  public; 
  string getValue(string node, string attr);  }  
class VGridMds { 
  MdsResult result; 
  LDAPServer * server;  
  public: 
  search(); 
  search(string filter, int scope) 
  search(string basedn, string filter, int scope) 
  search(string basedn, string filter, string[] 
attrToReturn, int scope) 
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  connect(); 
  disconnect(); 
  update(); 
  getResult();  }  

5   Conclusions 

Resource information service is a vital part of any Grid software. The variety of re-
sources leads to the variety of Information Providers. This paper describes an Exten-
sible Information Service Architecture that operates over the wide area and supports a 
VO participator’s autonomous control of local resources. EISA consists of three lay-
ers, a registration and deployment layer, normalization and organization layer, and 
information collection layer. It implements dynamic deployments of information 
services for additional information search with high-level extensibility and security.  
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Abstract. Surface reconstruction is a key technology in geometric reverse engi-
neering. In order to get the geometric model of object we need a large number 
of metrical points to construct the surface. According to the strong points of 
RBF network such as robust, rehabilitating ability and approximating ability to 
any nonlinear function in arbitrary precision, we presented a new method to re-
construct B-spline surface by using RBF. Simulation experiments were made 
based on the theoretical analysis. The result indicated that this model could not 
only efficiently approximate incomplete surface with noise, automatically de-
lete and repair the input wrong points through self-learning, but has a rapid 
learning speed, which improves the reconstructing efficiency and precision of 
dilapidation incomplete surface. The surface obtained by this model has a good 
smooth character. 

1   Introduction 

Reverse Engineering (RE), which means the designing of products is based on practi-
cality instead of conception, has recently become a researching hotspot in the field of 
CAD/CAM. It’s widely applied in the industrial formative field, which relates to free-
form surface, such as aviation, automobile and shipping, etc. Based on the attainable 
object model, RE can be used for the construction of the design model. Using the 
adjustment and modification of character parameter of the reconstructed model, the 
result is to approach or modify the object model, so that it can meet many kinds of 
requirements. After the data attained from scanning and measure is processed, surface 
reconstruction become a key technology of RE. It denotes the surface of the measured 
object in the form of some piecewise smooth, and unites continued global continuous 
surfaces at definite range of error through some scatter data points acquired by  
measure. 

As geometrical scanning machines are more widely used, the number and complex-
ity of scanned objects increase. It is inevitable to attain 3D model with noise when 
scanned by the scanning machine. Therefore, it is important to remove the noise data 
out of all the data points and meanwhile keep the original shape of the object. With 
the development of Artificial Neural Networks (ANN) theory, neural networks sur-
face reconstruction method is brought forward by a great deal of home and broad 
literatures. They put forward scatter data points surface modeling method from a new 
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point of view. ANN is a large-scale, distributing and parallel non-linear information 
processing system. It has powerful learning capability. It can learn and gain knowl-
edge from samples. If we use the powerful non-linear approach ability of ANN to 
start measured scatter data points surface modeling, the result model will not only 
have higher approach precision, but also be somewhat antinoise capability. 

There is primary research in the surface reconstruction in intelligent ways, such as 
the reconstruction for partial disrepaired surface by improved BP neural networks. 
Presently, the ANN aimed to modeling often adopts three layered feedforward net-
works as its network topology structure, and adopts algorithm of Back-Propagation 
[1] as its learning algorithm. Because the algorithm uses negative gradient descent 
algorithm to guide the search optimize process of weight and threshold of network, it 
has some disadvantages such as making search optimize process get into local mini-
mum and slow convergence speed, etc. Although Simulated-Annealing method can 
overcome the BP algorithm’s shortcoming of local optimize [2], it is at the price of 
sacrificing convergence speed, so its application has some limits. The Genetic Algo-
rithms neural network has the specialty of search traverse [3]. It is based on search 
optimize chromosome by evolution of population, so it has some discomfort when 
modeling.  

The Radial Basis Function (RBF) adopted in this paper is better than the above 
networks no matter it is approaching ability, classifying ability, convergence speed, or 
search traversal. So it is applied widely. 

This paper put forward the reconstruction method of surface which come from the 
standard geometrical description model of industrial product. The method combines 
with the advantages of Neural Network surface reconstruction, such as precision, high 
efficiency, and anti-noise. It aims at requirement of the crust surface reconstruction in 
industrial product. The paper adopts RBF network to pre-fit scatter measure data 
points from B-spline surface. We use RBF network to obtain the mapping relationship 
of the surface and store this relationship in the weight and threshold. This mold of 
holographic memory has strong capacity of fault-tolerant and association, so it won’t 
bias the output because of the break of a few neuron or slight lack of input data, hence  
it has a strong robust. Better precision of reconstruction can be obtained by using the 
nonlinear approaching ability of the RBF network to construct unorganized points. 

2   RBF Neural Network 

RBF neural network (RBFNN) is a kind of efficient Multi-Layer forward network 
after Multi-Layer Perceptions (MLP) in recent years. It is a partially approaching 
network, which originates from Radius Basis Function method of multivariable inter-
polation in numerical analysis. The basic structure includes input layer, hidden layer 
and output layer, all of which has different functions. The input layer is composed of 
some source point perceptive unit , which connect the network with the outside 
environment. The function of the hidden layer is to transits between input space and 
hidden space. In most cases, hidden space has a higher dimension. The output layer, 
which is linear, has the function of providing echoing for the stimulated mold (infor-
mation) of the function and the input layer. It has been proved that a RBF neural net-
work can approach any non-linear function at any precision, and it has the ability of 
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optimizing functional approach ability[4], in case of the concealed nodes are ade-
quate, and the studying is sufficient. 

2.1   RBF Neural Network Structure and Learning Way 

RBF neural network is a kind of network of three layers feedforward. The number of 
each layer’s node respectively is p, n, m. It’s structure is showed in Fig.1.  

Fig. 1. Construction of RBF neural network 

The weight from input layer to concealed layer is fixed in 1. Only the weight 
wkj(j=1,2,…,n; k=1,2,…,m) coming from concealed layer to output layer can be ad-
justed. 

The concealed layer output function (namely Kernel Function) is often defined as 
Gaussian Kernel Function. It produces a localized response to input prompting. This 
character makes Gaussian concealed layer have a clustering impact on input sample. 
The nodes concealed represent the class numbers of clustering. The center of con-
cealed layer is the agglomerate center point of this kind. The Kernel Function’s form 
is usual as follows: 
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In the expression (1), j(X) is the output of jth node in concealed layer. 
X=( x1,x2,...,x )T is network input vector, where * represents Euclidean normal data. 
Let X-Cj=(X-Cj)

T(X-Cj); Cj be the center vector of jth Gaussian unit in concealed 
layer; δj be radius. From formula (1), we can see that: The function transform is from 
input layer to output layer. The output of concealed layer nodes ranges from 0 to 1, 
and the input sample is closer to the center of the nodes, the output value is larger. 

RBF neural network’s output is the linear combination of concealed nodes output. 
The output form is represented as follows:  
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The formula (2) is written in the form of matrix. 

φWY =  (3) 

In the formula (3), W=(w1,w2,…,wq,…,wm)T  is the weight matrix 
(wq=(wq1,wq2,…,wqn))  between concealed layer to output layer. =( 1, 2,…, n)

T is 
the output matrix of the concealed. 

RBF neural network do its training by supervisory learning method. For a neural 
network which has certain type and the number of Kernel Function, in order to make 
it rightly perform the expected data processing, two parameters are needed to be en-
sured: one is Kernel Function’s center which is located at the input sample data space, 
the other is the weight vector aggregation from concealed layer to output layer. So the 
learning process of a RBF neural network includes two phases:  

The first stage is to decide the Gaussian Kernel Function’s center Cj and radius δj of 
each node of concealed layer, according to all the input samples.  

The second stage is to seek the output layer’s weight Wi after deciding concealed 
layer’s parameters, and according to the sample, adopt error revise learning algorithm, 
for instance least square method and gradient descent method.  

At present, as for the first phase there are training methods such as clustering 
method based on k-means value [5], Kohonen clustering method [6], Orthogonal least 
squares learning algorithm [7], gradient descent method [8], and for each class sample 
covariance’s Gram-Schmidt Orthogonal method [9] etc. The training method in the 
second phase is mainly least gradient descent method [8], which is used to seek the 
target function. Recently, Kaminski has put forward the standard of Kernel Function 
Gram-Schmidt Orthogonal training method [10]. 

RBF neural network can make certain the Gaussian Kernel Function’s parameters 
Cj and δj by means of Clustering algorithms. The most simple and effective way is K-
means [11] method. The detailed steps are as follows: 

1) Initialize all the clustering center Cj. The number of the center is usually equal to 
the number of concealed layer’s nodes n. 

2) Classify all the input samples X according to the closest center Cj, from criterion 
(4), classify the sample as class i; G is the sum of sample. 
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3) Calculate the mean of each kind of samples. 
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Nj is the number of sample of each class. We substitute E(Cj) for Cj; 

4) Repeat the process (2), (3), until E(Cj)-C inclines to zero, and confirm Cj as the 
center of hidden layer activation function. 
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5) Each kind of radius can be defined as the average distance from the training 
sample, which belongs to this class, to the clustering center. For Gaussian Radius-
Basis-Function, usually δj can simply have the value of 1. 

2.2   Use RBF Network to Do Pre-fit Scatter Measure Data Points 

Every point of the free-form surface of the three-dimensional space can be described 
by the mapping relation z=f(x,y). So the essential of using RBF neural network to pre-
fit scatter measure data points is a optimize process of neural network parameter for 
precisely mapping the antetype surface S. Firstly, input the data of measure points into 
RBF neural network. Then the neural network begins to learn from the known infor-
mation. When the error between the neural network output and the real value is less 
than the fixed maximal error, the training of neural network is finished. The pre-
fitting to archetypal surface is achieved by RBF neural network. 

3   The Transform to B-Spline Surface 

These are the most widely used class of approximating splines. B-splines have two 
advantages: (1) the degree of a B-splines polynomial can be set independently of the 
number of control points (with certain limitations), and (2) B-splines allow local con-
trol over the shape of a spline curve or surface. 

We can obtain a vector point function over a B-spline surface using the Cartesian 
product of B-spline basis functions. The Bicubic B-spline surface’s mathematic de-
scription is as follows: 

+

=

+

=

⋅=
2

1

2

1
3,3, ),(),(),(

m

s

n

t
tsst vuBvuBdvuS

 
(6) 

Formula (6) satisfy S(ui,vj)=Pij(i=1,2,…,m; j=1,2,…,n), where dst (s=1,2,…, m+2; 
t=1,2,…,n+2) is the control vertexes of B-spline surface. Bs,3(u, v) and Bt,3(u, v) are 
Bicubic B-spline basis function. 

Append with standardized condition, the basic function of cubic B-spline curve can 
be written as 
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Where u is a parameter variable between two controlling vertexe (0 u 1). 
Suppose the known data points mesh is Pij (namely the standard mesh defined by 

data point set Pij, i=1,2,...,m; j=1,2,...,n), m and n are the u orientation and v orienta-
tion of the number of data points. Now reverse seeks the Bicubic B-spine surface. 

B-spline interpolation includes two steps. Firstly, calculate every control polygon’s 
vertex according to the data points at the direction of u (or v). Then calculate the 
polygon mesh at the direction of v (or u) according to the obtained polygon vertex. 
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Finally, the B-spline surface defined by the mesh can interpolate the original data 
points Pij. The essential of resolving is seeking the control vertex mesh dst of the target 
B-spline surface. 

The main steps of the transformation from RBF neural network mapping model 
z=f(x,y) to B-spline surface representation are as follows[11]. 

1) Picking up boundary points concentrated from antetype surface S, and then fit 
into four boundary B-spline curve C1,C2,C3,C4 according to the measured object’s 
specific geometrical character. Using bilinear interpolation method to gain the bound-
ary interpolation B-spline surface as the basis surface Sb. 

2) Doing uniform parameter segmentation to the basis surface Sb We get the mesh 
data point set of the parameter region. 

D={(ui,vj):i=1,2,…,m; j=1,2,…,n} 
Seek the mesh data point set D’s mapping in the XYZ space. 
D'={(x(u,v),y(u,v),z(u,v))} 
Map the D' to the XOY projection surface to project, get the basic interpolation 

mesh. 
D”={(x(u,v),y(u,v))}. The result is show as Fig. 2. 

 Z

X

y

C1

D'

C3

C2Sb

C3

D"

 

Fig. 2. The formation of basic interpolation mesh 

3) Input each node of basic interpolation mesh D” into the trained perfectly RBF 
neural network at measure data points pre-fitting stage. Then get the standard mesh 
topology point set of surface S.  

P={(x,y,z):((x,y)∈D” ,z=f(x,y))} 
Among above formula, z=f(x,y) if output information of RBF neural network. 
4) Following standard mesh topology point set P to interpolation B-spline surface, 

we can achieve antetype surface’s transformation from RBF neural network mapping 
model z=f(x,y) to B-spline surface representation. 

5) If the reverse resolution precision does not meet the requirement, we regard in-
terpolation B-spline surface as new basis surface Sb, and return to 2). Then we start the 
next turn calculation for interpolation. 

.
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4   Simulation Experiment 

Experiment of fitting B-splines surface by RBF network. 
The control vertex coordinates of input as follow: 

d11= (10,150); d12=(40,150); d13=(50,60); d14=(80,130); 
d21=(20,150); d22=(60,130); d23=(80,110); d24=(120,170); 
d31=(40,250); d32=(70,200); d33=(120,150); d34=(150,250); 
d41=(60,200); d42=(90,150); d43=(130,100); d44=(150,200); 

In experiment, B-Splines surface is drawn according to control vertexes firstly. 
Then noise is added, that range of noise is 0.5. The data with noise is training set. The 
step is 0.01.  

Control point coordinates are network inputs. Data points produced by B-splines 
surface are expected output. We train the noise data by the above RBF and reconstruct 
the surface by using the original data set, noise contaminated data set and data set 
obtained by the trained RBF. The simulation result is depicted as fig. 3. 

 

 

(a) Surface obtained original data set          (b) Noise is added in x and y coordinate 

 

(c) Noise is added in x coordinate                   (d) Surface obtained by the data set after fitting  

Fig. 3. B-splines surface by RBF network fitting noise 
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The experiment result denotes that the fitting precision of RBF is quite good and 
the training speed of network is fast. The quality and quantity of training sample in-
fluence directly the fitting precision and training speed. The less the training sample’s 
variance, the higher is the convergence precision and the convergence speed. 

5   Conclusions 

This paper presented a RBF model to reconstruct surface according to the characteris-
tics of RBF such as good approximating ability, good generalizability, fast conver-
gence speed and strong robust ability. Theoretic analysis and experiment result both 
denote that by this model, we can construct very smooth surface and raise the effi-
ciency and precision of reconstructing dilapidation incomplete surface. This paper 
gives a new method of surface modeling with dense and messy data set in a new 
viewpoint. 
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Abstract. This paper describes the parallelization of the Spatial Ap-
proximation Tree. This data structure has been shown to be an efficient
index structure for solving range queries in high-dimensional metric space
databases. We propose a method for load balancing the work performed
by the processors. The method is self-tuning and is able to dynamically
follow changes in the work-load generated by user queries. Empirical re-
sults with different databases show efficient performance in practice. The
algorithmic design is based on the use of the bulk-synchronous model of
parallel computing.

1 Introduction

The Spatial Approximation Tree (SAT) is a recent data structure devised to sup-
port efficient search in high-dimensional metric spaces [5, 6]. It has been com-
pared successfully against other data structures devised for the same purpose
[2, 3] and update operations have been included in the original design [1, 7].

The typical query for this data structure is the range query which consists on
retrieving all objects within a certain distance from a given query object. From
this operation one can construct other ones such as the nearest neighbors. The
distance between two database objects in a high-dimensional space can be very
expensive to compute and in many cases it is certainly the relevant performance
metric to optimize; even over the cost secondary memory operations [1]. For large
and complex databases it then becomes crucial to reduce the number of distance
calculations in order to achieve reasonable running times. The SAT is able to
achieve that goal but still range query operations can be very time consuming.
This makes a case for the use of parallelism.

In this paper we propose efficient parallel algorithms for range query oper-
ations upon the SAT data structure. The model of parallel computing is the
so-called BSP model [10] which provides independence of the computer archi-
tecture and has been shown to be efficient in applications such as text databases
and others [4, 8]. The proposed algorithms can be implemented using any mod-
ern communication library such as PVM, MPI or special purpose libraries such
as BSPlib or BSPpub.
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The main contribution of this paper is a low-cost method for load balancing
the number of distance calculations performed by the processors. It works with
any strategy of tree node distribution onto the processors. The method is self-
tuning and is able to adapt itself to the evolution of the work-load generated
by the stream of queries being submitted to the SAT (we assume a high-traffic
client-server setting in which the SAT is used as an index structure to efficiently
solve user’s range queries). Experimental results with different databases show
that the method is able to achieve efficient performance.

2 SAT & BSP

The SAT construction starts by selecting at random an element a from the
database S. This element is set to be root of the tree. Then a suitable set N(a)
of neighbors of a is defined to be the children of a. The elements of N(a) are
the ones that are closer to a than any other neighbor. The construction of N(a)
begins with the initial node a and its “bag” holding all the rest of S. We first
sort the bag by distance to a. Then, we start adding nodes to N(a) (which is
initially empty). Each time we consider a new node b, we check whether it is
closer to some element of N(a) than to a itself. If that is not the case, we add
b to N(a). We now must decide in which neighbor’s bag we put the rest of the
nodes. We put each node not in a ∪ N(a) in the bag of its closest element of
N(a). The process continues recursively with all elements in N(a).

The resulting structure is a tree that can be searched for any q ∈ S by
spatial approximation for nearest neighbor queries. Some comparisons are saved
at search time by storing at each node a its covering radius, i.e., the maximum
distance R(a) between a and any element in the subtree rooted by a.

Range queries q with radius r are processed as follows. We first determine
the closest neighbor c of q among {a} ∪N(a). We then enter into all neighbors
b ∈ N(a) such that d(q, b) ≤ d(q, c) + 2r. This is because the result elements q∗

sought can differ from q by at most r at any distance evaluation, so it could have
been inserted inside any of those b nodes. In the process, we report all the nodes
q∗ we found close enough to q. Finally, the covering radius R(a) is used to further
prune the search, by not entering into subtrees such that d(q, a) > R(a)+r, since
they cannot contain useful elements.

In the bulk-synchronous parallel (BSP) model of computing [10, 8], any par-
allel computer (e.g., PC cluster, shared or distributed memory multiprocessors)
is seen as composed of a set of P processor-local-memory components which
communicate with each other through messages. The computation is organized
as a sequence of supersteps. During a superstep, the processors may perform
sequential computations on local data and/or send messages to other proces-
sors. The messages are available for processing at their destinations by the next
superstep, and each superstep is ended with the barrier synchronization of the
processors.

We assume a server operating upon a set of P machines, each containing
its own memory. Clients request services to a broker machine, which in turn
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distribute those requests evenly onto the P machines implementing the server.
Requests are queries that must be solved with the data stored on the P machines.
We assume that under a situation of heavy traffic the server start the processing
of a batch of Q queries in every superstep.

Every processor has to deal with two kind of messages, those from newly
arriving queries coming from the broker, in which case a range search is started
in the processor, and those from queries located in other processors that decided
to continue their range search in a subtree of this processor (in this case the
query is sent packed into a message, thus an initial query can give place to a
number of additional query messages).

In the following discussion the main metric used to measure performance is
the load balance of the computations effected by the processors. This is defined
by the ratio A/B where A is the average of a given measure across processors,
and B is the maximum of the measure in any processor. The average A/B is
taken over all the supersteps. This is called efficiency Ef and the value Ef = 1
indicates the optimal. Speed-up is defined by P Ef . We measure computation
by considering the number of distance calculations among objects during query
operations and communication is the number of query messages among proces-
sors.

In the experiments below we use a 69K-words English dictionary and queries
are composed by words selected uniformly at random. The distance between
two objects is the edit distance, that is, the minimum number of character in-
sertions, deletions, and replacements to make the two strings equal. We assume
a demanding case in which queries come in pairs that are a range query for the
same object but with two different radius (large and small) and the broker dis-
tribute them circularly among the processors. We use the values 1 (small) and 2
(large) for the dictionary database. The SAT is initialized with the 90% of the
database and the remaining 10% are left as query objects (randomly selected
from the whole database).

3 Range Queries in Parallel

A first point to emphasize is that the SAT structure contains nodes of very
diverse number of children. Every child node causes a distance comparison, so it
is relevant to be able to balance the number of distance comparisons performed
in every processor per superstep. Thus it is desirable to map the tree nodes onto
the processors by considering the number of distance comparisons that can be
potentially performed in every sub-tree rooted at the children of the SAT’s root.
That is, the sub-trees associated with nodes b in N(a) where a is root and N(a)
is the set defined in the previous section.

We count the total number of nodes C(b) in each sub-tree with b ∈ N(a).
We then sort the C(b) values and collapse these values onto the P processors.
To this end, we define an array U of size P to sum up the C(b) values. For every
b ∈ N(a) such that b is in decreasing order of C(b) values, the node b goes to
processor i such that U [i] has the minimum sum among the P elements of U .
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We can improve efficiency by setting upper limits V to the number of dis-
tance comparisons that are performed per processor in every superstep. During
a superstep, every time any processor detects that it has effected more than V
distance comparisons, it suspends query processing and waits until the next su-
perstep to continue with this task. “Suspending” in our BSP realization means
that all queries going down recursively in the tree in every processor k are sent
to processor k as a message exactly as if they found out that the search has to
continue in another processor (no communication cost is involved for these extra
messages). Also the processors stop extracting new queries from their messages
input queues. Figure 1.a shows the effect of this strategy in load balance; aver-
age efficiency improves to Ef = 0.95 in this case and communication is less than
0.1%.
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Fig. 1. (a) SAT distributed onto the processors. Number of distance calculations (com-
parisons) per processor versus supersteps. Demanding case for queries: Circular dis-
tribution and every object is queried with two radius. (b) Automatic and adaptive
calculation of limits V . Halfway the work-load changes suddenly to queries with one
small radius

The value V should be able to adapt itself to follow changes in the workload
produced by the flow of queries arriving constantly to the processors. We propose
a simple and low-cost solution to this problem. The key idea is to periodically,
e.g., every s supersteps, collect statistics that are used to define the value of
V for the next sequence of s supersteps. The key is to make these statistics
independent of the current value of V and thereby of the s supersteps used
to calculate them. Because of the limits V , supersteps can be truncated before
processing all the available queries. Therefore real supersteps are not a reliable
measure of the real average number of supersteps required to complete a query.

However, for each query we can know exactly when it is necessary to cross
over to another processor. We can equip every query q with a counter of “virtual”
supersteps q.w. We distinguish these virtual supersteps from the real supersteps
being executed by the BSP computer. We also keep counters of virtual supersteps
Sv(k) in each processor k. Every time a new query q is initiated in a processor
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k we set q.w to be equal the batch number at which it belongs to. The broker
(or the processors themselves) can assign to every query the batch number in
q.w before sending it to one of the processors. In a situation with V = ∞ the
reception of every new batch of queries marks the beginning of a new superstep
(in this case, virtual and real supersteps are the same). Thus every time a new
query is received we set Sv(k) = max(Sv(k), q.w).

We further refine the Sv(k) values by considering that every time a query q
has to migrate to another processor we must set q.w = q.w + 1 because it takes
one virtual superstep to get there. Thus every time one of such queries q arrives to
a processor k we also set Sv(k) = max(Sv(k), q.w), and from this point onwards
this query q takes the value q.w = Sv(k). This ensures that queries traveling
through several processors will account for the necessary (minimal) number of
virtual supersteps to get their target processors and they will reflect this fact in
the counters Sv(k), a fact that will also be reflected in all other queries visiting
the processor k.

In addition we keep counters D(k) that maintain the total number of dis-
tance calculations that has been performed in every processor k. Thus after the
processing of the s real supersteps has been completed, the total number of
virtual supersteps u that has been completed is given by the maximum among
the P values Sv(k), i.e., u = max 0≤k≤P−1{Sv(k)}. Thus the limit V set in
every processor k for the next s real supersteps is given by V = d/u with
d = avg 0≤k≤P−1{Dv(k)}. Figure 1.b shows the effectiveness of this method.

Figures 2.a and 2.b show further experiments. In the first figure it is seen the
positive effects of limits V for the milder workloads which do not mix two radius
for the same query object. In contrast, we show in the second figure results for a
naive strategy of duplicating the SAT in every processor and distributing queries
evenly for the same workloads. The results show that even in the case with no
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limits V , our proposed strategy for range queries outperform the alternative
approach. Speed-ups are shown in table 1. Column “serial” is a measure of the
effect of suspending queries in every superstep, i.e., the increase in supersteps
(no more than 20%).

3.1 Other Databases and Nodes Mapping

In figure 3.a we show results for the amount of communication demanded by
an alternative mapping of SAT nodes to processors. In this case, nodes are

Table 1. Comparing different strategies

Case work-load ssteps serial speed-up
Duplicated small 432 – 2.85
Duplicated large 432 – 3.33
Distributed small 433 – 3.18
Distributed large 433 – 3.43
Dist., Limits small 519 0.17 3.62
Dist., Limits large 482 0.10 3.53
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placed in a circular manner independently of their father-child-brother relations.
The results were obtained with the above dictionary words and two additional
databases. The new data sets are a 20-dimensional cube with points generated
uniformly at random and a set of images represented by histograms defined by
values of frequency amplitude. Every curve is a value for a different range query
radious. Each point indicate the ration A/B where A is the total number of
messages sent between processors and B the total number of times that the
function range-search was called to complete the processing of all queries. These
results are in contrast with the mapping based on distance calculation suggested
in this paper as the values for this case are all less than 0.1 for all databases. As
expected, the amount of communication in the multiplexed approach increases
significantly with the number of processors.

The figure 3.b shows results for the efficiency Ef with the same node distri-
bution. Note that the vectors and histograms databases are more demanding in
terms of load balance. Similar efficiency values are observed for the distribution
method proposed above (selecting the least loaded processor to place a new sub-
tree). The actual difference is in the reduced communication. Figure 3.c shows
the improvement in efficiency Ef as a result of setting upper limits V .

4 Final Comments

We have proposed parallel algorithms for range queries on a distributed SAT
structure. We have focused on balancing the number of distance calculations
across supersteps because this is most relevant performance metric to optimize.
Distance calculation between complex objects are known to be expensive in
running time. On the other hand, we have observed that the amount of commu-
nication and synchronization is indeed extremely small with respect to the cost
of distance calculations. We have observed that the number of message trans-
missions is well below 1% with respect to the number of distance calculations.
This does not consider the cost of sending solution objects as this cost has to be
paid by any strategy. Also, less than 500 supersteps for processing 13K queries
is also a very modest amount of synchronization.

Note that we have mapped SAT nodes by considering the sub-trees belonging
to the children of the root. It may happen that we have more processors than
those children. This case cannot be treated by considering the mapping of sub-
trees one or more levels downwards the tree. Those sub-trees actually generate
too few distance comparisons. We believe such case can be treated by simply
using less processors than available (after all that particular SAT does not ad-
mit more parallelism) or by resorting to duplication of some sub-trees in other
processors. Here we select the ones which generates more distance comparisons
in an attempt to further increase parallelism by ways of dividing the query flow
for that sub-trees in two or more processors. This is the subject of our future
investigation.

We also tried a multiplexed approach in which every node is circularly dis-
tributed onto the processors. Efficiency is good but the cost of communication
is extremely high.
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Abstract. The development of tools that can increase the productivity
of computational chemists is of paramount importance to the pharma-
ceutical industry. Reducing the cost of drug research benefits consumer
and company alike. Apt Apprentice is a visual programming paradigm
designed to reduce the overhead associated with creating software to im-
plement algorithms in the data analysis phase of rational drug design. It
draws on both standard programming language environments and pro-
gramming by demonstration. The approach of Apt Apprentice and an
example of its use in implementing a linear algebra routine are described.

1 Introduction

Chemical modelling in silico is essential to rational drug design. Quantum me-
chanics, molecular mechanics, and Newtonian dynamics are first used to analyze
the chemical structure of compounds found in a training set of molecules all
of which exhibit a specific biological activity to some degree. The structurally
derived descriptions of these compounds are then statistically analyzed to find
predictors of the specific biological activity exhibited by elements of the training
set. The subject area of this type of research is called Quantitative Structure Ac-
tivity Relationships or QSAR. If a predictive relationship between structure and
activity can be discovered, other compounds with known structural properties
can be analyzed to determine their likelihood of exhibiting specific biological ac-
tivity. Testing of any promising compounds can then proceed to the laboratory.
These compounds are called drug leads.

Testing an eventual drug can cost upwards of one billion dollars and take up
to 15 years to complete. Since not all promising compounds will pass the tests
required by regulatory agencies risk avoidance is paramount.

It is well understood in the pharmaceutical industry that chemical modelling
must be done by chemists as the modelling algorithms are not foolproof and
can easily be wrongly applied. Apt Apprentice is a visual programming tool de-
signed to facilitate algorithm development in chemical modelling software. It is
hoped that this will lead to faster implementation of new algorithms in exist-
ing software, aid in the training of chemists to perform this task and facilitate
modifications to software in the light of chemical knowledge.

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 1011–1018, 2005.
Springer-Verlag Berlin Heidelberg 2005
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2 The Apt Apprentice Model

The next section describes some of the unique characteristics of Apt Apprentice
along with an example of its use.

2.1 Fundamental Concept

At the University of New Brunswick we teach Biochemistry majors computer
assisted drug design. Our chemical modelling tool of choice is the Molecular Op-
erating Environment, MOE , produced by the Chemical Computing Group in
Montreal, Canada. MOE is based on the Scientific Vector Language which is a
Collection Oriented Language. Collection Oriented Languages are programming
languages that operate on aggregate structures rather than single elements. Such
aggregates can contain many atomic elements and generally allow for parallel
processing. APL is one early implementation of this type of language which
allows operations on aggregates themselves such as summing, multiplying, and
reversing their elements and implements functionality like apply to each allowing
for operations on each element of a collection. Since MOE permits the insertion
of modules designed by the user in SVL it is essential our students are pro-
vided with tools that can reduce the challenge learning numerical algorithms
and SVL have for non-programmers. While text-based languages may be suit-
able for regular programmers, they do not necessarily provide an adequate so-
lution for non-programmers. One of the largest hurdles for non-programmers is
learning language syntax. Non-programmers do not want to concern themselves
with semicolons, comma placement, or for that matter, any other issue related
to syntax. In addition, a text-based language mentally places the programmer
into ”editor” mode, rather than ”creator” mode. This means that programmers
are often more concerned with how an algorithm is implemented, rather than
simply focusing on what the computer needs to do. This situation is akin to
an author who writes with a computer, rather than with pen and paper. Using
the computer, the author switches into ”editor” mode, hindering creativity with
its logical structure and as a result, causes a decrease in productivity. That is,
the writer spends time trying to do things like craft perfect sentences, instead
of concentrating on getting the main ideas out. Of course, it is reasonable to
assume that a professional programmer will want to consider all aspects of an
implementation, but in the research community, it is often better to get some-
thing up-and-running as soon as possible. In lead development, it is the result
of the computation that is generally of most interest.

The paradigm that Apt Apprentice uses is designed to address these issues. It
employs a direct manipulation interface, drawing on techniques from both text-
based programming and programming by demonstration. The semantics of the
environment attempt to mirror those found in a standard text editor, but also
leverage the graphical interface to remove many syntax-related problems and fa-
cilitate program construction. It uses ideas from programming by demonstration
to reduce the more technical aspects of algorithm implementation, allowing the
programmer to concentrate on more abstract details. The environment makes
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use of XML to produce a language independent description of the graphically in-
putted algorithm. XML serves as the input to an interpreter, which translates the
XML into a standard text-based language in this case SVL (see figure. 1). XML
is used because of its extensibility and its self-descriptive nature. Interpreters
can be built that will not be broken by future additions to the XML schema.
The programming environment can be improved while maintaining backwards
compatibility.
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Java Code

Graphical
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Generator

Apt Apprentice

XM
L

SVL Machine

XML
Interpreter

SVL C
ode

Visual Basic Machine

XML
Interpreter

V
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Fig. 1. XML view of the Apt Apprentice Architecture

Apt Apprentice, unlike many other end-user programming environments, is
intended to serve as a procedure level programming tool. As such, it assumes a
more sophisticated end-user than many of its counterparts, and therefore does
not attempt to remove all aspects of programming from the end-user. By allowing
the programmer to partake in the programming process, Apt Apprentice is able
to offer the power of a standard text-based language, while at the same time
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using the graphical interface to keep this process at a higher level of abstraction.
However, the design of such an environment requires the solution to its own set
of problems.

2.2 Program Design

The first problem to be addressed in the design of Apt Apprentice is the issue of
program flow, which is simply the order in which program statements are exe-
cuted. In a text-based system, one expects a compiler (or person) to read a source
code listing from top to bottom, moving from left to right. This is the natural
way to read any document written using the spoken language of programmers1.
Unfortunately, as direct manipulation systems are based in graphical environ-
ments, this natural restriction on program flow is often lost. Many attempts have
been made to indicate program flow using different symbols connected together
by arrows in some form of constructed diagram, but the syntax and semantics of
these are more learned than they are natural. The largest obstacles are: where to
begin and end the path through the diagram, and in some cases, which arrow to
take at any given time. Apt Apprentice overcomes this limitation by introducing
the concept of rows. The idea is straightforward; based on the contents of a given
row, the program either progresses to the right within the row, or drops down to
the row directly below (see figure 2). This serves to promote the same natural
flow that is found in standard source code. One simply starts at the first row,
traverses that row according to the proper rules, then proceeds on to the next
row.
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Fig. 2. Elements of Apt Apprentice depicted to show three complete rows of the de-
terminant algorithm, including an explicit loop

Of course, once the concept of flow is introduced, it must be controlled. In
most text-based systems this is accomplished through the use of if-else state-
ments. This is where the difficulty level rises for the novice programmer in a

1 Assuming a European based language is used.
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text-based system, since the program statements are no longer executed in a
strictly top-to-bottom order. The implementation of conditional statements has
also proved to be a difficult task in direct manipulation interfaces, with many of
them omitting them entirely [9]. Within Apt Apprentice, it is conditionals that
regulate the rightward flow within a particular row. Conditionals are represented
as right pointing arrows. In other words, as long as the conditionals evaluate to
a value of true, flow continues on to the right. A conditional that evaluates to
false causes execution to drop down to the next row. To supply the notion of
an else statement there needs to be a plausible state between not moving right
and dropping down to the next row. This is accomplished through the use of a
sub-row notation. A sub-row is a further subdivision of a standard row. These
divisions are color coded as a means to differentiate them. They are also subject
to the same rules as a standard row. That is, the algorithm continues to the
right if the conditional evaluates to true. This criterion will ensure that at any
given time only a single sub-row can be completely traversed to the right. This
notation is similar to a case statement in a traditional text-based language. The
flow of control in the program is thus readily apparent to anyone viewing the
algorithm, and does not change even when the nesting of conditionals occurs.
This idea can be seen in figure 2.

In the development of Apt Apprentice the focus to this point has been pri-
marily in the area of Linear Algebra. The use of matrices is often a requirement
in implementing statistical procedures for QSAR. This has constrained the ex-
ploration of various notations to a limited subject matter, while still maintaining
the relevance to computational chemistry.

To illustrate various features the example of calculating the determinant of a
matrix using Gaussian elimination will be used. This algorithm can be found in
any standard textbook on Linear Algebra. The user begins describing the algo-
rithm by entering an example matrix, say: [[1,2,3],[4,5,6],[7,8,8]]. The first step
of the algorithm involves examining the element in position (1,1) to determine
that it is non-zero. If it is non-zero the element becomes the pivot element for
this iteration. If it is zero an element below must satisfy the condition; or exe-
cution stops. The process is repeated for each pivot element found on the main
diagonal of the matrix. Row 1 of figure 2 is Apt Apprentice’s graphical repre-
sentation of this process, with the exception of the stopping condition when the
final pivot element is reached. To tell Apt Apprentice the sequence of pivots the
programmer simply clicks on each element on the main diagonal. This guides
Apt Apprentice in choosing the next pivot in each iteration. The idea of a guide
is not new, and has been used in several implementations of programming by
demonstration [9]. To our knowledge however, it has not been used before to
depict a sequence of elements operated on by an algorithm. The pivot element
is defined by the user and given a name. The system is apprised of the condi-
tions regarding this element (i.e. that it not be equal to zero). After defining
the guide, the system generates an arrow pointing to the right, which represents
the situation when the pivot is equal to zero. The algorithm traverses to the
right if and only if the pivot element is zero, otherwise either the next sub-row is
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chosen, or if there are no more sub-rows, the next main row. If the pivot is zero,
a non-zero element must be found below in the same column. This is achieved
in Apt Apprentice through the scan operation. Scanning may be performed in
many different directions, but in this example we confine ourselves to down-
wards only. According to the algorithm, the scan result must also be non-zero.
The system automatically adds a new right arrow to direct the algorithm if the
scan is successful. The final step, once a non-zero element has been found, is
to swap the original pivot row with the one uncovered by the scan. The swap
operation is used to perform this task. The operation is automatically associated
with the proceeding scan, and the user only need specify the other row involved
in the swap. Dialog boxes are used to allow the user to select the appropriate
item. The use of dialog boxes to aid in programming by demonstration systems
has been well documented [9],[6],[2]. Finally, the system realizes that there is
still one condition unspecified, that is, what should the system do if the scan is
unsuccessful. The second sub-row of row 1 gives the proper course of action. For
this condition to be evaluated, the pivot must be equal to zero; thus the system
automatically replicates this portion of the upper sub-row. The user is then only
required to show the system how to manage the case when the entire column is
zeroes (i.e. there is no row available for a swap). In this case, the user indicates
that the algorithm has finished through the use of the exit icon. The exit icon
behaves like a standard return statement, allowing the user to indicate the value
to produce at this point. The rightward value arrow is notational in nature and
only serves to remind the user to progress to the right within the row. The user
then provides the exit value, which in this example is simply the value contained
in the pivot variable. Upon completion of the first row the pivot elements of
the matrix have been defined and the algorithm has been told how to handle
exceptional values. In essence, a nested conditional statement has been created.

To continue on to row 2 the pivot element must be non-zero. In other words, at
least one conditional arrow in each sub-row of the proceeding row has evaluated
to false. Row 2 describes the process of eliminating the remaining elements in the
pivot column. According to the standard algorithm this is carried out through
elementary row operations. In Apt Apprentice a scan operation is first used to
find an element in the pivot column that is non-zero, and also not located at
the position of pivot. Every variable has a position associated with it by default.
Positions may be compared with operators such as @ and not @. If an element
is found that matches this criteria, the algorithm continues to the right.

At this point Apt Apprentice must be shown how to carry out the required
calculations. The notation used for this operation is a different style arrow which
again points to the right. The user demonstrates the calculation to Apt Appren-
tice using appropriate drag and drop operations. The user shows how the element
found by the scan is reduced to zero using an elementary row operation. A series
of dialog boxes is used to connect the proper rows to the position of the pivot
element and the scan result.

In row 3, a loop is introduced using a return operation. A return to works
in exactly the way one would expect. The icon is placed on a row; then the
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row that the algorithm is to return to is selected using the mouse. This is the
familiar GOTO. Forward GOTOs are not allowed. The responsibility falls to
Apt Apprentice to generate code that avoids the usual pitfalls of using a GOTO
statement.

To begin, a scan is performed to determine if there are any remaining non-
zero elements in the column (excluding the pivot value). If there are non-zero
elements, the algorithm returns to row 2. At the point when the scan is unsuc-
cessful, the condition associated with the arrow evaluates to false and algorithm
execution moves on to row 4. The remainder of the algorithm can be seen in
figure 3. Row 4 defines the finalpivot position and a condition that pivot is not
@ finalpivot. If this is the case, then the algorithm has not visited every pivot
element, and so, should return to row 1. Once the finalpivot has been reached
execution drops down to row 5. Here Apt Apprentice is once again directed to
exit, however this time the exit value demonstrated is the product of the di-
agonal elements. Apt Apprentice maintains properties associated with specific
operations such as the number of times the swap is called. Swapping rows of a
determinant changes its sign so the pivot value is multiplied by (-1) raised to the
power of the swapcount value. The result of this expression is the determinant
of this particular matrix.

3 Conclusions

Apt Apprentice presents a hybrid method for end-user programming. It attempts
to merge the feel of a standard text-based programming language with the ab-
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Fig. 3. Depiction of Apt Apprentice showing the complete determinant algorithm
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straction offered by direct manipulation environments. The ultimate goal of Apt
Apprentice is to be a system that enables computational chemists to extend
applications, without requiring the activation of a computer science team. Until
now, the focus for the programming capabilities of Apt Apprentice has been
on standard computer science algorithms directed towards classroom use. Apt
Apprentice assumes a more sophisticated end-user than many of its peers and
so does not attempt to hide all aspects of the programming task. In the future,
it will be necessary to develop a larger repertoire of graphical constructs as well
as submit the system to extensive user testing.
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Abstract. We describe a visual interactive framework that supports the
computation of syntactic unifiers of expressions with variables. Unifica-
tion is specified via built-in transformation rules. A user derives a solu-
tion to a unification problem by stepwise application of these rules. The
software tool provides both a debugger-style presentation of a derivation
and its history, and a graphical view of the expressions generated during
the unification process. A backtracking facility allows the user to revert
to an earlier step in a derivation and proceed with a different strategy.

1 Introduction

Kimberly is a software tool intended to be used in college-level courses on com-
putational logic. It combines results from diverse fields: mathematical logic, com-
putational geometry, graph drawing, computer graphics, and window systems.
A key aspect of the project has been its emphasis on visualizing formal deriva-
tion processes, and in fact it provides a blueprint for the design of educational
software tools for similar applications.

Applications of computational logic employ various methods for manipulat-
ing syntactic expressions (i.e., terms and formulas). For instance, unification
is the problem of determining whether two expressions E and F can be made
identical by substituting suitable expressions for variables. In other words, the
problem requires one to syntactically solve equations E ≈ F . For example, the
two expressions f(x, c) and f(h(y), y), where f and h denote functions, c denotes
a constant, and x and y denote variables, are unifiable: substitute c for y and
h(c) for x. But the equation f(x, x) ≈ f(h(y), y) is not solvable.1

Logic programming and automated theorem proving require algorithms that
produce, for solvable equations E ≈ F , a unifier, that is, a substitution σ such
that Eσ = Fσ. Often one is interested in computing most general unifiers, from
which any other unifier can be obtained by further instantiation of variables.
Such unification algorithms can be described by collections of rules that are

1 Note that we consider syntactic unification and do not take into account any semantic
properties of the functions denoted by f and h.

V.S. Sunderam et al. (Eds.): ICCS 2005, LNCS 3514, pp. 1019–1026, 2005.
c© Springer-Verlag Berlin Heidelberg 2005

1 21



1020 P. Agron, L. Bachmair, and F. Nielsen

designed to transform a given equation E ≈ F into solved form, that is, a set
of equations, x1 ≈ E1, . . . , xn ≈ En, with variables xi on the left-hand sides
that are all different and do not occur in any right-hand-side expression Ej .
The individual equations xi ≈ Ei are called variable bindings; collectively, they
define a unifier: substitute for xi the corresponding expression Ei.

For example, the equation f(x, c) ≈ f(h(y), y) can be decomposed into two
equations, x ≈ h(y) and c ≈ y. Decomposition preserves the solutions of equa-
tional systems in that a substitution that simultaneously solves the two simplified
equations also solves the original equation, and vice versa. We can reorient the
second equation, to a variable binding y ≈ c, and view it as a partial speci-
fication of a substitution, which may be applied to the first equation to yield
x ≈ h(c). The two final equations, x ≈ h(c) and y ≈ c, describe a unifier of the
initial equation. The example indicates that in general one needs to consider the
problem of simultaneously solving several equations, E1 ≈ F1, . . . , En ≈ Fn.

A derivation is a sequence of sets of equations as obtained by repeated appli-
cations of rules. If transformation rules are chosen judiciously, the construction
of derivations is guaranteed to terminate with a final set of equations that is
either in solved form (and describes a most general unifier) or else evidently
unsolvable. Unsolvability may manifest itself in two ways: (i) as a clash, i.e. an
equation of the form f(E1, . . . , En) ≈ g(F1, . . . , Fk), where f and g are different
function symbols, or (ii) as an equation x ≈ E, where E contains x (but is dif-
ferent from it), e.g., x ≈ h(x). The transformation rules we have implemented
in Kimberly are similar to those described in [8].

In Section 2 we describe the visual framework for derivations. The current
version of Kimberly provides graphical representation of terms and formulas
as trees, but has been designed to be augmented with additional visualization
functionality for representation of directed graphs, as described in Section 3. We
discuss some implementation details in Section 4 and conclude with plans for
future work.

2 Visual Framework for Derivations

Kimberly features a graphical user interface with an integrated text editor for
specifying sets of equations. The input consists of a set of (one or more) equa-
tions, to be solved simultaneously. Equations can be entered via a “source”
panel, see Figure 1. They can also be saved to and loaded from a text file. For
example, the upper section of the window in Figure 1 contains the textual rep-
resentation of three equations to be solved, f(a, h(z), g(w)) ≈ f(y, h(g(a)), z),
g(w) ≈ g(y), and s(z, s(w, y)) ≈ s(g(w), s(y, a)). Note that in Kimberly we dis-
tinguish between variables and function symbols by enclosing the former within
angle brackets.

Once the initial equations have been parsed, the user may begin the process
of transforming them by selecting an equation and a rule to be applied to it.
The transformation rules include decomposition, orientation, substitution, elim-
ination of trivial equations, occur-check, and detection of clash (cf. [8]), each of
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Fig. 1. The upper section of the window contains a tabbed view to manage panels
named according to their functionality. The source panel, shown, provides text editing.
The lower section is used to display messages generated by the application

Fig. 2. The computation panel presents a debugger-style view of a derivation. The left
section of the panel shows the history of rule applications. The right section lists the
current equations, with variable bindings listed on top and equations yet to be solved
at the bottom

which is represented by a button in the toolbar of the “computation” panel, see
Figure 2. If an invoked rule is indeed applicable to the selected (highlighted)
equation, the transformed set of equations will be displayed and the history of
the derivation updated.

The derivation process is inherently nondeterministic, as at each step different
rules may be applicable to the given equations. The software tool not only keeps
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Fig. 3. The visualization module represents equations as pairs of vertically joined trees.
Functions are depicted as circles and variables as rectangles. Tree edges are represented
by elliptic arcs, while straight lines join the roots of two trees

Fig. 4. Organization of user interaction

track of all rule applications, but also provides backtracking functionality to
allow a user to revert to a previous point in a derivation and proceed with an
alternative rule application.

Kimberly features a “visualization” module that supplies images of a trees
representing terms and equations, and the user may switch between a textual
and a graphical view of the current set of equations. The browser allows a user
to view one equation at a time, see Figure 3.

The design of the user interface has been guided by the intended applica-
tion of the tool within an educational setting. User friendliness, portability,
and conformity were important considerations, and the design utilizes intuitive
mnemonics and hints, regularity in the layout of interface elements, and redun-
dant keyboard/mouse navigation. The transition diagram in Figure 4 presents a
high-level view of user interaction.

Kimberly is a single document application, with all the user interface elements
fixed inside the main window. Addition of a new browser to the application in-
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Fig. 5. Application of the substitution rule

volves only the introduction of a panel to host the new browser. The browsing
architecture is designed to reflect interaction with the active browser, e.g., back-
tracking to an earlier state, to the remaining browsing modules.

For efficiency reasons we internally represent terms and equations by directed
acyclic graphs, and utilize various lookup tables (dictionaries) that support an
efficient implementation of the application of transformation rules. Specifically,
we keep those equations yet to be solved in an “equation list,” separate from
variable bindings, which are represented by a “bindings map.” An additional
variables lookup table allows us to quickly locate all occurrences of a variable in
a graph. The latter table is constructed at parse time, proportional in size to
the input, and essential for the efficient implementation of applications of the
substitution rule.

Figure 5 demonstrates the effect of an application of the substitution rule on
the internal data structures. The rule is applied with an equation, x ≈ g(a, y, b),
that is internally represented as e2 on the equation list in the left diagram. The
effect of the substitution is twofold: (i) the equation e2 is removed from the
equation list and added (in slightly different form) to the bindings map and (ii)
all occurrences of x are replaced by g(a, y, b), which internally causes several
pointers to be redirected, as shown in the right diagram.

3 Visualization of Directed Graphs

Many combinatorial algorithms can be conveniently understood by observing
the effect of their execution on the inherent data structures. Data structures can
often be depicted as graphs, algorithmic transformations of which are naturally
suited for interactive visualization. Results on graph drawing [1] can be combined
with work on planar labeling for animating such dynamics. At the time this
article was written no public domain software packages were available that were
suitable for our purposes, therefore we decided to develop a novel method for
browsing animated transformations on labeled graphs.
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Fig. 6. A 3D layout of a randomly generated directed acyclic graph

We conducted a number of experiments in interactive graph drawing to equip
Kimberly with an adequate visualization module for the representation of di-
rected graphs. In particular, we studied issues of graph layout and edge routing
(and plan to address labeling and animation aspects in future work).

Our graph drawing procedure is executed in two stages. The layering step,
which maps nodes onto vertices (points in R

3), is followed by the routing step,
which maps edges onto routes (curves in R

3).
In [2] it was shown that representing edges as curved lines can significantly

improve readability of a graph. In contrast to the combinatorial edge-routing
algorithm described in [2] (later utilized in [5] to address labeled graphs) our
algorithm is iterative and consequently initialization sensitive. We treat vertices
as sources of an outward irrotational force field, which enables us to treat routes
as elastic strings in the solenoidal field (routes are curves that stay clear of the
vertices). A route is computed by minimizing an energy term that preserves both
length and curvature. Our approach is similar to the “active contours” methods
employed for image segmentation [7, 9].

The layering step involves computing a clustering of a directed acyclic graph
via topological sorting. We sorted with respect to both minimum and maximum
distance from a source vertex and found that the latter approach typically pro-
duces significantly more clusters than the former. We map clusters onto a series
of parallel circles centered on an axis, see Figure 6.

4 Implementation

The design of Kimberly is centered around providing multiple views of the
derivation process. A flexible architecture allows for straightforward introduc-
tion of new visualization modules (perspectives). To achieve the flexibility we
have followed the canonical MVC (Model-View-Controller) paradigm [4–pp 4-5].
The model object of the application keeps the history of rule applications and
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information on the currently selected step in the derivation and the selected
equation. The controller object inflicts rule-firings on the model and notifies the
perspectives of the changes. Perspectives are automatically kept in synch with
the model; A perspective may, for example, change selection parameters of the
model which would mechanically cause other perspectives to reflect the changes.

Images generated during the graph drawing stages are cached, as in-time im-
age generation may take unreasonably long and adversely affect user experience.
Memory requirements for storing the images may be very high, and hence images
are stored compressed. An alternative approach would be to rely on a customized
culling scheme under which only the elements in the visible region (intersecting
the viewport) are drawn, using fast rectangle intersection algorithms and other
computational geometry techniques.

For the 3D experiments we built an application with animation and simu-
lation processes running in separate threads, enabling us to adjust simulation
parameters such as step size while observing the effects in real time. Routes
are implemented as polylines and computed by iteratively displacing the joints
(mass points) under the sum of internal and external forces until the displace-
ments become negligible. Motion of mass points is considered to be in a viscous
medium and is therefore calculated under the assumption of F = mdx

dt . Segments
of the polyline are treated as strings with non-zero rest length to encourage an
even distribution of the mass points. At each step forces are scaled appropriately
to ensure there are no exceedingly large displacements. Once the visualization
scheme is fully understood we plan to base a perspective on it and make it an
integral part of Kimberly .

5 Future Work

Further experimentation is needed to address the labeling and animation of
graph transformations. We plan to use the same edge-routing algorithm to com-
pute trajectories for animation of graph transformations. An advantage of draw-
ing graphs in 3D is that edge intersections can always be avoided. But cognitive
effects of shading and animation on graph readability need to be further in-
vestigated. Although the extra-dimensional illusion is convenient for setting up
interaction, it is apparent that bare “realistic” 3D depictions are not sufficient.

Herman et al. [6] point out that while its desirable to visualize graphs in
3D because the space is analogous to the physical reality, it is disorienting to
navigate the embeddings. Our research suggests that highly structured 3D lay-
outs are more beneficial in this sense than straightforward extensions of the
corresponding 2D methods because they are less disorienting. While our layout
possesses axial symmetry, one can imagine a decomposition into spherical or
toroidal clusters. The authors of [6, 3] corroborate our conviction that there is
no good method for viewing large and sufficiently complex graphs all at once,
and that interactive exploration of a large graph is indispensable. A key issue is
how to take advantage of the graphics capabilities common in today’s computers
to increase the readability of graphs.
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Once the directed-graph browser has been integrated in the existing tool, the
next step would be to consider applications to other derivation-based methods.
Possible educational applications include grammars, as used for the specifica-
tion of formal languages. The current system focuses on the visualization of
derivation-based methods; future versions are expected to feature more exten-
sive feedback to a user during the derivation process.
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Abstract. In this paper, we describe the design and implementation of
a web-based electronic circuit simulation system named ECVlab. This
system combines technologies as rich client technology, XML, and circuit
simulation, and provides the user with vivid interface, convenient oper-
ation and powerful simulation capability. At the moment, ECVlab has
been implemented and successfully applied in an undergraduate course
in Zhejiang University and it was evaluated by undergraduate students.
Students made statistically significant learning gains as a result of using
ECVlab, and rated them positively in terms of improving operation ca-
pability, enhancing interests for digital circuit and offering opportunity
to inspire innovation and exploration.

1 Introduction

Nowadays, there is an increasing interest in web-based education for its promi-
nent advantages of system opening and resources reusability. At universities,
electronic circuit experiment is a vital part of higher education since it is a
valuable method of learning which gives a learner the feeling of involvement. It
can practice students’ operation ability and also provide a good opportunity for
them to put into practice what they’ve learned in class. And the learning process
can be best facilitated if tools and models are freely and widely available, not
just in the dedicated laboratories. Web-based simulation environments, combin-
ing distance education, group training and real-time interaction, can serve as a
good approach.

Simulation is a process, during which experiments are conducted on a de-
signed real system model for the purpose of understanding the behavior of the
system or evaluating various strategies for the operation of the system. The
power of simulation is the ability to model the dynamics of a real system and
to analyze the results [6]. Meanwhile, the availability and interactive nature of
web-based simulation serves as a good medium for students to experience the
complexity of collaborative work.

This paper is to present a web-based virtual laboratory system for electronic
circuit simulation (ECVlab). In this system, students can conduct experiment
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through web browser using virtual apparatuses like multimeter and equipments
like resistance and tolerance.

The rest of this paper is organized as follows. In section 2, we list some related
Web-based simulations. The design and structure of the vlab system is specified
in section 3. In section 4, we demonstrate an example of applying our system.
Later, an analysis of survey in undergraduate students is presented in section
5. Finally, in section 6, we draw conclusions of this work and point out some
directions of future work.

2 Related Works

Web-based simulation represents the combination of rapidly-developing internet
& multimedia technology and simulation science. The ability of web technologies
enhances the power of simulation in that web can service large simulation com-
munities and allow developers to distribute models and simulations to end users.
Since Fishwick [4] started to explore Web-based simulation as a new research
area in the field of simulation, many Web-based simulation models and support
systems have been developed.

Kuljis and Paul [2] introduced a variety of new technologies for discrete-event
Web-based simulation technologies and reviewed related environments and lan-
guages too. John C. Waller and Natalie Foster [1] designed a virtual GC-MS
(Gas Chromatography / Mass Spectrometry) by means of copying presenta-
tion of monitor to the screen. Students can operate this virtual instrument via
web and the real instrument can be used to take more valuable experiment.
Cheng K.W.E. et.al [3] demonstrated how a power electronics experiment is
programmed in a remotely controlled laboratory setup. Huang and Miller [5]
presented a prototype implementation of a Web-based federated simulation sys-
tem using Jini and XML.

Some of the above simulation systems operate the experimental equipment
through remote control and monitor by web-based tools. Due to the involve-
ment of real equipment, limitation of cooperation and risk of damaging certain
equipment still exist. The application of Java development tools and JavaBeans
technology are widely used in several simulation systems. However, the interface
developed by java applet is lack of intuitive and vivid expression. The major
contribution of our work is to design a rich client simulation system which is
totally independent of real experiment environment.

3 ECVlab System

3.1 Design Objectives

The ECVlab system is based on the project supported by a grant from the
National Key Technologies R & D Program of China. As an assistant experiment
education system which plays an important role in distance-learning, it should
be provided with characteristics such as relatively low requirement of system
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resources, powerful collaboration capability between user and server, platform
flexibility, high performance of transform and communication on internet and so
on. Furthermore, the system should provide students with real expression.

3.2 System Architecture

The ECVlab system uses an Browser/Server system architecture, which is shown
in figure 1.

Web Server

Application Server

Database Server

Simulator Engine

Users

XML Socket

PHP Module

UN
IXO

DB
C

Client: Web browser

( Flash Player plug in)

Server:

Apache+SPICE+MysQL

Fig. 1. ECVlab System Architecture

The server side runs on Linux system and can be divided into 3 parts: web
server, application server and database server. The web server is responsible for
user authentication, establishment of the virtual experiment framework, main-
tenance of user information; the application server manages the communication
with multiple online flash client users, transfers parsed or encapsulated data to
the spice simulator and return the results to client side. In ECVlab, information
about user and experiments are stalled in database server, while the simulation
logic is contained in application server.

On the server side, simulator engine plays an important roll in the whole
system and we utilize SPICE (Simulation Program with Integrated Circuit Em-
phasis) to meet our simulation requirements. SPICE is a general-purpose circuit
simulation program for nonlinear dc, nonlinear transient, and linear ac analysis
which enables server to simulate analog circuit and print output in ASCII text.

The client side consists of the web browser and the embedded flash. Flash is
a multimedia graphics program especially for use on the web. Compared with
Animated images and Java applets, which are often used to create dynamic
effects on Web pages, the advantages of Flash are:

– Flash loads much faster than animated images
– Flash allows interactivity, whereas animated images do not
– Flash can create a real scene , whereas Java applets can’t
– Flash edition 2004 supports the object-oriented technology which enables us

to develop powerful interactive web animation
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With these features, we use Flash to construct the virtual experiment envi-
ronment. More detailed discussion about the interface will be shown in section
4. When a user starts an experiment, the client side firstly logins to the server
through web browser and after certification, the user logins to the ECVlab sys-
tem. After entering certain experiment, virtual experiment environment down-
loads automatically from the web browser and runs. During the experiment
process, the environment consistently communicates with the application server
to exchange data and display the simulation results.

3.3 Communication Protocol

An expandable and flexible communication protocol between server and client
plays an important role in a well-designed web-based Vlab system. In our system,
the protocol is used to transport following information:

– 1) Information about experiment and user, such as user name and password,
experiment id and so on,

– 2) Parameters of components like value of resistance and apparatuses like
pace of oscillograph,

– 3) Simulation results returned from simulator engine.

We use XML to construct the communication protocol. XML is a markup
language for documents containing structured information and is designed to
describe data that allows the author to define his own tags document structure.
With this powerful data-exchange language, we can construct our own protocol
by defining tags related to parameters of apparatus and simulation results. The
form of ECVlab communication protocol is shown in figure 2.

The communication model of the ECVlab is shown in figure 3. The ECVlab
system can be conveniently layered into four abstract levels. When the circuit
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Fig. 3. Communication Mechanism of ECVlab

began to simulate, the circuit description file which contained circuit parame-
ters and control information was encapsulated in XML file and transferred from
interface layer to the data manage layer by socket. Later the submitted data
was transferred into the formatted data needed by simulator engine and created
a SPICE supported input file (.cir). After the simulator engine worked out the
results and stored them in a .out file, the data management layer was responsi-
ble for analyzing the output and encapsulating required information into XML
file similarly. Finally, the client converted the results into the form shown in
apparatus such as the waveform shown in oscillograph and the voltage value in
multimeter.

4 An Example of Using the ECVlab

We select one experiment of analog circuit in the undergraduate courses named
Operation Amplifier (OPAMP). Through this experiment, students learn to use
operation amplifier, resistance and capacitor to construct analog operation cir-
cuit and analyze the function of this circuit. In figure 4, the schematic diagram
of OPAMP is shown in a), and b) demonstrates the equivalent circuit built by
user in the virtual circuit environment.

Figure 5 shows a snapshot of the interface in ECVlab and demonstrates sim-
ulation results of the OPAMP. On the left hand, the system displays the tool
bar which contains buttons for different operations. When a user starts to con-
struct a circuit, he can add necessary components with appointed value to the
circuit from the tool bar. For example, in OPAMP, user can add one operation
amplifier and several resistances. After that, user needs to connect lines between
these components. ECVlab enables the user to add or delete lines from this vir-
tual circuit board freely and change the color of lines to differentiate between
each others. In order to modify the circuit parameters and obtain the results of
the experiment, user should use several apparatuses such as multimeter, oscillo-
graph, and signal generator. In our system, the user can choose which of these
apparatuses to be displayed on screen, and can zoom out or zoom in or move
around at will. Furthermore, all these virtual apparatuses are highly similar to
the real ones and the user can operate the buttons on them to modify parame-
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Fig. 5. Interface of ECVlab

ters of the circuit. On the right hand lists the guidance about this experiment,
the user can check it anytime during the process.

Once the circuit has been constructed, user can click the power button on
the left corner. The ongoing status and results sent back from server will be
displayed in related virtual apparatuses. As shown in figure 5, we can clearly
see the wave of the input signal and the amplified output signal on the screen
of oscillograph as a result of the OPAMP. If the user adjusts the parameters
of circuit or apparatus, for example, changes the signal frequency of the signal
generator, the displayed result will be refreshed in real time.

The ECVlab also provides the user with convenient load and save mechanism
to keep the status of the circuit which facilitates the experiment process a lot.
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5 Implementation

Presently, the ECVlab has been implemented and successfully applied to the
students as an undergraduate course in Zhejiang University. In order to evaluate
the effects, we conduct a survey among the students who have used the system
for a semester. According to the results, around 87% of the students think the
ECVlab is helpful to their study, concerning both theory and experiments. Figure
6 demonstrates the analysis of the survey about how does the ECVlab facilitate
in Electronic Circuit study.

59.7%

61.3%

67.7%

45.2%

0.0% 20.0% 40.0% 60.0% 80.0%

How dose the ECVlab facilitate your study in
Electronic Circuit class

A

B

C

D

Fig. 6. Analysis of the Questionnaire

From the histogram, we can see that around 45.2% students agree that the
ECVlab helps them to comprehend what they have learned from the class. Most
of them (67.7%) mention that by using the ECVlab, they can improve their ca-
pability of operation and experiment. While 61.3% students consider it as a good
way to improve their interests in digital circuit. Around 59.7% think the ECVlab
offers them opportunity to inspire innovation and exploration. Altogether, up to
95% students hold positive attitude towards the ECVlab.

6 Conclusions and Future work

Web-based education is becoming more and more popular. In this paper, we de-
scribed the design and implementation of a web-based Vlab system for Electronic
Circuit simulation. This ECVlab demonstrates not only a successful integration
of web servers, simulation servers, database servers, and flash-based client, but
also a successful exportation to the great potential of web-based Vlab in web-
based education. It can help the students to learn electronic circuit simulation
by using the following features:

– Real impression and easy operation of the experiment environment.
– Immediate execution of the simulation process and direct access to the re-

sults.
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– Viewing and editing the circuit template through convenient saving and
loading mechanism

– No harm to the experimental equipment compared with conducting in lab-
oratory.

The design and implementation of the ECVlab is open to improvement. The
virtual environment for digital circuit is under construction which is based on
the XSPICE simulator engine. The main difference between analog circuit and
digital circuit is the simulation mode. In digital circuit, the circuit state is in a
incessant mode and the simulator engine needs to continuously receive circuit
data and calculate the result, thus to design a arithmetic for incessant simulation
is essential to our future work. In the future we will also focus on developing the
performance of the system, to name a few:

– ECVlab management system including experiments management, online user
management and analysis of experiment results

– New load balancing algorithms based on load average, I/O statistics.

With rapid development of Grid computing and Web services in resent years,
we plan to add data grid and web services to the ECVlab in future.
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Abstract. In this paper, we present a visual-programming environment for 
teaching and research referred to as “MTES”. MTES(Multimedia Education 
System) is the system designed to support both lecture and laboratory 
experiment simultaneously in one environment. It provides tools to prepare on-
line teaching materials for the lecture and the experiment. It also provides a 
suitable teaching environment where lecturers can present the online teaching 
materials effectively and demonstrate new image processing concepts by 
showing real examples.  In the same teaching environment, students can carry 
out experiments interactively by following the online instruction prepared by 
lecturer. In addition to support for the image processing education, MTES is 
also designed to assist research and application development with visual-
programming environment. By supporting both teaching and research, MTES 
provides an easy bridge between learning and developing applications.  

1   Introduction 

Image processing plays important roles not only in the areas of object recognition and 
scene understanding but also in other areas including virtual reality, databases, and 
video processing[1][2]. With the growing demand for engineers with knowledge of 
image computation, the number of schools with undergraduate elective courses on 
topics related to image computation, such as image processing and computer vision, is 
increasing rapidly and many educators are trying to find an effective method of 
teaching such courses. Some faculties even tried to integrate the image computation 
problems into the core curriculum as examples. However, the image computation 
involves the image, which is difficult to describe verbally, and the theory is defined 
on the strong mathematical basis. In the previous studies on image processing 
education, researchers point out the followings [3]: 

- The image processing theory can be explained most effectively by visual 
means. 

- It is necessary to complement the theory with computer-based experiments. 
Some researchers found that the laboratory exposure before the theoretical 
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treatment begins is most effective. It helps students understand the theory 
more clearly and easily. 

- Hands-on experiment is essential to demonstrate the image computation 
concepts through examples. 

- Image processing industries want to hire the students exposed to extensive 
laboratory work to be prepared for real applications. 

The researchers also recommend to develop courses more accessible to students 
with computer science background who are more familiar with computer 
programming than applied mathematics, which is the basis of most image processing 
and pattern recognition theory. 

Taking these into consideration, many researches have been done to develop the 
teaching environment that many lecturer and students in the field of image 
computation want to have. Those researches can be divided into two groups. The first 
group is the library systems with simple execution tools such as menus and script 
languages. The library consists of visualization functions, basic image processing 
functions, and interface functions defined to access image data [2][4][5]. These 
library systems are designed to simplify laboratory experiment by providing basic 
functions frequently required for the experiment. However, these library systems do 
not provide the programming environment with which student can implement and 
analyze their ideas without writing complex programs. The researches in the second 
group tried to solve these problems by taking advantages of the general research tools 
[2][6-10]. These systems are designed to support research and education. They are 
equipped with simple programming tools, such as a visual-programming tool and an 
interpreter, and various image analysis tools. With those, users can easily write a code 
to test their idea. However, most of these systems are designed for idea verification 
not for algorithm development. The structures of image processing functions in those 
systems are not transparent to the users [2]. And none of these systems provide either 
the tools to prepare online materials for lecture and experiment or the tools to present 
them simultaneously in the same environment. 

In this paper, we propose a new visual-programming environment, referred to as 
“MTES”, supporting both lectures and laboratory for image computation. MTES 
provides lecturers tools to create and register viewgraphs for the lectures and the 
environment to present them to the students with real examples. It is also designed as 
an efficient environment for research and application development by supporting the 
development of true object-oriented algorithm in image processing, systematic 
algorithm management, and easy generation of application. 

To support easy creation of reusable image processing algorithms, MTES provides 
data classes with resources for essential image processing operations. With class 
libraries and online function management tools, users create an image processing 
software component that can be recognized as an icon on a function icon window. To 
promote the reuse of the user-defined functions, MTES provides an intelligent visual-
programming environment which allows users to create their own image processing 
applications by simply dragging functions from a function icon window and dropping  
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to a visual workspace. For the transparency of codes, the source code of the data class 
library and basic image processing functions pre-registered in MTES are open  
to users. 

 

 

Fig. 1. Overall structure of MTES 

2   Design of Visual Programming Environment for Teaching and 
Research of Image Processing 

The requirements for an ideal visual-programming environment for teaching and 
research have been studied by many researchers and some of them are summarized in 
the previous section. In this paper, we present a new visual-programming 
environment designed to best fit for those requirements. In the process of designing 
the system, we tried to meet the following goals. 

- Lecture should be given with real world examples supported by various 
analysis tools that can visualize the concept of the theory in the lecture. 

- Lecture and hands-on experiment for the lecture should be carried out 
simultaneously in the same environment. 

- Students should be able to easily program and test their algorithms. 
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- Students should be able to create new applications by making use of user-
defined functions and existing functions. 

- The environment should provide instructors an easy way to prepare and 
register lecture materials. 

- The environment should be easy to learn so as to minimize “learning 
overhead”. 

- The environment should support both research and teaching. 

The overall structure of the system, designed to meet the above goals is shown in  
Fig. 1. The proposed system can be divided into three parts: education module, 
algorithm generation and management module, and algorithm execution module. The 
education module provides instructors tools to generate the teaching materials for 
both lecture and laboratory experiments. The lectures and experiments are tightly 
integrated. The algorithm generation module enables user to create reusable user-
defined functions by making use of commercial compiler and the image class library, 
which is defined to generate sharable image processing algorithm. The user-defined 
functions can be registered and maintained with all the information necessary to make 
reuse of them. The algorithm execution module executes user-defined functions and 
pre-registered basic image processing functions. In MTES, all the functions are 
represented as icons organized as a hierarchical tree. The functions are executed 
individually by menu or in a group by using the visual-programming environment.  

3   Education Module 

To provide students the best image processing education, the teaching material 
consisting of the lecture viewgraphs, examples, and hands-on experiments should be 
integrated to an e-book and presented to students interactively. The educational 
environment is divided into two parts: a lecture generation module and a learning 
module. The lecture generation module provides instructors the tools necessary to 
create the interactive teaching material. The learning module enables students to study 
new theory with the on-line lecture viewgraphs, interactively follow through the 
examples, and implement a new algorithm and apply it to solve real world problem. 

To create the integrated teaching material, a lecturer prepares lecture viewgraphs 
and examples separately by using the commercial software of viewgraph generation 
like MS-PowerPoint and MTES’s visual-programming tool. And then integrate them 
in the form of an e-book as shown in Fig. 2. MTES provides the functions necessary 
for the integration as shown in the pop-up menu in Fig. 2. 

The teaching material may have the structure of the conventional paper-based 
textbook as shown in Fig. 2. However, a chapter is defined to cover one week of class 
work.  Each chapter consists of lecture, example, and practice all of which can be 
covered in a week.  Fig. 3 shows a lecture screen with the example menu activated. 
Student and instructor go through the viewgraphs to study a new topic and then 
students can carry out experiments interactively by either selecting an example on the 
example menu or a practice problem on the practice menu. 
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Fig. 2. Lecture screen with the command menu Fig. 3. Lecture Screen 

 
Fig. 4. Laboratory Experiment Screen 

 

In the experiment mode, MTES displays one or more of the following three 
windows: instruction window, visual-programming window, and MS Visual Studio. 
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The instruction window displays viewgraphs showing the detail procedure of the 
experiment to guide the experiment as shown in Fig. 4. The visual-programming 
window loads the visual program that will be needed in the experiment. For the 
experiment involving the programming of new algorithms, MTES activates the Visual 
Studio loaded with the source code that includes all the codes except the main body of 
the algorithm. Student can complete the program by typing the main logic of the 
algorithm, compile, and execute it with the visual program loaded in the visual-
programming window. By taking the burden of writing the house-keeping code, 
which dealing with the image I/O and memory management, out of students, they can 
concentrate all their efforts on developing the logic of image processing algorithm. 
Users can take advantage of MTES’s algorithm-development environment to create 
and test user-defined functions. They can write their own image processing 
algorithms by using the commercial compilers such as MS visual C++. And generate 
a new application program by combining them with the functions registered in the 
function database in the visual-programming environment. The result of the 
application program is analyzed by using various image analysis tools in the system. 
For instructors, this mode could be used to demonstrate new image processing 
concepts with real examples before the theoretical lecture begins. 

In MTES, the experiment is divided into “example” and “practice”. The example 
guides a student step by step until he reaches the result. However, the practice 
presents the problem description and essential information to solve the problem and 
let the student do the rest. 

4   Algorithm Generation and Execution Module 

To support both education and research, MTES allows users to create their own 
functions by using commercial programming compiler such as Microsoft Visual C++ 
and accumulate them systematically for reuse. To simplify the generation and 
management of sharable user-defined functions, it provides the library of image-data 
class, which provides resources for essential image processing operations, and the 
algorithm manager that handles the registration and management of user-defined 
functions. The algorithm manager maintains not only the function library but also the 
information necessary for the reuse of the functions.  

Fig. 5 shows the user interface of the algorithm manager. Through this interface, 
we can define a new function by inputting the name and parameters of the function to 
be defined. We can also register the help file required for the online help generation, 
the visual program needed to test the function, and the source code of the function. 
The visual program is displayed as a button on the online help window. User can test 
the function by simply clicking the button. 

When the registration procedure is completed, the system registers a new function 
icon on the function database and creates a project file consisting of a source file and 
header file to generate the DLL file for the function. The function will be ready as 
soon as we fill in the main body of the source code and compile. If we want to modify 
the function later, we can reload the source code by selecting the function on the 
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function icon window and execute a modify command on the pop-up menu. It will 
reload the project file for the function. All that we need to do is “modify and 
compile.” 

 

Fig. 5. Function Registration 

 

 

Fig. 6. Function DB Window Fig. 7. Compatibility Checks 

The command(function) DB window of visual program displays the list of basic 
commands and I/O commands for visual programming as shown in Fig. 6. The visual-
programming window is the workspace that allows users to create image processing 
applications by connecting visual command icons and user-defined function icons in 
the function window. Unlike most of existing visual-programming environment, 
which troubleshoots parameter compatibility in run time, the proposed system 
troubleshoots the parameter compatibility while connecting icons for programming. 
This allows less chance of error in run time. Fig. 7 shows the highlighted input nodes 
compatible for the output node to be connected. 
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5   Conclusions 

In this paper, we present a visual-programming environment for image processing 
that supports both research and education. It helps lecturers to generate online 
teaching materials consisting of viewgraphs for a lecture and the direction of the 
experiments needed for the lecture. The system also provides a suitable teaching 
environment to present the lecture and experiment simultaneously in the same 
environment.  

This system has been used to teach graduate and undergraduate image processing 
courses in over 13 universities in Korea. From our experience in using this system in 
teaching image processing courses for last 4 years, we found that it helps students to 
understand complex image processing concepts by showing real examples during the 
lecture. It also helps them to be well prepared for real world image processing 
applications by integrating the hands-on experiment to the lecture. 
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Abstract. This paper presents an implementation of a technique for automated, 
rigorous scientific program comprehension and error detection.  The procedure 
analyzes fundamental semantic concepts during a symbolic execution of a user’s 
code.  Since program execution is symbolic, the analysis is general and can 
replace many test cases.  The prototype of this procedure is demonstrated on two 
test cases including a 5k line of code (LOC) program.  Although this technique 
promises a powerful tool, several challenges remain. 

1   Introduction 

As scientific computing matures, a lingering problem is the manual nature of code 
development and testing.  Arguably, the underlying issue is code semantics—the what, 
why, and how of computer code—and how to automate recognition of code (perhaps 
even synthesis) thereby reducing the time and effort of code development, testing, and 
maintenance.  Certainly, code developers can manually translate between their code 
and classical mathematical and physical formulae and concepts (with reasonable 
reliability).  However, formalization and automation of this process has not occurred. 

To address these concerns, this paper reports on an effort to formalize and 
automatically analyze these scientific code semantics using symbolic execution and 
semantic analysis.   

The thesis of symbolic execution is that the semantics of a programming 
language’s construct (the variables, data structures, and operators) can be faithfully 
represented symbolically.  Further, this symbolic representation can be propagated 
during an execution of the code to provide a general and rigorous analysis.   

However, symbolic execution of program statements generates symbolic 
expressions that will grow exponentially—unless simplified.  Here semantic analysis 
simplifies these expressions by recognizing formulae and concepts. Semantic analysis 
stores and recognizes the classical mathematical, logical, and physical concepts and 
notation that code developers and engineers are familiar with. 

The concept of symbolic execution was introduced by King [1] in 1976.  In a 
review article, Coward [2] suggests symbolic execution has languished due to the 
difficulty of implementation, and cites four problems: 
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1) evaluating array references dependent on symbolic values,  
2) the evaluation of loops where the number of iterations is unknown,  
3) checking the feasibility of paths: how to process branch conditions dependent on 

symbolic expressions, 
4) how to process module calls: symbolically execute each call or execute once and 

abstract,  

Code semantics have been the focus of some work [3,4,5] including the use of an 
ontology and parsers for natural language understanding [6].  Petty [7] presents an 
impressive procedure where—during numerical execution—the units of variables and 
array elements are analyzed.  The procedure can be easily applied to a user’s code; 
however the numerical execution results in high wall-time and memory requirements. 

This symbolic execution / semantic analysis procedure is not only intellectually 
appealing as a formalism; it can be fast and very general!  Human programmers analyze 
code at approximately 0.5 LOC per minute; symbolic execution runs 
quickly—approximately 1000 times faster than a human—often faster than 
numerically executing the code itself!  The procedure is general and rigorous because it 
uses the abstraction of symbols—not numbers; a single symbolic analysis can replace 
testing with a suite of conventional test cases.  In Code 1, for example, if the search 
fails, a memory bounds error occurs.  Symbolic execution detected this error, but 
numerical execution would require a specific set of inputs before this error occurred. 

Code 1: Analysis detects how the search failure results in a memory access error 

   Dimension array(100) 
   … 
   Do 10 I = 1, 100                 
   If ( test_value .le. array(i) ) goto 20  
10   Continue                 
20   value = array(I) 

Symbolic execution / semantic analysis is not without challenges, and in the 
following sections, the symbolic execution procedure is explained, key problems and 
solutions are presented, and results are demonstrated including results for a 5k LOC 
scientific code.   

2   Symbolic Execution/Semantic Analysis Procedure   

This symbolic execution / semantic analysis procedure has two preliminary steps.  
First, the user makes semantic declarations (1) that provide the fundamental semantic 
identity of primitive variables in the code including any program inputs.  

                                              A <= acceleration, m/s2;                                              (1) 
                                              M <= mass, kg; 

 Second, a parser converts the user’s code and semantic declarations into a tree 
representation in a language independent form.  Symbolic execution / semantic analysis 
start from this basis. 
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2.1   Symbolic Execution 

Symbolic execution is similar to the ubiquitous numerical execution.  In both cases 
statements from the user’s program are executed.  However, instead of loading into 
memory numerical values of variables, a symbolic execution emulator uses symbolic 
values that describe the variables.  This emulator takes statements from the user’s 
program, performs the operations on these symbols, and generates symbolic 
expressions.  This symbolic execution emulator has a prescribed action or response to 
each operation encountered in a user’s program, including +, -, *, /, **, array 
references, logical operators and loops.  Table 1 contrasts numerical and symbolic 
execution. 

 
Table 1. Comparison of numerical and symbolic execution for code statements.  For numerical 
execution, the input file contains “4 5”; the semantic declarations are (1) 

Code 
Statement 

Numerical 
Execution 

Symbolic Execution/ Semantic 
Analysis 

READ M, A Place 4 into M, 
5 into A 

Attach Semantic Declaration to 
Instance of M and A;  

Ignore input file 

B = M Transfer Number 
Value Transfer Symbolic Value 

M * A Calculate 4 * 5 
Form “mass * acceleration”, 

“kg * m/s2”, and attempt 
simplification by semantic analysis 

If (A.eq.5) then 
B=5 

A.eq.5 is True, 
so 

Transfer 5 to B 

Form “A.EQ.5  5 | B” 
and attempt simplification by 

semantic analysis 

2.2   Semantic Analysis 

As statements are symbolically executed, the generated symbolic expressions become 
larger—unless they are simplified.  The role of semantic analysis is to recognize and 
simplify the fundamental mathematical, logical, and physical formulae used in these 
expressions.  Here, parsers [8,9] are used to recognize formulae in expressions and 
simplify them.  For example, the physical formula “Force = Mass * Acceleration” is 
one of many formulae encoded in one expert parser.  If the parser examines the 
expressions in Table 1, it will recognize “Mass * Acceleration” and replace it with 
“Force”.  More details of how formulae are recognized in parsers are given in [10].   

Semantic analysis is not only a vital simplification tool for successful symbolic 
execution; symbolic representations exist for many semantic aspects of scientific and 
engineering code, including units, dimensions, vector analysis, and physical and 
mathematical equations.  Table 2 provides a comprehensive list. 
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Table 2. Scientific semantic properties analyzed by the procedure, including sample equations 
and number of parsers 

Property Analyzed Sample Equation Parsers 
Physical Equation force ⇐  mass * accel 3 

Math Equation Δφ ⇐  φ - φ 5 
Logical Expression φ ⇐  If (True) φ else θ 2 

Value / Interval [1,50] ⇐ [0,49] + 1 2 
Grid Location φi ⇐  φi+1 + φi-1 4 

Vector Analysis φ⋅φ ⇐ φx
2 + φy

2 + φz
2 1 

Non-Dimensional φ/A  ⇐  χ/A  +  ϕ/A 1 
Dimensions L  ⇐  (L/T)  *  T 1 

Unit m  ⇐  m/s  *  s 1 
Object fluid ⇐ fluid * anything 1 

Data Type Real ⇐ Real * Integer 1 

3   Symbolic Execution of Array References, Loops, and Conditional 
Statements 

Coward [2] noted that array references, loops, and conditional expressions are a 
challenge in symbolic execution.  The challenge is that execution of these constructs 
depends on the numerical value of variable(s).   For example, while numerical 
execution of an array evaluation involves retrieving a value at a known numerical 
index, symbolic execution only knows what is symbolically possible for the index and 
must retrieve array elements within the corresponding range of index values.   

Symbolic execution requires more complex analysis than for numerical execution, 
however advantages exist.  The principle advantage is greater generality and 
rigorousness.  The following three sections will pursue this issue for array 
representation, loops, and logical expressions. 

3.1   Array Assignments and References   

Code 2 demonstrates symbolic execution of a simple loop.  After symbolic execution, 
the array A is represented as in Figure 1 where symbolically identical array 
elements—the fourth through Nth (and 2nd,3rd and N-1st to 100th)— have been grouped 
together, while the first array element has not. 

Code 2. Simple Loop shows how loops and array references are symbolically executed 

       Integer  A(100) 
       Read  N 
       A(1) = 5                   
       Do 10 i=4,N  
          A(i) = 1 
10    continue 
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Fig. 1. Symbolic representation of the array A after execution of Code 2. Undefined values are 
diagonally shaded; array values are in bold; array indices are above 

This grouping of symbolically identical array elements uses an ontology for array 
indices; the ontology entities are shown in Table 3.  In Code 2, scientific code 
developers will easily recognize that the array variable “i” is a Counter, variable “N” is 
a Number. 

Table 3. Entities in the Array Index Ontology.  All are integer valued 

Index Entity Role of Index Entity 

Integer Constant A Known,  Unchanging Value 
Number A Variable: Unspecified, Unchanging Value 
Counter A Variable: Taking on all Integer Values in a Range 

Compressed Counter  Scalar Representation of Counters for Multiple Array Indices 
Enumeration A Product of Integer Constant and Number Expressions 

Offset Delineates Multiple Arrays Stored in 1-D Array 
Offset Index Offset plus Compressed Counter 

Index Number A Variable: Unspecified, Unchanging Value, in a Range 
Compressed Index 

Number 
Scalar Representation of Index Numbers for Multiple Array 

Indices 

These index entities organize an array’s representation.  To evaluate an array 
reference, the procedure compares the array indices—symbolically—with the index 
entities that bound the groupings in the array representation.  For example, to reference 
A(N+1) in Figure 1, the procedure compares N+1 with 1, 2, 4, N, and 100, and 
concludes A(N+1) is in the final grouping of array entries from N+1 to 100. 

Not only does the grouping of symbolically identical array elements use memory 
efficiently, it eliminates duplicate analysis.  Where loops apply an identical operation 
over large parts of an array—as is so common in scientific computing—the semantic 
analysis is reduced to one analysis of an array assignment or reference.   This is the 
principle reason why symbolic execution / semantic analysis can be faster than 
numerical execution of the same code! 

3.2   Loop Evaluation 

Loop evaluation is a further hurdle in symbolic execution.  The issue is whether 
dependencies exist between loop iterations.  Often no dependencies exist between 
iterations, and straight line symbolic execution is possible.  If dependencies do exist 
between loop iterations, an attempt is made to use Mathematical Induction to deduce 
values. 

1 2 N     100 

5 1 

4
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3.3   Conditional Expressions 

Symbolic execution of conditional expressions is a challenging issue since symbolic 
values in the condition force the examination of each block of conditional code.  The 
current procedure symbolically executes the statements from each possible code block.  
Then, for each variable, the procedure forms a conditional expression that is valid 
following the conditional expression.  This expression is propagated through the 
following code.  

3.4   Subroutine Calls 

The current procedure deals with routine calls by symbolically transferring call line 
parameters and global variables to a child symbol table, and then symbolically 
executing the routine.  Upon completion of the routine, call line parameters and global 
variables are updated in the parent symbol table. 

In the test cases studied, repeat calls to routines were not excessive—since routine 
calls within loops are executed once or a few times.  In principle, symbolically identical 
routine calls need not be repeated, but this feature has not been implemented yet. 

3.5   Speed of Symbolic Execution/Semantic Analysis  

The wall time requirements for symbolic execution of a code are fundamentally 
different from the wall time requirements of numerical execution.  Two opposing issues 
influence the wall time—and decide the economics—of symbolic execution.   

First, symbolic execution is considerably more expensive than numerical 
execution on an operation by operation basis.  Numerical execution of “A*B” includes 
memory accesses and a floating point operation—usually within optimized software 
and hardware.  Symbolic execution of “A*B” includes constructing a data structure 
representation of the expression, and its examination by several expert parsers. 

Second, the computationally demanding parts of scientific codes are usually the 
iterations of code within loops.  Yet, in symbolic execution of a loop, symbolically 
equivalent (and numerically different) iterations can be grouped together and analyzed 
once.  Consequently, symbolic execution is very attractive for loop intensive code.  In 
particular, symbolic execution can be faster than symbolic execution for loop intensive 
code.  Conversely, codes with fewer loops can execute more slowly symbolically than 
numerically. 

4   Demonstration of Results 

This symbolic execution / semantic analysis procedure has been developed and tested 
with two codes.  

COMDES is a 1-dimensional aerodynamic design code written in FORTRAN77 
with extensive use of aerodynamic formulae, relatively less use of mathematical 
formulae, and minimal use of subroutines.  Symbolic execution completes successfully 
with 100% semantic analysis of units (Table 4). 

STAGE2 is a 5k LOC, 2-dimensional computational fluid dynamics (CFD) code that 
solves turbulent, aerodynamic flow over compressor blade sections.  Written in 
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FORTRAN77, it is aggressively coded and makes extensive use of mathematical 
formulae, loops, array references and assignments (compacting multi-dimensional 
arrays into a 1D array, and multiple blocks of data into a 1D array), conditional 
expressions, and routine calls.  The symbolic execution and semantic analysis of units 
completes almost completely.  Details are shown in Table 4.  For realistic grids and 
number of iterations, the resulting loop sizes make symbolic execution much faster 
than conventional numerical execution. 

Table 4. Current performance results for the semantic analysis program’s analysis of two test 
cases.  Max. memory is the gross memory required to represent and retain all local and global 
semantic information during the semantic analysis; the executable size is 5.0 MByte.  
Calculations performed on a PC with a Pentium 4 2.2 GHz processor with 512 MByte of RAM. 
The analysis results reflect the semantic analysis code’s quality and not the quality or ability of 
the tested codes 

Code Lines (k 
loc) 

Semantic 
Declarations 

Symb Exec Wall 
Time (s) 

Unit 
Recognition 

Rate (%) 

Statements 
Executed (k)

Max 
Memory 
(MBytes) 

Comdes 0.4 42 15.1 100. .5 5.5 

STAGE2 4.9 87 199.4 93.9 8.2 65.3 

5   Discussion 

5.1   Semantic Complexity 

Refinement of this symbolic execution / semantic analysis procedure revealed 
increasingly complex semantic concepts corresponding to aggressive programming 
techniques.  For example, array indices were encountered that store a 
multi-dimensional array in a 1D array, and store multiple blocks of data in a 1D array.   

This observation poses several questions: “Is the population of semantic concepts 
used in code limited or bounded?”, “Does clear, well written code use only a bounded 
set of basic semantic concepts?”, and “What are the limits on human programmers’ 
knowledge, comprehension, and reliability?”  

5.2   Inference Chains and Recognition Reliability 

Reliability is a big challenge for symbolic execution.  Recognizing and simplifying one 
expression depends on successfully recognizing and simplifying preceding 
expressions; conversely, failing to recognize one result usually prevents any further 
recognition.  For example, in Code 2, a failure to locate and assign to A(1) 
compromises the remainder of the analysis.   

This dependency is called the inference chain or inference tree.  A code’s inference 
chains can be exceedingly long.  In COMDES, chains as long as 140 inferences have 
been measured, and the longest chains in STAGE2 are probably at least an order of 
magnitude greater.  As code size and number of inferences increase, the chance of a 
recognition failure also increases and reliability decreases. 
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5.3   Problem Difficulty 

The difficulty of implementing symbolic execution / semantic analysis is a further 
challenge.  Complete symbolic execution of the STAGE2 code involved previous work 
[10] plus a large extension effort that was completed (part-time) over 3 years.  
Achieving symbolic execution of the next code is easier, but still a major effort.  The 
expectation is that refinement efforts accumulate so that development time drops for 
each successive user’s code until closure is reached. 

6   Conclusions 

This work demonstrates that rigorous, automated symbolic analysis of scientific code is 
possible with a formalization of code semantics.  Further, this work reveals the 
challenges of symbolic execution / semantic analysis, in particular, semantic 
complexity and recognition reliability. 

Lastly, this work emphasizes the fundamental role of semantics in software, and 
how this role has been obscured by our contentment with manual software 
development. 
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Abstract. This work is motivated by the need to reconsider the meth-
ods for the analysis and design of air transportation networks in order
to meet increasing demands in the face of the current hub-and-spoke
network near-saturation. In the late 1990s a number of researchers no-
ticed that networks in biology, sociology, and telecommunications exhib-
ited similar characteristics unlike traditional random networks. Three
properties—small-world, power law, and constant clustering coefficient—
describe what are now most commonly referred to as scale-free networks.
How do scale-free networks form? It is well documented that a network
generated by adding nodes and edges preferentially will be scale-free.
Are there other mechanisms? Why do networks organize themselves in
this way? What causes a scale-free network to degrade? The focus of our
research is to understand what drives a collection of nodes to organize
as a scale-free network. Furthermore, once a network is scale-free what
disrupts this apparently natural structure. To answer these questions we
build a discrete-event simulation, nominally of an air transport system.
The simulation is written in C.

1 Introduction

The approaching saturation of the existing U.S. hub-and-spoke air transporta-
tion system is the source of growing interest in methods for the analysis and
design of transportation architectures. The ambitious goals for the development
of the next generation air transportation system set out by the Joint Planning
and Development Office1 require re-thinking about the nature of dynamic net-
works that have evolved over time rather than appeared through a centralized,
planned design activity. The hub-and-spoke air transportation system is a scale-
free network of a certain kind [7, 6]; hence our interest in the nature of scale-free
networks.

� The first author gratefully acknowledges the support of the NASA-NFFP program.
1 http://www.jpdo.aero/site content/index.html
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How and why do scale-free networks form? What causes a scale-free network to
degrade? Part of the difficulty in answering these questions is limited understand-
ing of the essential properties of scale-free networks. The relatively young litera-
ture (nearly all of the references are in the last seven years) on scale-free networks
has primarily focused on three properties—average shortest path lengths, cumu-
lative degree distributions, and clustering coefficients—to define these networks.
However, it is as yet unclear whether or not these are the necessary and sufficient
ingredients or are merely byproducts of some other unknown mechanisms.

Given the ubiquity of scale-free networks in nature and technology, as well
as their desirable and undesirable properties, one would like to know whether,
in some sense, this is the best possible structure a network can attain. If so,
this has profound implications for the present (nearly) scale-free structure of air
transportation networks: does the small number of hops between any pair of
airports and clustering that lead to high connectivity and robustness to random
attacks necessarily entail vulnerability to targeted attacks? Can one preserve the
desirable properties of scale-free networks without the drawbacks? How can one
increase the scalability of the current system in terms of its expandability? These
are just a few questions we are attempting to explore in simplified networks in
anticipation of dealing eventually with more realistic transportation systems.

Several books have been dedicated to the topic of scale-free networks, includ-
ing the popular books Linked by Barabási [4] and Six Degrees by Watts [14].
In addition, a number of excellent review articles exist including Newman [11],
Strogatz [13], Albert and Barabási [1] and Dorogovtsev and Mendes [5]. These
review articles contain hundreds of references. We note, as have many other au-
thors, that networks whose cumulative degree distributions follow a power law
are not new. One early example is Milgram’s [10] work with acquaintance net-
works in the United States which led to his conclusion there were six degrees of
separation among the individuals studied. However, the early references to net-
works following power laws are small in number when compared to the current
explosion in interest.

In the next section we describe key properties of scale-free networks as well
as computational mechanisms that can be used to generate two types of cu-
mulative degree distributions observed in real networks. Section three examines
the structure of simulated networks for a generic air transport systems. Section
four provides results for a mechanism that degrades the power law of the degree
distribution for scale-free networks.

2 Properties of Scale-Free Networks

Table 1 provides a summary of essential characteristics of four real networks.
The interested reader is referred to Newman [11] for a more exhaustive table.
The column labeled C(1) records one type of clustering coefficient—the number
distinct paths of length two in triangles (three times the number of triangles)
divided by the total number of distinct paths of length two in the network.
For random networks clustering coefficients are known to approach zero as the
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Table 1. Basic statistics for four published Networks

Networks Nodes Edges AvgDeg AvgSPD C(1)

protein 2,115 2,240 2.12 6.80 0.072
Internet 10,697 31,992 5.98 3.31 0.035

film actor 449,913 25,516,482 113.443 3.48 0.20
Altavista 203,549,046 2,130,000,000 10.46 16.18 —

number of nodes grows large. The expected C(1) value if the film actor network
were randomly constructed is .000252. The Table 1 value of 0.20 is three orders
of magnitude larger. Column 5 lists the average shortest path lengths for the
networks in Table 1. The value of 16.18 for the Altavista world wide web network
means that Altavista web pages are on average 16 clicks away even though there
are potentially 2.1 billion edges to traverse. If the average shortest path length
scales logarithmically or slower with the number of nodes in the network then
it is called a small-world network (see Watts [14]). The natural logarithms of
the number of nodes for the networks listed in Table 1 are 7.66, 9.28, 13.02
and 19.13 respectively. Consequently, all networks listed in Table 1 exhibit the
small-world property. However, this property alone does not capture the essence
of scale-free networks as traditional random networks are also small-world. The
average degree of each network is recorded in column 4. The average degree can
be used to estimate the clustering coefficient when the number of nodes is large.

The tail of the cumulative degree distributions for a scale-free network follows
a power law. This is easiest to see if P (k) versus k is plotted on a log-log scale.
If the tail follows a power law the graph of the tail will be a line on a log-log
scale and the slope of the line is the exponent of the power function. If instead
the tail follows an exponential law then a log-linear plot will be nearly linear.
Both types of behavior have been observed in real networks. Networks grown by
adding nodes and edges via preferential attachment are known to follow a power
law. Researchers [12] have noted, however, that preferential attachment does not
adequately explain large clustering coefficients.

Why do the degree distributions of some networks follow an exponential law
rather than a power law? A network grown by adding nodes one at a time with
edges placed between the new node and existing nodes by selecting the nodes
closest, with respect to Euclidean distance, to the new node. Networks formed is
this way are shown in [9] to follow an exponential law. Consequently, one partial
answer to the above question is that the actual distances between nodes (not
just the number of edges) play a critical role in the formation of exponential
tails. A real network with an exponential tail is the power grid of the Western
United States (see [11] page 187).

3 Simulated Networks for an Air Transport System

Air transportation networks have been analyzed in [7] and [6]. These authors
show that the world-wide air transport system is a scale-free network although
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the cumulative degree distribution follows a truncated power law. It is speculated
that the truncated effects are due to capacity restrictions at the airports. The
network modeled in [7] and [6] consists of 3, 883 cities (airports in the same city
are aggregated) and 27, 051 distinct city pairs having non-stop connections. One
might have expected the cumulative degree distribution to have an exponential
tail as did the U.S. power grid since the distance traveled by aircraft would seem
to be a critical component. In fact, prior to the deregulation of the U.S. air
transport system in 1978 air fares were closely tied to the distance traveled (see
[3]). After deregulation fares for short-haul flights increased while denser markets
for long-haul fares dramatically decreased. Consequently, distance traveled is no
longer the primary mover in the U.S. air transport network. In contrast, Amaral
et al. [2] analyze a network of world airports and conclude that the cumulative
degree distribution follows an exponential distribution. However, the authors of
[2] did not have access to the number of distinct flights between cities but rather
the number of passengers in transit through each airport. The number of airports
examined in [2] is not given.

The goal of our discrete event simulation is to answer two questions. What
gross topological features trigger a set of nodes to organize as a scale-free net-
work? What causes a scale-free network to degrade to some other network struc-
ture? We are not concerned with modeling the precise operational details of
aircraft routing and scheduling (see [8]) but rather the gross level network struc-
ture and how it arises.

Our simulation begins with a set of randomly generated points on a 5000
by 5000 unit square. Each point is assigned a weight generated from a statis-
tical distribution. We think of the points as cities and the weights as relative
population measures. We consider the entities that drive the simulation to be
indistinguishable aircraft. The computational results reported here model 1000
cities and 2000 aircraft. Initially each aircraft selects one of the cities as an orig-
ination node (O) and one as a destination (D) node. If the Euclidean distance
between O and D is larger than some user specified threshold then the flight
route must go through an intermediate city (H for hub). H is selected from a set
of candidate cities as the one with minimum total weighted travel distance (O
to H to D) for all combinations of H with O and D. Each plane is assigned a
normally distributed speed with mean 400 and a standard deviation of 20. The
travel time is the travel distance divided by the speed. In addition there is a
fixed time parameter that can be set to add a constant to each route to reflect
time on the ground. When a simulated flight is completed a new O/D pair is
selected. The simulation begins by scheduling an arrival for each of the 2000
planes.

During the simulation three pieces of data are collected. The number of times
a given city is selected as an O, H, or D (called the hit distribution) and the
number of times a flight leg is traversed between each possible pair of cities. If
there are n cities then there n(n − 1)/2 possible flight legs. Lastly, the number
of times each city is a part of a distinct flight leg is recorded (called the degree
distribution). Upon completion of the simulation a log-log plot of both the cumu-
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lative degree and hit distributions are plotted. If the tails of either (or both) are
roughly linear then there is evidence that the underlying network is scale-free.
If neither of the cumulative distributions follow a power law then there is no
need to compute the average hop length and clustering coefficient. Statistics are
not collected until after an initial warmup period to avoid the transient startup
behavior.

Each simulation must specify the population distribution for the cities and
the placement of the cities on the square grid. We experimented with two grid
placements for the cities. The first follows a uniform distribution and the sec-
ond follows a beta distribution. Sampling from Beta(0.5, 0.5) for the x and y
coordinates of each city pushes the cities closer to the boundaries of the square
region imitating the clustering effects of cities near coastal boundaries (see Fig-
ure 1a). Several different population distributions were tested. For example, the
1000 cities were divided into three distinct population sizes–small, medium and
large. Fifty-six percent of the cities were small with populations drawn from a
normal distribution with a mean of 200 and a standard deviation of 5. Thirty-
two percent of the cities were medium with populations drawn from a normal
distribution with a mean of 600 and a standard deviation of 20. Lastly, twelve
percent of the cities were large with populations drawn from a normal distri-
bution with a mean of 1800 and a standard deviation of 80. The simulation
selects origin and destination nodes preferentially based upon population size.
Once the origin is selected candidate nodes for the destination must meet a user
specified minimum distance threshold. Hubs were not part of these simulation
experiments. Consequently, all routes are point to point. We found no examples
in which the cumulative degree or hit distributions followed a power law. Fur-
ther experimentation resulted in the assignment of a fitness value to each city.
Initially all cities have a fitness of 1.0. Each time a city is selected as O or D its
fitness is increased by 10 percent. After a certain amount of simulated time the
fitness values follow a power law.

Next, we began a new series of simulation experiments by assigning fitness
values following a power to each city as part of the initialization procedure. In
addition the 100 most fit cities (out of 1000) were identified and set aside as
potential hubs. During the simulation routes are selected point to point if the
distance between origin and destination is less than a user specified threshold
(recall that O/D pairs already must meet a minimum distance threshold). If the
O/D distance is larger than the threshold then the route must travel through
one of the 100 candidate hubs. The hub candidate list is further restricted by
removing any hub cities that are too close to either the origin or the destination.
Among the remaining hubs, the city that minimizes the O-H-D route distance
weighted by (1+ log (hub fitness))−1 is selected. The origin is selected as before,
preferentially based on population, but the destination selection includes the
fitness information. That is, destinations are selected preferentially based on
the fitness weighted population values. For all population distributions tested
the resulting cumulative degree and hit distributions followed power laws. For
example, if the population of every city is normally distributed with a mean of
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400 and a standard deviation of 20, the city locations are uniformly distributed,
and all routes are point to point (no hubs) then the resulting cumulative degree
distributions follows a truncated power law and the hit distribution follows a
power law.

As we add the more realistic small, medium and large population center dis-
tributions, the beta distributed city locations, and allow hubs to part of the
route structure both the cumulative degree distribution and hit distribution fol-
low power laws. Clearly the power law distribution of the fitness values is the key
to observing power law behavior for the cumulative degree and hit distributions.
There are a variety of interpretations of these fitness values. For example, highly
fit cities may be viewed as popular final destinations, or popular jump off points
for cheaper fares to other locations.

The next two figures capture several key features of the simulated scale-free
network. Due to space limitations we provide only one example. Figures 1(a)
and 1(b) are associated with output from the simulation model in which the
power law fitness values are input values. The x and y coordinates of the cities
are generated with Beta(0.5, 0.5)∗5000.0 and the cities population values follow
the normally distributed small, medium and large values discussed earlier. Hubs
are allowed to form and roughly 72% of the routes chosen make use of a hub.
The remaining routes are point to point. Both hubs and destinations take into
account fitness information in the selection process while the origins are selected
preferentially based on population. About 68, 000 flight routes are simulated in
one run.

Figure 1(a) shows the geographical locations of each of the 1000 cities. No-
tice the clustering near the boundaries due to the beta distribution. The green
triangles are placed at cities whose degree values are small. The blue circles are
placed at cities whose degree values are average while the 15 red squares are
placed at cities whose degree values are quite large. The red square labeled with

Fig. 1. 1000 cities—(a) Spatial degree dist.; (b)cummulative degree dist
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a 1 in figure 1(a) is the largest degree node while the red square labeled with an
8 has the eighth largest degree. If figure 1(a) were plotted for the hit distribution
the red square with an 8 would have a 2. That is, the eighth largest degree node
had the second largest number of flights routed through it. This observation is
in the same spirit as found in [7] where it was observed that the highest degree
nodes were not necessarily the most critical for maintaining the network struc-
ture. Figure 1(b) displays the cumulative degree distribution on a log-log scale.
It is easy to see that the tail of the plot is fit well by a linear function. The
log-log plot of the cumulative hit distribution follows a similar pattern.

4 Degradation of Power Laws

The last question we address is what causes the power laws associated with a
scale-free network to degrade. The authors of [7], [6] and [2] suggest that the
scale-free structure of air transport networks is curtailed, either by a truncation
of the power law or a switch to an exponential tail, when capacity restrictions
ensue. The capacity restrictions might take the form of fewer flights along ex-
isting routes (changing the number of hits but not the degree) thereby forcing
overflow demand to be routed to other nearby cities, or by limiting the number of
routes that can be flown into the airport. One approach to capture this effect in
a simulation is to model each of the cities as a finite capacity queue and develop
rules for selecting hubs and destinations based on the status of the queues. In an
attempt to keep things as simple as possible in our simulation we have avoided
queues. Instead we allow each city to keep a short list (of length three in our

Fig. 2. Degree distribution: local capacity restrictions
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example) of the most recent events (arrivals and departures). When considering
selection of hubs and destination nodes if the time between the last event time
on the city’s list and the current simulation time is too small then the node is
removed from consideration for selection. The cumulative degree distribution for
this simulation run is displayed in figure 2. The truncated effect is easily seen
when compared to figure 1(b).
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Abstract. The environment in government/research HPC sectors is markedly 
different from that in private industry.  Although both involve many of the same 
applications, the mindset and people/computer resources are significantly 
different. In this paper, we focus on the barriers to using future HPC machines 
in the private sector and some current actions and suggestions to overcome 
these problems. Experts generally agree that the realistic and/or real-time 
solution of industrial problems will require the use of computers about three 
orders of magnitude faster than current industrial machines. Impediments 
discussed include: limitations of ISV-based commercial software, inadequate 
benchmarking techniques for industrial size problems, limited access to the 
latest computer architectures and support facilities, paucity of computational 
science personnel, slow tech transfer of algorithms and modeling techniques 
from government/research facilities to private industry, and unexplored 
utilization of Blue Collar Computing™ in private industry. 

1 Introduction 

This paper focuses on the leading edge of the supercomputing frontier primarily in the 
U.S. industrial sector. Most of the applications involve the solution of realistic, three-
dimensional simulations (modeling) of physical phenomena such as 
automotive/aerospace designs, climate and weather prediction, or a diverse collection 
of bioinformatics applications. All of these involve extremely large amounts of 
floating-point computations and data manipulation of massive databases. This work is 
typically performed in government/military research labs and/or in academic research 
facilities and increasingly often by a combination of such organizations. In the United 
States, such activities are performed in government facilities supported by the 
National Science Foundation, Department of Defense, NASA, Department of Energy, 
and other government agencies in cooperation with a variety of academic institutions. 
To obtain very accurate and fast and/or real-time three-dimensional solutions requires 
very effective utilization of computer resources several orders of magnitude faster 
than those typically now in use in private industry and most government labs. Experts 
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estimate that petaflop class machines (capable of performing 1015 floating-point 
operations/second) are needed to effectively solve such problems but current 
technology is about three orders of magnitude less in the teraflop range, 1012 floating-
point operations/second. 

2 Government Versus Industrial HPC Environments 

There is a significant difference between the HPC environment in government/ 
academic research facilities and that encountered in most private industry facilities. 
For example, in the former category there is a tacit tolerance to try to utilize the latest, 
most advanced computer systems, typically serial – 1, i.e. often a prototype or beta 
category system in which the system software is often relatively primitive, somewhat 
unstable, constantly in a state of transition and the application software is home-
grown, in-house developed rather than commercial software. Despite this somewhat 
chaotic state, there is much excitement and creativity as well as patience trying to 
make significant leaps forward in the solution process for problems previously 
unsolvable and/or inadequately or incompletely formulated to provide realistic 
solutions. There is usually a large cadre of support people available on site to cope 
with a plethora of systems software, applications software and/or computational 
physics problems and/or computer hardware/networking difficulties which may arise 
during the solution process. 

In sharp contrast to the government/academic research environment described 
above, most industrial facilities in the U.S. do not have significant in-house HPC 
research facilities nor a large support staff. Thus most industrial organizations are 
much more conservative, with little tolerance to cope with prototype/unstable systems 
in their industrial production environments. These organizations are almost entirely 
dependent upon the use of commercial independent software vendor (ISV) based 
applications. The ISVs are usually unwilling and financially unable to port and 
optimize their codes for a new architecture until they are relatively certain that there 
will be sufficient paying customers to ensure the port will be successful. The net 
effect of this understandable mindset is that industrial sites might often have to wait a 
year or more before new HPC architectures have available ported and optimized 
versions of their ISV-based codes, a significant bottleneck to the use of the latest HPC 
technology. 

3 Accurate Benchmarking Needs for Industrial Customers 

The situation is further complicated by the inability to accurately benchmark a new 
architecture until the ISV-based software is ported and optimized. At the present time 
there is no means of even getting good estimates of how industrial codes might 
perform on the new platform. Kernels of large codes can be initially tested but there is 
no way of accurately accessing overall code performance when the entire application 
is run. The overall performance can vary substantially depending upon which path 
through the code is traversed and which one can best utilize both the hardware and 
software on the new hardware platform; thus it is indeed possible to get drastically 
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different performance on the same hardware platform with the same commercial code 
applied to two very different applications. Current benchmarking strategies have to be 
considerably improved so that a potential industrial user of a new HPC platform can 
obtain a reliable indication of its value  for a specific problem. 

To help alleviate this situation there is a need for industry benchmark suites 
evaluated on diverse HPC hardware platforms using ISV-based software. 
Furthermore, individual companies need to devise and test their own benchmark 
codes and/or establish multi-industry benchmark tests. Independent benchmarking is 
needed rather than relying on testing conducted solely by the hardware and software 
vendors. A good example of such testing is the extensive efforts that DOE has 
expended in assessing upper end HPC machines such as the Cray X1 These 
benchmark tests [1] on in-house developed codes expose the good, bad, and the ugly 
traits of new HPC platforms with no noticeable vendor spin on the results. Such 
additional benchmarking is needed on an industry by industry basis. Furthermore, 
such benchmarks must also be able to provide some meaningful guidance to industrial 
users with their ISV-based codes. 

4 Tech Transfer Between Government and Private Industry 

In a previous paper [2] the author indicated the need in the U.S. auto industry for 
much faster tech transfer of algorithms from government labs to private industry. This 
can be accomplished in general by much closer interactions between the research 
community and the industrial ISVs. This could become a win win situation for both 
sides with U.S. industry the main beneficiary. This activity can be speeded up by 
increased industrial use of existing government subsidized math software libraries 
which could be embedded within their ISV-based codes. Increased industrial use of 
such libraries would also help in industrial benchmarking of new HPC hardware 
platforms on which those software libraries have already been ported. 

5 Feedback of Recent Study of U.S. Industrial HPC Users 

In addition to the obstacles to industrial HPC users mentioned in the previous sections 
above, a recent investigation of 33 U.S. industrial organizations [3], [4] offers its 
perspective on this subject. Here are some of the comments mentioned in the study: 
(1) 65% of respondents could not quantify direct benefit of HPC to bottom line of 
corporate expenses even though most survey responders admit that “high performance 
computing is essential to business survival”; (2) Security concerns are an important 
inhibiting factor to outsourcing HPC competitive sensitive problems; (3) There are 
current important HPC problems that are not being solved today because of one or 
more of the following factors: problems are too large and/or require too much 
computing time or memory with current in-house machines; (4) “Companies are 
failing to use HPC as aggressively as possible” because of corporate financial 
restrictions, management limited vision of HPC return on investment and/or limited 
trained technical personnel to deal with all aspects of HPC in- house; (5) “Most 
companies don’t have the HPC [hardware and software] tools they want and need;” 
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(6) “Dramatically more powerful and easy to use computers would deliver strategic 
competitive benefits”; (7) “High-performance computers are desired based on actual 
delivered results on end-users computational problems, but most {industrial] sites 
[especially small companies] cannot afford to purchase the fastest computers 
available in the market today. 

6 Help Is Coming Now 

Aid for many of the problems mentioned in the preceding sections is slowly coming 
via renewed government initiatives to help the U.S. to be more globally competitive 
and also prompted by concern from the U.S. Congress as well as from prominent 
scientists and engineers. For example, a recent report [5] by the Committee on the 
Future of Supercomputing of the National Research Council has outlined a series of 
recommendations to rejuvenate national supercomputing efforts partly in response to 
the Japanese success for the past few years with the Earth Simulator overshadowing 
performance of U.S. based supercomputers [6]; the recommendations address 
hardware, software and networking concerns with particular emphasis on assuring the 
success of multiple domestic suppliers. DARPA continues with its efforts with IBM, 
Cray, and Sun with government and university partners to establish a petaflop class 
supercomputer by the end of this decade [7], [8], [9], [10], [11]. Additional plans for 
government consolidation of HPC efforts across government agencies are outlined in 
the Federal Plan for High-End Computing Report [12]. Industry leader Steve Wallach 
and others point out concerns in developing software for Petaflop class machines [13]. 

Several efforts are focused on improving HPC benchmarking techniques. One of 
those efforts, HPC Challenge Benchmarks [14], is an expansion of the Top500 [15] 
criterion to include such machine attributes as sustainable memory bandwidth and 
latency as well as bandwidth of various simultaneous communication patterns and 
measures of the rate of integer random updates of memory. Such attributes when 
combined with LINPACK TPP benchmark gives a much better perspective of 
machine performance. Another benchmark test is the IDC balanced rating [16] system 
for comparing various machines.  

An interesting HPC performance metric is system balance. This can be expressed 
as ratios comparing resources to CPU performance. For example, ratio of bytes of 
memory to flops, ratio of memory bandwidth to flops, ratio of interprocessor 
communications bandwidth to flops, or the ratio of disk I/O bandwidth to flops. For 
more details including ratios for some specific machines, see [17]. 

Several HPC performance measurements and new tools for more accurately 
assessing high performance computers are being developed at Lawrence Berkeley 
National lab [18] by several groups including The Performance Evaluation Research 
Center (PERC) [19] which is trying to develop a science for better comprehending 
HPC performance of scientic applications. The Berkeley Benchmarking and 
Optimization Group (BeBOP) [20] is focusing on the interaction between application 
software, compilers, and hardware as well as automating the performance tuning 
process. 

One of the concerns mentioned in Section 6 above as an impediment to vigorous 
use of HPC in private industry is the lack of sufficient trained HPC personnel. This is 
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very noticeable when comparing the environments in government/research facilities 
vs. U.S. private industry. The former sector usually has large in-house, 
multidisciplinary HPC support staffs whereas in most industrial sites there are very 
few such people. This problem is becoming acute because as the complexity of HPC 
problems and computers grows, it is no longer possible for an application specialist to 
also be an expert in a growing variety of computer hardware, software, and 
networking directly impacting on the performance speed and correction of the 
application solution process. The long-term solution to the problem is training more 
people in multidisciplinary computational science programs. Too many academic 
departments, unfortunately, have established feudal domain mindsets which have 
greatly inhibited multidisciplinary projects across departments and colleges of the 
same or different universities. This mindset must cease if the U.S. is to be successful 
in the global competition arena. At present there are well over 30 computational 
science programs in the U.S. and Europe at both the undergraduate and graduate 
levels [21]. 

The current and future government/research HPC activities are likely to follow the 
pattern established by previous generations of HPC efforts (such as the transition to 
vector machines): innovations first accomplished by explicit tedious hand coding 
followed by development of math software libraries, explicit compiler directives, then 
automatic compiler optimizations of user source code. Thus we can expect adaptive 
techniques to effectively utilize the coming generation of HPC with heterogeneous 
multithreading processors utilizing both vector and scalar modes and incorporating 
automatic use of PIMS (processors in memory) and FPGA (field programmable gate 
arrays) technology. Even if this evolution occurs we will still need to develop new 
HPC programming languages [13], [22] to promote transportability and 
interoperability amongst HPC hardware platforms and to permit the movement of 
legacy codes to these new machines in a manner that will let such codes effectively 
utilize the new hardware and software with minimal explicit user provided 
modifications. This scenario will be critical to success of HPC in the private industry 
sector especially if this sector continues to lack a critical mass of trained 
computational science personnel. HPC problems have already become much too 
complex to expect the application specialist to correctly anticipate all factors which 
directly impact the correct numerical and computer optimization of the entire problem 
solution process. 

7 Blue Collar Computing™ 

The HPC private industry community tacitly assumed in this paper has had to slowly 
emerge from observing and leaning from the government/research HPC community. 
Most of the companies that have immersed themselves in HPC have generally been 
large organizations with the financial and people resources to make the necessary 
commitment to HPC. These pioneers have slowly discovered that HPC definitely can 
have significant return on investment. For example, the U. S. automotive industry in 
1980 had a 60 month (5 years) lead time between concept and production of a new 
vehicle; now in 2004 that lead time has shrunk to under 18 months in large part due to 
HPC efforts and math-based computer modeling techniques which drastically reduced 
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the amount of physical prototyping while at the same time allowing engineers and 
scientists to consider more design alternatives, improve the quality and safety of the 
new vehicles, and contribute to improving global product competitiveness [23], [24]. 

Now as Ohio Supercomputer Center (OSC) Executive Director Stan Ahalt pointed 
out in his SC2004 speech [25], there still remains many segments of U.S. private 
industry untouched by the innovative potential of HPC which could improve their 
products and services (especially in many manufacturing areas) as well as contribute 
to improving U.S. global competitiveness. 

Many of the comments in this paper about HPC in industry apply to both the 
established HPC users as well as future novices such as those depicted as part of the 
Blue Collar Computing™ community. A few words of encouragement here for the 
latter group. In some ways your HPC journey will be both easier and harder than that 
of your previous HPC industry pioneers. For example, the latter group had to 
generally have access to multimillion dollar supercomputers which were rare in U.S. 
industry in the 1980’s and 1990’s but today the hardware prices of some Linux based 
cluster desktop machines are less than $10,000 with deskside models under $100,000 
[26], [27]. Also thanks to growing availability of access to larger HPC machines in 
grid environments within government and research facilities, the Blue Collar 
Community will have additional non-in house resources for potential use. On the 
negative side, the most crucial issue facing the Blue Collar Computing™ community 
may well be the lack of sufficient computational science personnel; see comments in 
Section 6. The short-term solution will require financed interactions between the HPC 
government/research community and the Blue Collar Computing™ community. An 
example of one such interaction is NCSA’s Private Sector Partner Program [28] 
which focuses on real-world industrial challenges and currently involves Allstate, 
Boeing Phantom Works, Caterpillar, IBM, and Motorola Labs and will be using 
NCSA’s newly installed 7 teraflop, 512 node Dell Cluster which will enable these 
industrial partners to reap the benefits of early access to breakthroughs. 

8 Summary and Conclusions 

This paper has spotlighted the roadblocks to U.S. industry use of future petaflop class 
HPC including: (1) the need for more meaningful industrial benchmarking techniques 
to help in the selection process for new machines; (2) Faster and more effective tech 
transfer of application oriented algorithms between government/research facilities and 
private industry via closer relationships with commercial ISVs; (3) influx of more 
trained computational science personnel in the private sector to cope with increasingly 
more complex and multidisciplinary oriented HPC applications; (4) Government 
support for the creation of much faster and more efficient industrial friendly 
supercomputers (with easy to use software and hardware tools); (5) Much improved 
early industrial access to new HPC hardware platforms via improved techniques for 
fast porting and optimization of important industrial widely used commercial ISV-
based codes. 

Government and industrial attention and meaningful follow up to the issues in the 
previous paragraph will benefit both the established industrial HPC users as well as 
the next generation depicted in the Blue Collar Computing™ community. It would be 
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very helpful in the interim period if the former would help the latter via the creation 
of industrial mentoring activities.  
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Abstract. The OpenMP shared memory programming paradigm has been 
widely embraced by the computational science community, as has distributed 
memory clusters. What are the prospects for running OpenMP applications on 
clusters? This paper gives an overview of the SCore cluster enabled OpenMP 
environment, provides performance data for some of the fundamental 
underlying operations, and reports overall performance for a model 
computational science application (the finite difference solution of the 2D 
Laplace equation).  

1   Introduction 

The two main classes of parallel computers available in today’s markets are clusters 
and hardware enabled Shared Memory Systems (SMS). Clusters are assembled from 
multiple disjoint computers and are generally programmed using some form of 
message passing. SMS on the other hand have a single common address space and 
can be programmed using either message passing or various threaded programming 
models. In general SMS are considered easier to use, but due to the need for 
specialized hardware they are also more expensive, and this is especially true for high 
processor counts. 

OpenMP [1] is a threaded programming model widely used on SMSs. Essentially it 
provides a compiler based interface to an underlying thread library.  The model is 
attractive since it permits the incremental parallelization of existing sequential 
application codes and, as it consists largely of compiler directives, a developer can 
easily support both parallel and sequential versions of the same code at the same time.  

Given the cost advantages of clusters, but the programming advantages of OpenMP 
and the existence of a large body of OpenMP code, it is not surprising that various 
groups have been attempting to develop OpenMP programming environments for 
clusters [2-5]. Most of these attempts have been based on layering OpenMP on top of 
some existing Software Distributed Shared Memory (SDSM) environment, although 
we note interesting recent work by Huang et al to implement OpenMP over Global 
Arrays [6]. In either case, to obtain reasonable performance from an OpenMP code on 
a cluster it is likely that the application programmer will require some knowledge of 
the implementation. The aim of this paper is to discuss these issues in relation to the 
SCore cluster enabled OpenMP environment [2, 7] and to analyze its performance on 
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a cluster comprising dual 550MHz Pentium III processors linked via a 100MBit 
Ethernet interconnect. 

2   The SCore Distributed Shared Memory Environment 

The SCore cluster enabled OpenMP is layered on top a page based SDSM 
environment called SCASH [2]. A basic understanding of SCASH is critical to 
understanding the overall performance of the SCore cluster enabled OpenMP. 
Essentially SCASH separates the address space of each process into global and local 
memory pages.  Data assigned to local memory pages is private to each process, while 
data in the global memory pages can be shared between all processes. To facilitate 
sharing of the global memory pages, read and write accesses to the corresponding 
address ranges are protected using mprotect (on Unix). This means that when any 
process first accesses data in a global memory page an interrupt is triggered and this 
induces execution of the relevant SCASH interrupt handler. The interrupt handler 
determines the location of the required page and makes it available to the requesting 
process. There are three possible home locations for the requested page; i) it has been 
assigned to memory associated with the calling process; ii) it has been assigned to 
memory associated with another process that resides on the same physical computer 
as the calling process; iii) it has been assigned to memory associated with a process 
that resides on another physical computer. In case i the requested memory page is 
available immediately; in case ii the page might be available in, e.g. a shared memory 
segment that is linked to both processes; while in case iii a transfer of the page over 
the communication network is required.  

The interrupt is further characterized by the type of interrupt. Global memory 
pages assigned to the calling process or to a process located on the same node as the 
calling process are initially given read access, thus interrupts involving these “home” 
or “local” pages only occur when writing to these pages. All “remote” global memory 
pages are initially marked as “unmapped”, so depending on the operation transitions 
unmapped-read, unmapped-write or read-write can occur. Indeed if a process first 
reads from one of these pages and then shortly afterwards writes to the same page two 
interrupts will occur, one causes an unmapped-read transition and the other causes a 
read-write transition. In this case it would obviously be better to have a single 
interrupt with unmapped-write transition, and while in some cases the compiler may 
be able to make such optimizations this should not be taken for granted. 

To permit multiple processes to simultaneously access global data, copies of the 
same memory page can be transferred to multiple different processes.  If the 
requesting process only requires read access this does not present a problem. If, 
however, it requires write access then there are two considerations. First, when do the 
modifications become visible to all other processes. Second and since memory pages 
are typically large (e.g. 4096bytes or greater), how to support multiple simultaneous 
writes to disjoint regions of the same memory page. 

The first issue, also known as the memory consistency model, is enforced by 
SCASH at synchronization points. This means that modifications made to any of the 
global memory pages are propagated back to the page owners at every 
synchronization point. Moreover if one process has modified a page, but another 
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process has a read only copy of that page, then the read only copy must be invalidated 
and the protection on that page reset.  This requires inter-process communication to 
communicate the changes, and some book keeping to keep track of which processes 
have copies of which pages. Whether this requires communication over the cluster 
interconnect will depend on the exact location of the process modifying a page 
compared to the owner of the page. 

To handle multiple simultaneous updates to the same memory page, SCASH 
employs a “twinning and diffing” procedure. This means that if a write fault is 
encountered, as well as locating and fetching a copy of that page (if it is not already 
available to that process either because it is owned by that process or has been fetched 
via a read fault) the handler will create two copies. One is modified in subsequent 
write operations, while the other is left unmodified. At the next synchronization point, 
a “diff” is made between the modified and unmodified copy and the changes relayed 
to the process owning that page. The time required to communicate the differences 
will depend in part on the number of changes made to that page.  

Table 1. The different memory page faults encountered in SCASH, details of what 
communications are required, and approximate times as recorded on a cluster of dual 550MHz 
Pentium III processor nodes linked via 100MBit/sec Ethernet. See text for further details 

Access 
Type 

Current 
Permission 

Page 
Owner 

Abbreviation Send 
Request 

Fetch 
Page 

Create 
Twin 

Time 
(usec) 

Write ReadOnly Home WROH    8 
Write ReadOnly Local WROL Yes  Yes 44 
Write ReadOnly Remote WROR Yes  Yes 51 

Write ReadWrite Home WRWH    7 
Write ReadWrite Local WRWL Yes   16 
Write ReadWrite Remote WRWR Yes   24 

Write UnMapped Remote WUMR Yes Yes Yes 599 

Read ReadWrite Remote WRWR Yes   25 
Read ReadOnly Remote RROR Yes   18 
Read UnMapped Remote RUMR Yes Yes  587 

Table 1 summaries the above and reports timing data for a variety of different page 
fault transitions obtained by running a set of specially designed OpenMP benchmarks 
under SCore version 5.4.0 on the Pentium III cluster. “Access type” denotes whether 
the interrupt was caused by a read or a write fault, “current permission” reflects the 
page permissions prior to the memory fault, and “page owner” denotes which process 
is ultimately responsible for this memory page. In this respect “home” implies that the 
process posting the interrupt is also the owner of the memory page, while “local” 
implies that the page is owned by a process running on the same physical node 
(noting the use of dual CPU nodes).  Within SCASH not all transitions are possible, 
for example an RUMH transition is impossible since the default permission for a 
home page is ReadOnly.  
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By way of contrast the timing data given in Table 1 should be compared to the 
latency of a “normal” memory access. This was measured using LMbench [8] as 
roughly 0.14usec. Within SCASH this would be the cost of accessing local memory, 
the cost of making a read access to a global memory page owned by the calling 
process, or the cost of reading (writing) to a page of global memory once a local copy 
had been created and assigned read (readwrite) protection. Clearly, from the data 
given in Table 1 the cost of the first write to any page of global memory, or first read 
of a remote page is significantly more expensive than 0.14usec. For example the cost 
of the first write to a global memory page owned by the calling process (WROH) is 
roughly 50 times greater at 8usec. While writing to a global memory page located 
within the same node, but not owned by the calling process (WROL) is longer still, 
since it requires some book-keeping (denoted by “send request”) and creation of a 
twin. Not surprisingly the most costly page faults involve read or write requests to an 
unmapped  global memory page (WUMR or RUMR) as it requires that page to be 
transferred across the interconnect; at around 600usecs on a machine with a clock 
cycle of ≈2nsec this corresponds to roughly half a million clock cycles!  

For the application programmer it is important to realize that the costs given in 
Table 1 will, in general, be encountered for the first access to global memory after 
every synchronization point. That is following a synchronization point any local copy 
of a memory page is likely to be invalidated, so subsequent reads or writes to that 
page will encounter a new page fault and cost penalty as detailed in Table 1.  

A clear implication from the timing data is that codes which access memory by 
jumping from page to page with little or no reuse of data in the same page will 
perform very poorly (e.g. pointer chasing). Conversely to obtain reasonable 
performance the costs given in Table 1 need to be amortized over many subsequent 
data accesses to the same page, and this is especially true for remote page accesses. In 
short if you drag a memory page over the network you’d better make good use of it! 

Finally, we note that some of the events given in Table 1 may appear a little 
strange. For instance, a WRWH page fault is encountered when two processes share 
the same computer, the owner of the page has not yet written to it, but a companion 
thread on the same node has. Thus when the owner thread accesses this page an 
interrupt is triggered, but the page has actually already been marked with readwrite 
access. 

3   SCore Cluster Enabled OpenMP 

With a basic understanding of SCASH we can now consider the performance of some 
key OpenMP synchronization directives. To do this we have used the OpenMP 
microbenchmark tests suite [9] developed at Edinburgh Parallel Computing Centre 
(EPCC). Before presenting the results, however, it is pertinent to outline briefly how 
OpenMP is mapped onto the underlying SCASH SDSM. 

Not surprisingly OpenMP data quantities that are declared to be shared are stored 
in global SCASH memory pages. Thus if every thread in an OpenMP parallel region 
accesses the same global variable this will induce an interrupt on virtually all threads 
with requests for the relevant page to be transferred to the calling thread. The only 
exceptions are for read accesses to data stored in memory pages that are either owned 
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by the calling thread or by a thread co-located on the same node. Thus as 
implemented the cost of transferring shared data from the master to child threads 
scales as O(No_Threads). Of course if multiple shared data quantities are stored in the 
same page then accesses to these other quantities will be cheap once the initial page 
transfer has occurred.  

The cluster enabled OpenMP compiler also uses a portion of the SCASH global 
shared memory space for administrative purposes. For example if the “#pragma 
omp parallel” directive is combined with a “copyin” clause then threadprivate 
data is transferred between the master and child threads by placing the relevant data 
items into a global memory page and having each child thread retrieve this data as 
required. Similarly information relating to the scheduling of parallel loops and 
reduction operations are communicated through global memory pages. Also and as is 
common to most OpenMP implementations, threads once created are kept alive but 
dormant between parallel regions. The parallel regions are “outlined” as functions that 
are then called as applicable by the child threads on entry to a parallel region. To 
communicate the name of the relevant function between the master and child threads 
the name of the outlined function is placed in an global memory page. 

Synchronization operations in OpenMP map to synchronization operations in 
SCASH. As part of the SCASH consistency model discussed above, this is where 
memory pages are flushed and updated. An SCASH barrier consists of 5 phases. 

1. Synchronization 
2. Flushing of modified memory pages 
3. Synchronization 
4. Invalidation of pages 
5. Synchronization 

Here flushing of the modified memory pages involves transferring the differences 
that have resulted from write operations back to the owning page, while invalidation 
of pages involves communicating with remote processes so that they can update their 
page tables based upon which pages have been modified. Just from this basic 
understanding of what is involved it is clear that synchronizations will be expensive. 

In Table 2 we report the timing results for the EPPC OpenMP synchronization 
microbenchmarks run on the Pentium III cluster. Some minor modifications to the test 
suite were made. In particular the iteration counter used in these benchmarks is 
assigned global scope. Since the first access to this variable (or more precisely the 
global memory page containing this variable) occurs within the timing routine this 
induces an interrupt and transfer of the associated memory page to the requesting 
page. To avoid this additional overhead we have defined this variable as threadprivate 
with a copyin clause to transfer it from master to child before the start of the  
timed loop. 

The results obtained on the Pentium cluster and using between 1 and 8 OpenMP 
threads are compared with similar data obtained on a Sun V1280 system with 12 
900MHz UltraSparc III processors and hardware shared memory. On the cluster 
results were obtained using both 1 and 2 threads per dual processor Pentium III node. 
Comparing a single thread run on the cluster (denoted 1x1) with a single thread run on 
the Sun (denoted 1) we see that the overheads associated with inclusion of the 
OpenMP directives are roughly equivalent (especially when the faster clock rate of 
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the Sun processor is considered). As soon as we move to multiple threads, however, 
the situation changes dramatically with significantly larger overheads recorded on the 
cluster. Moreover this is even true when running 2 OpenMP threads on 1 node of the 
cluster (denoted 1x2) where the cost of the parallel/for/barrier/single/ 
reduction constructs are typically two orders of magnitude larger than the 
equivalent results obtained on the Sun. If we move to 2 threads running across 2 
nodes of the cluster (denoted 2x1) the performance of these operations gets even 
worse. In comparison the overhead associated with the critical/ordered/ 
atomic directives is relatively good for two threads within the same nodes, but 
increases dramatically when the threads are located on different nodes. 

Table 2. Overhead (usec) for OpenMP synchronization directives on cluster with dual 
processor Pentium III nodes linked via 100MBit/sec Ethernet and a 12 900MHz CPU Sun 
hardware shared memory V1280 system 

Directive 1x1 2x1 1x2 4x1 4x2 1 2 4 8
parallel 0.8 1762 474 13556 43571 0.3 5.3 6.8 10.0
for 0.5 662 221 7731 17033 0.5 2.1 2.9 4.3
parallel for 1.2 1797 471 13498 42571 0.7 6.0 7.3 12.8
barrier 0.2 661 225 7305 17631 0.1 1.1 1.8 2.9
single 0.9 4371 304 15330 47804 0.1 0.9 1.3 2.0
critical 1.3 179 6 260 976 0.2 0.3 0.5 0.5
lock 0.6 52 4 74 204 0.2 0.4 0.5 0.5
ordered 1.7 1154 8 3712 6454 0.2 0.6 0.6 0.6
atomic 1.3 3446 7 4776 5023 0.1 0.5 0.8 1.1
reduction 1.1 29994 966 47836 98553 0.5 5.5 7.8 12.0

Pentium III (nodes x threads/node) Sun V1280 (Threads)

 

Table 2 shows that on the cluster the cost of a parallel/parallel for 
directive is roughly twice the cost of a barrier, while the cost of an isolated for 
directive is roughly equal to the cost of a barrier. This is easily explained by the 
existence of an implicit barrier at both the start and end of the parallel and 
parallel for directives, but only one implicit barrier at the end of the for 
directive. In contrast the single directive, while also containing a barrier at the end 
of the associated region of code, also requires some additional book-keeping to ensure 
that just one thread executes this portion of code. This is handled by using a shared 
counter, with access to this counter controlled by locks. As the shared counter is 
stored in global memory, page faults are encountered when each thread accesses it 
giving rise to extra cost. Also the overall cost of the single directive appears to scale 
rather poorly with increasing thread count, thus depending on the context, it may be 
better to specifically assign the work/code associated with this  directive to one 
thread. 

The most expensive operation is reduction. This requires two barrier calls, and 
also makes use of the global administrative pages. Specifically, prior to the first 
barrier call, all threads place their partial results into unique locations in the global 
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administrative page. The first barrier serves to propagate these partial contributions 
back to the thread owning that memory page – in this case to thread 0. When this 
barrier is complete thread 0 then combines the partial contributions and writes the 
result to another location in the same page. The second barrier is used to indicate that 
this operation is complete and that the child processes can now access the final result. 
As with the basic SCASH synchronization mechanism, the overall cost of a reduction 
operation will scale as O(No_Threads). 

4   Case Study 

To illustrate the likely performance of SCore cluster enabled OpenMP on a real 
computational science application code we consider heat distribution in a two 
dimensional conducting plate. In this problem the temperature of a conducting plate is 
held constant at the edges and the aim is to determine the temperature of the interior 
of the plate. The problem is described by the 2-D Laplace equation, and as such is 
similar to a number of other related problems. The equations are solved iteratively 
using a finite difference approach with a regular rectangular grid. During each 
iteration a new value of the temperature at a given grid point is computed based on the 
average of the temperatures of the four surrounding grid points, with iterations 
continuing until some agreed convergence is reached. Ignoring convergence testing 
and imposition of the boundary conditions the basic sequential code is as follows: 

/*Line1*/ for (i=0; i<no_of_iterations; i++){ 
/*Line2*/   for (y=0; y<no_of_rows; x++) 
/*Line3*/     for (x=0; x< no_of_columns; x++) 
/*Line4*/       new[x,y] = (old[x+1,y]+old[x-1,y]+ 
                            old[x,y+1]+old[x,y-1])/4.0 
/*Line5*/   tmp=new; new=old; old=tmp; 
/*Line6*/ } /* next iteration */ 

Four parallel implementations were considered: 

1. Naïve: A “#pragma omp parallel for” directive combining thread 
creation and work division is placed immediately before line2. 

2. Barrier minimization: A “#pragma omp parallel” directive is 
placed before line 1, and a “#pragma omp for” before line 2. The 
rational for this is that it reduces the number of barriers per iteration from 
two to one. 

3. Page alignment and fault minimization: the memory associated with 
arrays new and old is carefully allocated so that threads maximize use of 
“home” data. 

4. Barrier and page fault minimzation: optimizations 2 and 3 are combined 

Timing results for the four different implementations run on 1, 2 and 4 nodes of the 
cluster are given in Table 3. From this it is immediately apparent that a naïve 
inclusion of OpenMP directives into the sequential code is not a good idea. Adjusting 
the code with the aim of reducing the number of associated barrier calls results in a 
slight performance gain on 2 nodes, but worse performance on 4 nodes. Since both 
cases are still much slower than the sequential code there are clearly other factors 
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affecting performance. If we now adjust memory to ensure that data quantities are 
optimally aligned we see a dramatic performance increase, with the code now 
showing some performance benefit from running on multiple nodes. Finally 
combining barrier minimization with page placement we obtain the best performance 
result – albeit only a speedup of 1.9 on 4 nodes of the cluster.  

Table 3. Performance comparison of sequential heat code with three alternative OpenMP 
parallel algorithms run using SCore on the Pentium III cluster for a grid size of 1024x1024 and 
100 iterations 

5   Conclusions 

This paper provides a brief overview of the SCore cluster enabled OpenMP 
environment. The performance of some of the key underlying operations on a cluster 
of Pentium III processors is evaluated and compared with OpenMP running on a 
dedicated hardware shared memory system. Using this information and a knowledge 
of the SCore implementation we were able to obtain an acceptable level of 
performance for a computational science kernel running on the Pentium III cluster. 
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I-900
De Leenheer, Marc III-250
Demeester, Piet III-250, III-1116
Demmel, James W. I-50
Deng, Ansheng I-783
Deng, Zhiqun III-854
Deris M. Mat III-447
Deslongchamps, Ghislain I-1011
Desovski, D. I-180
De Turck, Filip III-250
Dhoedt, Bart III-250, III-1116
D’Hollander, Erik H. II-166
Dikaiakos, Marios I-534, III-870
Dimov, I. III-752
Ding, Koubao III-954
Ding, Yongsheng I-517
Dobson, James E. II-99
Dondi, Riccardo II-952
Dong, JinXiang I-671
Dongarra, Jack I-115, III-317
Donnell, Barbara P. I-66
Douglas, Craig C. II-632, II-640
Dove, Martin T. III-359
Droegemeier, Kelvin II-624
Durvasula, Shravan I-493
Dyapur, Kaviraju Ramanna III-879

Efendiev, Yalchin II-640
Effinger-Dean, Laura II-107

¸



1080 Author Index

El-Aker, Fouad III-788
Elwasif, Wael R. I-372
Engelmann, Christian I-313
Epicoco, Italo II-10
Erciyes, Kayhan I-196, I-388
Eriksen, Jeff I-631
Ertunc, Suna I-147
Evans, Deidre W. III-775
Ewing, Richard II-640

Fabricius, Uwe II-27
Fahey, Mark R. I-99
Fang, Liqun III-464, III-472
Fang, Yong III-554
Farago, Paula I-727
Farhat, C. II-616
Farid, Hany II-99
Fayyad, Dolly I-58
Feng, Dingwu III-887
Feng, Shengzhong III-979
Feng, Yusheng I-347
Fertin, Guillaume II-860
Filatyev, S.A. II-695
Fleming, Charles III-760
Flores-Becerra, G. I-17
Floudas, Christodoulos A. II-680
Fox, Geoffrey II-576, III-275, III-431
Fra̧czek, Jacek III-334
Franca, Leopoldo P. II-632
Freedman, Jim II-703
Freeman, T.L. I-364
Frels, Judy II-378
Freundl, Christoph II-27
Friedman, Mark J. I-50, I-263
Fu, Chong, III-1044
Fujimoto, Junpei I-165
Funika, W�lodzimierz II-158

Galán, Ramón III-1056
Galiana, Isidro Lloret I-900
Galis, Alex III-259
Gallivan, K.A. I-33
Galvez, Akemi III-651
Gannon, Dennis II-624
Gansterer, Wilfried N. I-25
Gao, Chongnan III-163
Gao, Lei I-517
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Kasperska, Elżbieta I-837, III-1040
Kasprowski, Pawe�l III-334
Katz, Paul S. II-347
Kaugars, Karlis I-123
Kayafas, Eleftherios I-695
Kemmler, Dany II-1064
Kenny, Eamonn III-870
Kim, Byung-yeub II-477
Kim, Chong-Kwon II-527
Kim, Do-Hyeon III-1060
Kim, Dongkyun II-477
Kim, Hyun-Ki III-1100
Kim, Hyun-Sung III-912
Kim, Hyunjue II-493
Kim, Hyunsook II-585, III-1125
Kim, Intaek I-593
Kim, Jai-Hoon II-576, III-275
Kim, Jang-Sub II-601
Kim, Jung Ae I-941
Kim, Jungkee III-431
Kim, Kyung-ah II-527
Kim, Minjeong II-632
Kim, Moonseong III-796
Kim, Munchurl I-971
Kim, Sangjin III-958
Kim, Seungjoo II-493
Kim, Sun Yong II-543
Kim, Taekyun III-958
Kim, Tongsok II-527

Kim, Ungmo II-568, III-813
Kim, Yongkab I-792
Kim, Yoonhee III-920
Kimpe, Dries I-279
Kincaid, Rex K. I-1051
Kirby, R.M. II-36
Kisiel-Dorohinicki, Marek III-703
Klie, Hector II-656
Kluge, Michael I-330
Knight, John C. II-729
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Măndoiu, Ion I. II-994, II-1020
Mansfield, Peter II-76
Manzo, R. III-594
Mao, Weidong II-1011
Mao, Zhihong III-846
Marchesini, John C. II-99
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