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Preface

Information systems can be complex due to numerous factors including scale,
decentralization, heterogeneity, mobility, dynamism, bugs and failures. Deploy-
ing, operating and maintaining such systems can be not only very difficult, but
also very costly. A flurry of recent activity has been directed at this prob-
lem, and future information systems are envisioned as self-configuring, self-
organizing, self-managing and self-repairing. Collectively, we call these properties
self-� properties.

This book is a “spin-off” of a by-invitation-only Bertinoro workshop on self-�
properties in complex systems which was held in summer 2004 in Bertinoro, Italy.
The Self-star workshop brought together researchers and practitioners from dif-
ferent disciplines and with different backgrounds to discuss complex information
systems. The theme of the workshop was to identify the conceptual and practical
foundations for modeling, analyzing and achieving self-� properties in distributed
and networked systems. Partly based on these discussions, we solicited papers
from the workshop participants and a set of invitees for this book.

We sought original contributions in which authors explicitly take a position
concerning requirements, usefulness, potential and limitations of technologies for
self-� properties of complex systems. This position needed to be founded on re-
search results that were put clearly in context with respect to the position state-
ment. We strongly encouraged visionary statements, thought-provoking ideas,
and exploratory results that will help the reader form her or his own opinions on
the importance of self-� properties in current and future complex information
systems.

We structured the book according to our goal of having such visionary state-
ments. The first part of this book contains a set of separate 1-page summaries of
the positions taken by the various authors. This gives the reader a chance to get
a quick overview of the various positions. The second part of the book contains
the full papers that explain in more detail the positions taken by the different
authors.

Without further ado, we wish you a pleasant and stimulating read.

Bologna, Dresden, Rome, Ozalp Babaoglu
Newcastle upon Tyne, Amsterdam Márk Jelasity
February 2005 Alberto Montresor

Christof Fetzer
Stefano Leonardi
Aad van Moorsel

Maarten van Steen
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The Self- tar Vision

Achieving various self-� properties has been a grand challenge of computer sci-
ence and engineering since the building of the first computer. The latest rein-
carnation of this challenge is due to the fact that large, complex and dynamic
information systems have suddenly become a key part of the infrastructure of
modern societies. Accordingly, it has become very important to be able to build,
manage, and exploit these systems in the most efficient way possible. In other
words, these systems have to become self-�.

We are now in the process of finding out how to deal with this challenge. It is
a complex problem because information systems are deployed over a very wide
range of environments from wireless sensor networks to powerful supercomputing
clusters, from home networks to the entire Internet. It is very likely that to meet
this challenge, we need to draw ideas from many disciplines that have been
dealing with the design or explanation of large and/or complex systems, such
as the space shuttle, an operating system, the Internet, human intelligence, an
ecosystem, evolution, living organisms, etc. The goal of this book is to explore the
widest possible range of ideas and approaches that can potentially be relevant in
understanding how to build self-� information systems. We invited experts from
different disciplines and asked them the same questions:

Why and where do you think self-� properties are important? How can
your field of research contribute to these goals? What are the most
promising directions to explore in the future?

This chapter contains a selection of the most visionary answers we received. To
make navigation easier, we organized the contributions into the following, rather
fuzzy, categories:

Self- rganization. A typical approach in this group emphasizes the impor-
tance of emergence and self-organization of fully distributed and indepen-
dent components. Biological and social (agent-based.) inspiration belongs
here. For some fields, like in wireless ad hoc networks, this approach is a
must, in other fields it is an interesting alternative. This approach is often
also radical in that it proposes to build systems from scratch as opposed to
enhance existing systems.

Self- wareness. This approach seeks to achieve self-� properties via a meta-
model of the system: self-� is an add-on. An external component controls the
system via a control loop, or a decision mechanism based on the (perhaps pre-
computed) model of the system and its environment. This approach is often
incremental, and therefore more practical, in that it allows the extension of
existing systems with little or no modification.

Versus A small but interesting set of
approaches explicitly investigate the relation (synergies, differences) between
the first two approaches and therefore cannot be classified in either of those.

O. Babaoglu et al. (Eds.): SELF-STAR 2004, LNCS 3460, pp. 1–20, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 O. Babaoglu et al.

Supporting Self-�. We included here contributions that aim at developing
methodologies, environments, tools, abstractions, systems support; in short,
things that make it easier (or possible) to develop self-� systems. These ap-
proaches are often highly ambitious, because their scope is quite generic.

We hope that you will find browsing the visions below as much fun as we have.

Self- rganization

Natural Technology
Peter Bentley

Every salamander is a superhero. It is seemingly invulnerable to harm. Cutting
off a leg won’t stop it. It will grow a new one back, complete with bones, muscles
and blood vessels. Cutting off its tail also has no real effect. A few weeks later it
will have grown a new one. Try blinding it, and it will regrow the damaged parts
of its eye. No stake through the heart or silver bullet will stop our superhero
salamander. Damage its heart and it’ll regrow that too.

The salamander is doing more than simple healing here. It is able to regen-
erate parts of itself. Even when major structures (such as a whole leg) are lost,
it can regrow them from nothing. It’s positively miraculous.

Salamanders can do these things and we can’t because their cells have evolved
to be a little bit different to ours. They’re not the only ones. Plants are also clever
in similar ways. You can amputate all of the limbs of a tree and in a couple of
years it will grow a new set. Cut a leg (or “ray” as it is called) from a starfish
and it will grow a new one — and the ray you’ve cut off will grow a new body.
Snails can even regrow their entire head if they loose it.

Imagine trying to design a piece of technology that could do the same thing.
A car that healed itself after a crash. A house that regrew its roof after damage
from a storm. A computer that repaired itself after its circuits had been fried.
Such ideas are so beyond our current abilities that they seem ludicrous. We
can’t design such technologies. We don’t know how. Not only that, we can’t
even design technology that is several orders of magnitude simpler and have it
work.

There’s something going wrong with contemporary design. Complexity is
overwhelming us. For certain types of design, it has already overwhelmed us —
software is now too complex to work reliably. Economies are too complex to
manage reliably. Societies are too complex to govern reliably.

But we are surrounded by complexity that is orders of magnitude more com-
plex than all these examples. Life is designed by evolution at molecular scales
and grows to macro scales. Every cell in our bodies contains a molecular com-
puter made from genes and proteins, which instructs the cell what to do. We
have hundreds of billions of cells in us. We are the most complex entities in the
known universe — and yet we work.

I believe that complexity should not cause our designs to fail. We must look
at successful complex designs in nature and learn from them. We should attempt

o



The Self- tar Vision 3

to discover not only how they work, but how they are formed. Nature does not
perform conscious design, but her designs are better than anything a human
is capable of designing. I aim to discover how this happens by working with
biologists and modelling the processes of evolution and development. I aim to
harness these processes by enabling new forms of technology that can evolve and
develop.

I strongly believe that one day we will achieve some of the capabilities of
living organisms in our technology. We will have self-adaptive, self-designing,
self-building, self-repairing, ... self-� devices. This “natural technology” is not
just a pip-dream of ambitious scientists. It is necessary for us to progress in our
technology. It will be the only way we can construct complex devices that work
reliably in the future.

Evolutionary Computing
A.E. Eiben

The main point advocated here is that evolutionary computing is one of the
key technologies that can help meeting some of the grand self-� challenges. The
arguments backing up this point roughly fall into three categories.

The first argument considers evolutionary computing as a technology that
can be used to solve optimisation problems. EC is widely applicable, it requires
almost no assumptions about the problem to be solved, an evolutionary solver
can be usually developed with limited efforts and it produces good quality solu-
tions at acceptable computational costs for a wide range of problems. The EC
community describes the “niche” of EC (i.e., the class of problems where it offers
competitive performance) by attributes including: many parameters with highly
complex non-linear interactions, many local optima, the presence of noise, dy-
namically changing circumstances (constraints and/or optimisation objectives),
the lack of an analytical problem model, etc. Mind you, it is not suggested that
EC is always applicable; for instance, automatic translation would be very “EC-
hard”.

The second line of argumentation observes that self-� properties are mainly
required in complex, distributed information systems. In such systems the macro-
level behaviour is often a result of complex interactions of numerous of micro-
level entities (for instance, system components, parameters, configurations, etc).
Therefore, population-based adaptive systems (PAS), such as evolutionary algo-
rithms (EA) or adaptive multi-agent systems, can naturally match the essence
of the information systems in question. EAs are inherently distributed and if
only one can identify the individual units, define their utility, and specify how
to create and test new variants on-the-fly, the system is “evolutionarised”. The
example about optimising web services discussed in the paper illustrates this.
The use of a PAS, in particular an EA, offers specific advantages for self-� ap-
plications. By the presence of a population there is an inherent ability to adapt
to changes, which is a key feature in, for instance, self-healing, self-optimisation,
self-reconfiguration, etc.

s



4 O. Babaoglu et al.

The third argument is based on the fact that EAs are capable to perform
real-time self-optimisation by adjusting (some of) their parameters on-the-fly.
Solutions to realise this in evolutionary computing, for instance self-adaptation of
EA parameters, could be transportable to the context of autonomic computing.
Even though an existing EC trick does not work directly, evolutionary weaponry
can very well serve as a source of inspiration.

The second point in my paper concerns the relevance of autonomic computing
to evolutionary computing. An evolving system can be seen as a special case of
an autonomic system and it can be expected that some solutions invented within
autonomic computing can be transferred to EC helping to realise parameter-free
evolutionary algorithms.

What Is Self-�?
Wolfram Krause and Martin Greiner

Complex self-� systems are widespread in nature. Maybe the most fascinating
example is given by ourselves and automatically leads to the question “What
is life?” Here, self-� reveals itself on various scales: the biochemical feed-back
control system within the microscopic cell and, built on top of that, e. g., the
immune system and the brain. We should not hesitate to mention also the next
rougher scale, which is represented for example by social networks and our inter-
actions as part of the ecosystem. Herewith it becomes clear that nature defines
self-� as the self-organizing control of highly complex, interacting and networked
systems.

Recently physics has started a new branch, which will be key to a generic un-
derstanding of self-organization in nature and beyond: the Statistical Physics of
complex networks. It discusses the structure and formation of complex networked
systems, their dynamics and their function. The new insight which along these
lines has already been given for example to gene and metabolic networks consti-
tutes for sure a remarkable highlight and complements the current endeavor to
understand the proteomic function of the deciphered, but hieroglyphic (human)
genome. Applicationwise, this new physics branch not only focuses on complex
networks in nature, but also on social, technical and information systems.

Some of the complex technical systems are beginning to ask similar ques-
tions about self-organization and function as the networked nature. Examples
are production and logistic networks, traffic networks and communication net-
works. Their parallelism results from a common interplay between a material
flow, consisting of either goods, vehicles or data packets, and an information
flow. As these technical networks are up-scaling in size, efficiency requires that
the control of the flow interplay should no longer rely on a central approach
alone. Elements of decentralized control are becoming increasingly important,
which first gather and process local information and then use this for a local
feedback control action. In the limit of a purely decentralized control such net-
worked systems become self-organizing.

Our research focuses on information systems in general and wireless commu-
nication networks in particular. Coordination and synchronization of different
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tasks shall be performed in a distributive manner. In this context, self-� refers to
self-configuration, self-management, self-repair, self-adaption and related topics.
But these systems are still far from perfect. A deep understanding of the pro-
cesses in biological systems might be the basis for new technological methods
that allow improved system characteristics. Regarding sensor networks, a dis-
tributed, parallel processing of collected data can speed up the data acquisition
and reduce the traffic load of the network. One might even think about nodes
that can act autonomously and start certain actions, based on data acquired at
their own sensors or communicated by neighbors.

However, self-� has also other meanings. The principles of self-� are play-
ing an important role in a large variety of other research topics. In solid state
physics, self-organization is discussed in the context of the “magic” growth of
very specific surface structures, even down to the placement of single atoms.
The magical creation of clusters and other macro-molecules are other exam-
ples for self-� processes. Delicate tasks, like the assembly of carbon atoms to a
fullerene or nanotube, cannot be performed directly. But given certain environ-
mental conditions, self-organization enters the stage and the process just happens
automatically.

Cooperative Agents
Jim Dowling, Raymond Cunningham, Anthony Harrington,
Eoin Curran and Vinny Cahill

Our vision of self-managing distributed systems is based on building decen-
tralised systems using coooperative agents that can adaptively coordinate their
local behaviour to solve system self-management problems. In such a model, each
agent gathers information on its own and takes independent decisions on how to
behave or adapt itself, but in order to establish and maintain self-managing sys-
tem properties, agents must also coordinate their local behaviour models through
interaction with their neighbours or a shared environment.

The design of decentralised algorithms to build self-managing
systems presents a number of challenges. One approach is to use decentralised
algorithms that enable consensus between groups of agents on optimal, local
behaviour models that produce the desired, system self-management behaviour.
The main challenge in designing such algorithms is the establishment of com-
mon behaviour models in agents, given the inherent uncertainty and dynamism
in the environment, and the impossibility of using centralised techniques. De-
signers must also not resort to pseudo-centralised techniques, such as using an
agent’s local view of the system to infer properties of the system as a whole,
as such assumptions in dynamic environments may break down quickly. In de-
signing decentralised systems, we have found as much inspiration in the fields of
statistics and optimisation as in natural, self-organising systems. Decentralised
algorithms will be important in designing self-managing systems areas such as
mobile ad-hoc networks, wireless sensor networks, peer-to-peer systems and very
large distributed systems.

The Self- tar Visions
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Specific challenges in designing these decentralised algorithms for self-
managing systems include:

– the representation of an agent’s local view of the world
– techniques that improve the accuracy of the agent’s local view using changes

in the agent’s environment and changes in neighbouring agents’ local views
– enabling the establishment of consensus on optimal local behaviour models

that can produce self-managing system behaviour

To conclude, decentralised self-managing computing systems should establish
and maintain self-management properties in dynamic and uncertain environ-
ments with minimal external intervention. Finally, we define a self-managing
decentralised system as follows: “A self-managing decentralised system has ex-
ternally observable self-management properties, that are established and main-
tained solely by the coordination and adaptation of its agents that execute us-
ing only a partial, estimated view of the system, and without knowledge of any
system-wide self-management property”.

The Emergent Thinker
Sergio Camorlinga and Ken Barker

Systems research is a large research area within computer science. Systems re-
search works on operating systems, distributed systems, networks, systems man-
agement, and many other aspects of computer systems. Algorithms and models
have been developed that provide feasible solutions to many of the problems en-
countered in computer systems within constrained environments. However, the
increased complexity of computer systems that are brittle limits the applicabil-
ity of some solutions. The augmented complexity is due to many factors such
as the large number of components, component interdependencies and hetero-
geneity, systems’ ubiquity (i.e. pervasiveness), and nonstop appearance of new
technologies; among other factors. This complexity is calling for better solutions
that are scalable and reliable assuming continuous growth in the number of com-
ponents and component technology, while maintaining the quality of service in
the pervasive use of computing components. Terms like self-organization, self-
configuration, self-monitoring, self-control and many others “self’s” (i.e. self-�
properties) are being defined as system properties that are needed to cope with
the new challenges.

An essential question is how to achieve the self-� properties necessary to
provide services in large computing environments? For this we are proposing
the Emergent Thinker paradigm. The Emergent Thinker provides a shift in the
way we achieve computation by means of Complex Adaptive Systems emergent
computations (a.k.a. swarm intelligence). The Emergent Thinker paradigm is
proposed as an alternative approach for new and current design and implemen-
tation challenges in systems research. The solutions that emerge from the simple
activities of a swarm’s members and the metaphor variety for complex adaptive
systems models in our lives (e.g. biological systems, economic systems, ecologies,
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brain, social systems, immune systems, etc.) present a fruitful area to explore
for mechanisms and processes with emergent computations that provide self-�
properties.

The Biologically Inspired Distributed File System (BPD) implements the
Emergent Thinker paradigm and corroborates our hypothesis by means of emer-
gent computations achieved by simulating squirrels biological behaviors. The
BPD provides file system services in a complex information system environment
that is dynamic, self-organized, ad-hoc, and decentralized. The BPD is an initial
step for the Thinker. Many pieces remain to be investigated and implemented.
The Thinker establishes a computing framework and we use it to prove and
instantiate the paradigm with the BPD implementation described later in our
paper.

The Emergent Thinker paradigm offers an alternative computational model
for complex information systems design; and nature presents the mechanisms re-
quired for the emergent thinker computations. Mechanisms and processes remain
unknown and waiting for us to uncover. The know-how achieved by applying the
Emergent Thinker could lead us to build up new computing algorithms and mod-
els (some generic, some specific) by uncovering biological, economic, social and
others real systems mechanisms. Thus, a new way to provide computing will
emerge and change our thinking in systems research for large computer systems.

Evolutionary Games
Spyros Kontogiannis and Paul Spirakis

Evolutionary Game Theory is a field of science that examines strategic (and per-
haps antagonistic) interactions among members of a large population of agents.
The individuals base their decision on simple rules. The dynamics of such inter-
actions, under certain conditions, tend to converge to the adaptation of certain
strategies that are “more stable” than others. Interestingly, these strategies are
also robust against invasion. In the general case, evolutionary dynamics may also
lead to chaotic behaviour.

We consider the notions of Evolutionary Game Theory as a solid framework
that allows a concrete examination of self–organization procedures in a large
number of selfish individuals. This theory originated from a fruitful interaction of
Biology, Economics, Game Theory and (rather recently) Computer Science. Our
work examines a yet quite unexplored but crucial aspect of Evolutionary Game
Theory, namely the combinatorial, algorithmic and computational complexity
issues involved.

Indeed, the effort of deriving concrete conclusions in any non-trivial model of
antagonistic evolutionary behaviour, poses interesting computational questions
and complex decision problems. The further, pragmatic growth of the field seems
to depend on how efficiently these questions can be answered, or even approx-
imated. This view seems to invite an interaction of the field with the field of
Algorithmics and Computer Science. We highlight such issues here and provide
initial evidence of the usefulness of algorithmic way of thought in the strategic
evolution domain.

The Self- tar Visions
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Self- wareness

Self-�: A New Paradigm
Robert Laddaga and Paul Robertson

Software development technology is critically in need of new paradigms sup-
porting increased robustness. Robustness is of great concern now because our
systems are becoming more complex, and because they are increasingly sensing
and controlling our physical environment and processes. One such paradigm is
self-�, a collection of properties such as self reconfigurable, self adaptive, self
aware, and self checking. We believe that all self-� systems share the following
traits:

– Deferral of design decisions to runtime (a form of late binding)
– Metaprogramming
– Explicit attention to state of the world
– Attention to program state

Software design consists in large part in analyzing the cases the software will
be presented with, and ensuring that requirements are met for those cases. A
design decision in the context of any possible program state, any possible input,
and any possible condition of the environment is inherently more complex than
deciding what to do given a specific input in the context of a specific state of the
program and the environment. Self-� systems attempt to use various forms of
metaprogramming to enable them to defer decisions to runtime, when attention
to the state of the world and the state of the program can be used to reduce the
complexity that would otherwise be overwhelming.

Self Adaptive Software (our new self-� paradigm) monitors its own operation
and attempts to correct deviations from required behavior. In the self adaptive
architectures we are developing, it accomplishes this by diagnosing the sources
of deviant behavior, whether internal program problems, or contextual changes
in an embedded program’s environment. The software then responds by recon-
figuring itself, to use alternate procedures that either correct the malfunction,
or perform better in the current context. The diagnosis and reconfiguration are
in part accomplished by storing models of the goals, structure, design and re-
quirements of a program such that they are available to the program at run
time. Since most of our self adaptive systems are also embedded systems, mod-
els of the physical plant which the software controls or effects are also stored
and referenced at run time.

Self Adaptive Software provides some advantages over some other self-� ap-
proaches, that utilize a more reactive programming technique, and which are
inherently less self aware. these advantages include:

– Explicit management of contexts is used to increase robustenss and reduce
effective complexity

– Existing functions can be ”wrapped” and used in self adaptive architectures
– Use of the descriptions and models in the software motivates their produc-

tion, and they are also valuable for development and maintenance

a
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– It is easier to control (rather than depend on) emergent behavior
– It is easier to make self aware systems explain their behavior

Important open research issues for Self Adaptive Software are the following:

– Providing assurance of software behavior – convergence on correct solutions,
stability, limits on emergent behavior

– Providing tools to assist in development of self evaluation code
– Providing tools to assist in development of descriptions and models of soft-

ware and controlled systems
– Incorporating learning into Self Adaptive systems.

Online Performance Models
Daniel A. Menascé, Mohamed N. Bennani and Honglei Ruan

Modern computing environments are becoming increasingly complex in nature
and exhibit highly varying and unpredictable workloads. Such systems have a
multitude of parameters whose settings may significantly affect performance.
Under these circumstances, it is virtually impossible for human beings to contin-
uously tune a system’s configurable parameters. Therefore, these systems must
be self-managing and self-organizing.

We present an approach that consists of a controller that continuously deter-
mines the configuration that optimizes a given goal function, which is typically
a function of the system performance metrics. The size of the state space of pos-
sible configurations grows in a combinatorial way with the number of controlled
parameters. Therefore, the controller uses combinatorial search techniques to
find a configuration for which the value of the goal function is as close as possi-
ble to its desired level.

The goal function for a system’s current configuration is evaluated as a func-
tion of performance metric measurements. However, as the search technique
explores the configuration state space, the goal values for potential new config-
urations have to be computed through the use of models that can predict the
value of performance metrics for these configurations. We use analytic perfor-
mance models—typically queuing network models—of the controlled system to
obtain the values of these performance metrics for each configuration.

This online use of predictive performance models is a departure from their
common use in capacity planning, where performance models are used to analyze
and compare scenarios over relatively long (in the order of months) periods of
time. In the case of self-configuring and self-managing systems, configurations
may have to change very frequently (at a few-minute intervals).

Our technique has been implemented and evaluated in many different set-
tings. In the paper presented in this book we show the effectiveness of the con-
troller on a real Web server. We also show that the controller becomes more
effective when the frequency of its invocation is a function of the relative error
between the desired performance level and the current performance. The con-
troller effectiveness improves even more if it uses workload intensity forecasting

The Self- tar Visions
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techniques. The techniques discussed here are shown to be robust to high vari-
ability of the interarrival time and service time distributions. Finally, we showed
how online performance models can be used to design QoS-aware service oriented
architectures.

Proactive Failure Prediction
Felix Salfner, Günther Hoffmann and Miroslaw Malek

Massively distributed, heterogeneous hardware-software systems day by day
reach higher and higher complexity levels and their behavior is in parts, es-
pecially with respect to certain properties such as dependability and security,
unpredictable. A naive belief, that non laboratory systems are deterministic,
manually manageable or fault free, is a myth. A number of reasons lead to
this increased complexity: rapidly increasing size of individual software com-
ponents, growing heterogeneity of components, decentralization, emerging new
technologies such as ad-hoc reconfiguration and accelerated software develop-
ment through code reuse techniques. Additionally, fault tolerance techniques and
performance boosters can introduce stochastic dynamics, which further compli-
cates matters. This has been leading to a change in the way software systems are
perceived and to changing concerns from fault centric — whether a system will
work to how well it will work. There is reason to believe that future systems will
grow in complexity making them even more failure prone and unpredictable.

In order to sustain an acceptable level of dependability, radically new methods
have to be incorporated in addition to a mix of formal methods, attempts to
prove correctness or at least consistency and testing. No amount of proving or
testing will at present certify the system’s correctness. Therefore, we need to
learn to coexist with unpredictable systems and learn to react and adapt in case
of unpredictable changes.

Self-� properties have been proposed as a potential solution to this prob-
lem. We propose an aggressive, preventive maintenance by developing automatic
stochastic software failure prediction methods which provide for downtime min-
imization, graceful degradation or outright failure avoidance. In our work we
focus on self-managing properties, or in other words anticipating software sys-
tems. We advocate a proactive approach which capitalizes on probabilistic failure
prediction by selecting appropriate methods for avoiding the failure (e.g., load
decrease, process retry, failover) or for minimizing the recovery time in case of
a crash.

Since failures are stochastic events, it is our belief that the system’s behavior
can be captured by its probabilistic representation. Machine learning techniques
are a class of algorithms that are able to handle the complexity of software
systems. They are also capable of finding non-obvious relationships in data and
identifying suspicious patterns and deviations from normal behavior. We present
two approaches which are Universal Basis Functions (UBF) and Similar Events
Prediction (SEP). In our study we model and predict failures of a telecommuni-
cation system.
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Making Self- daptation an Engineering Reality
Shang-Wen Cheng, David Garlan and Bradley Schmerl

We posit our vision of a software engineering reality where engineers can develop
self-adaptive software-intensive systems cost-effectively. Imagine a world where
a software engineer could take an existing software system, specify for a set
of properties of interest (1) an objective, (2) conditions for change, and (3)
strategies for their adaptation and, within a few man-weeks, make that system
self-adaptive where it was not before. An engineer might take an existing client-
server system and make it self-adaptive with respect to a specific performance
concern such as high latency. He might specify an objective to maintain response
latency below some threshold, a condition to change the system if the latency
rises above the threshold, and a few strategies to adapt the system to fix the
high-latency situation.

Systems increasingly require mechanisms to monitor and adapt themselves to
failures or surrounding changes, that is, to self-adapt. Currently such capabilities
are realized in somewhat limited forms through programming language features
such as exceptions and in algorithms such as fault-tolerant protocols. These
mechanisms are often highly specific to the application and tightly bound to the
code, making them costly to build and difficult to maintain once added. Rather
than rely on internal mechanisms, we apply a closed-loop control paradigm us-
ing external mechanisms to monitor, model, and control a running system. We
further use architectural models to get global system perspective and system
constraints, and architectural styles to give us leverage on analysis and guidance
for self-adaptation.

To achieve self-adaptation as we envisioned, in addition to mechanisms for
monitoring, techniques for diagnosis and problem correction, and capabilities for
run-time reconfiguration, we need to make it possible for engineers to use these
in cost-effective and principled ways. In particular, we would like to be sure
that engineers can augment existing systems to be self-adaptive without having
to rewrite them from scratch, that self-adaptation policies and strategies can be
used across similar systems, that multiple sources of adaptation expertise can be
synergistically combined, and that all of this can be done in ways that support
maintainability, evolution, and analysis.

We show how our Rainbow approach, supported by three case studies, fulfills
the important properties of generality, cost-effectiveness, and composability. Specif-
ically, we focus on the separation between the general parts of Rainbow that can be
applied across different styles of systems and different concerns, and the tailorable
parts that need to be written to apply Rainbow to specific systems and concerns.

Control-Theoretic Concepts
Nagarajan Kandasamy, Sherif Abdelwahed, Gregory C. Sharp and
John P. Hayes

Our ongoing research effort focuses on the theory and practice of designing self-
managing distributed computing systems. To operate such systems effectively,
multiple performance-related parameters must be continuously tuned to dynamic
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operating conditions, and the current state-of-the-art involves substantial human
effort. To cope with the complexity expected of future computing systems, it is
highly desirable for such systems to manage themselves, given high-level quality-
of-service (QoS) objectives from administrators.

Our position is that control-theoretic concepts are applicable to selected and
important resource management problems in computing systems, including self-
optimization where the system aims to improve its performance and efficiency
continuously. Control theory provides a systematic approach to resource man-
agement in general settings; if the underlying system is correctly modeled and its
operating environment accurately estimated, the actions required to maintain a
set QoS level and/or optimize a given utility (cost) function can be derived. It
also provides well-established mathematical techniques to analyze system per-
formance and correctness.

We are currently developing online control techniques that allow multiple QoS
objectives and operating constraints to be explicitly represented as an optimiza-
tion problem and efficiently solved at each time step. This approach can manage
systems exhibiting both simple and complex nonlinear dynamics. Our research
also studies how to build self-healing capabilities within the control framework
where the system reconfigures itself in response to hardware (software) resource
failures. Stability and feasibility analysis of these control algorithms is another
important part of this work. We have, so far, applied this approach to problems
such as power management in microprocessors and real-time data processing un-
der a dynamic workloads with promising results. We plan to extend the approach
to tackle other important resource management problems in distributed systems
such as energy-efficient load balancing in server clusters and dynamic resource
provisioning between multiple applications in data centers, among others.

If successful, this research will result in systematic and theoretically sound
techniques to design and operate large-scale self-managing computer systems.

Restart
Katinka Wolter

Modern information systems are becoming increasingly complex, powerful and
at the same time very widely used. They are being used not only by experts, but
in first place by people who quickly want to buy a train ticket, people who want
to look up something on the Internet, or people who must write a text. Most
users want to have their service delivered by the computer system, but they do
not want to know why and when and how the system works.

Obviously, every system will not always work. Computer systems need main-
tenance, repair and management. Very often, nowadays, some of these can be
done remotely, facilitating this task enormously for customers and management
service providers.

If the deployment of modern computer systems will continue to spread as
it did in the past, management has to become a very simple and easy task.
Otherwise there will soon be not enough people available to support all existing
computer systems. To what extent a system has ’self’ properties will become
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a very important characteristic. And ’self’ capabilities of systems include as an
essential part easy solutions for complex problems.

Our field of research, the ’black-box’ restart of jobs is an extremely easy
solution for an extremely hard problem. The addressed problem is the reduc-
tion of long job execution times. We do not try to understand why jobs take
extremely long or fail, we only want to know for a given job, whether it is of
the ’extremely long’ type. This reduces the problem complexity enormously and
makes it amenable to a simple solution such as restart. Such simple and prag-
matic solutions are the only way to handle complex information systems in the
future.

We take in our work a pragmatic view and propose an algorithm that is de-
signed for one metric, but works for arbitrary completion time problems. It pro-
vides on-line a recommendation for when a job should be aborted and restarted,
so that system performance is maximised. This will in many cases solve the
problem of ‘pending jobs’ and we see it as a first step on the way to automatic,
or semi-automatic system management.

Restart cannot replace all system management, but it can solve some man-
agement problems, so that in those situations not even someone is needed to
analyse the system and its problem. Some of the management issues are trans-
ferred from people to the system itself.

Mathematical Foundations
Tomasz Nowicki, Mark S. Squillante and Chai Wah Wu

Many original concepts and ideas for self-� properties of complex information
systems have come from the natural sciences where there are various examples
of self-managing systems. An an example, the autonomic function of the human
central nervous system is one often cited inspiration. Hence, in the same way
that mathematics plays important roles in the natural sciences, mathematical
methods must provide the foundations for self-� systems. In particular, mathe-
matical methods must be exploited in a manner that is as central as it is in, e.g.,
physics, to best achieve the diverse goals of providing self-� properties. This is
required in at least 3 fundamental areas: The models and methods to analyze
and understand self-� systems; The laws and properties that characterize and
predict the complex dynamics of any aspect of a self-� system; The algorithms
and policies to control, manage and optimize any aspect of a self-� system and
its complex dynamics to achieve any objective of interest.

This fundamental and pervasive role for mathematical methods in self-� sys-
tems is important for a variety of reasons. Many different issues and problems
associated with self-� systems essentially reduce, either in part or as a whole, to a
much smaller number of fundamental mathematical problems. The correspond-
ing solutions are required across a wide range of temporal and spatial scales in
order to meet a common overall goal. These and other complexities of current
and future self-� systems pose new challenges whose solutions must be based
on sophisticated mathematical methods. We simply cannot afford approaches
based on forcing elementary solutions that do not fit or are inappropriate, as the
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consequences of doing so will be disastrous; e.g., consider the chaotic behavior
exhibited in various markets which share some of the characteristics of self-� sys-
tems. Furthermore, new mathematical results and methods must be developed
as needed, and these mathematical results/methods must also be tailored to the
data available and time scale(s) of the problem at hand. These solutions are
often best obtained through a combination of different mathematical methods
working together in a unified manner. They must also balance the quality of
solution with its costs.

In support of this position, our study investigates the mathematical founda-
tions of two fundamental aspects of management in self-� systems: the optimiza-
tion of the entire range of autonomic system objectives, and the dynamic control
of achieving these optimal solutions. We first establish several important results
regarding decentralized optimization, including showing that there is no loss of
quality in the (static) solution obtained under a decentralized approach versus
a centralized approach. We then turn to study the dynamics of this system in
which optimization decisions are made continually over time and at multiple
time scales. Our analysis illustrates some of the potential problems and com-
plicated behavior of such continual decentralized optimization when the system
environment changes over time, which can include phase transitions, chaos and
instability. One of the fundamental problems then is to determine this complex
interaction between dynamics and optimization as we consider in our study.

Versus

The Conflict Between Self-� Capabilities and Predictability
Rogério de Lemos

This paper takes the position that autonomy (the basis for enabling self-� capa-
bilities) and predictability are conflicting aspects when building systems. Start-
ing from the premise that there is a dichotomy on how systems are described,
either process or data, this paper argues that uncertainties associated with these
forms of system description dictate the ability that a system has in adapting to
changes. The difference between process and data representations can be inter-
preted from the perspective of accuracy and precision. While process descriptions
might be precise but not accurate, data descriptions might be accurate but not
precise. In process descriptions, the assumptions that allow a process to be real-
izable introduce uncertainties. However, when these assumptions are discharged
more accurate models can be obtained, thus eliminating uncertainties from the
system. On the other hand, data descriptions are an abstraction of the actual
behaviour of the system, and in some cases for the data to be meaningful it has
to undergo through some generalizations. These two issues inevitably lead to the
introduction of uncertainties on how systems are described, and it is from these
uncertainties that emergent behaviours materialize.

The above argument is supported by two examples on how process and data
descriptions of systems can handle predictability and autonomy. In the first ex-

Self- warenessa Self- rganizationo
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ample, we present an architectural solution based on exceptional handling to
tolerate faults. The solution relies on a process description for building adapt-
able, but deterministic systems. Uncertainties are eliminated from the system
behaviour, however the solution is not scalable since exceptional handling based
solutions are invariably application dependent, i.e., there is no single mechanism
that is able to deal with a general class of faults. For example, it would be fea-
sible to apply such architectural solution to handle intrusions because of the
uncertainties associated with these. In the second example, we present an artifi-
cial immune system solution (AIS) for the detection of anomalies. The solution
relies on a data description for generating error detectors that are able to iden-
tify new unexpected circumstances. The rationale associated with this approach
is that if systems are to be autonomous when reacting to changes, in this case
undesirable, then it is essential that the system should be able to recognise new
erroneous states, and adapt its set of detectors accordingly. In this particular
context, it has been observed that the generalisation of potential detectors has
lead to a decrease on the detection coverage, and an increase in the number of
false positives, i.e., false alarms.

The idea of developing systems that rely on both process and data represen-
tations, which explores the complementary benefits of these, is not new. Such
hybrid systems have mostly been confined to stand alone closed systems, however
the challenge ahead is whether the same idea can be applied to more complex
systems that are open and collaborative in their nature, and which are expected
to show self-� capabilities and be predictive at the same time.

Self- ware Software
Peter Andras and Bruce G Charlton

Research on self-aware software systems is an active part of computer science
almost since its inception. This research led to many interesting theories and
applications, but no truly self-aware software system has been developed so far.
It appears that a critical barrier that could not be overcome is that software
systems are unable to generate appropriately adaptive responses in previously
unknown situations.

One possible way towards the development of self-aware software is to imi-
tate natural self-aware systems. The theory of abstract communication systems,
built on works of Niklas Luhmann about abstract social systems, provides a
very effective framework for the analysis of such systems. Analysing natural
self-aware systems, like cells or organisations, reveals features that are critically
related to their self-awareness abilities. Such features are: (1) they possess both
short- and long-term memories, (2) they have an information subsystem, which
processes and creates new memories; (3) they have a set of long-term memory
communications representing a self-model that is referenced by identity check
communications of the information subsystem; (4) their self-model is adaptive
and is changing in response to faulty communications, errors and failures expe-
rienced by the system.

a
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We see computer software as a communication system of many components
executed on computer hardware. The software in this context is the set of in-
teractions between communication units (e.g., objects). In our view software
systems should have comparable features to natural self-aware systems in or-
der to become truly self-aware. Software systems need to expand their memory
communications, by creating memories of most interactions between software
communication units. The extensive sets of memories will provide the foun-
dations for the development of the information subsystem of the software (see
aspect oriented programming). Self-monitoring should be based on memory com-
munications and on identity-check communications of the system. The software
system itself should emerge to large extent from identity-check communications.
Self-aware software systems should aim to reproduce and expand themselves as
communication systems. They should perform their functionality by adapting to
their environment and reproducing and expanding within this environment. The
software should adapt its self-model, the code of itself, in response to faulty in-
teractions, errors and failures experienced by the system. Building such systems
will need a novel ’from within’ approach to software development.

Supporting Self-�

Design Methodology
Indranil Gupta, Steven Ko, Nathanael Thompson, Mahvesh Nagda,
Chris Devaraj, Ramsés Morales and Jay A. Patel

Today, designing new protocols for self-� distributed systems such as peer-to-
peer systems, autonomic Grid applications, etc., is an extremely challenging
task. The only resources available to a researcher designing new protocols are her
basic distributed systems knowledge, prior research literature, and the designer’s
experiences. This “seat of pants” approach to protocol design has resulted in
long research project timelines, long lag times to production, and complex final
system designs when pieces are assembled.

We believe these shortcomings can be addressed for future systems by popu-
lating and enriching a new resource for the protocol designer – Protocol Design
Methodologies. Loosely, a protocol design methodology is an organized, docu-
mented set of building blocks, rules and/or guidelines for design of a class of
distributed protocols. It is possibly amenable to automated code generation.

Given a distributed computing problem then, a collection of methodologies
can be brought to bear, for either innovating novel protocols, or for composing
existing protocols. This results in a more systematic approach to protocol design.
It augments the creative activity of protocol innovation, rather than stifle it.
Methodology research has already matured in other fields such as hardware
synthesis, operating systems, and software engineering, etc.

Methodologies for distributed systems can be either innovative, i.e., create
novel unknown protocols, or composable, i.e., combine existing protocols, thus
enriching their properties. Methodologies can also be have retroactive or progres-
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sive, i.e., they can help in understanding design principles of existing protocols,
or create new protocols (or both).

For instance, many protocols derived from natural phenomena suffer from
hand-wavy descriptions and analyses. This is due to the lack of systematization.
We have created a new innovative and progressive methodology that translates
systems of differential equations (that can be used to represent a natural phe-
nomenon) into equivalent distributed protocols. The use of a methodology guar-
antees that the protocol can be specified formally, and its self-stabilization and
fault-tolerance properties can be proved.

Many of the creative distributed protocol ideas, designed by the community
over the years, are either never read or never used in a real system. Retroac-
tive and composable methodologies can help systematize the understanding of
large classes of protocols, increasing not only chances of their use but also the
possibility that they will be composed with other popular protocols.

Autonomic Grid Applications
M. Parashar, Z. Li, H. Liu, V. Matossian and C. Schmidt

Pervasive information and computational Grid environments are inherently large,
complex, heterogeneous and dynamic, globally aggregating large numbers of in-
dependent computing and communication resources, data stores and sensor net-
works. Furthermore, emerging Grid applications are similarly complex and highly
dynamic in their behaviors and interactions. Together, these characteristics re-
sult in application development, configuration and management complexities
that break paradigms based on passive components and static compositions and
interactions, and impose new requirements on programming systems for Grid ap-
plications. Grid programming systems must be able to specify applications that
can detect and dynamically respond during execution to changes in both, the
state of execution environment and the state and requirements of the application.
This requirement suggests that: (1) Grid applications should be composed from
discrete, self-managing components, which incorporate separate specifications for
all of functional, non-functional and interaction-coordination behaviors. (2) The
specifications of computational (functional) behaviors, interaction and coordina-
tion behaviors and non-functional behaviors (e.g. performance, fault detection
and recovery, etc.) should be separated so that their combinations are compos-
able. (3) The interface definitions of these components should be separated from
their implementations to enable heterogeneous components to interact and to
enable dynamic selection of components.

Addressing these challenges requires redefining the programming framework
to address the separations outlined above. Specifically, it requires (1) static ap-
plication requirements and system and application behaviors to be relaxed, (2)
the behaviors of elements to be sensitive to the dynamic state of the system
and the changing requirements of the application and be able to adapt to these
changes at runtime, (3) required common knowledge be expressed semantically
rather than in terms of names, addresses and identifiers, and (4) the core en-
abling middleware services be driven by such a semantic knowledge.

The Self- tar Visions
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In this paper we first investigate the challenges and requirements of program-
ming Grid applications, and present self-managing applications as a means for
addressing these requirements. We then introduce Project AutoMate, which in-
vestigates autonomic solutions, based on strategies used by biological systems, to
realize Grid applications that are capable of managing (i.e., configuring, adapt-
ing, optimizing, protecting, healing) themselves.

System-Level Support
Simon Patarin and Mesaac Makpangou

Recently, autonomic computing has received much consideration and many ef-
forts have been put in the various aspects of this emergent domain. However,
several years after the identification of this research area (the term “autonomic
computing” was first coined in 2001, while “trouble-free systems” had been al-
ready mentioned in 1999), autonomic applications have still not modified our
day-to-day relationships with a computer.

Although some progresses have made their way into grid computing and
enterprise-class software, the standard end-user is left behind. What should ex-
pect end-users from a forest fire application, an oil-reservoir application or a
self-healing cluster (all examples taken from the most recent literature)? What
about an autonomic Web server, an autonomic proxy-cache, an autonomic mail
server or an autonomic peer-to-peer file-sharing application instead? This fact
is rather paradoxical as the former applications seem much more complex to
apprehend rather than the latter ones. Perhaps, this could be risen as an expla-
nation: complex, unpredictable, applications are required to exercise autonomic
systems appropriately. But, we do not believe it to be true. Internet is more than
enough complex and unpredictable so that any distributed application is a good
candidate to demonstrate autonomic capabilities.

According to us, it is a good system-level support for autonomic applica-
tions that is currently missing. One that would present the right abstractions
to the developers, which would allow them to prototype autonomic applications
rapidly. One that would be flexible enough to cope with the diversity and the
heterogeneity of current platforms. One that would be efficient in terms of per-
formance, because you simply cannot pretend maintaining any sort of quality of
service if the service you propose is of poor quality right from the beginning. And
one that would keep simple applications easy to implement. It is our belief that
such a basis would allow researchers with different motivations and experiences
to put their ideas in practice, free from the painful details of low-level system
implementation. As the first simple autonomic elements become available, it will
be easier and easier to build more complex system or to plug one’s strategy into
an existing element: a bottom-up development strategy does seem appropriate
in building autonomic applications.

After having defined how autonomic systems should work and outlined pos-
sible approaches, time has come to see them actually working and to make them
available to the largest possible audience. We are coming very close to systems
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that “just work”, all we need now is the right system support to federate current
efforts and reify them.

Spatial Computing
Marco Mamei and Franco Zambonelli

A number of approaches to support self-� properties in computing are being
proposed since the past few years. In general, we fully agree on the opinion that
future computing systems will have to exploit self-� properties in nearly all of
their facets: self-configuration, self-tuning, self-healing etc. Whether you call it
proactive computing or autonomic computing or — better and more compre-
hensive — “self-ware”, it is becoming rather clear that the intrinsic complexity
and decentralization of today and future computing scenarios requires humans
to be out of the loop. Any approach that requires software and complex network
systems to be “manually” managed by human will soon become practically and
economically unfeasible. In this context, most of current scientific and technolog-
ical researches on “self-�” computing propose special-purpose and specially-tune
solutions to specific kinds of problems. Most of these works are indeed interesting
and are providing useful insights on the general problems.

However, we think that to effectively leverage self-� approaches from a sci-
entific curiosity to both a sound science and a practical engineering discipline
we must also definitely look for general purpose approaches and solutions. Such
general purpose approaches should provide a uniform set of abstractions and
tools for deploying a variety of self-� properties in a variety of heterogeneous
computing scenarios that are emerging. These include: (i) micro-networks, i.e.,
networks of low-end computing devices typically distributed over a geograph-
ically small area (e.g., sensor networks and spray computers); (ii) ubiquitous
networks, i.e., networks of medium-end devices, distributed over a geographi-
cally bounded area, and typically interacting via short/medium range wireless
connections (pervasive computing systems, smart environments and cooperative
robot teams); (iii) global networks, characterized by high-end computing systems
interacting at a world-wide scale (the physical Internet, the Web, P2P networks
and multiagent systems).

Starting form such a motivation, our current research work is aimed at iden-
tifying the role that can be possibly played by spatial abstractions and by their
adoption as building blocks for a novel general-purpose “spatial computing”
approach for distributed system development and management. A spatial com-
puting approach — by providing application components with an explicit rep-
resentation of their operational environment in terms of a space encoding some
application-specific features, and by having application level activities expressed
in terms of sensing the properties of space and navigating in it — can effectively
deal with network dynamics in large scale systems, can facilitate the integration
of variety of self-� properties in distributed systems, and also suit those systems
whose activities are intrinsically situated in an environment. More important: (i)
a spatial computing approach, by providing application components with an ab-
stract — high-level perspective of the operational environment, appears suitable

The Self- tar Visions
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for a wide range of heterogeneous scenarios; (ii) most of current approaches to
self-ware in distributed systems can be easily mapped into phenomena of spatial
self-organization, thus making to model in spatial computing terms a variety of
very diverse self-� approaches. Our paper included in this book elaborate around
spatial computing, its relations with self-� approaches, and sketches some of our
current research work in the area of “spatial computing middleware”.

QoS-Enabled Peer-to-Peer Systems
Vana Kalogeraki, Fang Chen, Thomas Repantis and
Demetris Zeinalipour-Yazti

Current efforts on P2P systems have focused on organizing the nodes in the
network, improving resource usage, minimizing network latencies and reducing
the volume of unnecessary traffic incurred in the P2P overlays. These have shown
that P2P systems have been used successfully in the context of large scale file
systems, resource sharing, multicast and information retrieval. Thus far, most
of the work has concentrated in the sharing of “small” objects including MP3
music files, images, and audio.

Our position is that we can support distributed applications with Quality
of Service (QoS) demands on Peer-to-Peer (P2P) systems. It is our belief that
by exploring the self-� properties such as self-organization, self-configuration
and self-monitoring of the nodes of the P2P infrastructure and the necessary
provisions, we will simplify the management and be able to support distributed
applications that have QoS demands.

We believe that the decades of research in middleware technologies will help
to achieve these goals. Examples include OMG’s Common Object Request Bro-
ker Architecture (CORBA), Microsoft’s Distributed Component Object Model
(DCOM), Sun’s Java Remote Method Invocation (RMI) and the Simple Ob-
ject Access Protocol (SOAP). These represent mature, extensive and portable
infrastructures that simplify the management of the applications and enable
them to interoperate independently of their computing platforms and network-
ing protocols. This work should be fully considered when developing distributed
applications in P2P systems.

However, there are significant challenges that must be addressed. These ap-
plications demand multiple end-to-end QoS guarantees, such as predictable la-
tency and jitter, reliability, and scalability. Large-scale environments have unpre-
dictable latencies and changing resource availability, thus require systems that
are easy to manage and able to adapt to dynamic changes in the utilization or
availability of the resources.

To achieve our goals, we need to explore mechanisms for managing local re-
sources, prioritizing application requests and propagating resource and timing
measurements system-wide, and adaptive self-organization algorithms that im-
prove application latencies and balance the load across multiple peers to meet
the application end-to-end soft real-time and QoS requirements. These will help
us to achieve high levels of performance and scalability and truly create self-
managing QoS-enabled P2P systems.
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Abstract. Fractal proteins are an evolvable method of mapping genotype to 
phenotype through a developmental process, where genes are expressed into 
proteins comprised of subsets of the Mandelbrot Set. The resulting network of 
gene and protein interactions can be designed by evolution to produce specific 
patterns that in turn can be used to solve problems. In this paper, adaptive  
developmental programs, capable of developing different solutions in response 
to different signals from an environment, are investigated. The evolvability of 
solutions and the capability of these solutions to survive damage is assessed. 
Evolution is used to create a fractal gene regulatory network (GRN) that  
calculates the squareroot of the input (its environment). This is compared with a 
GP-evolved squareroot function and a human-designed squareroot function. 
The programs are damaged by corrupting their compiled executable code, and 
the ability for each of them to survive such damage is assessed. Experiments 
demonstrate that only the evolutionary developmental code shows graceful  
degradation after damage. This provides evidence that software based on gene, 
protein and cellular computation is far more robust than traditional methods. 
Like a multicellular organism, with its genes evolved and developed, it shows 
graceful degradation. Should it be damaged, it is designed to continue to work.  

1   Introduction 

Human designs are carefully-crafted, consciously-created fusions of experience and 
skill. Our designs usually work reliably and well under the conditions they were de-
signed for. Unfortunately, they rarely work well under unforeseen conditions. A ship 
will sink in the wrong kinds of seas, a car will crash on the wrong kinds of roads. A 
program will fail in the wrong kind of software environment. And sadly for computer-
users worldwide, the mess of different software on an average computer causes such 
complex environments that programs fail with tired regularity. 

Natural systems are also carefully crafted, but there is no conscious mind or skill 
needed to produce her designs. Generations of past experience drives evolution to 
create robust, damage-tolerant  solutions. Organisms don’t fail if they sustain minor 
damage. A broken finger hardly slows us. The equivalent damage to a human-
designed program would produce terminal failure. 

The work described here continues an ongoing investigation into the use of devel-
opmental systems with evolutionary computation. Here, fractals are employed as a 
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computer representation of proteins. Earlier work has shown that fractal proteins are 
highly evolvable by a genetic algorithm (Bentley 2004, 2003c), that specific patterns 
of activation in a fractal gene regulatory network (GRN) can be evolved (Bentley, 
2004, 2003b), that they can perform computational tasks such as function regression 
and robot control (Bentley 2003a), and that evolved fractal GRNs naturally show 
fault-tolerance (Bentley 2003c). This work now focuses on the evolution of develop-
mental programs that display graceful degradation when damaged. 

2   Background 

Questions of reliability and graceful degradation occur frequently in fields focusing on em-
bedded systems. To date, most solutions seem to depend on architectures that partition soft-
ware into separate components, organised in such a way that the failure of non-critical com-
ponents will not induce the failure of the whole system (Shelton & Koopman, 2001). 

In Evolutionary Computation, scientists have been focussing on the ability of evo-
lution, and more commonly developmental methods, to enable self-repairing behav-
iour and graceful degradation of solutions. The work of Andy Tyrrell and his group 
create fault-tolerant hardware inspired by ideas of embryology and immune systems 
(Jackson and Tyrrell, 2002). More recently, Julian Miller has described experiments 
evolving developmental programs to create “French Flag” patterns (Miller and 
Banzhaf, 2003). He shows that development is able to regenerate these patterns 
should some of their cells be removed. Current work by Mahdavi and Bentley (2003) 
demonstrates how adaptive evolutionary control can enable a “Smart Snake” to rede-
velop new movement strategies even after the loss of a crucial muscle (Nitinol wire). 

In his research on fault-tolerant systems, Thompson (1997) describes how “grace-
ful degradation for free” can be achieved in theory and in practice for robot control-
lers, “from the nature of the evolutionary process.” Thompson suggests that mutation-
insensitive individuals will, in the long term, survive better, thus producing a pressure 
towards fault-tolerant solutions. More recently, the same results were demonstrated 
with fractal developmental processes (Bentley 2003c), where there are no direct map-
pings: pleiotropy and polygeny are prevalent, and genes are reused over many devel-
opmental iterations. It was shown that through the Baldwin Effect, solutions “natu-
rally” became more efficient and fault-tolerant (Bentley 2003c). In more detail, the 
work demonstrated that if evolution was permitted to run for a further 1000 genera-
tions after a perfect solution had evolved, the fractal GRNs continued to evolve: the 
number of genes and proteins that made up the solution was reduced (so there is less 
to be damaged), and duplicate genes were added, which provide redundancy and 
protection against damage. 

This paper extends this work, showing that damage directly to the executable code 
(and not just a gene in the system) can be survived by evolved developmental programs. 

3   Fractal Proteins 

Development is the set of processes that lead from egg to embryo to adult. Instead of 
using a gene for a parameter value as we do in standard EC (i.e., a gene for long legs), 
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natural development uses genes to define proteins. If expressed, every gene generates 
a specific protein. This protein might activate or suppress other genes, might be used 
for signalling amongst other cells, or might modify the function of the cell it lies 
within. The result is an emergent, asynchronous, parallel “computer program” made 
from dynamically forming gene regulatory networks (GRNs) that control all cell 
growth, position and behaviour in a developing creature (Wolpert et al, 2001). 

Table 1. Types of objects in the model 

fractal proteins defined as subsets of the Mandelbrot set. 
Environment contains one or more fractal proteins (expressed from the environment gene(s)), 

and one or more cells. 
Cell contains a genome and cytoplasm, and has some behaviours. 
Cytoplasm contains one or more fractal proteins. 
Genome comprising structural genes and regulatory genes. In this work, the structural 

genes are divided into different types: cell receptor genes, environment genes and 
behavioural genes. 

regulatory gene comprising operator (or promoter) region and coding (or output) region. 
cell receptor gene a structural gene with a coding region which acts like a mask, permitting variable 

portions of the environmental proteins to enter the corresponding cell cytoplasm. 
environment gene a structural gene which determines which proteins (maternal factors) will be 

present in the environment of the cell(s). 
behavioural gene structural gene comprising operator and cellular behaviour region. 

 
 

 
 

Environment

Cell
Cytoplasm

Genome Fractal
proteins

Fractal
proteins

Environment gene
Cell recepter gene
Regulatory gene
Behavioural gene

 

FRACTAL DEVELOPMENT

For every cell in the embryo:

For every developmental time step:

Express all environment genes and
calculate shape of merged environment fractal proteins

Express cell receptor genes as receptor fractal proteins
and use each one to mask the merged environment proteins
into the cell cytoplasm.

If the merged contents of the cytoplasm match a promoter
of a regulatory gene, express the coding region of the gene,
adding the resultant fractal protein to the cytoplasm.

If the merged contents of the cytoplasm match a promoter of a
behavioural gene, use coding region of the gene to specify a
cellular function.

Update the concentration levels of all proteins in the cytoplasm.
If the concentration level of a protein falls to zero, that protein
does not exist.  

 
Fig. 1. Representation using fractal 
proteins 

 
         Fig. 2. The fractal development algorithm 

In this work, a biologically plausible model of gene regulatory networks is con-
structed through the use of genes that are expressed into fractal proteins – subsets of 
the Mandelbrot set that can interact and react according to their own fractal chemistry. 
Further motivations and discussions on fractal proteins are provided in (Bentley, 2004 
& 2003a,b,c). Table 1 describes the object types in the representation; Figure 1 illus-
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trates the representation. Figure 2 provides an overview of the algorithm used to de-
velop a phenotype from a genotype. Note how most of the dynamics rely on the inter-
action of fractal proteins. Evolution is used to design genes that are expressed into 
fractal proteins with specific shapes, which result in developmental processes with 
specific dynamics. 

3.1   Defining a Fractal Protein 

In more detail, a fractal protein is a finite square subset of the Mandelbrot set (Man-
delbrot 1982), defined by three codons (x,y,z) that form the coding region of a gene in 
the genome of a cell. Each (x, y, z) triplet is expressed as a protein by calculating the 
square fractal subset with centre coordinates (x,y) and sides of length z, see fig. 3 for 
an example. In addition to shape, each fractal protein represents a certain concentra-
tion of protein (from 0 meaning “does not exist” to 200 meaning “saturated”), deter-
mined by protein production and diffusion rates. 

 

Fig. 3. Example of a fractal protein defined by (x=0.132541887, y=0.698126164, 
z=0.468306528) 

3.2   Fractal Chemistry 

The model incorporates the notions of cell cytoplasm – a “container” which holds the 
proteins belonging to the corresponding cell) and (cellular) environment – the global 
“container” which holds proteins visible to all cells. In order to model complex  pro-
tein-protein and protein-gene interactions, multiple fractal proteins are allowed to 
interact according to their fractal shapes. The interaction occurs by merging separate 
protein shapes to form new, complex compounds. The result is a product of their own 
“fractal chemistry” which naturally emerges through the fractal interactions. 

Fractal proteins are merged (for each point sampled) by iterating through the frac-
tal equation of all proteins in “parallel”, and stopping as soon as the length of any is 
unbounded (i.e. greater than 2). Intuitively, this results in black regions being treated 
as though they are transparent, and paler regions “winning” over darker regions. See 
fig 4 for an example.      

3.3   Calculating Concentration Levels 

The total concentration of two or more merged fractal proteins is the mean of the 
different concentrations seen in their merged product. For example, fig. 4 shows how 
fractal proteins are merged to form a new fractal shape. Figure 5 illustrates the  
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Fig. 4. Two fractal proteins (left and middle) and the resulting merged fractal protein combina-
tion (right) 

         

Fig. 5. The different concentrations of the two fractal proteins (left and middle) and the concen-
tration levels in their merged product (right) 

       

Fig. 6. The shape of the desired protein as defined by a promoter (left), the shape and concen-
tration levels of merged proteins in the cytoplasm (middle) and the concentration levels seen on 
that promoter (right), where total concentration is taken as mean. Note that although a merged 
protein may decrease affinity (similarity) to the promoter, should the second protein have a 
higher concentration level to the first, it will boost overall concentration seen by the promoter, 
i.e., act like a catalyst to speed up (or slow down, if lower) the “reaction” 

resultant areas of different concentration in the product. When being compared to the  
(xp, yp, zp) promoter region of a gene (the “conditional” part of the gene to be 
matched, see later section on genes), the concentration seen on that promoter is de-
scribed by all those regions that “fall under” the promoter, see fig. 5. In other words, 
the merged product is masked by the promoter fractal, and the total concentration on 
the promoter is the mean of the resulting concentrations, see Fig. 6. 



26 P.J. Bentley 

 

3.4   Updating Protein Concentration Levels 

Every developmental time step, the new concentration of each protein is calculated 
(synchronously). This is formed by summing two separate terms: the previous con-
centration level after diffusion (diffusedconc) and the new concentration output by a 
gene (geneoutputconc). These two terms model the reduction in concentration of 
proteins over time, and the production of new proteins over time, respectively, where: 

diffusedconc = prevconcentration × (1 – 1/ PROTEINDEC + 0.2)  
  (PROTEINDEC is a constant normally set to 5) 
and: 

geneoutputconc = totalconc × tanh((totalconc – ct) / CWIDTH) / CINC 

where: totalconc is the mean concentration seen at the promoter, 
ct is the concentration threshold from the gene promoter 

  CWIDTH is a constant (normally set to 30) 
  CINC is a constant (normally set to 2) 

3.5   Genes 

The environment gene, cell receptor gene, regulatory genes, and behavioural genes all 
contain 7 real-coded values: 

 

xp yp zp Affinity threshold Concentration threshold x y z type 

 
where (xp, yp, zp, Affinity threshold, Concentration threshold) defines the promoter 
(operator or precondition) for the gene and (x,y,z) defines the coding region of the 
gene. The type value defines which type of gene is being represented, and can be one 
or all of the following: environment, receptor, behavioural, or regulatory. This en-
ables the type of genes to be set independently of their position in the genome, ena-
bling variable-length genomes. It also enables genes to be multi-functional, i.e. a gene 
might be expressed both as an environmental protein and a behaviour. 

When Affinity threshold is a positive value, one or more proteins must match the 
promoter shape defined by (xp,yp,zp) with a difference equal to or lower than Affinity 
threshold for the gene to be activated. When Affinity threshold is a negative value, 
one or more proteins must match the promoter shape defined by (xp,yp,zp) with a 
difference equal to or lower than |Affinity threshold| for the gene to be repressed (not 
activated). 

To calculate whether a gene should be activated, all fractal proteins in the cell cy-
toplasm are merged (including the masked environmental proteins, see later) and the 
combined fractal mixture is compared to the promoter region of the gene. 

The similarity between two fractal proteins (or a fractal protein and a merged frac-
tal protein combination) is calculated by sampling a series of points in each and sum-
ming the difference between all the resulting values. (Black regions of fractals are 
ignored.) Given the similarity matching score between cell cytoplasm fractals and 
gene promoter, the activation probability of a gene is given by: 
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activationprob = (1 + tanh((matchnum – Affinity threshold - Ct) / Cs)) / 2  
 
where: matchnum is the matching score, 

 Affinity threshold is the matching threshold from the gene promoter 
 Ct is a threshold constant (normally set to 50) 
 Cs is a sharpness constant (normally set to 50) 

Regulatory Gene 
Should a regulatory gene be activated by other protein(s) in the cytoplasm (which 
have concentrations above 0) matching its promoter region, its corresponding coding 
region (x,y,z) is expressed (by calculating the subset of the Mandelbrot set) and new 
concentration level calculated. To do this, the concentration of the resulting protein is 
modified by incrementing with geneoutputconc, the result of a function of the concen-
tration threshold (ct) and the mean total concentration seen at the gene promoter (to-
talconc), as given in section 3.5. In this way, higher concentrations of protein on the 
promoter will cause an increased rate of output protein concentration growth, while 
lower concentrations (below the ct threshold) will increase the diffusion rate of the 
output protein (its concentration will decrease at a higher rate). 

The cell cytoplasm, which holds all current proteins, is updated at the end of the 
developmental cycle. 

Cell Receptor Gene 
At present, the promoter region of the cell receptor gene is ignored, and this gene is 
always activated. As usual, the corresponding coding region (x,y,z) is expressed by 
calculating the subset of the Mandelbrot set. However, the resultant fractal protein is 
treated as a mask for the environmental proteins, where all black regions of the mask 
are treated as opaque, and all other regions treated as transparent. For an example, see 
fig. 7. If there is more than one receptor gene, only the first in the genome is used. 

          
 

Fig. 7. Cell receptor protein (left), environment protein (middle), resulting masked protein to be 
combined with cytoplasm (right) 

Environment Gene 
Like the cell receptor gene, this gene is always activated. It produces environmental 
factors for all cells: fractal proteins of concentration 200. If there is more than one 
environmental gene, the expressed environmental proteins are merged before being 
masked by the receptor protein. If one or more values are being input to the system, 
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the concentration of the environmental fractal proteins are set to those values, i.e. an 
input to the system disturbs the environment during development. 

Behavioural Gene 
A behavioural gene is activated when other protein(s) in the cytoplasm match its pro-
moter region (using the affinity threshold). For this application, a gradual activation 
between not activated and activated was required, using the x value of the coding 
region (x,y,z) triplet as a fate value to define a function, calculated as follows: 

If the gene is being activated with a negative Affinity threshold, 
output = output - (totalconcentration - concentrationthreshold) * fate 
If the gene is being activated with a positive Affinity threshold, 
output = output + (totalconcentration - concentrationthreshold) * fate 

Note how the total concentration of proteins seen on the promoter is offset against 
the Concentration Threshold gene and scaled by the fate gene (x value of the coding 
region), allowing evolution to adjust the range of values seen on the output, and used 
to specify behaviours. (If there is more than one behavioural gene, the change to out-
put is averaged over all behavioural genes, each developmental step.) 

3.6   Fractal Sampling 

All fractal calculations (masking, merging, comparisons) are performed at the same 
time, by sampling the fractals at a resolution of 15x15 points. Note that the compari-
son is normally performed between the single fractal defined by (xp,yp,zp) of a gene 
and the merged combination of all other proteins currently in the cytoplasm. The 
fractal being compared is treated a little like the cell receptor mask – only those re-
gions that are not black are actually compared with the contents of the cytoplasm. 

3.7   Development 

As was illustrated in figure 2, an individual begins life as a single cell in a given envi-
ronment. To develop the individual from this zygote into the final phenotype, fractal 
proteins are iteratively calculated and matched against all genes of the genome. 
Should any genes be activated, the result of their activation (be it a new protein, re-
ceptor or cellular behaviour) is generated at the end of the current cycle. Development 
continues for d cycles, where d is dependent on the problem. Note that if one of the 
cellular behaviours includes the creation of new cells, then development will iterate 
through all genes of the genome in all cells. 

3.8   Evolution 

The genetic algorithm used in this work has been used extensively elsewhere for other 
applications (including GADES (Bentley 1999)). A dual population structure is em-
ployed, where child solutions are maintained and evaluated, and then inserted into a 
larger adult population, replacing the least fit. The fittest n are randomly picked as 
parents from the adult population. The degree of negative selection pressure can be 
controlled by modifying the relative sizes of the two populations. Likewise the degree 
of positive selection pressure is set by varying n. When child and adult population 
sizes are equal, the algorithm resembles a canonical or generational GA. When the 
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child population size is reduced, the algorithm resembles a steady-state GA. Typically 
the child population size is set to 80% of the adult size and n = 40%. (For further 
details of this GA, refer to (Bentley 1999).) 

Unless specified, alleles are initialised randomly, with (xp,yp,zp) and (x,y,z) values 
between -1.0 and 1.0 and thresh between -10000 and 10000. The ranges and precision 
of the alleles are limited only by the storage capacity of double and long ‘C’ data 
types – no range constraints were set in the code. 

Genetic Operators 
Genes are real-coded, but genomes may comprise variable numbers of genes. Given 
two parent genomes, the crossover operator examines each gene of parent1 in turn, 
finding the most similar gene of the same type in parent 2. Similarity is measured by 
calculating the differences between values of operator and coding regions of genes. 
One of the two genes is then randomly allocated to the child. If the genome of parent2 
is shorter, the child inherits the remaining genes from parent 1. If the genomes are the 
same length, this crossover acts as uniform crossover. 

Mutation is also interesting, particularly since these genes actually code for pro-
teins in this system. There are four main types of mutation used here: 

1. Creep mutation, where (xp,yp,zp) and (x,y,z) values are incremented or dec-
remented by a random number between 0 and 0.5, Affinity Threshold is in-
cremented or decremented by a random number between 0 and 16384 and 
Concentration Threshold is incremented or decremented by a random num-
ber between 0 and 200. 

2. Duplication mutation, where a (xp,yp,zp) or (x,y,z) region of one gene ran-
domly replaces a (xp,yp,zp) or (x,y,z) of another gene. (This permits evolu-
tion to create matching promoter regions and coding regions quickly.) 

3. Gene mutation, where a random gene in the genome is either removed or a 
duplicate added. 

4. Sign flip mutation, where the sign of Affinity Threshold is reversed. 

Crossover is always applied; all mutations occur with probability 0.01 per gene. 

4   Squareroot Function Regression 

Previous work has demonstrated how evolution can generate specific fractal proteins 
that interact with each other in order to produce desired patterns of activation (Bentley 
2004) or to produce a specific set of commands for a robot, to guide it past obstacles 
(Bentley 2003a). Here, the task is to produce the square root of a number. The input to 
the system is provided by setting the concentration of the first environment fractal 
protein (all others have a default value of 200). The output is produced by the behav-
ioural gene(s) as described previously. Each genotype was developed ten times in 
succession with random input (concentration) values between 0 and 199. The fitness 
was the sum of the differences between the values obtained and true squareroot of the 
input.  

To evolve the controllers, the fractal development system was initialised with a 
single cell, 2 environment genes, 2 receptor gene, 2 behavioural genes and 6 regula-
tory genes. (With variable length genomes, evolution was free to modify these gene 
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numbers). The operator and coding regions of the genes were randomly initialised 
with the alleles that defined 10 previously evolved protein fractals (Bentley, 2004). 8 
developmental steps were employed (ten times, each with a different environmental 
protein concentration, corresponding to the ten random inputs), and the evolutionary 
algorithm used a population size of 100, running for 1000 generations. 

To provide some assessment of how effective fractal proteins are in improving per-
formance or evolvability, the same system was also run with all fractal proteins dis-
abled. In this non-fractal version, the triplet of three real values were used directly 
(the affinity value now defined how small the sum of differences between the cis-
region of the gene and the protein should be before the gene is activated). There were 
no protein-protein interactions; no fractal shapes were calculated, merged or com-
pared. All other parameters were kept the same. 

5   Squareroot Function Regression Results 

Figure 8 shows the final fitness scores achieved by the fractal developmental system 
and the system using no fractal proteins, for thirty runs. Fitnesses below 40,000 
achieved an acceptable accuracy. It should be clear that the system using fractal pro-
teins achieved acceptable fitnesses in 20 out of 30 runs. The system without fractal 
proteins only achieved acceptable fitnesses in 7 out of 30 runs. In addition, solution 
quality often suffers without fractal proteins – no solutions achieved the same accu-
racy as those produced with fractal proteins. 
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Fig. 8. Fitness of developmental squareroot program using fractal proteins and the developmen-
tal squareroot program without fractal proteins. Results are shown sorted into descending order 
of fitness for clarity and ease of comparison. The dotted line denotes a fitness of 40,000 – any 
solutions with fitnesses at or below this line are considered sufficiently accurate at calculating 
the squareroot of the input 
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The reason for the difference in performance seems to be evolvability. Without 
fractal proteins, solutions become trapped in local optima – GRNs that produce a 
linear output are common, instead of the required non-linear squareroot curve. With-
out the ability for new proteins and genes created by evolution to affect existing pro-
teins and genes (through complex protein-protein and protein-gene interactions), there 
is no way for evolution to overcome the trap. With fractal proteins, evolution is free to 
add new genes which produce proteins that modify existing solutions subtly and in 
nonlinear ways. Evolvability is caused by the ability of this representation to enable 
gradual modifications to any solutions - not just by changing existing genes but also 
by adding new ones that act in combination with existing ones where necessary. This 
is evident during evolution as poor solutions gain large numbers of genes, and good 
solutions prune the genes down to more robust sizes. Without fractal proteins, each 
gene has a much more binary role - it is either critical to the GRN or has no effect at 
all - meaning evolution cannot make small changes quite as easily (despite still being 
able to duplicate genes). 

Previous work (Bentley 2003c) has shown other aspects of evolvability: even after 
evolution has found a perfect solution, it continues to evolve, changing genes, pro-
teins and entire GRNs constantly. This representation enables never-ceasing evolu-
tion, which also results in the solutions becoming compact and robust against damage. 

6   Damage Tolerant Developmental Programs 

Having shown that fractal proteins do convey a significant advantage for evolutionary 
development, a further experiment was performed in order to assess how fractal de-
velopmental programs show graceful degradation, when damaged.  Using the results 
from the previous experiment, the fittest solution was picked (see figure 9a), the 
evolved fractal proteins were written into the code as a short list of real-valued con-
stants (the x, y, z values described earlier), the genetic algorithm removed, and the 
resulting fractal developmental squareroot program compiled into a stand-alone ex-
ecutable. (The compiler was GCC 3.3, using xcode on a Mac Powerbook G4, Mac OS 
10.3.2.) 

6.1   Comparison Methods 

Two other programs were used as comparisons in the experiments. The first was a fast 
squareroot  function, written for speed of execution, provided by Hsieh1. This is writ-
ten in C and was simply compiled to produce a stand-alone executable. The second 
was evolved by Landon’s simple GP (Langdon 1998)2. This standard genetic pro-
gramming engine used a function set comprising “+”, “-“, “*” and “/”, population size 
of 100, max program size of 100 nodes, number of generations = 1000, probability of 
crossover 0.7, and mutation 0.01. Each individual was evaluated by presenting 10 
random inputs and calculating the sum of the difference between the outputs and the 
true squareroot of the inputs. After twenty runs, only five solutions close to the  
 
                                                           
1 http://www.azillionmonkeys.com/qed/sqroot.html#fast 
2 http://www.cs.ucl.ac.uk/staff/w.langdon/ftp/gp-code/simple/simple-gp.c 
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Fig. 9. (a) Output of the evolved developmental squareroot function. (b) Output of the GP-
evolved squareroot function. (True squareroot shown by dotted line.) 

Fig. 10. GP-evolved squareroot. “GPdiv” divides, trapping divide-by-zero errors 

function of squareroot had evolved. Figure 9b shows the output of the best GP square-
root function. Fig. 10 shows its code. The evolved code was then isolated and com-
piled to produce a stand-alone GP-evolved squareroot executable. 

7   Damage Tolerance Experiments and Results 

Although it was observed that the evolved fractal developmental squareroot function 
was more accurate and this accuracy was achieved more consistently than the GP 
version, this was not the objective of the work. (Note that all three compiled square-
root programs are set to calculate the squareroot of 11 values from 0 to 199 in steps of 
20, so accuracy is measured in terms of these sample points only.) Here we are more 
concerned with the ability of the evolved solutions to survive damage to their com-
piled executables. In order to assess this, a “corruption” program was written, which 
reads a specified file in a series of 2048 byte chunks, flipping a single, randomly cho-
sen bit in each chunk, before saving in a new file. This was performed 50 times for all 
three squareroot programs, resulting in 150 corrupted executables. These were then 
executed and the results noted. 

The initial results were perhaps predictable. Both the fast squareroot program and 
the GP-evolved program were approximately 16 kilobytes in size, smaller than the 28 
kilobytes of the developmental squareroot program. This meant they were corrupted 
less, resulting in more reliable performance. Indeed, the fast squareroot program ran 
perfectly 15/50 times, and ran providing incorrect solutions twice. The GP-evolved 
program ran perfectly 10/50 times, and provided incorrect solutions twice. The devel-
opmental program ran perfectly twice, provided approximately correct solutions 3 
times, and incorrect solutions twice. 

With all three programs being different lengths and containing different code, it was 
clear that the comparison was flawed. The developmental program contained many 

((GPdiv(x+x+x+GPdiv(((x)-((x)*(x)))-((x)*(x)),(x)*(x))+x+((x+x+x+x)*(x))-(x),((x+x+

x+x+x+x+x+x+x+x+x+x+x+x+x+x+x+x+x+x+x)*(x))-(GPdiv((x)*(x),GPdiv(x+x+x+x+x,(x)-

((x)*(x)))))))*(x));



 Evolving Fractal GRNs for Graceful Degradation of Software 33 

 

more calls to memory-handling routines and library functions, resulting in more code 
(which was corrupted more), and thus code more likely to fail. To overcome this, the 
three squareroot programs were combined into a single program. By changing a simple 
compiler directive, the program could be compiled in three different ways: 

1. Output result of method 1 only if methods 2 and 3 executed correctly. 
2. Output result of method 2 only if methods 1 and 3 executed correctly. 
3. Output result of method 3 only if methods 1 and 2 executed correctly. 

where method 1 was the fast squareroot function, method 2 was the GP-evolved func-
tion, and method 3 was the fractal developmental squareroot function. This way, all 
three programs contained the same code with the same susceptibility to damage, ex-
cept that the code that generated the output was different in each program. 

The three executables were corrupted 200 times using the method described previ-
ously. The corrupted programs were then executed and the results noted, see table 2. 

Table 2. Results of running 200 corrupted executables for three squareroot programs. Graceful 
degradation is defined as solutions producing 10 non-zero values within 50 percent of the cor-
rect values 

 Square root GP square root Ev. Dev. square root 
Fail 197 198 177 
Incorrect run 1 0 13 
Graceful degradation 0 0 8 
Perfect 2 2 2 

8   Analysis 

The results are fascinating. Despite all three programs suffering from the same pro-
portion and type of errors (see fig. 11), there is marked difference in performance 
between the developmental squareroot program and the fast squareroot and GP-
evolved programs. The latter both only manage to execute correctly 2 out of 200 cor-
rupted executables. They display zero graceful degradation – they simply fail to exe-
cute (or in a single case, execute with incorrect results). 

The developmental squareroot program manages to run 23 times out of 200. 13 of those 
produce incorrect results (usually all zeros). Only 2 produce perfect results (as good as the 
uncorrupted program). But in 8 cases, the developmental squareroot produces approximately 
correct solutions, fig 12. The damage to the executable has perhaps corrupted the genes or 
fractal proteins, and the developmental program recovers. As was described in section 2, 
evolution has not only evolved a good solution, it has created a solution that copes with 
damage. It seems that this protection even extends to damage done to the executable code, as 
well as simple mutation-driven damage to genes. 

Note that the GP-evolved code does not display this property. It is conceivable that 
should the GP solution contain bloat (unused code), then it might survive damage 
more readily. However, this would not be the same phenomenon observed in the de-
velopmental system, which has no bloat (Bentley 2003c). In the developmental sys-
tem, damage to the code that is actually being used, can be survivable (Bentley, 
2003c). It seems probable that only highly evolvable developmental systems enable 
this kind of “natural” graceful degradation to emerge. 
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It should also be noted that all three squareroot programs were calculating the 
squareroot results according to their inputs. The developmental program did not, in 
any sense, have the answer “wired in” as constants – indeed it performed more calcu-
lation using the input to produce the results than the other two programs. The ability 
to survive damage arises because of the way the calculation was performed – the 
dynamic (gene) networks in the code are able to survive despite having “holes 
punched in them” by the corruption program. 

Fig. 11. Percentage & type of errors obtained in all runs of the corrupted programs 
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Fig. 12  Outputs produced by different runs of the damaged developmental squareroot function, 
true squareroot shown in bold. Note that most produce results that are approximately correct 
(within 2 of the true value), displaying remarkably graceful degradation 

9   Conclusions 

Development is the process used by evolution to construct complex, adaptive and 
robust forms. Computer algorithms based on development can share some of these 
properties. Here, experiments have shown that fractal proteins increase the evolvabil-
ity of developmental programs by allowing new protein-protein and protein-gene 
interactions to incrementally modify solutions over several generations. Experiments 
have also shown that, unlike traditional software, evolved fractal developmental pro-
grams show graceful degradation after damage to their executable code. While surviv-
ing only around 14 bits (0.05%) of damage  10% of the time is not a great achieve-
ment compared to the robustness of natural systems, given the conventional (brittle) 

.
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nature of the programming language, compiler and hardware, it is still considered 
impressive. It seems likely that should computer science remove its brittleness and 
embrace evolutionary and developmental systems more fully, abilities such as grace-
ful degradation will improve further. 
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Evolutionary Computing and Autonomic
Computing: Shared Problems, Shared Solutions?

A.E. Eiben

Vrije Universiteit Amsterdam

Abstract. The purpose of this paper is to present evolutionary com-
puting (EC) and to identify a number of issues where EC and autonomic
computing, a.k.a. self-*, are mutually relevant for each other. We show
that Evolutionary Algorithms (EA) form a metaheuristic that can be
used to tackle the problem of self-optimisation in autonomic systems
and suggest that an evolutionary approach can also help solving other
challenges in autonomic computing. Meanwhile, an evolving system can
be seen as a special case of an autonomic system. From this perspective,
the quest for parameterless EAs can be positioned in a broader context
and it can be expected that some solutions invented within autonomic
computing can be transferred to EC.

1 Introduction

This position paper is aiming at linking evolutionary computing and autonomic
computing. Autonomic computing is assumed to be known, therefore it is not
reviewed here. Evolutionary computing is discussed emphasizing those facets
that are most relevant to make the main points about the mutual relevance of
the two areas.

We argue that the evolutionary mechanism is inherently capable of optimising
a collection of entities. This capability comes forth from the interplay of three
basic actions: reproduction, variation, and selection. Whenever the entities in
question reproduce they create a surplus, variation during reproduction amounts
to innovation of novel entities1, and finally selection takes care of promoting the
right variants by discarding the poor ones. This process has led to the Homo
Sapiens on Earth and to numerous superior solutions of engineering and design
problems in evolutionary computing [6]. Technically, an evolutionary process can
be perceived as a generate-and-test search algorithm regulated by a number of
parameters and it has two very interesting properties from a self-* perspective.
First, evolution is able to evolve itself, that is, to tune its own parameters on-
the-fly. Second, it is able to adapt itself to changing circumstances, that is, to
track optimal solutions after the objective function is changed.

We also argue that evolutionary computing is one of the key technologies
that can help meeting some of the grand challenges of autonomic computing.

1 That is, in our case reproduction is not simply cloning.

O. Babaoglu et al. (Eds.): SELF-STAR 2004, LNCS 3460, pp. 36–48, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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EC is widely applicable, it requires almost no assumptions about the problem
to be solved, an evolutionary solver can be usually developed with limited ef-
forts and it produces good quality solutions at acceptable computational costs
under a wide range of circumstances. To illustrate our point we describe an evo-
lutionary approach to self-optimisation in a distributed system. Our example
is a problem concerning web services offered to a large number of users via a
(possibly large) number of servers. The quality of service is the key measure to
be optimised and re-optimised if the circumstances change, for instance, if the
behaviour of the users changes over time. The key to our approach is to have
each user session regulated by a number of parameters and allow variations in
these parameters. Adding selection based on the quality of service belonging to
given parameter values introduces survival of the fittest and makes the system
evolutionary.

The paper is organised as follows. In Section 2 a general introduction to EC is
given. Section 3 provides more details on a specific type of EAs, evolution strate-
gies, and illustrates how self-adaptation works in EC. Thereafter, in Section 4,
an example application is described and an evolutionary approach is presented
to realise self-optimisation in the system. Besides specifying a concrete EA to
solve this problem, we also consider general properties of an evolutionary ap-
proach in such a context. The paper is concluded by Section 5, where we discuss
how and why developments in these two fields can be expected to help solving
great challenges in the other field.

2 Evolutionary Computing in a Nutshell

Evolutionary Computing encompasses a variety of so-called evolutionary algo-
rithms [2, 5, 6] that all share a common underlying idea: given a population of
individuals, the environmental pressure causes natural selection (survival of the
fittest), which causes a rise in the fitness of the population over time. The main
principle behind evolution, be it natural or computer simulated, can be sum-
marised as follows. If a collection of objects satisfies that

– they are able to reproduce,
– their offspring inherits their features,
– these features can undergo small random, undirected variations,
– these features effect their reproduction probabilities,

then the features of these objects will change over time in such a way that they
will fit their environment better and better.

In a formal setting, the environment is represented by a given quality func-
tion to be maximised.2 The population is created by randomly generating a set
of candidate solutions, i.e., elements of the function’s domain, and the quality
function is used as an abstract fitness measure – the higher the better. Based on

2 Handling minimisation problems only requires a trivial mathematical transforma-
tion.
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this fitness, some of the better candidate solutions are chosen to seed the next
generation by applying recombination and/or mutation to them. Recombination
is an operator applied to two or more selected candidates (the so-called parents)
and results one or more new candidates (the children). Mutation is applied to
one candidate and results in one new candidate. Executing recombination and
mutation leads to a set of new candidates (the offspring) that compete – based
on their fitness (and possibly age)– with the old ones for a place in the next
generation. This process can be iterated until a candidate with sufficient quality
(a solution) is found or a previously set computational limit is reached.

In this process there are two fundamental forces that form the basis of evo-
lutionary systems:

– Variation operators (recombination and mutation) create the necessary di-
versity and thereby facilitate novelty.

– Selection acts as a force pushing quality. As opposed to variation, selection
reduces diversity.

Based on the biological analogy one often distinguishes phenotypes and geno-
types of candidate solutions. The phenotype of a candidate is its “outside”, the
way it looks and/or acts. The genotype denotes the code, the “digital DNA”, that
encodes or represents this phenotype. It is an important to note that variation
and selection act in different spaces.

– Variation operators act on genotypes. Mutation and recombination never
take place on phenotypical level, for instance, changing a leg into a wing.
Rather, variation effects on the level of genes that determine the phenotype.

– Selection acts on phenotypes. A gene is never evaluated directly, it has to
be expressed as a physical feature or behaviour and it is this feature or
behaviour that gets evaluated by the environment and influences the survival
and reproduction capabilities.

The combined application of variation and selection generally leads to im-
proving fitness values in consecutive populations. It is easy (although somewhat
misleading) to see such a process as if the evolution is optimising, or at least “ap-
proximising”, by approaching optimal values closer and closer over its course.
Alternatively, evolution it is often seen as a process of adaptation. From this
perspective, the fitness is not seen as an objective function to be optimised, but
as an expression of environmental requirements. Matching these requirements
more closely implies an increased viability, reflected in a higher number of off-
spring. The evolutionary process makes the population increasingly better at
being adapted to the environment.

It is important to note that many components of such an evolutionary process
are stochastic. During selection fitter individuals have a higher chance to be
selected than less fit ones, but typically even the weak individuals have a chance
to become a parent or to survive. For recombination of individuals the choice of
which pieces will be recombined is random. Similarly for mutation, the pieces
that will be mutated within a candidate solution, and the new pieces replacing
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them, are chosen randomly. The general scheme of an evolutionary algorithm
can is given in Fig. 1 in a pseudocode fashion.

BEGIN
INITIALISE population with random candidate solutions;
EVALUATE each candidate;
REPEAT UNTIL ( TERMINATION CONDITION is satisfied ) DO

1 SELECT parents;
2 RECOMBINE pairs of parents;
3 MUTATE the resulting offspring;
4 EVALUATE new candidates;
5 SELECT individuals for the next generation;

OD
END

Fig. 1. The general scheme of an evolutionary algorithm in pseudocode

It is easy to see that EAs fall in the category of generate-and-test algorithms.
The evaluation (fitness) function represents a heuristic estimation of solution
quality, and the search process is driven by the variation and the selection op-
erators. Evolutionary algorithms possess a number of features that can help to
position them within in the family of generate-and-test methods:

– EAs are population based, i.e., they process a whole collection of candidate
solutions simultaneously.

– EAs mostly use recombination to mix information of more candidate solu-
tions into a new one.

– EAs are stochastic.

Example: The Travelling Salesman Problem
In the Travelling Salesman Problem (TSP) the task is to find a tour (Hamil-
tonian circle) through n given locations with minimal length. An evolutionary
approach considers tours as phenotypes that are evaluated by their length, the
shorter a tour the higher its fitness. An appropriate genotype can be for instance
a permutation of n location IDs with the obvious genotype-phenotype mapping.
The essence of designing an EA for the TSP is to specify appropriate varia-
tion and selection operators (followed by defining the initialisation procedure,
termination condition, etc). To keep things really simple one could decide to
use mutation as the only variation operator and chose to mutate a permuta-
tion by swapping the values on two randomly chosen positions. As for selection
–remember, it is independent from what genotypes we use – one can use fit-
ness proportional random drawing. Whenever a good individual needs to be
selected from a population of m, any candidate ci is selected by a probability
pi = fitness(ci)/

∑m
i=1 fitness(ci).
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As mentioned before there are different EA variants. The most important
types, or “dialects”, are (in alphabetical order) evolution strategies, evolution-
ary programming, genetic algorithms, and genetic programming [2, 5, 6]. These
dialects differ only in technical details. For instance, the representation of a
candidate solution is often used to characterise different streams. Typically, the
candidates are represented by (i.e., the data structure encoding a solution has
the form of) strings over a finite alphabet in genetic algorithms (GA), real-
valued vectors in evolution strategies (ES), finite state machines in classical
evolutionary programming (EP), and trees in genetic programming (GP). These
differences have a mainly historical origin. Technically, a given representation
might be preferable over others if it matches the given problem better; that is, it
makes the encoding of candidate solutions easier or more natural. It is important
to note that the recombination and mutation operators working on candidates
must match the given representation. Thus, for instance, in GP the recombina-
tion operator works on trees, while in GAs it operates on strings. As opposed
to variation operators, selection takes only the fitness information into account;
hence it works independently from the actual representation.

Technically, an EA has numerous parameters. The precise list of parameters
and the way they are set are depending on the type of EA at hand. However,
in all cases one has to arrange the population, selection, and variation. The
following list illustrates some common parameters.

– Population size: the number of candidate solutions (typically kept constant
during a run). A small population allows faster progress but increases the
risk of getting stuck in a local optimum because it can only maintain fewer
alternatives, hence less diversity.

– Selection pressure: the extent of bias preferring the good candidates over
weak ones. High selection pressure causes faster progress but increases the
risk of getting stuck in a local optimum by being too greedy. Zero selection
pressure degrades evolutionary search into random walk.

– Mutation magnitude3: the parameter regulating the influence of mutation,
e.g., how often, how big, etc. Using more/larger mutation speeds up the
search but can prevent fine tuning on the optimum.

In the early days of EC it has been claimed that EAs have robust parame-
ters, i.e., that EAs are to a large extent insensitive to the exact parameter values.
Later on this claim has been revised and the contemporary view acknowledges
that using the right parameter values can make a big difference in algorithm
performance. The effects of setting the parameters of EAs has been the subject
of extensive research by the EA community and recently there is much attention
paid to self-calibrating EAs. The ultimate goal is to have a parameter-free algo-
rithm that can calibrate itself to any given problem while solving that problem.
For an extensive treatment of this issue [4] and [6–Chapter 8] are recommended,

3 Mutation magnitude is not an established technical term in EC. It is used here as an
umbrella term covering the commonly used ones, like mutation rate, mutation step
size, etc.
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[1] provides an experimental comparison between EAs using different levels of
self-calibration.

3 Evolution Strategies and Self- daptation

In this section we outline evolution strategies. Hereby we present a member
of the evolutionary algorithm family in details and illustrate a very useful fea-
ture in evolutionary computing: self-adaptation. In evolutionary computing self-
adaptivity means that some parameters of the EA are varied during a run in a
specific manner: the parameters are included in the chromosomes and co-evolve
with the solutions. This feature is inherent for evolution strategies, i.e., from the
earliest versions ESs are self-adaptive, and during the last couple of years other
EAs are adopting self-adaptivity.

Evolution strategies are typically used for continuous parameter optimization
problems, i.e., functions of the type f : IRn → IR, using real-valued vectors as
candidate solutions. Parent selection is done by drawing λ individuals with a
uniform distribution from the population of μ, where λ > μ (very often μ/λ is
about 1/7). After creating λ offspring and calculating their fitness the best μ
of them is chosen deterministically either from the offspring only, called (μ, λ)
selection, or from the union of parents and offspring, called (μ + λ) selection.
Recombination in ES is rather straightforward, two parent vectors ū and v̄ create
one child w̄, where

wi =
{

(ui + vi)/2 in case of intermediary recombination
ui or vi chosen randomly in case of discrete recombination (1)

The mutation operator is based on a Gaussian distribution requiring two
parameters: the mean, which is always set at zero, and the standard deviation
σ, which is interpreted as the mutation step size. Mutations then are realised by
replacing components of the vector x̄ by

x′
i = xi + σ ·N(0, 1), (2)

where N(0, 1) denotes a random number drawn from a Gaussian distribution
with zero mean and standard deviation 1. By using a Gaussian distribution here,
small mutations are more likely then large ones. The particular feature of muta-
tion in ES is that the step-sizes are also included in the chromosomes. In the sim-
plest case one σ that acts on each xi, in the most general case a different one for
each position i ∈ {1, . . . , n}. A typical candidate is then 〈x1, . . . , xn, σ1, . . . , σn〉
and mutations are realised by replacing individual 〈x1, . . . , xn, σ1, . . . , σn〉 by
〈x′

1, . . . , x
′
n, σ′

1, . . . , σ
′
n〉, where

σ′ = σ · eτ ·N(0,1) (3)
x′

i = xi + σ′ ·Ni(0, 1) (4)

and τ is a parameter of the method.

a
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By this mechanism the mutation step sizes are not set by the user, they (the σ̄
part) are co-evolving with the solutions (the x̄ part). To this feature it is essential
to modify the σ’s first and mutate the x’s with the new σ values. The rationale
behind it is that an individual 〈x̄, σ̄〉 is evaluated twice. Primarily, it is evaluated
directly for its viability during survivor selection based on f(x̄). Secondarily, it
is evaluated for its ability to create good offspring. This happens indirectly: a
given σ̄ evaluates favourably if the offspring generated by using it turns viable
(in the first sense). Thus, an individual 〈x̄, σ̄〉 represents a good x̄ that survived
selection and a good σ̄ that proved successful in generating this good x̄.

Observe that using self-adaptive mutation step sizes has two advantages: 1)
the user does not have to bother about it, the EA does it itself, 2) parameter
values are changing during the run. In general, modifying algorithm parame-
ters during a run is motivated by the fact that the search process has different
phases and a fixed parameter value might not be appropriate for each phase. For
instance, in the beginning of the search exploration takes place, where the popu-
lation is wide spread, locating promising areas in the search space. In this phase
large leaps are appropriate. Later on the search becomes more focused, exploiting
information gained by exploration. During this phase the population is concen-
trated around peaks on the fitness landscape and small variations are desirable.

There are various techniques in evolutionary computing to adjust algorithm
parameters (also called strategy parameters) on-the-fly [6–Chapter 8]. Self-
adaptivity is one such technique, where the parameters are changed by the algo-
rithm itself with only minimal influence from the user. In case of self-adaptation
of parameters the algorithm is performing two tasks simultaneously: It is solv-
ing a given problem and it is calibrating (and repeatedly re-calibrating) itself
for solving that problem. While in theory this implies a computational overhead
that could lead to reduced performance, the practice of ES –and many other
EAs adopting self-adaptive features– show the opposite effect.

A convincing evidence for the power of self-adaptation is provided in the
context of changing fitness landscapes. In this case the objective function is
changing and the evolutionary process is aiming at a moving target. When the
objective function changes, the present population needs to be re-evaluated, and
quite naturally the given individuals may have a low fitness, since they have
been adapted to the old objective function. Often the mutation step sizes will
prove ill-adapted: they are too low for the new exploration phase required. The
experiment presented in [8] illustrates how self-adaptation is able to reset the
step sizes after each change in the objective function without any user interven-
tion. Fig. 2 shows that the location of the optimum is changed after every 200
generations (x-axes) with a clear effect on the average best objective function
values (y-axis, left) in the given population. Self-adaptation is adjusting the step
sizes (y-axes, right) with a small delay to larger values appropriate for exploring
the new fitness landscape, thereafter the values of σ start decreasing again once
the population is closing in on the new optimum.
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Fig. 2. Moving optimum ES experiment on the 30 dimensional sphere function. See
text for explanation

Over the last decades much experience has been gained over self-adaptation
in ES. The accumulated knowledge has identified necessary conditions for self-
adaptation:

– μ > 1 so that different strategies are present
– Generation of an offspring surplus: λ > μ
– A not too strong selective pressure (heuristic: λ/μ = 7, e.g., (15,100))
– (μ, λ)-selection (to guarantee extinction of misadapted individuals)
– Recombination also on strategy parameters (especially intermediate recom-

bination)

4 The Web Service Example

In this section we show how an evolutionary approach can be used to build
autonomic computing systems, or at least how EC can be utilized to solve some
of the key problems raised within autonomic computing, in particular that of
real-time self-optimisation. To this end, we introduce an example problem that
serves to illuminate the matter. Note, that the point is not to solve the example
problem, but to show how the generic “evolutionary trick” can be applied to
solve challenges in autonomic computing.

4.1 The Web Service Example: The Optimisation Problem

Let us assume some web service to a large number of visitors. Without loss of
generality we can also assume that the service is provided by a number of service
units, e.g., M web-servers offering the same service through the same URL such
that the visitors do not even notice whether their session is conducted by unit A
or unit B. The main task here is to maximise the service level g. We can assume
that the service level g is defined as some combination of the time spent with ob-
taining the service (shorter session, higher service level) and the degree to which
a request could be satisfied (higher degree, higher service level). Furthermore, we
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postulate that each session conducted with a visitor of the given web site is regu-
lated by a parameterized procedure, using a parameter vector p̄. This parameter
vector can consist of values encoding, for instance, colour, arrangement, etc.
of the web pages used, the (type of) messages presented to the visitor, applied
pricing strategy, the sub-page hierarchy, subroutines used in a session, ordering
of databases consulted in a session, etc. Formally, the values within p̄ can be
Booleans, integers, reals, or even a mixture of them and we have a parameter
optimization problem, since we want to use those p̄ vectors that maximise g, that
is, we want to conduct sessions that maximise service level. In the following we
will illustrate how this can be done in self-* style using an evolutionary approach.

4.2 The Web Service Example: Individuals, Population, Fitness

The basis of this evolutionary approach is to consider a given p̄ as an individual
whose fitness is g(p̄) and to set up a system where a population of individuals
undergoes variation and selection.

To introduce a population we must allow that different values of p̄ are used
simultaneously, i.e., visitor 1 can be serviced by using a procedure belonging to
p̄1, while the interaction with visitor 2 can take place by using p̄2. After finishing
a session the quality of the parameter p̄ used in the session can be determined by
calculating the corresponding service level g(p̄). It can be argued that calculat-
ing g(p̄) should be based on more than one sessions with p̄. Technically, this is a
simple extension having no influence for the present discussion. Having specified
parameter vector p̄ and the utility function g we have the most fundamental re-
quirement for an evolutionary process: an evaluation function or fitness function
applicable to a population of individuals. Then, at all times we can maintain a
set of N parameter values (and call N the population size). Invocation of param-
eter values, that is assigning some p̄ from the given population to a new session,
must be also regulated in some way, but these details are not important for the
present discussion either. What is important is the distinction between the pool
of service units (consisting of M elements) and the pool of N p̄ values, being the
population to be evolved. The key to real-time self-optimisation of the system
consisting of the service units is to evolve this population of parameter values.
Technically this requires variation and selection operators.

4.3 The Web Service Example: Variation

Variation can be handled in a rather straightforward way: using common muta-
tion operators from EC we can specify small random perturbations to a given
value p̄, yielding p̄′. Alternatively, if there are no appropriate off-the-shelf muta-
tion operators, one can design application specific mutation – this is mostly not
too difficult. For a well-defined procedure we also have to define when to apply
variation. A simple heuristic for this is to create a child p̄′ to p̄ as soon as p̄ gets
evaluated, i.e., g(p̄) is calculated. Of course, there is no need to restrict ourselves
to mutation only, and also recombination can be used to create new individ-
uals. Here again common recombination operators from EC can be applied to
two parent vectors p̄1 and p̄2, or designed for the specific needs. (This might be
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more difficult than inventing mutation operators.) Depending on the operator
the result can be one or two new vectors. For specifying when recombination is
applied we can use a heuristic similar to that concerning mutation.

4.4 The Web Service Example: Selection

Selection is a bit more complicated than variation in our case. To begin with
parent selection, we can keep it very simple and unbiased, that is, not related
to the fitness of the individuals (utility of the parameter vectors). This can be
achieved by the heuristic mentioned above and mutate every individual after it
gets evaluated, regardless to its fitness. As for recombination we can apply this
heuristic too but we also need to specify how to select a second parent p̄2, for a
given p̄1. Here we can use a random choice based on the uniform distribution,
giving every other individual in the population an equal chance.

Concerning survivor selection we will consider two options: local competition
and global competition. The basic idea behind local competition is that each
newborn child competes with its parent(s) directly. In this case each new p̄′

must be used in a session as soon as possible after its “birth” to calculate its
utility, that is, its fitness value. This might imply a requirement for the invoca-
tion procedure, but we do not discuss this aspect here. What is important for
meaningful selection is that a parent p̄ is kept in the population (and probably
used again) until its offspring p̄′ gets evaluated. When g(p̄) and g(p̄′) are both
known then we select either of them based on g and delete the other one. This
selection can be deterministic (keep the winner) or probabilistic giving the win-
ner a higher chance to survive. Note that some form of additional population
management might be required here if we allow that a waiting parent (a given
p̄ whose offspring p̄′ is not evaluated yet) can be invoked and used in a session.
This extra bookkeeping is needed to ensure that no individual is being deleted
too early, yet minimising the period during which parents and offspring under
evaluation co-exist.4

Global competition is based on the idea to let parents and children co-exist
for a while and consequently to let populations grow. During such a predefined
period of growth, called epoch, no individual is deleted. The length of an epoch
can be specified as a given number of fitness evaluations (parameter vector in-
vocations), successful sessions, wall-clock time, etc. Children born in this period
are added to the population without restriction and are being used to seed ses-
sions, thereby getting evaluated. At the end of an epoch, the population size can
be reset to its initial value N by selecting N individuals for survival based on
their fitness. Here again, the selection can be deterministic (keeping the best N)
or probabilistic giving better individuals a higher chance to survive.

4.5 The Web Service Example: System Review

Our web service application has a number of properties worth further consid-
eration. From the perspective of the whole system, it is an example of self-

4 Notice that such a co-existence would mean that the population size is not constant.
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optimisation. Starting with a set of randomly generated or manually engineered
session handling strategies (that is, a population of vectors p̄), the system is
continuously improving the service level (optimising g(p̄)). In principle, the sys-
tem is also able to cope with changing circumstances, for instance changes in
the types of visitors requiring new strategies to provide high quality service.
Population-based search methods, like EAs, are in general capable of tracking
moving optima, although for applications where coping with time varying ob-
jectives is essential specific extensions might be required to boost this property,
cf. [3] and [6–Chapter 13.4].

From an evolutionary computing perspective we can observe that the EA
as described above has no selection pressure (i.e., positive bias towards fitter
candidates) during parent selection, only during survivor selection. This is, in
principle, no problem. To prevent degradation to random walk, an EA must
have selection pressure somewhere, either in parent or in survivor selection, but
not necessarily in both. Many common EAs have fitness-related bias only in
one selection procedure, e.g., generational GAs have no survivor selection (all
children survive), while evolution strategies “lack” parent selection. It would not
be difficult, however, to add bias when selecting parents in our system. We could
simply require that invocation of a vector p̄ from the population for a new session
be based on fitness information (the utility function g).

As opposed to regular EAs, where population updates are neatly arranged
consecutively, here we have a completely asynchronous process, where at a given
time some individuals might undergo evaluation (by being used in a user session),
some others might be mutated (because their session has just been finished), and
yet others might be being deleted. For this reason, the evolutionary process in
our example shows more resemblance with natural evolution than most EAs do.
Technically, we could say that our EA is performing distributed optimisation
in the sense that different candidate solutions are processed independently (in
different sessions), possibly on different machines (web servers). A good solution
found in some “corner” of the system, however, can quickly proliferate – in an
evolutionary system highly fit individuals will always dominate weaker ones and
spread over time.

Another aspect where our system is more “natural” than many other EAs is
the behaviour based evaluation. In most EA applications the problem at hand
can be modelled in such a way that the fitness function is a straightforward
input-output mapping, a formula. Think, for instance, of the TSP example in
Section 2 of this paper, where we only need a simple sum of distances of the
edges represented by a permutation to calculate its fitness. In the web service
example application a candidate solution has to do something, rather than just
be something. A trivial consequence of this is that fitness evaluations can take a
long time, in our case a whole session with a visitor of the web site. In general,
this implies that relatively few candidates can be evaluated in a given amount
of time. In other words, evolution will be relatively slow. Large populations
and/or many generations are usually advantageous for getting good results, but
in our case these might not be feasible. This might cause progress at a slow
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rate and necessitate special (application dependent) tricks to obtain satisfactory
performance.

Last, but not least, let us note that there is no self-adaptation, or any other
mechanism, in this EA to change its own parameters on-the-fly. The EA is ap-
plied for real-time (self-)optimisation of the system providing the web services
without optimising itself. This shows that self-adaptation on EA level is not a
requirement for self-optimisation on system level.

5 Links Between Evolutionary and Autonomic
Computing

From the self-* perspective we can summarise the most important properties of
evolutionary algorithms as follows:

1. EAs form a (meta)heuristic that can be used to solve optimisation problems.
By the presence of a population of candidate solutions EAs are inherently
suited to cope with time varying optimisation objectives.

2. EAs need to be optimised themselves, in particular, their parameter settings
have to be determined appropriately for maximum performance. Because
evolutionary search consists of different stages, optimal parameter values
depend on time.

3. EAs are capable to perform real-time self-optimisation. To this end, self-
adaptation is a particularly successful technique that is able to determine ap-
propriate algorithm parameters following the progress of the search process,
thus handling time dependency of optimal parameters given a stationary
problem. Furthermore, it can also deal with changing objectives, resetting
and re-optimising parameters automatically, without any user intervention.

4. EAs are inherently distributed and parallelisable because different members
of the population can be naturally allocated to different processors.

It is rather clear from this list that evolutionary computing in general, and
existing techniques within evolutionary computing in particular, can be used
to meet some canonical challenges in autonomic computing, for instance, self-
optimisation. Additionally, the evolutionary paradigm can serve as a source of
inspiration, or let us say as a generic approach, to achieve other self-* properties,
like self-configuration or self-healing. There exists related work also advocating
population based approaches, such as multi-agent systems and ant-colony opti-
misation [9, 7].

To see the relevance of autonomic computing to evolutionary computing let
us recall the problem of parameter control in EC. During the last decade it
become increasingly clear within the field that the numerous EA parameters
have a complex relationship with each other, or more precisely, a combined, non-
linear influence on algorithm performance. Since non-linear problems with many
interacting parameters belong to the niche of EC, it is a natural idea to use an
evolutionary system to optimise itself on-the-fly, cf. [4] and [6–Chapter 8]. Self-
optimisation or self-configuration has thus became one of the great challenges
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of evolutionary computing. Existing techniques, like self-adaptation of mutation
step-sizes, can solve this problem partially, but a completely parameterless EA
requires much more, for instance regulating selection pressure, population size,
mutation and recombination parameters simultaneously. From this perspective,
an evolving system can be seen as a special case of an autonomic system and it
can be expected that some solutions invented within autonomic computing can
be transferred to EC, meaning indeed that the two fields would share solutions
to common problems.
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Abstract. Wireless multihop ad hoc communication networks represent
an infrastructure-less generalization of todays cellular networks. Since a
central control authority is missing, the complex network has to self-�
itself for various operating tasks. Key to a self-� realization is the design
of simple, yet robust distributive control rules, which allow the overall
network to perform well. Two examples from topology control are given.
The first one addresses the connectivity issue, where a self-� rule is pre-
sented and shown to lead to strong network connectivity almost surely.
A generic system analysis is used in the second example to first develop
a phenomenological description of the network’s end-to-end throughput
capacity and then to sketch further steps towards a self-� rule for ob-
taining a large throughput performance.

1 Introduction

What means self-�? A general answer remains obscure. It depends on the context
within which the question is posed. For example, in material physics self-� stands
for selforganization of surface growth. In bio-chemistry it would be selforganized
growth of macromolecules. Self-configuration, self-management and self-repair
are aspects of self-� in computer science. In this paper we pick an example from
electrical engineering and present selected issues on its self-�.

The challenging technical system of our choice are wireless multihop ad hoc
networks [1, 2, 3]. They represent a very complex and infrastructure-less commu-
nication network, which has no central controller. Each device, which according
to the network jargon we will denote as node, does not only act as a communica-
tion source and sink, but also forwards communication for others. This requires a
lot of coordination amongst all nodes. Fig. 1 helps to explain the key mechanisms
and the associated problems. Each node has to build up wireless communication
links to its neighbors. With regulation of its transmission power, it is able to

O. Babaoglu et al. (Eds.): SELF-STAR 2004, LNCS 3460, pp. 49–62, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



50 W. Krause, R. Sollacher, and M. Greiner

Fig. 1. A wireless multihop ad hoc network consists of spatially distributed nodes,

which are connected by wireless links. One-hop neighbors of a node all lie inside its

transmission range (shown as dotted circle). An end-to-end communication hops from

one node to the next along an end-to-end route (shown as thick line). To avoid in-

terference all neighbors (shown attached to thick dashed links) of an ongoing one-hop

transmission (shown as a very thick link) are blocked by medium access control

modify its transmission range and its neighborhood. Here the node faces frus-
tration for the first time. On the one hand it wants to save energy and to keep its
transmission power as low as possible, but on the other it might have to choose
a larger neighborhood and help the network to gain strong connectivity, so that
each node will be able to communicate to any other via multihop routes. This
brings us to another protocol layer, from link control to routing control. End-
to-end routes have to be explored and maintained. During their execution the
communication hops from one node to the next. This is where another protocol
layer, called medium access control, sets in. It blocks all neighbors attached to
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an ongoing one-hop transmission in order to avoid interference. This represents
another frustration, now across layers. Whereas routing efficiency prefers short
end-to-end routes with the consequence of large one-hop neighborhoods, medium
access control prefers to block small neighborhoods with the consequence of long
end-to-end routes. A delicate balance between these two layers is necessary for
the overall network to gain a large end-to-end throughput performance, which
measures the amount of communication traffic the network is able to handle
without overloading.

Link, medium access and routing control represent the most basic layers
within the protocol stack of wireless multihop ad hoc networks. For the overall
network to perform well those have to be intra- as well as interlayer efficient. It is
here, where self-� has to appear. For demonstration we focus on topology control
throughout this paper, but note that this is only a subclass of control actions.
Since a global control master is missing, the topology control actions have to
be distributive and initiated locally by single-node actions. By in- or decreasing
its transmission power a node modifies its local topology, eventually forces its
new and old neighbors to respond, accumulates and evaluates their feedback,
upon which it decides whether to accept or reject the explorative move. As a
result of the sum of many such local control actions, the network then runs
into certain topology patterns. Of course we are interested only in such network
structures which lead to a good network performance. It is our primary goal
to engineer the local topology control rules in such a way, that their collective
iterative action leads to a good global topology defined by a good global network
performance. This may be taken to the records as an engineering definition
of self-�. In some sense the situation is similar to what we have learned from
cellular automata, where the self-organizing emergence of specific macroscopic
spatio-temporal patterns is already encoded in the CA update rules [4].

During the last years, the first sensor networks using multihop ad hoc network
technology were deployed. Transmission power control algorithms are used to
minimize the power consumption of the nodes, but topology optimization for
throughput enhancement has not yet been considered in these implementations.

The organization of the paper is as follows. In sect. 2 a local self-� connec-
tivity control is presented for static wireless multihop ad hoc networks. Sect. 3
presents important preparatory steps for a self-� throughput-optimized topology
control for such networks. It focuses on a generic system analysis, provides an
understanding as to what limits the end-to-end throughput performance, and
presents a search for performance-optimized network topologies. A brief out-
look is given in sect. 4 and includes some suggestions for self-� large-throughput
control rules.

2 Self-� Connectivity

We begin with the case that each node i of the network has exactly the same
transmission power Pi = P [5, 6]. Then according to a simple isotropic propa-
gation-receiver model, a node will have wireless links to those nodes which are
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located within its transmission radius R = (P/β)1/α. α is a spatial fading ex-
ponent and β represents the signal-to-noise ratio. Excluding finite-size effects, a
node will then on average have 〈k〉∞ = ρπR2 neighbors. The total number of
nodes N distributed over some area L2 determine the node density ρ = N/L2.
The question now is, how large does P , or equivalently R or 〈k〉∞, have to be
so that the overall network becomes strongly connected? Strong connectivity re-
quires that each node can reach any other node via at least one multihop route.
This question falls into the regime of continuum percolation [7]. For an ensemble
of spatial point patterns, where points have been randomly and homogeneously
thrown into a square area, Fig. 2 illustrates the logarithmic N -dependence of
〈k〉∞, for which 99 % of the thrown realizations are strongly connected. To be
on the safe side, the value 〈k〉∞ = 24 guarantees strong connectivity almost
surely for network sizes up to several thousands. Fig. 3 (left) exemplifies the
structure of such a network. However, there are major problems with rules like
〈k〉∞ = 24. If the nodes would not be randomly distributed in a homogeneous
manner, but in a more clustered way, then the average neighborhood has to be
significantly larger than 24 [7]; consult again Fig. 2. In such cases, nodes of small-
and even medium-sized networks would have direct links to almost every other
node, thus putting the multihop idea at stake. An even more striking problem
with 〈k〉∞ = const is its distributive implementation. Only with additional in-
ternal and external information input on quantities like ρ, α, β, a node is able
to adjust its transmission power to a respective value P = const. Clearly, there
is a strong need for a different kind of connectivity control, one with a self-�
property.

The minimum-node-degree rule [7] is designed to resolve the shortcomings of
the P = const rule. Each node finds its transmission power in a self-� way, only
communicating with its neighbors. Starting from the smallest possible transmis-
sion power, echo requests are send, containing the current list of neighbors
and the currently used transmission power. If another node receives such an
echo request, and does not already belong to the neighbor list, it replies. The
transmission power is increased until a given minimum number kmin of neighbors
is reached. To ensure that all nodes have at least kmin neighbors, eventually a
node with already enough neighbors is forced to further increase its own trans-
mission power: once an echo request from another node, which suffers a lack
of neighbors, but is currently outside the transmission range, is received, the
own power is increased to build up a bidirectional communication link to the
requesting node. Note, that as a result of all nodes having at least kmin bidirec-
tional neighbors the transmission power values differ from node to node. This
heterogeneity leads to the occasional emergence of one-directed links, which do
not qualify as communication links used for routing. More explicit details of this
connectivity rule are given in Ref. [7].

Fig. 2 also illustrates the required kmin values to guarantee strong connec-
tivity with a 99 % confidence level for networks based on random homogeneous
point patterns. Even for network sizes of several thousands the minimum-node
degree remains below kmin = 8. It turns out that this value also holds for net-
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Fig. 3. Various structures for wireless multihop ad hoc networks: (left) const-P rule

with 〈k〉∞ = 24, (center) minimum-node-degree rule with kmin = 8, (right) e2e-

throughput optimized according to (6). The same random homogeneous spatial point

pattern with N = 300 nodes has been used for all three cases
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works based on random clustered point patterns; see again Fig. 2 and Ref. [7].
This demonstrates the robustness and adaptivity of this simple connectivity
rule. A visualization of a resulting network structure is given in Fig. 3 (center).
Compared to a respective P = const structure, the average node degree 〈k〉
and, consequently, also the average transmission power is significantly smaller.
This proves that the minimum-node-degree does not only self-� into a strongly
connected network structure, but that it is also energy efficient.

3 Towards Self-� End-to-End Throughput

Maybe the most important performance measure of wireless multihop ad hoc net-
works is given by the end-to-end throughput capacity. It represents the amount
of data traffic the network is able to handle without overloading. For sure, the
end-to-end throughput depends on the underlying network structure. Hence, it
is a self-� goal to construct a topology control that beyond strong connectivity
also ensures a large throughput capacity. This goal is ambitious and requires a
careful preparation. In this section we will focus on a preparatory system analysis
and a subsequent search for throughput-optimized network structures.

3.1 Back-on-the-Envelope Estimate of End-to-End Throughput

A crude estimate of the end-to-end throughput is given by

Te2e =
1
D

N

mac
. (1)

On average an active one-hop transmission involves mac nodes. It is not only
the one-hop sending and receiving node, but also all neighbors attached to them
by outgoing links. Before the one-hop communication takes place, the outgoing
neighbors are being blocked by medium access control to avoid interference. The
ratio N/mac then counts the maximum number of one-hop transmissions which
can take place at the same time. The diameter D of the network is defined as
the mean of all shortest end-to-end routes. Hence, expression (1) measures the
maximum number of end-to-end communications which can be completed per
time.

It is interesting to look at how the expression (1) scales with the network
size N . Whereas the quantity mac is of the order one to two times the N -
independent average node degree 〈k〉, the diameter D ∼ √

N scales with the
reciprocal embedding dimension of planar geometrical networks. This leads to
the capacity estimate Te2e ∼

√
N , which increases with the network size. Within

the employed rough picture, this has to be compared with a one-channel central-
hub network, where all intra-cellular end-to-end communications go directly from
the sender to the base station and then to the receiver. This makes D = 2 and
mac = N , resulting in Te2e = 0.5. Hence, for networks larger than a certain size,
the multihop ad hoc mode of wireless networks will produce a larger end-to-end
throughput than the cellular mode.
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Due to its simplicity, the expression (1) is too crude and overestimates the
end-to-end throughput capacity. It assumes the one-hop traffic to be homoge-
neously distributed over the network. This is of course not the case. Due to the
multihop nature of the end-to-end routes, spatially central nodes have to for-
ward more communication traffic for others than nodes lying at the periphery.
The central nodes will become congested first and will be most critical to the
network’s overall performance. The questions are, how much does this most-
critical-node effect lower the end-to-end throughput and how does this affect its
scalability. First answers to these questions will be provided by a generic packet
traffic simulation.

3.2 Generic Packet Traffic Simulation

For the investigation of the throughput scaling behavior, the simulation must be
able to calculate results for network sizes up to 2000 nodes within a resonable
amount of time. Therefore, we employ a generic packet traffic simulation with the
implementation of a generic packet creation and a forwarding algorithm based
on a generic mac protocol.

The simulation implements random end-to-end packet traffic. Time is divided
into discrete steps. During each time step a node can either create a new packet
with probability μ, forward or receive a packet, become blocked due to medium
access control, or remain idle. During packet creation, a respective receiving
node is selected at random, to which the packet will be forwarded one hop after
the other along the respective shortest-path route during successive time steps.
Nodes with non-empty packet queues are competing for one-hop transmissions.
They are sequentially checked in random order and, if successful, they as well
as their intended one-hop receiver mac-block the attached outgoing neighbors,
which are then not allowed to send or receive other packets during the remainder
of this time step. Once a packet arrives at its final destination, it is immediately
removed from the network. More details of this generic packet traffic simulation
can be found in Ref. [8].

During simulations the single-node in- and out-packet flux rates μin
i and μout

i

are monitored. For sub-critical packet creation rates μ the inequality μin
i < μout

i

holds for all nodes. Once this inequality turns into an equality for the first
time for one node, the critical network load is reached. This defines the critical
packet creation rate μcrit and the end-to-end throughput capacity Te2e = μcritN .
The latter represents the maximum rate of end-to-end communications without
network-wide overloading.

Fig. 4 illustrates the end-to-end throughput obtained from the generic packet
traffic simulation for network structures generated with the kmin = 8 connectivity
rule. An average over a large enough number of random homogeneous point
patterns has been taken. For very small network sizes the end-to-end throughput
starts with Te2e = 1, then drops down to about Te2e = 0.7 for a little larger N ,
only then to bounce back and cross Te2e = 1 around N ≈ 100. Beyond this
network size the end-to-end throughput increases further and scales as Te2e ∼
(N − N0)γ . The exponent turns out to be γ = 0.22, which is lower than γ =
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curves without symbols represent the estimate (6)

0.5 from the simple-minded expression (1). Again, the main reason for this is
the heterogeneous distribution of the one-hop traffic. Note however, that for all
network sizes the end-to-end throughput stays above the Te2e = 0.5 central-hub
limit. Note also, that a fully connected network, where each node has one-hop
links to any other node, produces the N -independent value Te2e = 1.

Different sparse network structures will lead to different heterogeneities of
the one-hop traffic and, most likely, to a different end-to-end throughput behav-
ior. This suspicion is confirmed with Fig. 4, where Te2e(N) is also shown for
minimum-node-degree network structures based on values other than kmin = 8.
The resulting small-N behaviors are similar, and so does the scaling behavior
Te2e ∼ (N − N0)γ for sufficiently large network sizes. However, the scaling ex-
ponent changes with kmin. For example, for kmin = 20 and 40 we find γ = 0.24
and 0.29. Given this clear proof that the end-to-end throughput depends on the
underlying network structure, it is now most natural to pose the next question
in line: what is the network structure that optimizes the end-to-end through-
put? The answer is far from simple and requires several steps with more system
analysis. The first step needs to find a translation of the simulational findings
into an analytic function, which in a second step serves as objective function for
optimization.
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Fig. 5. (a) The evolution of the end-to-end throughput in dependence of the optimiza-

tion rounds nr until the first local maximum of expression (6) is reached. The initial

N = 300 network realization has been constructed with the self-� (kmin = 8) connec-

tivity rule, applied to a random homogeneous point pattern. The upper curve is for (6),

whereas the lower curve represents its counterpart from the packet traffic simulations.

(b) The subsequent evolution of the end-to-end throughput, according to expression

(6) (upper curves) as well as packet traffic simulations (lower curves), in dependence

on the number of meta-rounds nmr. Each meta-round is kicked off with a random per-

turbation of nptb = 1, 2, 4, 8 randomly selected nodes from a local-maximum network

configuration
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3.3 Most Critical Node Effect

Within the single-node description the in-packet flux rate can be described with

μin
i = μN

Bi

N(N − 1)
. (2)

On average μN new packets are inserted into the network per time step, of which
the fraction Bi/N(N −1) will be routed via node i during successive time steps.
The betweenness centrality

Bi =
N∑

m�=n=1

(n �=i)

bmn(i)
bmn

(3)

counts the number of shortest paths going through i out of all N(N − 1) end-
to-end combinations. bmn represents the number of shortest paths from m to n,
of which bmn(i) pass by i. Compared to μin

i , the modeling of the out-packet flux
rate

μout
i =

1
τ send
i

(4)

is more delicate. Due to the competition between neighbors to gain medium
access for one-hop transmissions, node i can not send a packet right away, but
has to wait a characteristic time τ send

i . A convenient empirical ansatz for this
sending time is given by

τ send
i = 1 +

1
Bi

∑
j∈N in

i

Bj =
Bcum

i

Bi
. (5)

It compares the betweenness centrality Bi to its cumulative counterpart Bcum
i ,

the latter being a respective sum over the ingoing neighbors. Equating relations
(2) and (4) yields an expression for the critical packet creation rate μcrit and for
the end-to-end throughput,

Te2e = μcritN ≈ N(N − 1)
supi Bcum

i

. (6)

At least, this expression is consistent with the finding Te2e = 1 for fully
connected networks, where each node has the same Bi = N − 1, resulting in
Bcum

i = N(N − 1). As another quick consistency calculation reveals, it also
produces Te2e = 0.5 of a central-hub network. However, the fate of (6) is de-
cided with the minimum-node-degree networks. In Fig. 4 it is compared with
the throughput curves obtained earlier from the generic packet traffic simula-
tions. For various kmin values the overall agreement is remarkable. Except for
minor deviations the simulationally found scaling exponents γ = γ(kmin) are
reproduced.
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3.4 Throughput Optimization of the Network Topology

Due to the good reproduction of the simulational findings, the analytic expression
(6) qualifies as objective function for the search of optimized network structures,
producing a maximum end-to-end throughput. This search is quite challenging.
First of all, the expression for the end-to-end throughput depends on the network
structure in a complicated non-linear and non-local manner, which does not allow
for a local decomposition [9, 10]. Moreover, the space of all testable network
structure configurations is very large. It is of the order (N − 1)N : each of the N
nodes has its own transmission power ladder with N − 1 rungs; being on rung k
means that the picked node is able to reach its k closest neighbors. Of course not
all of these configurations are meaningful for wireless multihop ad hoc networks.
It is important to confine the search operations only to the meaningful ones.

As initial configuration the network structure obtained with the minimum-
node-degree (kmin = 8) connectivity rule is chosen. This sets a minimum node
degree kmin

i ≥ kmin for each node i. During subsequent optimization operations,
the respective transmission power values of all nodes are not decreased below
their initial value, thus ensuring strong connectivity for all times. Search oper-
ations are performed in rounds. Per round, each node is randomly picked once.
A picked node explores in two directions. In the first move it increases its trans-
mission power by one rung and, if the newly reached node does not already have
a large enough transmission power, forces the latter to climb up its ladder until
its rung suffices to successfully build a new mutual bidirectional communication
link. In the other move the picked node steps down its transmission power ladder
by one rung, implying that the lost neighbor might also move down its ladder
until it reaches the rung just before another communication link is broken. Both
moves modify the local network structure, require a global update of the end-
to-end routes and the betweenness centralities for all nodes, and lead to two
modified estimates of the end-to-end throughput (6), which are then compared
to the old estimate before the two explorative moves. The network structure
yielding the largest estimate is accepted. This update procedure, which has its
motivation from the echo requests of the self-� connectivity rule presented in
sect. 2, guarantees meaningful wireless multihop ad hoc network structures and
keeps the occurrence of interfering one-directed links to a minimum.

A local maximum of (6) is reached, if during a complete search round no im-
provement of the throughput estimate is found. Fig. 5a shows a typical evolution
of the end-to-end throughput in dependence of the number of search rounds until
the first local maximum is reached, which only takes a modest number of rounds.
The increase of the throughput performance is already remarkable. Once a local
maximum is reached, the respective network realization is perturbed by forcing
a small, randomly chosen fraction of the nodes to step up or down by one rung
on their transmission power ladder, including respective new or lost neighbor
actions as explained before. We denote the period until the next local maximum
is found as a meta-round. Fig. 5b illustrates the evolution of the end-to-end
throughput in terms of meta-rounds. The striking feature is that if more than
one node is perturbed out of its local-maximum state, the throughput perfor-
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Fig. 6. Distribution of Bcum
i for an ensemble of minimum-node-degree networks with

kmin = 8 as well as for an ensemble of throughput-(6)-optimized networks. The network

size is N = 300

mance decreases with the number of meta-rounds. If only one node is perturbed,
the throughput performance remains more or less the same as found for the first
local-maximum network realization, but there is no further improvement.

It is important to check all of these results with packet traffic simulations. As
demonstrated in Fig. 5a+b, a strong correlation between the simulation results
and the throughput estimate (6) is found. This is a non-trivial and important
statement. This analysis shows that the first local maximum yields the highest
throughput and all further maxima show a lower performance. Therefore, the
optimization can be terminated after reaching the first local maximum. Never-
theless, the fraction of the explored search space is small. Other maxima might
exist, but we do not know any algorithm to find them within the constraint of
reasonable cpu time.

Fig. 3(right) shows such a first-local-maximum network structure. It is still
similar to the initial network structure, which is illustrated in Fig. 3(middle). It
appears that only a few more communication links have been added. However,
those have been introduced in such a careful way that end-to-end routes are mod-
ified to decrease the largest Bcum

i values. For the initial as well as the optimized
network topologies the Bcum

i distribution is shown in Fig. 6. The optimization
process strongly decreases large Bcum

i values, thus leading to an increase of the
throughput performance.
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For various network sizes, ranging from N = 100 to 1000, ensembles con-
sisting of 100 throughput-optimized network realizations have been generated.
Besides the optimized estimate (6) the end-to-end throughput has also been cal-
culated from packet traffic simulations. Results are shown as small-dotted curves
in Fig. 4. The optimized network topologies have an end-to-end throughput sig-
nificantly larger than for the other networks. This shows again that the expres-
sion (6) qualifies as a useful objective function for optimization, although the
discrepancy between estimated and simulated throughput has increased to some
extend. The end-to-end throughput of the optimized topologies again reveals the
scaling behavior Te2e ∼ (N − N0)γ . For the estimate (6) we find γ = 0.43 and
from the packet traffic simulations we get γ = 0.46. These values are very close to
the mean-field estimate γ = 0.5 following from (1). It demonstrates that within
the optimized network topologies the heterogeneities of the one-hop traffic have
been considerably reduced. With other words, the network structure has been
modified in such a way that the new end-to-end routes distribute the overall
network traffic more evenly and reduce the peak traffic loads of the bottleneck
nodes.

So far, a self-� topology control to construct wireless multihop ad hoc net-
work structures with a large end-to-end throughput performance has not been
put forward. The presented preparatory steps, including the generic system anal-
ysis and a subsequent search for optimized network structures, serve as a proof of
principles. They motivate and justify future self-� efforts. Clearly, a careful char-
acterization of the structural properties of the obtained throughput-optimized
network topologies is needed next. In particular, a precise understanding of the
small, but decisive topology differences between the networks, obtained from
the first local maximum of the performance optimization, and their initial,
minimum-node-degree counterparts are key to the development of successful
self-� proposals.

4 Conclusions and Outlook

Another, admittedly very intriguing approach to self-� topology control could be
network game theory. In Ref. [11] a coupling of playing games with neighboring
nodes and network structure evolution has been introduced. Consequently, the
goal of network game theory would be: give a game to the nodes, let them play,
and by doing so they will automatically end up in a self-� construction of a
game-dependent network structure. Of course, for the moment this is only an
idea and a lot of tough conceptual work is still necessary to prove it right (or
wrong).

Although we have focused on topology control so far, there is plenty of self-�
open range beyond it. For example, in Ref. [12] a reinforced load dependent
routing metric has been proposed, which adapts to packet traffic congestion,
is able to increase the end-to-end throughput and to decrease the end-to-end
time delay in wireless multihop ad hoc communication networks. Other impor-
tant self-� issues, which should be addressed not only in wireless multihop ad
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hop networks, but also in extensions like sensor-actutator networks, are effi-
cient medium-access-control assignments, network robustness, network security
and more network function. Some preliminary, biology-inspired investigations in
these directions have already been presented [13].
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Using Collaborative Reinforcement Learning
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Abstract. This paper describes the application of a decentralised coor-
dination algorithm, called Collaborative Reinforcement Learning (CRL),
to two different distributed system problems. CRL enables the establish-
ment of consensus between independent agents to support the optimisa-
tion of system-wide properties in distributed systems where there is no
support for global state. Consensus between interacting agents on local
environmental or system properties is established through localised ad-
vertisement of policy information by agents and the use of advertisements
by agents to update their local, partial view of the system.

As CRL assumes homogeneity in advertisement evaluation by agents,
advertisements that improve the system optimisation problem tend to
be propagated quickly through the system, enabling the system to col-
lectively adapt its behaviour to a changing environment. In this paper,
we describe the application of CRL to two different distributed system
problems, a routing protocol for ad-hoc networks called SAMPLE and a
next generation urban traffic control system called UTC-CRL. We eval-
uate CRL experimentally in SAMPLE by comparing its system rout-
ing performance in the presence of changing environmental conditions,
such as congestion and link unreliability, with existing ad-hoc routing
protocols. Through SAMPLE’s ability to establish consensus between
routing agents on stable routes, even in the presence of changing levels
of congestion in a network, it demonstrates improved performance and
self-management properties. In applying CRL to the UTC scenario, we
hope to validate experimentally the appropriateness of CRL to another
system optimisation problem.

1 Introduction

In the future, many distributed systems will consist of interacting, autonomous
components that organise, regulate and optimise themselves without human in-
tervention. However, with increasing system size and complexity our ability to
build self-managed distributed systems using existing programming languages,
top-down design techniques and management infrastructures is reaching its lim-
its [1], as solutions they produce require too much global knowledge.

Self-managing distributed computer systems, on a scale comparable with bio-
logical autonomic systems, require a decentralised, bottom-up approach to their
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construction. Self-managing decentralised systems can be modelled as collections
of self-managing agents using decentralised coordination to enable a weak form
of consensus to emerge between a group of agents partial views of the system
[2, 3]. Consensus between the agents’ partial views of the system can be used as
a basis for system optimisation, coordinating the execution of self-management
actions and the collective adaptation of agents to a changing and uncertain envi-
ronment. The benefits of such an approach include improved scalability, the pos-
sibility of establishing self-management properties, self-optimisiation, the lack of
centralised points of failure or attack, as well as possible system evolution by
evolving the coordination models of the agents.

The construction of self-managing distributed systems using decentralised
coordination models presents a number of challenges. These include designing a
suitable representation for an agent’s local view of the system, the provision of
self-management actions for agents that allow them to adapt to changes in their
local environment, and the design of feedback models that update the agent’s
local view of the world.

This paper discusses collaborative reinforcement learning (CRL), as a tech-
nique for building decentralised coordination models that addresses these chal-
lenges. CRL extends reinforcement learning (RL) with positive and negative
feedback models to update an agent’s policy, i.e., its local model of how to inter-
act with the system, and enable a certain degree of consensus to emerge between
agent policies. We introduce two application areas for CRL, a routing protocol
for Mobile Ad Hoc Networks (MANETs) called SAMPLE and an Urban Traffic
Control (UTC) system called UTC-CRL. Both of these systems are designed
to leverage consensus between agent policies to implement self-managing sys-
tem properties as system optimisation behaviours. The goal of CRL is to enable
agents to produce collective behaviour that establishes and maintains the desired
system-wide self-management properties. However, in open, dynamic distributed
systems, the environment is non-stationary and CRL enables agents to contin-
ually update their consensus on more optimal policies in order to be able to
maintain the system-wide self-management properties in a changing environ-
ment. In the evaluation of SAMPLE we show how the protocol enables routing
agents to continually maintain consensus on any stable routes in the network to
improve system routing performance.

This paper is structured as follows. Section 2 introduces decentralised coordi-
nation and is followed in section 3 by a description of the CRL model. Section 4
presents SAMPLE as both a CRL system and an on-demand routing protocol for
ad hoc networks. We compare simulation results for SAMPLE with two widely
used on-demand MANET routing protocols in different scenarios and explain the
differing abilities of the protocols to adapt and optimise to a view of the MANET
environment. Section 5 introduces our approach to applying CRL to the prob-
lem of Urban Traffic Control. The final section provides some conclusions to the
work presented in this paper.
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2 Self- anaging Systems Using Decentralised
Coordination

Coordination is the process of building programs by gluing together active pieces
[4], where active pieces can be processes, autonomous objects, agents or applica-
tions. Coordination is the logic that binds independent activities together into a
collective activity. Both centralised and decentralised coordination models have
been developed to describe the “glue” that connects computational activities. A
multi-agent system built using a centralised coordination model is one where the
behaviour of the agents in the system is controlled either by an active manager
agent or by a predetermined design or plan followed by the agents in the system
[5]. A system built using a decentralised coordination model is a self-organising
multi-agent system [5], whose system-wide structure or behaviour is established
and maintained solely by the interactions of its agents that execute using only
a partial view of the system.

Coordination models are necessary for the construction of self-managing dis-
tributed systems as they organise the self-management and self-adaptive be-
haviour of agents towards system goals. A lack of coordination among agents
in a distributed system can lead to interference between the different agents’
self-management behaviour, conflicts over shared resources, suboptimal system
performance and hysteresis effects [6]. For example, a distributed system that
is composed of self-managing agents, where agents optimise their behaviour to-
wards agent goals is not necessarily optimised at the system-level, as there is
the possibility that conflicting greedy decisions taken by agents may result in
sub-optimal resource utilisation or performance at the system-level. In order
to optimally adapt a system to a changing environment the agents must re-
spond to changes in a coordinated manner, but in decentralised environments,
the coordination mechanism cannot be based on centralised or consensus-based
techniques.

Increasingly, researchers are investigating decentralised coordination ap-
proaches to establish and maintain system properties [7, 8, 9, 10]. Decentralised
control is based on defining local coordination or control models for components
that only have partial views of the system, support only localised interaction
and have no global knowledge. Agents typically store locally a partial, estimated
model of the system and interaction protocols defined between neighbouring
agents enables them to collectively improve the accuracy of their local, estimated
models [11, 12]. This can often result in convergence between the estimated mod-
els of neighbouring agents on a common view of the system or environment [13].
Agents that have converged models can coordinate their behaviour using their
local models to perform collective adaptive behaviour that can establish and
maintain system-wide properties. These system properties emerge from the lo-
cal interaction between neighbouring agents and with no explicit representation
of system properties on the level of the individual agent [7, 8].

Decentralised coordination techniques have been developed that are based on
cooperation [10, 11] and competition [14] between agents. Both approaches are

m
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typically evaluated by how they optimise some system property, such as a self-
managing property of the system. There is also the possibility that the system
may attempt to optimise more than one system property. Multiple objective
functions can be used to describe optimisation problems where there is more
than one competing objective function.

Some problems associated with decentralised models include the uncertain
outcome of control actions on agents, as their effect may not be observable until
some unknowable time in the future. Also, optimal decentralised control is known
to be computationally intractable [9], although systems can be developed where
system properties are near-optimal [15, 16, 13, 12], which is often adequate for
certain classes of applications.

3 Collaborative Reinforcement Learning

CRL is a decentralised approach to establishing and maintaining system-wide
properties in distributed systems. CRL is an extension to Reinforcement Learn-
ing (RL) [17] for decentralised multi-agent systems. CRL does not make use of
system-wide knowledge and individual agents only know about and interact with
their neighbouring agents.

CRL can be used to implement decentralised coordination models based on
cooperation and information sharing between agents using coordination actions
and various feedback models, respectively. The feedback models include a nega-
tive feedback model that decays an agent’s local view of its neighbourhood and a
collaborative feedback model that allows agents to exchange the effectiveness of
actions they have learned with one another. In a system of homogeneous agents
that have common system optimisation goals and where agents concurrently
search for more optimal actions in different states using Reinforcement Learning
(RL), collaborative feedback enables agents to share more optimal policies [17],
increasing the probability of neighbouring agents taking the same or related ac-
tions. This process can produce positive feedback in action selection probability
for a group of agents. Positive feedback is a mechanism that reinforces changes
in system structure or behaviour in the same direction as the initial change and
can cause the emergence of system behaviour or structure [3, 18]. In CRL, the
positive feedback process continues until negative feedback, produced either by
constraints in the system or our decay model, causes agent behaviour to adapt so
that agents in the system converge on stable policies. In effect, agents can estab-
lish consensus with their neighbours on more optimal self-management actions
to take given a particular system state.

Given a certain degree of consensus between agents on their policies, the goal
of system optimisation is to have the agents’ policies converge on values that
produce collective behaviour that meets the system optimisation criteria [19].
However, in open dynamic distributed systems, the system’s environment is non-
stationary and we require agents than can collectively adapt their behaviour to
the changing environment to continue to meet the system optimisation criteria.
We believe that the adaptability of system behaviour to changes in its environ-
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ment is as important an evaluation criterion for complex adaptive distributed
systems as the more traditional criterion for static environments of convergence
and stabilisation on optimal system behaviour.

3.1 Reinforcement Learning

In RL, an agent associates actions with system states in a trial-and-error man-
ner and the outcome of an action is observed as a reinforcement that, in turn,
causes an update to the agent’s action-value policy using a reinforcement learn-
ing strategy [17]. The goal of reinforcement learning is to maximise the total
reward (reinforcements) an agent receives over a time horizon by selecting opti-
mal actions. Agents may take actions that give a poor payoff in the short-term
in the anticipation of higher payoff in the longer term. In general, actions may
be any decisions that an agent wants to learn how to make, while states can be
anything that may be useful in making those decisions.

RL problems are usually modelled as Markov decision processes (MDPs)
[17, 20]. A MDP consists of a set of states, S = {s1, s2, . . . , sN}, a set of actions,
A = {a1, a2, . . . , aM}, a reinforcement function R : S × A → R and a state
transition distribution function: P : S × A → Π(S), where Π(S) is the set of
probability distributions over the set S.

3.2 Coordination in CRL

CRL system optimisation problems are decomposed into a set of discrete opti-
misation problems (DOPs) [7] that are solved by collaborating RL agents. The
solution to each DOP is initiated at some starting agent in the network and
terminated at some (potentially remote) agent in the network. Each agent uses
its own policy to decide probabilistically on which action to take to attempt
to solve a DOP. In CRL the set of available actions that an agent can execute
include DOP actions, Api

, that try to solve the DOP locally, delegation actions,
Adi , that delegate the solution of the DOP to a neighbour and a discovery action
that any agent can execute in any state to attempt to find new neighbours.

The goal of CRL is to coordinate the solution to the set of DOPs among
a group of agents using delegation and discovery actions. This is achieved by
ensuring that an agent is more likely to delegate a DOP to a neighbour when it
either cannot solve the problem locally or when the estimated cost of solving it
locally is higher than the estimated cost of a neighbour solving it.

3.3 Partial Views of System

In dynamic distributed systems, agents typically have a changing number of
neighbouring agents that can be used to help solve a given DOP. To model
an agent’s dynamic set of neighbours, CRL allows agents to execute discovery
actions and then establish causally-connected states with any newly discovered
neighbour. Causally-connected states represent the contractual agreement be-
tween neighbouring agents to support the delegation of DOPs from one to the
other. Causally-connected states map an internal state on one agent to an ex-
ternal state on at least one neighbouring agent. An internal state on one agent
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Fig. 1. Causally-Connected States between the MDPs in Agents A, B, C

can be causally-connected to external states on many different neighbouring
agents, see Figure 1. An agent’s set of causally connected neighbours represents
its partial-view of the system.

3.4 Feedback Models

There are various feedback models in CRL, including a collaborative feedback
model that allows agents to exchange the effectiveness of actions they have
learned with one another and a negative feedback model that decays an agent’s
local view of its neighbourhood.

Collaborative Feedback as Advertisement. In CRL, neighbours are in-
formed of changes to Vj(s) of a causally-connected external state, s, at agent
nj using an advertisement . Each agent maintains a local view of its neigh-
bours by storing V values for causally-connected states to neighbours in a local
cache, Cachei. The cache consists of a table of Q-values, for all delegation ac-
tions, ad, at agent ni, and the last advertised Vj(s) for successful transition
to the causally connected state. A Cachei entry is a pair (Qi(s, aj), rj), where
rj is the cached Vj(s) value. When the agent ni receives a Vj(s) advertise-
ment from neighbouring agent nj for a causally-connected state s, it updates
rj in (Qi(s, aj), rj). Examples of implementation strategies for V advertisement
in distributed systems include periodic broadcast/multicast, conditional broad-
cast/multicast, piggybacking advertisement in transmission/acknowledgement
packets and event-based notification.

Decay as Negative Feedback. In certain decentralised systems an agent’s
set of neighbours changes dynamically and to overcome problems related to un-
reachable neighbours, an agent’s cached Vj values become stale using a decay
model [7]. In CRL, we decay cached Vj information in the absence of new ad-
vertisements of Vj values by a neighbour as well as after every recalculation of
Qi values. The absence of Vj advertisements is one aspect of negative feedback
and allows the removal of stale cache entries. The rate of decay is configurable,
with higher rates more appropriate for more dynamic network topologies.
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3.5 Distributed Model-Based Reinforcement Learning

CRL enables system optimisation in multi-agent RL systems, and states in the
multi-agent system may be distributed over different agents in the network. As
a result, state transitions can be either to a local state on the current agent or to
a remote state on a neighbouring agent. In distributed systems, when estimating
the cost of the state transition to a remote state on a neighbouring agent we also
have to take into consideration the network connection cost to the neighbouring
agent. For this reason, we use a distributed model-based reinforcement learning
algorithm that includes both the estimated optimal value function for the next
state at agent ni, Vj(s′), and the connection cost, Di(s′|s, a) ∈ R where a∈ Adi ,
to the next state when computing the estimated optimal state-action policy as
Qi(s, a) at agent ni (see equation (1)).

In the learning algorithm of CRL, our reward model consists of two parts.
Firstly, a MDP termination cost, R(s, a) ∈ R, provides agents with evaluative
feedback on either the performance of a local solution to the DOP or the per-
formance of a neighbour solving the delegated DOP. Secondly, a connection cost
model, Di(s′|s, a), provides the estimated network cost of the attempted dele-
gation of the DOP from a local agent to a neighbouring agent. The connection
cost for a transition to a state on a neighbouring agent should reflect the un-
derlying network cost of delegating the DOP to a neighbouring agent, while the
connection cost for a transition to a local state after a delegation action should
reflect the cost of the failed delegation of the DOP. The connection cost model
requires that the environment supplies agents with information about the cost
of distributed systems connections as rewards.

The update rule used in the learning algorithm or CRL is:

Qi(s, a) = R(s, a) +
∑

s′ ∈ Si
Pi(s′|s, a).

(Di(s′|s, a) + Decay (Vj(s′))) (1)

where a ∈ Adi
. If a /∈ Adi

, this defaults to the standard model-based reinforce-
ment learning algorithm [20] with no connection costs or decay function. R(s, a)
is the MDP termination cost, P (s′|s, a) is the state transition model that com-
putes the probability of the action a resulting in a state transition to state s′,
Di(s′|s, a) is the estimated connection cost and Vj(s′) is rj ∈ Cachei if a ∈ Ad,
and Vi(s′) otherwise.

3.6 Emergent Consensus

We advocate an experimental approach to the validation of the emergence of
consensus in CRL systems. Due to the lack of a global view of the system,
individual agents cannot validate the existence of system properties and their
existence cannot be validated analytically. We can only validate their existence
through external observation of the system, e.g., through experimentation. The
process through which agents can achieve consensus in CRL systems is decen-
tralised coordination using coordination actions and feedback. They enable con-
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sensus to emerge between groups of agents on more optimal actions to execute
actions given shared system states. The convergence of agent policies in CRL is
a feedback process in which a change in the optimal policy of any RL agent, or
a change in the system’s environment as well as the passing of time causes an
update to the optimal policy of one or more RL agents. In CRL, changes in an
agent’s environment can provide feedback into the agent’s state transition model
and connection cost model, while changes in an agent’s optimal policy provides
collaborative feedback to the cached V values of its neighbouring agents using
advertisement. Time also provides negative feedback to an agent’s cached V val-
ues and allows converged policies to be ’forgotten’, enabling policies to converge
again on different behaviours.

As a result of the different feedback models in CRL, agents can utilise more
information about the state of the system and their neighbouring agents to en-
able groups of agents to converge on similar policies. In particular, collaborative
feedback enables agents to share policy information with their neighbours and
achieve consensus on more optimal actions to execute in given system states.
This consensus between neighbouring agents on the actions to execute, assum-
ing the agents perceive the system to be in a similar state, can be the basis for
collective behaviours such as system self-management behaviour.

4 SAMPLE and CRL

The CRL model was used to build a MANET routing protocol called SAMPLE
[12]. SAMPLE is a probabilistic on-demand ad hoc routing protocol that contains
system-wide self-managing properties, such as the adaptation of network traffic
patterns around areas of congestion and wireless interference and the exploitation
of stable routes in the environment.

Ad hoc routing is a challenging problem as it exhibits properties such as
the lack of global network state at any particular node in the network and
frequently changing network topology due to node mobility. This ensures that
system properties of the protocol only emerge from local routing decisions based
on local information and that routing agent’s behaviour has to frequently adapt
to a changing environment.

Two major assumptions of the two most popular MANET routing protocols,
Ad-Hoc On-Demand Distance Vector routing (AODV) [21] and Dynamic Source
Routing (DSR) [22], is that the network has a random topology and that all ra-
dio links function perfectly. Both protocols make these static assumption about
the MANET environment in order to avoid route maintenance problems typi-
cally encountered by proactive routing protocols in MANETs. AODV and DSR
use on-demand routing where routes to destinations are only discovered when
needed using flooding [21, 22] and these routes are discarded when a number of
transmission failures over a network link occur, even though that transmission
failure may be due to a temporary phenomena such as congestion or wireless
interference.
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Fig. 3. At a varying load, 512 byte packets, SAMPLE delivers a data throughput of

up to 200Kbps. This throughput approaches the theoretical limit of the throughput

achievable in a multi-hop 802.11 mobile ad hoc network scenario

In our evaluation of SAMPLE, in sections 4.1 and 4.4, we show how CRL en-
ables routing agents in SAMPLE to establish consensus on the location of stable
routes in a network with different quality network links and use this consensus
to optimise system routing performance. In SAMPLE we attempt to optimise
multiple, often conflicting system routing performance criteria, including max-
imising overall network throughput, maximising the ratio of delivered packets
to undelivered packets and minimising the number of transmissions required per
packet sent.

4.1 SAMPLE Experiments

We have implemented the SAMPLE routing protocol in the NS-2 network simu-
lator [23]. We compare the performance of the SAMPLE routing protocol to that
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Fig. 4. Stable Route Topology. Performance with Varying Load. 64 byte packets

of AODV and DSR, in two different scenarios. The first scenario is a random net-
work scenario that is designed to test how SAMPLE compares with AODV and
DSR when the MANET environment reflects their static design assumptions.
The second scenario is a metropolitan area MANET, where a subset of the links
in the network are stable, that is designed to test the ability of the protocols to
adapt their routing behaviour to achieve consensus on the location of the stable
routes in the network. We also introduce congestion into both scenarios to inves-
tigate the effectiveness of the protocols in adapting their routing behaviour to
a changing MANET environment. Our goal here is to compare the performance
of the SAMPLE routing protocol in different, changing environments with on-
demand protocols that make static assumptions about the MANET environment
using the system optimisation criteria identified in Section 4.

The SAMPLE routing protocol combines routing information with data pack-
ets, and as a result the metric of number of routing packets is not a valid one
for comparison with AODV and DSR. For this reason, we use the number of
transmissions (unicast or broadcast) that each protocol makes per application
packet sent during the simulation run as a metric to compare the protocols. This
metric represents the cost to the network of routing each data packet.

4.2 Perfect Network Links in a Random Topology

The comparative performance of the protocols in a scenario that mimics the
random topology used in [24] is first evaluated. A simulation arena of 1500m x
300m is used, with the transmission power of the radio interfaces set to 250m.
The random way-point mobility model is used, with a maximum speed of 20 m/s
and varying pause times. Constant bit rate traffic of 64 byte packets, 4 packets
per second, with 10 flows between random pairs of nodes is used.

We compare the SAMPLE routing protocol to AODV and DSR in an idealised
experiment with no packet loss added to the simulation. Figure 2 shows the
packet delivery ratio and transmissions-per-packet metrics as they vary with
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the level of mobility in the network. In this scenario, both AODV and DSR
have near-optimal packet delivery ratios, while SAMPLE has between 1% and
4% worse packet delivery ratios, and all protocols have a near-minimal cost (in
terms of network transmissions). As there is no packet loss and all links are of
perfect quality, AODV’s favouring of routes with the shortest hop-count shows
the best performance.

4.3 Achieving Consensus on Stable Links in a Metropolitan Area
MANET

We have also evaluated the performance of SAMPLE against that of AODV
and DSR in a network scenario based on a metropolitan ad hoc network. In
this scenario, there are a subset of nodes in the network that are not mobile.
The network scenario is motivated by the recent appearance of ad hoc networks
designed to supply Internet access to mobile nodes.

In this scenario, we anticipate that certain nodes in the network will be
immobile for extended periods of time, resulting in stable links between them,
and that the traffic patterns in the network will be concentrated on the subset of
nodes that have Internet connectivity. In the experiments presented here we use
3 server nodes. Each client sends constant-bit-rate traffic to one of the servers
at a rate of 4 packets per second. The number of client nodes in the network is
varied in order to create congestion in the network. There are 33 fixed nodes in
these simulations, and 50 mobile nodes. The fixed nodes in the simulation provide
stable links in the network which the routing protocols could exploit. SAMPLE’s
configurable parameters have been tuned to provide improved performance for
this scenario, see [12] for more details.

Figure 4 shows the variation in performance of the three routing protocols as
the number of clients in the network is increased. The packet size sent by clients
was kept fixed at 64 bytes, sent 3 times a second.

As the number of clients in the network is increased, the offered throughput to
the routing protocols is increased. This in turn increases the level of packet loss
and the amount of contention that the Media Access Control (MAC) protocol
must deal with. This increased congestion increases the number of failed MAC
unicasts in the network. Figure 4 shows that increased packet loss results in lower
throughput and packet delivery ratios in AODV and DSR, but that SAMPLE
is able to maintain high throughput and packet delivery ratios with high levels
of packet loss.

In [25] it was demonstrated that for multi-hop 802.11 networks, the achievable
throughput is significantly less than the transmission rate of the radio interfaces.
The maximum achievable data throughput in an 802.11 ad hoc network is ap-
proximately 0.25Mbps (which [25] achieved using 1500 byte packets). Figure 3
shows that SAMPLE manages to approach this limit in this scenario. This shows
experimentally that using CRL, SAMPLE can meet the system optimisation
criteria of maximising network throughput in the metropolitan area MANET
scenario.
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4.4 Emergent Consensus and System Optimisation in SAMPLE

In the metropolitan area MANET environment, there are a subset of the links
in the network that are stable. Collaborative feedback adapts routing agent be-
haviour to favour paths with stable links, producing the emergent stable routes
in the network. AODV and DSR do not allow nodes to differentiate between
multiple available links in this manner, due to their static assumptions about
network links. In SAMPLE positive feedback in link selection by routing agents
means that the routing behaviour of agents converges on the stable network
links in the environment. SAMPLE maintains a near-optimal delivery ratio and
using a minimal number of transmissions even at high offered throughput for
802.11 MANETs. An important lesson from SAMPLE is the need for experi-
mentation, as the emergence of more optimal routing properties is sensitive to
tunable parameters in CRL and to the update rule of the learning algorithm
used in SAMPLE.

5 Urban Traffic Control and CRL

We believe that Urban Traffic Control is an appropriate application domain for
the CRL technique. The UTC and MANET application domains exhibit some
similar characteristics. Road traffic-signal controllers can be modelled as au-
tonomous agents. Routing network traffic along a link is analogous to running a
green signal-control phase for this street and the system goal is to maximise over-
all road network throughput by altering signal timings to minimise congestion
and vehicle delay.

The suburban road network provides the links between agent controllers. The
vehicle density or flow-rate provides a measure of the attractiveness or general
fitness of this link. If the quality of service or throughput of the link degrades
suddenly due to traffic incidents, sudden increase in traffic volumes or traffic
signal operation then the link will become congested and it will be sub-optimal
to route vehicles along this link.

The signal-control agent obtains information about its local environment from
its sensor infrastructure. The overall UTC system objective may be to optimise
vehicle throughput the network however this policy must be implemented by
autonomous agents that only possess timely and verifiable information about
their local environment. The key challenge of trying to implement a global op-
timisation strategy based on partial knowledge of a dynamic system is therefore
common to both the UTC and MANET application domains.

5.1 Optimisation in Urban Traffic Control

Advances in sensor infrastructure resulting in online vehicle and traffic flow de-
tection have enabled the advent of adaptive traffic control systems capable of
online generation and implementation of signal timing parameters[26]. Adap-
tive control systems such as SCOOT[37] and SCAT [38] are widely deployed
throughout the world.
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However the adaptive traffic control systems that are currently deployed are
hampered by the lack of an explicit coordination model for junction or agent
collaboration and are typically reliant on prespecified models of the environment
that require domain expertise to construct. These models are typically used as
an aid to sensor data interpretation and strategy evaluation and may often be
too generic to adequately reflect highly dynamic local conditions[28].

These systems have a limited rate of adaptivity and are designed to respond
to gradual rather than rapid changes in traffic conditions. They employ cen-
tralised data processing and control algorithms that do not reflect the localised
nature of traffic disturbances and flow fluctuations. Yagar and Dion[36] state
that: ”smooth traffic and uncomplicated networks provide good opportunities for
progression, in which case a centralised quasi real-time model, such as SCOOT is
appropriate as a model of central control. However, when faced with significant
demand fluctuation or interference..., a distributed real-time model is required”.

Current research on next generation UTC systems is focusing on applying
novel control strategies and AI techniques to the domain. Hoar et. al [27], have
investigated the application of swarm intelligence to cooperative vehicle control
and isolated signal setting optimisation. Their approach is based on the stig-
mergic model of environment mediated communication to enable inter-vehicle
and vehicle-signal controller cooperation. The fitness function evaluated seeks
to minimise the average waiting time of all vehicles in the network. Initial tests
indicate promising results and increased adaptivity to high rates of change in
traffic flow.

Abdulhai et. al [28], have applied reinforcement learning techniques to UTC
control. Using an unsupervised learning technique they have demonstrated that
an AI approach can at least match the performance of expert-knowledge based
pre-timed signal plans without the requirement of a network model or traffic
engineering expertise. The system attempts to minimise the total delay incurred
by vehicles in all queues on a junction approach. The evaluation results relate
to the operation of a single intersection controller and does not substantially
address distributed signal coordination between agent junctions.

The authors cited above have applied novel techniques to the UTC domain
however they are essentially adopting centralised approaches to the problem.
Their evaluation scenarios are not representative of a real-sized UTC network.
Such approaches are not scalable and Lo and Chow[39] highlight the difficulty
faced by attempting to optimise a real-sized UTC problem in a centralised fash-
ion. They apply a genetic algorithm based control strategy with possible solution
sets encoded as binary strings. For a network with 3 agent junctions operating
with a constrained number of control variables the sample solution space expands
to 270. The addition of agent junctions capable of a normal set of control actions
causes the solution space to grow exponentially and results in an intractably
large solution space.

We believe that adopting a decentralised approach to UTC optimisation is
the only feasible method of tackling the problem on a large scale. We believe this
decentralisation is best attained by modelling individual junctions as agents and
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Fig. 5. Sample Layout of a set of Junctions

allowing consensus to emerge between cooperating agents on a suitable system
control strategy.

5.2 UTC-CRL

The similarities between the UTC and MANET environments coupled with dif-
ficulties exposed by current UTC strategies has prompted the application of the
CRL model to the UTC domain. A large scale UTC system may be modelled in
a decentralised manner using CRL. Using the UTC-CRL approach, traffic lights
would act as agents, choosing a particular action to take, such as changing from
one phase to another and receiving a reward from the environment, for taking
this action. UTC-CRL allows traffic light agents to share their local view of
the congestion at their junction with neighbouring agents to enable convergence
towards a shared view of the congestion in the surrounding area.

Using CRL to tackle this problem has a number of advantages. Firstly, CRL
gives an explicit framework to model the collaboration and coordination between
agents. Secondly, as CRL is a distributed learning technique, traffic light agents
collaborate to allow consensus to be established on the optimal phases to choose
at a junction in an UTC environment that is uncertain and dynamic. This in
turn allows the flows of traffic in an area to be optimised by the collaborating
traffic light agents. Positive feedback is used to reinforce the selection of such
optimal phases. Negative feedback discourages traffic light agents to act in a
greedy fashion as this adversely impacts on congestion levels at neighbouring
traffic light agents.

For example in figure 5, a traffic light agent at junction C uses information
from its neighbouring traffic light agents, {A, B, D, F, G} to optimise the flow of
traffic in the area surrounding junction C. Similarly, junction C communicates
with its neighbours to allow them to optimise the flow of traffic in their individual
area. The traffic light agent would then communicate its view of the environment
to the traffic light agents that are both upstream and downstream of it.
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Indirect feedback is given by vehicles crossing the junction from one or more
approaches to one or more exits. Secondly, traffic light agents advertise their
view of their local environment to neighbouring agents. Instead of advertising
the cost to a particular destination as in SAMPLE, a traffic light agent in UTC-
CRL advertises its view of the level of congestion associated with a particular
approach from an upstream junction or associated with a particular exit towards
a downstream junction.

For example in figure 5, junction C would advertise to junction A its view
of the congestion on the approach from junction A. Similarly, junction A would
advertise to junction C its view of the congestion on the exit from junction
A towards junction C. By incorporating each of these views into their calcula-
tions, junctions A and C can establish convergent views of the congestion level
which can then in turn inform their collective decisions of which action is most
appropriate.

The type of system optimisation achievable in UTC-CRL depends on the
actions, states and rewards used. The actions available to a particular junction
correspond to a subset of the possible phases at that junction. The set of pos-
sible states relate to the type of system optimisation desired. For example, one
optimisation criteria may be to minimise average number of vehicles waiting at
a junction. Given such a criteria, the states of the traffic light agent at that
junction correspond to a tuple of values that represent the number of vehicles
waiting on each approach to that junction. Another possible optimisation cri-
teria would be to maximise the average velocity of vehicles in the system. This
would require the average velocity of vehicles on each approach to be wirelessly
communicated to the traffic light agent at the junction.

The reward model depends on the particular optimisation strategy being
pursued. When trying to minimise the number of vehicles waiting at a junction,
the reward received by an agent on executing an action should be related to the
number of vehicles that traverse the junction as a result of the particular action
being selected. Alternatively, when trying to maximise the average velocity, the
reward received by executing an action should be related to the change in the
velocities of the vehicles on the various approaches to the junction.

Finally, as CRL is a completely decentralised approach with agents having a
similar number of states and actions, this should allow UTC-CRL to scale to a
large number of traffic light junctions.

5.3 Evaluation Strategy

As highlighted in section 4.1, SAMPLE takes an experimental approach to vali-
date the emergence of consensus between mobile hosts in a MANET. In a similar
approach, UTC-CRL is taking an experimental approach to validate the appro-
priateness of CRL in a large scale UTC setting. In particular, an objective of
the UTC-CRL experimental approach is to verify that consensus can emerge
between collaborating traffic light agents and this emergence of consensus allows
optimisation of traffic flows in this large scale setting. The envisioned setting for
this work corresponds to the Dublin city area which consists of 248 traffic light
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junctions, over 750 non-traffic light junctions and over 3000 links joining these
junctions. Given this layout of junctions, models of traffic flows between different
areas of the city are currently under development that correspond to currently
available census data for the greater Dublin area [31]. We have constructed a
model of the road network for Dublin city centre and a traffic model contain-
ing realistic vehicle volumes. We are currently evaluating MDPs to validate the
appropriateness of CRL in this domain.

6 Conclusions

Decentralised computing systems should establish and maintain consensus on en-
vironmental or system properties with minimal external intervention in order to
provide system-wide self-managing behaviour. The challenges of how to achieve
consensus between agents’ local, partial views of the system in order to establish
such properties can be met using decentralised coordination techniques. CRL
is one such coordination technique that enables consensus on optimal policies
to emerge between interacting agents in a decentralised system. In this paper
we described CRL as a decentralised coordination technique and discussed its
application to a MANET routing protocol called SAMPLE and Urban Traf-
fic Control problems. From our evaluation of SAMPLE as a CRL system, we
show that CRL through feedback, advertisement and decay enables consensus
to emerge on stable routes in a MANET and how this can be used to improve
the system routing performance in MANETs with stable nodes.
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Abstract. This paper introduces the Emergent Thinker paradigm, an area-wide 
logical computing entity, named after a philosopher that continuously analyses 
information and has emergent computed solutions for new and/or existing 
requests. The Complex Adaptive System (CAS) emergent computation model 
and the CAS propagation model are proposed as mechanisms to achieve the 
Emergent Thinker.  The Thinker is proposed as an alternative approach for new 
and existent design and implementation challenges in systems research. The 
Biologically Inspired Peer-to-Peer Distributed File System (BPD) is an 
instantiation of the Emergent Thinker paradigm and corroborates our hypothesis 
that CAS based computation is an alternative paradigm to provide scalable 
computation for large distributed systems. 

1   Introduction 

Systems research has produced solutions to many of its design and implementation 
challenges. These solutions are usually based on algorithms and models that have 
predetermined, predefined centralized and distributed techniques. However, these 
models and algorithms are limited when subject to computing environments that are 
dynamic, self-organized, ad-hoc (e.g. in terms of connectivity, operatively, etc.) and 
decentralized like those found in peer-to-peer systems, pervasive computing 
environments, some grid systems (e.g. grids with no common domain across the 
Internet), autonomic systems, etc. Some workarounds are often implemented to 
alleviate these system’s limitations. However, it is clear that different approaches are 
required for these environments. 

Complex adaptive systems (CAS) are defined as systems characterized by having a 
large number of members with simple functions and limited communication among 
them. The emergence of swarm intelligence [1] from simple members activities 
boasts autonomy and self-sufficiency, which allows them to adapt quickly to 
changing environmental conditions. The emergent global outcome may be applied  
to solve particular distributed system problems. Emergent outcomes (i.e. self-* 
properties) providing solutions to specific problems have been documented in 
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different research work published previously. Several examples are available in the 
literature [2-11].1  

This paper introduces a new computing paradigm, the Emergent Thinker [12], and 
an instantiation of the paradigm, the Biologically Inspired Peer-to-Peer Distributed 
File System (BPD). The Emergent Thinker uses CAS domains to provide emergent 
computation for large, highly dynamic distributed systems. The BPD implements the 
Emergent Thinker and experimentally corroborates our hypothesis that CAS based 
computation is an alternative valid paradigm to provide scalable computation for large 
distributed systems. 

Section 2 describes the Emergent Thinker paradigm and the two models the 
paradigm is based on: the CAS Emergent Computation model and the CAS 
Propagation model. Section 3 explains how the paradigm is applied to design and 
implement the BPD. It then continues with a description of the BPD CAS algorithms 
utilized and provides a generic description of the architecture. Section 4 presents 
some representative results of the BPD implementation. Section 5 discusses and 
overviews future work in the Emergent Thinker paradigm to conclude and give final 
thoughts in Section 6. 

2   The Emergent Thinker Paradigm 

2.1   The CAS Emergent Computation Model 

A common feature of previous CAS related work is the existence of simple agents2 
with local functions3 and a simple communication mechanism4 that is either direct or 
indirect. For this, we propose a basic computing model that generalizes previous 
work. We call it the CAS Emergent Computation model. See Figure 1. 

In the CAS Emergent Computation model, agents follow simple rules to affect their 
states and/or environment to generate an emergent pattern formation5 that produces a 
system wide result (Figure 1). The system wide result is interpreted as an emergent 
computation (i.e. self-* property) that solves a particular distributed system problem 
(e.g. aggregation, resource allocation, classification, assignment, path selection, 
decision, etc.). A model hypothesis is that all computation to be provided can be 
obtained by emergent computations of simple activities. 

It is important to stress the difference between an emergent computation and a 
regular computation. A regular computation is a CPU computation like arithmetic 
and logical operations. An emergent computation is at a higher abstraction level. The 
emergent computation outcome is a self-* property that resolves a particular 
distributed computing problem. Emergent computations can make use of regular 
 

                                                           
1  Some authors do not call their mechanisms CAS-based. However in essence they are, if we 

assume that these mechanisms have similar characteristics. 
2 The terms ‘agent’, ‘individual’, and ‘member’ mean the same across the paper. 
3 The terms ‘function’, ‘property’, ‘action’, and ‘activity’ mean the same across the paper. 
4 The communication mechanism exists within the domain environment. 
5  Emergent pattern formation’ means pattern formations in agents, domain environment, or 

both.  
 ‘
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Fig. 1. CAS Emergent Computation Model 

computations to achieve its outcomes, and could also use other emergent 
computations (e.g. hierarchical emergent computations) as part of their computations. 

A basic question6 is identifying the relationship that exists between the emergent 
computation and the local agents’ properties or actions. By focusing on the cause-
effect relationships, which are dynamic and non-linear, it could lead us to identify 
necessary and sufficient conditions to obtain emergent computations (i.e. self-* 
properties). Further, it helps us to understand how a specific property produces an 
emergent outcome. All these will allow us to control and manage the agent’s 
properties to obtain desired global outcomes. This leads to a key question: How can 
we identify these relationships? We propose the CAS Propagation model to answer 
this question. 

2.2   The CAS Propagation Model 

The CAS Propagation model is based on the simple idea of amplification by 
propagation. The way the different agents connect and exchange information (directly 
and/or indirectly) will have a direct consequence in the action’s impact on the other 
agents and in the system as a whole. In the past, different approaches have been used 
to interconnect CAS agents (e.g. fully connected, small world pattern, random, small 
set of neighbors, local paths, etc). These connectivity approaches generate different 
global outcomes from the same local properties. We could attribute this to the way the 
local properties were propagated and exchanged across the domain and are 
consequently amplified for different global, emergent self-* properties. The main 
point that the CAS Propagation model makes concerns the spread and its affects on 
the amplification of the agents’ actions to eventually give an emergent result, called a 
global self-* property (Figure 2). 
                                                           
6  Other questions include issues like message exchanges, speed, property sets, feedbacks, edge 

of chaos, limit theory, etc. 
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Fig. 2. CAS Propagation Model 

 

Fig. 3. The Emergent Thinker 

Furthermore, the way the actions are propagated and exchanged will have an 
impact in the perturbations (i.e. properties’ feedback, environment feedback), which 
subsequently affect the local agents’ properties, which then adapt their agents’ 
behaviors accordingly. If these perturbations are too high, it can force the system into 
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chaos. The CAS Propagation model is a fertile area of experimental research that can 
lead to an understanding of the fundamentals linkages between local properties and 
emergent, global self-* properties that eventually can lead us to develop the theory 
and mathematical formulations that represent them. 

Based on our clear understanding of the CAS Emergent Computation (Figure 1) 
and the CAS Propagation (Figure 2) models, these models are extended to develop 
what we call the Emergent Thinker paradigm. The Emergent Thinker paradigm 
provides computing services by means of CAS Emergent Computation model 
instantiations. The Emergent Thinker is named after a philosopher that continuously 
analyses information and has emergent computed solutions for new and/or living 
requests. Living requests mean those computations that the Emergent Thinker 
continuously works on. 

2.3   The Emergent Thinker Paradigm 

The Emergent Thinker is defined as an area-wide logical computing entity (Figure 3) 
based solely on CAS models and algorithms to provide function services. Function 
services are the mechanisms used by an application program to request services from 
the Emergent Thinker. The Emergent Thinker uses the CAS Emergent Computation 
model (Figure 1) as its building block. It has CAS domain environments that are 
implemented in decentralized contexts (e.g. P2P environment, pervasive 
environments, multi-processors computers, grids, etc.) providing emergent function 
services. The emergent function services are equivalent to system calls provided by a 
regular operating system, but with a completely different functionality and purpose 
(i.e. at a higher abstraction level). The emergent computation engines are located 
wherever the emergent service is required (i.e. pervasive engines). This is possible 
because the services or functions (i.e. self-* properties) are continuously emerging 
from the system itself. These engines are access points to observable and/or 
interpreted global properties. The CAS Propagation model is then used to 
experimentally test the properties and the emergent computations utilized by the 
Emergent Thinker.  

3   The Biologically Inspired Peer-to-Peer Distributed File System 

The Biologically Inspired Peer-to-Peer Distributed File System (BPD) is an 
instantiation of the Emergent Thinker paradigm. The BPD merges CAS models with 
Peer-to-Peer (P2P) computing to implement a Distributed File System (DFS). The 
BPD design and implementation presents a novel alternative to existing deterministic, 
centralized or distributed techniques proposed in the majority of current P2P and DFS 
research. BPD implementation has shown promising results by modeling natural 
behaviors in its foundation services to solve distributed systems’ design challenges. 
This section reviews the BPD and how the Emergent Thinker paradigm is applied. 
Another will detail the BPD architecture design and implementation. 

The BPD assumes an environment that has computing devices with ad hoc 
behavior (i.e. joining and leaving the network) and no central server or controller. The 
BPD is intended to scale from a few peers to thousands of peers allocated across a 
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distributed system within an organization. The BPD targets an environment where 
users can seamlessly and dynamically share their storage resources to provide a peer-
to-peer distributed file system. 

Figure 4 shows a high level view of the BPD. A P2P system with hundreds or 
thousands of computing devices forms a complex environment where peers (Figure 4 
circles) continuously connect and disconnect. Each peer has agents that execute basic 
actions (in Figure 4 these are depicted with arrows) independent from each other, with 
minimum or no communication among them. The emergent computations achieved 
by the agents’ actions provide computing services required by the DFS. The DFS is 
spread out across the P2P environment. A user or application7 accesses File System 
(FS) services for its file management needs through calls to the DFS emergent 
computation engine. A DFS emergent computation engine resides in each peer that 
provides access to the environment. When an application requires a FS service, the 
engine inserts the request into the complex environment and the response emerges 
from it and it is delivered to the application that initially made the request. For each 
BPD DFS service provided, there is an independent spatially decentralized domain of 
agents’ actions that execute on the same physical P2P system. 

 

Fig. 4. BPD High Level View 

     Before the CAS Propagation model can be experimentally used within the 
Emergent Thinker paradigm, essential DFS building block functions must be 
identified. These DFS building block functions must be suitable to be provided by 
emergent computation and eventually constitute major components of the FS services 
to the applications. A top-down approach is used to analyze application FS services 
and identify the common building block functions. For example, Bach [13] describes 
the Unix operating system FS services provided to applications. The analysis gives us 
the following primary DFS building block functions:  

1. Allocation services to implement storing data blocks and/or complete files 
across the P2P. 

                                                           
7 The terms ‘user’, and ‘application’ mean the same across the paper. 
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2. Retrieval services to implement reading data blocks and/or complete files 
from the P2P system. 

3. Replication services to implement a data replication scheme to increase 
storage reliability and availability. 

4. Discovery services to implement a P2P system wide data search. 

After the analysis, the four primary DFS functions are the prime candidates to be 
implemented by emergent computations. However, further study shows that 
replication services (in its different variants) can be implemented with allocation 
services. Also, directory and file tables, which are resident at the local peer, can 
control retrieval services of known data, while discovery services can control retrieval 
services of unknown data. Thus, retrieval services can be implemented with local data 
management techniques (known data) and with discovery services (unknown data). 
These leave us with two essential DFS building block functions: Allocation and 
discovery8 function services.  
     Allocation and discovery services are essential distributed services and 
consequently we hypothesize that they can be implemented by emergent 
computations. We define emergent function services as those basic DFS services that 
emerge out of CAS emergent computations.  

 

Fig. 5. BPD Instantiation of the Emergent Thinker Paradigm 

     Figure 5 shows the BPD instantiation of the Emergent Thinker paradigm. The 
current BPD implementation uses one CAS (i.e. spatially decentralized domain of 
agents’ actions) for each emergent function service identified (i.e. allocation and 
discovery services). However, these CAS domains run on the same physical P2P 

                                                           
8 The terms ‘discovery’ and ‘search’ are used interchangeably throughout the paper. 
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complex environment so, each CAS domain is logically independent but physically 
run on one physical P2P complex environment. 

3.1   The BPD Emergent Computing Algorithms Overview 

Research has been carried on to use the CAS Emergent Computation and the CAS 
Propagation models to experiment and implement the BPD emergent computations 
based on natural or biological behaviors. The CAS algorithms utilized are based on 
squirrel natural behaviors and provide a novel metaphor for this kind of CAS. 
Camorlinga, Barker et al. [6][14] provide details on the BPD CAS algorithms utilized 
for allocation and search emergent services. The algorithms are based on CAS 
squirrel hoarding mechanisms. The squirrel behaviors modeled and applied to the 
DFS emergent function services are briefly described next.  

3.1.1   CAS Algorithms for DFS Allocation Services 
Many ecological and environmental protection groups have studied the hundreds of 
squirrel species found worldwide [15][16].9 Squirrels eat various nuts, acorns, and 
other small foodstuffs10 by caching acorns in small hoards over a large geographic 
area. When food becomes scarce they return to the caches. Their failure to recover a 
great percentage of the horded acorns facilitates the growth of new trees. Squirrels, in 
conjunction with Jays [15], are responsible for the vast oak extensions through North 
America after the glacial age 10,000 years ago. From a computational perspective, 
squirrels are allocating resources (land space) to storage demands (acorns) in such a 
way that resources are balanced. The global or corporate consequence emergent from 
the behavior of these individuals is a populated forest of oak trees across a wide 
geographic area.  

For allocation services (e.g. storing data), the most interesting squirrel behavior is 
hoarding, rather than foraging, as hoarding leads to a global outcome of which the 
individual squirrels cannot possibly be aware. The hoarding approach also reflects a 
more natural reflection of the allocation activity. We are interested in the way 
squirrels spread out acorns, nuts and other small food pieces in an area to obtain a 
resource allocation balance. We exploit these techniques to design and implement 
resource allocation services suitable for distributed systems [6].  

The squirrel hoarding behaviors can be summarized as: 

• Random gathering and burying of small acorn amounts in an area 
geographically close to its nest, 

• Investigation of various random locations (“sniffing” several places) before 
deciding where to put the acorn, 

• Possibly deciding not to hoard its food if there are other squirrels around, 
and 

• Possibly working in small teams with others with whom they are familiar, 
while avoiding places inhabited by unknown squirrels. 

                                                           
9  A web search on ‘squirrel resources’ provides reference to squirrel information sources 

describing additional behaviors. 
10  We speak of these foodstuffs collectively using the exemplar “acorns” as we are interested in  

the consequence of the hording activities. 
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The “squirrels” CAS based system consists of a P2P environment. Each peer has 
one or more caches where squirrels hoard acorns. Squirrels live in these peers in small 
groups. When they have acorns, they go through the peers, “sniffing” to find a cache 
suitable for the acorn following one of the behaviours described above. Each peer is a 
producer and consumer of caches (storage resources). Figure 6 illustrates such an 
environment. 

Each acorn is a data block that must be stored within the DFS. Each cache is a 
group of data blocks available that can be allocated. The goal is efficient allocation of 
storage resources by balancing resource allocation across peers’ caches. Each cache 
has the same characteristics across peers. What it is different is the number of caches 
available per peer. Consequently, if we balance caches then a well-balanced P2P DFS 
system is achieved according to peer capabilities (number of caches available in the 
peer). How well balance the system is will be measured by the variance of acorns 
allocated per cache. The lower the variance (i.e. close to zero), the better allocation 
balance obtained. 

Fig. 6. CAS Allocation Based on Squirrel Behaviors 

3.1.2   CAS Algorithms for DFS Discovery Services 
We also apply a slight variation of the squirrel behaviors to discovery services (e.g. 
data search). The basic idea is that squirrels with simple hoarding activities 
disseminate acorns that contain identifiers. These acorn identifiers are used to dig out 
data acorns stored in the peer storage caches where they were allocated [14] and help 
us to determine their locations. 

Initially each peer has its own squirrels (up to a maximum) according to its 
capabilities (Figure 7.a). Each peer shares resources (e.g. files in sharable folders).  
Squirrels from different peers are independent of each other. The squirrels are 
unaware that their hoarding activities are used to search data. The search emerges as a 
global outcome of the activities of the independent members (i.e. squirrels) that work 
with simple activities but generate a system wide result. When a new member joins 
the P2P environment, there is no administrative activity to do besides joining the P2P 
environment. When a new search arrives at a peer (Figure 7.b), the peer’s squirrel 
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puts the acorn id in a sack together with other acorn ids already existing that have 
been put there by other squirrels (if any) and hoards them in nearby peers.  

If a sack with acorn ids is placed in a peer, the acorn ids are searched within this 
peer. Any acorn id that is found is notified of the original search peer, otherwise either 
the acorn id remains in the sack or the acorn identifier expires, terminating the data 
acorn search. New searches from this peer are added to this sack (if any) and together 
continue to be disseminated by the local squirrel to other peers (Figure 7.c). 

The whole P2P environment is a living organism that has members joining and 
leaving continuously with no administrative burden. Once a member joins, its 
sharable resources are available and actively participate in the emergent search 
scheme according to its capabilities (i.e. by the number of sharable resources and by 
the number of peer’s squirrels available). Each squirrel works locally so that if the 
peer disappears, the emergent search algorithm self-adapts to its new context without 
interruption. Neither loss of administrative statistics nor waste of resources occurs. 
Furthermore, by packing several acorn ids in sacks, the squirrels reduce the number of 
messages they carry by a factor of ‘n’, where ‘n’ is the average number of acorn ids 
per sack. The more activity the P2P environment has, the greater the message 
reduction factor. 

In both DFS CAS-based services, experimental research with the CAS propagation 
model help us to identify agent actions (i.e. properties) suitable for the BPD. Essential 
properties in the squirrel behaviors are identified to provide DFS emergent 
computations (i.e. search and allocation services). The BPD implementation uses 
these properties and behaviors to become a biologically inspired DFS with emergent 
computations. 

Fig. 7. CAS Search Based on Squirrel Behaviors 

3.2   BPD Design Overview 

After we investigate the CAS based algorithms for the identified DFS emergent 
computations (Section 3), the next question is how to integrate them within a P2P 

 

a. P2P with Sharable Data 

 

b. A New Data Search 

 

c. An Existing Search 
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Fig. 8. BPD Architecture Stack 

DFS design? For this, a BPD architecture stack (Figure 8) is designed that merges FS 
services with CAS algorithms in a layered structure. The BPD architecture stack runs 
in every peer and provide mechanisms for CAS member communication with the use 
of the P2P network. It is divided in three layers that together provide file system 
services to applications running on the peer. Camorlinga and Barker [17] provide an 
extended description of the BPD architecture. 
     Briefly the layers are: 

• Data glue layer that processes file system calls and provides metadata 
services to keep control of files and directories. It consists of Front-end Data 
Manager, Local-end Data Manager, and Back-end Data Manager. These 
managers are responsible for the metadata services and the FS interface. The 
data glue layer also has the Application Programming Interface (API), the 
Common Line Interface, and the Graphical User Interface to client 
applications. 

• CAS layer that provides DFS emergent computation engine responsible for 
the complex adaptive systems models and algorithms to provide data 
allocation11, retrieval, replication and search emergent function services. The 
CAS layer algorithms [6][14] model and apply the behaviors and properties 
that are briefly described in Section 3.1.1 and 3.1.2. 

• Transport, Network, and Communication (TNC) layer that interconnects 
peers across the distributed system with networking and communication 
services. It interfaces to the physical peer communication network. 

                                                           
11  Allocation and search emergent services implement the retrieval and replication emergent 

services as discussed in Section 3. 
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The BPD also introduces the concept of a bag to represent a container where 
related data is kept. A bag is defined as a complete directory hierarchy of related files. 
The implicit locality of the CAS models used by the BPD localizes files that are under 
the same bag. In this way data locality is implemented by the use of bags. Bag items 
(i.e. items) are used to manage bags. An item is defined as a file, a folder within a bag 
or the bag itself. All FS application-programming interface (API) is defined around 
the bag item concept.   

A bags’ holder (i.e. holder) is a virtual place where multiple bags can dynamically 
exist. There is one holder per client computer. A holder grows as more bags are 
loaded, and shrinks as bags are unloaded. Bags are loaded automatically by changing 
to a different bag not already loaded (i.e. equivalent to a directory change in Unix). 

Each BPD peer is independent of the others. A peer collaborates with other peers 
as shown in Figure 9. The TNC layer provides a communication path between them. 
The peers with their software entities (i.e. agents12) within the CAS layer work 
together when executing CAS models. A global DFS outcome emerges that balance 
resources, search data, maintains locality and scales according to the peer network 
characteristics. Figure 9 also shows how the BPD architecture layers are implemented 
in each peer. 

Fig. 9.  The BPD Peer Network 

It is important to stress that the software entities live in each peer at the CAS layer. 
The software entities execute natural behaviors analogies, briefly described in Section 
3.1, which produce DFS emergent computations required within the P2P complex 
environment. 
                                                           
12 Also known as squirrels in our CAS analogy. 
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4   Results 

A BPD software prototype has been built and utilizes the CAS algorithms developed 
earlier [6][14] for its emergent function services. Our initial goal was to prove BPD 
concepts and instantiation of the Emergent Thinker paradigm. We develop the BPD 
architecture software in Java so it runs in each BPD peer (Figure 9).  

The data glue layer implements the bag item concept introduced in section 3.2. The 
glue layer provides services to store, retrieve, manage, and search bag items (i.e. files) 
across the P2P complex environment. These glue layer services constitute the DFS 
API interface to client applications. The CAS layer implements both CAS algorithms 
for DFS allocation and discovery services. The CAS algorithms follow the biological 
behaviors described in Section 3.1. The TNC layer communication is TCP/IP socket-
based among the peers. A more robust peer communication network could be 
implemented easily (e.g. JXTA-based P2P communication platform [18]) but this is 
sufficient for our purposes.  

Fig. 10. Storage Allocation 

Figure 10 shows representative results in two P2P systems with 500 and 700 peers 
respectively. The CAS allocation obtains a balance of storage resources under a 
variety of P2P characteristics (e.g. P2P size, number of peers storing data, P2P 
system-wide storage capacity utilization, and peer storage capacity among others). 
The storage allocation deviation is usually less than one, which means that each peer 
participates according to its storage capabilities and a system wide resource balance is 
achieved. Figure 10 results are similar to those obtained in CAS algorithm simulations 
carried on in P2P systems with more than 25000 peers [6]. BPD implements the CAS 
algorithms with the squirrel behavior properties that emerge with a self-adaptable 
system-wide resource allocation balance. 

Representative discovery service results are shown in Figure 11. For the first group 
of results (Figure 11.a), we vary the number of peers in the environment and keep 
fixed the number of concurrent peers searching data. We  obtain  the  average  number 
of messages with its standard deviation that the BPD takes to discover the search 
items. A message is an acorn sack transfer from one peer to another (section 3.1.2). 
The number of peers searching is set to 10 in each P2P size. Each peer searches for 2 
items. In terms of sharable storage, there are 100 peers with 10 sharable items per 
peer. All stored and search data are randomly generated in each experiment. The peers 
that participate in the experiments are randomly selected as well.  

 
a. P2P System with 500 Peers 

 
b. P2P System with 700 Peers 
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Fig. 11. Data Discovery 

For the second group of results (Figure 11.b), we fix the number of peers to 400 
peers and vary the number of concurrent peers searching data. We also obtain the 
average number of messages with its standard deviation. In this experiment group, 
there are 128 peers with 10 sharable items per peer. Peers and data are randomly 
selected and generated in each experiment too. It is important to stress that in both 
groups there is no data replication; there is only one copy per item; and no indexes or 
auxiliary item location tables exist. The search emerges out as a global outcome of the 
CAS members that disseminates acorn sacks across the system. Results compare with 
emergent search simulations of thousands of peers previously reported [14]. 

5   Extended Work 

The Emergent Thinker paradigm offers a large experimental area to expand current 
system research. BPD touches only a small piece where the paradigm can be applied. 
An operating system has many service areas where the paradigm can be instantiated. 
For example program execution, security, error detection and response, system 
accounting, etc. to mention a few. These areas could use a methodology similar to the 
one employed in BPD to achieve emergent computations that provide building 
functional blocks for their services. Eventually we can have a complete computing 
device based on CAS emergent computations. The more we experiment with CAS 
models, the more it will help us to understand its mechanisms and applicability in 
system research. Eventually this could facilitate development of a formal generic 
mathematical description of the Emergent Thinker paradigm. 

In our BPD design analysis (Section 3), we conclude that the emergent computations 
on allocation and discovery services are essential. Retrieval and replication services are 
considered a higher level and easily implemented with the use of allocation and 
discovery services together with local directory tables. However, another design could 
try to implement these additional services and others with emergent computations to 
expand current work so it includes more emergent processing.  

We believe it is appropriate to apply the Emergent Thinker paradigm to application 
domains where emergent computations are used to resolve specific, domain-oriented 
problems. Some examples of area domains include artificial intelligence, cognitive 
sciences, computational economics, optimization, biology, psychology, neurosciences, 
and engineering. 

 
a. DFS Search Scalability 

 
b. DFS Concurrent Search 
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Current BPD work assumes logically isolated CAS domains. The CAS domains are 
logically isolated from the perspective that they compute independent from each 
other, however they might be running on the same physical hardware. Future agendas 
can analyze and obtain the fundamental bases when the CAS domains are interrelated 
at different levels and forms (e.g. hierarchical, intersected, dependant, etc.). 

6   Conclusion 

Systems research is an area where complex adaptive systems can provide innovative 
schemes and models. These schemes and models can provide emergent solutions (i.e. 
self-* properties) to a variety of design and implementation challenges in large 
distributed systems; some already exist but others have not been conceived before. 

We have proposed a generic CAS emergent computing model. This model is later 
extended to become the Emergent Thinker paradigm that provides a different 
approach to distributed systems computing with the use of self-* properties. The CAS 
propagation model is proposed as an experimental means to understand and layout the 
fundamentals of the CAS emergent computing model. 

The Biologically Inspired Peer-to-Peer Distributed File System (BPD) implements 
the Emergent Thinker paradigm. BPD provides file system services in a complex 
information system environment that is dynamic, self-organized, ad-hoc and 
decentralized. Some of the characteristics that make BPD distinctive include an 
architecture design and implementation that merges CAS models with P2P computing; 
CAS models for distributed services (storage, retrieval, search, and replication); and the 
use of commodity peers for storage and retrieval in a complex dynamic environment. 

The Emergent Thinker paradigm offers an alternative computational model for 
complex information system environments with the use of Complex Adaptive 
Systems models and the self-* properties that emerge out it. 
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Abstract. Evolutionary Game Theory is the study of strategic interac-
tions among large populations of agents who base their decisions on sim-
ple, myopic rules. A major goal of the theory is to determine broad classes
of decision procedures which both provide plausible descriptions of selfish
behaviour and include appealing forms of aggregate behaviour. For ex-
ample, properties such as the correlation between strategies’ growth rates
and payoffs, the connection between stationary states and the well-known
game theoretic notion of Nash equilibria, as well as global guarantees of
convergence to equilibrium, are widely studied in the literature.

Our paper can be seen as a quick introduction to Evolutionary Game
Theory, together with a new research result and a discussion of many
algorithmic and complexity open problems in the area. In particular, we
discuss some algorithmic and complexity aspects of the theory, which
we prefer to view more as Game Theoretic Aspects of Evolution rather
than as Evolutionary Game Theory, since the term “evolution” actu-
ally refers to strategic adaptation of individuals’ behaviour through a
dynamic process and not the traditional evolution of populations. We
consider this dynamic process as a self-organization procedure which,
under certain conditions, leads to some kind of stability and assures ro-
bustness against invasion. In particular, we concentrate on the notion of
the Evolutionary Stable Strategies (ESS). We demonstrate their qualita-
tive difference from Nash Equilibria by showing that symmetric 2-person
games with random payoffs have on average exponentially less ESS than
Nash Equilibria. We conclude this article with some interesting areas of
future research concerning the synergy of Evolutionary Game Theory
and Algorithms.

1 Introduction

Game Theory is the study of interactive decision making, in the sense that those
involved in the decisions are affected not only by their own choices, but also by
the decisions of others.
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This study is guided by two principles:

(1) The choices of players are affected by well-defined (and not changing) pref-
erences over outcomes of decisions.

(2) Players act strategically, ie, they take into account the interaction between
their choices and the ways other players act.

The dominant notion of conventional game theory is the belief that players are
rational and this rationality is common knowledge. This common knowledge of
rationality gives hope to equilibrium play. That is, players use their equilibrium
strategies because of what would happen if they had not.

The point of departure for Evolutionary Game Theory is the view that
the players are not always rational. In evolutionary games, “good” strategies
emerge from a trial-and-error learning process, in which players discover that
some strategies perform better than others. The players may do very little rea-
soning during this process. Instead, they simply take actions by rules of thumb,
social norms, analogies for similar situations, or by other (possibly more com-
plex) methods for converting stimuli into actions.

Thus, in evolutionary games we may say that the players are “programmed”
to adopt some strategies. Typically, the evolution process deals with a huge
population of players. As time proceeds, many small games are played (eg, among
pairs of players that “happen” to meet). One then expects that strategies with
high payoffs will spread within the population (by learning, copying successful
strategies, or even by infection).

Indeed, evolutionary games in large populations of players create a dynamic
process, where the frequencies of the strategies played (by population members)
change in time because of the learning or selection forces guiding the players’
strategic choices. Clearly, the rate of changes depends on the current strategy mix
in the population. Such dynamics can be described by stochastic or deterministic
models. The subject of evolutionary game theory is exactly the study of these
dynamics. A very good presentation of evolutionary game dynamics can be found
in [5]. For a more thorough study the reader is referred to [1].

Numerous paradigms for modeling individual choice in a large population
have been proposed in the literature. For example, if each agent chooses its own
strategy so as to optimize its own payoff (“one against all others” scenario) given
the current population state (ie, other agents’ strategies), then the aggregate
behaviour is described by the best-response dynamics [8]. If each time an
arbitrary user changes its strategy for any other strategy of a strictly better
(but not necessarily the best) payoff, then the aggregate behaviour is described
by the better-response dynamics or Nash dynamics [11]. In case that pairs
of players are chosen at random (repeatedly) and then they engage in a bimatrix
game (“one against one” scenario) whose payoff matrix determines according to
some rule the gains of the strategies adopted by these two players, then we refer
to imitation dynamics, the most popular version of which is the replicator
dynamics[12].

If we allow sufficient time to pass, then the global “state” of the whole pop-
ulation “system” will respond to the forces of selection/learning by either self-
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organizing and approaching a seemingly stationary state, or by leading to com-
plicated behaviour, such as chaos. In fact, chaos is a very realistic possibility,
appearing even in seemingly very simple systems. One of the goals of Evolution-
ary Game Theory is to characterize those cases where such chaotic behaviour
does not occur.

In the “lucky” cases where the behaviour of the system is self-organizing
and approaches some stationary configuration, we start to wonder how does
this configuration “looks like”. One major question here is whether the station-
ary configuration is “structurally stable”. One can easily understand non-stable
stationary states as follows: Simply check whether an arbitrarily small pertur-
bation in the specification of the system can completely alter the properties of
the stationary state.

Not surprisingly, evolutionary game processes that converge to stable states
have usually the property that those states are also self-confirming equilibria (eg,
Nash equilibria). This is one of the most robust results in Evolutionary Game
Theory, the “folk theorem” that stability implies Nash equilibrium. In fact, one
of the main approaches in the study of evolutionary games is the concept of
Evolutionary Stable Strategies (ESS), which are nothing more than Nash
Equilibria together with an additional stability property. This additional prop-
erty is interpreted as ensuring that if an ESS is established in a population, and
if a small proportion of the population adopts some mutant behaviour, then the
process of selection (or learning) will eliminate the latter. Once an ESS is estab-
lished in a population, it should therefore be able to withstand the pressures of
mutation and selection.

It should be obvious by the above discussion that Evolutionary Game Theory
is a very suitable framework for the study of self-organization. The framework
draws on the rich tradition of Game Theory. It is mathematically precise and
rigorous; it is general enough to be applied in many example areas such as Biology
and species evolution, infection and spread of viruses in living populations or in
the Internet, self-stabilization codes in distributed computing, etc. We would like
to especially stress the suitability of such a theory for the study of self-stabilizing
distributed protocols (eg, Dijkstra). To us it seems that ESS is the right concept.

However, Evolutionary Game Theory will become much more useful if we can
efficiently handle its mathematical models. For example, suppose that we adopt
a dynamic model for the strategic evolution of a population. How efficiently (if
ever) can we answer the model’s long-run behaviour? Can we predict that an
evolutionary game process will stabilize, say, to an ESS? Even more, given the
simple games that the population members play (ie, their payoffs) and given
the description of the adaptation and learning forces, can we claim that such an
evolutionary game process will indeed have any ESS? Can we compute how this
ESS will look like, in the case of an affirmative answer?

Till now, the prime concern of evolutionary game mathematicians has been
to understand the dynamics of evolutionary games (usually via tools of the rich
field of nonlinear differential equations). We propose here a complementary con-
cern: namely, the precise characterization of the computational complexity of the
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question of convergence in such games. This concern is tightly coupled with the
quest for efficient techniques by which one can predict the long-term behaviour
of evolutionary systems, or compute the precise structure and properties of the
equilibria involved. Such an algorithmic examination may in addition allow for
the understanding of how the environment of the population (its graph of al-
lowable motions of players, its constraints on how players meet, etc) affects the
evolution. It may also allow for efficient comparison of the the evolution tra-
jectories of two phenomenally different evolving populations, in the spirit of
isomorphisms or similar notions.

The proposed blend of the algorithmic thought with Evolutionary Game The-
ory, in fact, intends even to highlight design rules for self-organizing systems
and to complement the older experimental, simulations-based approach, with
efficient computational ways that calculate the impact of such design rules. A
good example here is the rigorous computation of the speed of convergence for
such self-organizing evolutionary systems.

For such a problem, several paradigms of the algorithmic thought may be-
come handy. Such a paradigm is that of the rapid mixing of discrete stochastic
combinatorial processes and its implications on the efficient approximate enu-
meration of the cardinality of the stationary state space.

The purpose of this paper is exactly to propose this algorithmic view of
evolutionary game theory; we do so, by discussing some concrete open problems;
and by offering some new research results on the ESS structure of the vast
majority of evolutionary games.

2 Key Notions of Evolutionary Game Theory

2.1 Non-cooperative Games and Equilibria

We restrict our view to the class of finite games in strategic form. More precisely,
let I = {1, 2, . . . n} be a set of players, where n is a positive integer. For each
player i ∈ I, let Si be her (finite) set of allowable actions, called the pure
strategies set. The choice of a specific action si ∈ Si of a player i ∈ I, is called
a pure strategy for this player. A vector s = (s1, . . . , sn) ∈ ×i∈ISi, where
si ∈ Si is the pure strategy adopted by player i ∈ I, is called a pure strategies
profile or a configuration of the players. The space of all the pure strategies
profiles in the game is thus the cartesian product S = ×i∈ISi of the players’
pure strategies sets (usually called the configuration space).

For any configuration s ∈ S and any player i ∈ I, let πi(s) be a real number
indicating the payoff to player i upon the adoption of this configuration by all
the players of the game. In Economics, the payoffs are, eg, firms’ profits, while
in Biology they may represent individual fitness. In computer networks, where
the players are users (eg, exchanging files), the payoff may be the opposite of a
user’s delay, when her data travel from a source to a destination in the network.
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The finite collection of the real numbers {πi(s) : s ∈ S} defines player i’s
pure strategies payoff function. Let π(s) = (πi(s))i∈I be the vector function of
all the players’ payoffs. Thus, a game in strategic form is simply described by a
triplet Γ = (I, S, π) where I is the set of players, S is the configuration space of
the players, and π is the vector function of all the players’ payoffs.

A mixed strategy for player i ∈ I is a probability distribution (as op-
posed to a deterministic choice that is indicated by a pure strategy) over the
set Si of her allowable actions. We may represent any mixed strategy as a vec-
tor xi = (xi(si,1), xi(si,2), . . . , xi(si,mi

)), where mi = |Si|, ∀j ∈ [mi]1, si,j ∈ Si

is the jth allowable action for player i, and xi(si,j) is the probability that ac-
tion si,j is adopted by player i. In order to simplify notation, we shall represent
this vector as xi = (xi,1, xi,2, . . . , xi,mi). Of course, ∀i ∈ I,

∑
j∈[mi]

xi,j = 1
and ∀j ∈ [mi], xi,j ∈ [0, 1]. Since for each player i all probabilities are non-
negative and sum up to one, the mixed strategies set of player i is the set
Δi ≡

{
xi ∈ IRmi

�0 :
∑

j∈[mi]
= 1
}

. Pure strategies are then just special, “ex-
treme” mixed strategies in which the probability of a specific action is equal
to one and all other probabilities equal zero.

A mixed strategies profile is a vector x = (x1, . . . ,xn) whose components
are themselves mixed strategies of the players, ie, ∀i ∈ I, xi ∈ Δi. We denote
by Δ = ×i∈IΔi ⊂ IRm the cartesian product of mixed strategies sets of all
the players, which is called the mixed strategies space of the game (m =
m1 + · · ·+ mn).

When the players adopt a mixed strategies profile x ∈ Δ, we can compute
what is the average payoff, ui, that player i gets (for x) in the usual way:
ui(x) ≡ ∑

s∈S P (x, s) · πi(s) where, P (x, s) ≡ ∏
i∈I xi(si) is the occurrence

probability of configuration s ∈ S wrt the mixed profile x ∈ Δ. This (extended)
function ui : Δ → IR is called the (mixed) payoff function for player i.

Let us indicate by (xi,y−i) a mixed strategies profile where player i adopts
the mixed strategy xi ∈ Δi, where all other players adopt the mixed strategies
that are determined by the mixed strategies profile y ∈ Δ. This notation is
particularly convenient when a single player i considers a unilateral “deviation”
xi ∈ Δi from a given profile y ∈ Δ. One of the cornerstones of Game Theory is
the notion of Nash Equilibrium (NE in short) [10]:

Definition 1. A best response of player i to a mixed strategies profile y ∈ Δ
is any element of the set Bi(y) ≡ arg maxxi∈Δi

{ui(xi,y−i)} (usually called
the best response correspondence of player i to the profile y). A Nash
Equilibrium (NE) is any mixed strategies profile y ∈ Δ having the property
that, ∀i ∈ I, yi is a best response of player i to y. That is,∀i ∈ I, yi ∈ Bi(y).

The nice thing about NE is that they always exist in finite strategic games:

Theorem 1 ([10]). Every finite strategic game Γ = (I, S, π) has at least one
Nash Equilibrium.

1 For any integer k ∈ IN, [k] ≡ {1, 2, . . . , k}.
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2.2 Symmetric 2-Player Games

The subclass of symmetric 2-player games provides the basic setting for much
of the Evolutionary Game Theory. Indeed, many of the important insights can
be gained already in this (special) case.

Definition 2. A finite strategic game Γ = (I, S, π) is a 2-player game when
I = {1, 2}. It is called a symmetric 2-player game if in addition, S1 = S2 and
∀(s1, s2) ∈ S, π1(s1, s2) = π2(s2, s1).

Note that in the case of a symmetric 2-player strategic game, the payoff func-
tions of Γ can be represented by two |S1| × |S2| real matrices Π1, Π2 such that
Π1[si, sj ] = π1(si, sj), ∀(s1, s2) ∈ S and Π2 = ΠT

1 (the transpose matrix of Π1).
For any mixed strategies profile x = (x1,x2) ∈ Δ, the expected payoff of

player 1 for this profile is u1(x) = x1
T Π1x2 while the payoff of player 2 is

u2(x) = x2
T Π2x1.

In a symmetric 2-player game Π = Π1 = ΠT
2 and thus we can fully describe

the game by common action set S and the payoff matrix Π of the row player.
Two useful notions, especially in the case of 2-player games, are the support

and the extended support:

Definition 3. In a 2-player strategic game Γ = ({1, 2}, S, π), the support
of a mixed strategy x1 ∈ Δ1 (x2 ∈ Δ2) is the set of allowable actions of
player 1 (player 2) that have non-zero probability in x1 (x2). More formally,
∀i ∈ {1, 2}, supp(xi) ≡ {j ∈ Si : xi(j) > 0}. The extended support of a
mixed strategy x2 ∈ Δ2 of player 2 is the set of pure best responses of player
1 to x2. That is, extsupp(x2) ≡ {j ∈ S1 : u1(j,x2) ∈ maxx1∈Δ1{u1(x1,x2)}}.
Similarly, the extended support of a mixed strategy x1 ∈ Δ1 of player 1,
is the set of pure best responses of player 2 to x1. That is, extsupp(x1) ≡
{j ∈ S2 : u2(x1, j) ∈ maxx2∈Δ2{u2(x1,x2)}}.
The following lemma is a direct consequence of the definition of a Nash Equilib-
rium:

Lemma 1. If (x1,x2) ∈ Δ is a NE of a 2-player strategic game, then
supp(x1) ⊆ extsupp(x2) and supp(x2) ⊆ extsupp(x1).

Proof. The support of a strategy that is adopted by a player is exactly the set of
actions which the player takes with positive probability. At a NE (x1,x2) ∈ Δ,
each player assigns positive probability only to (not necessarily all the) pure
strategies which are best responses to the other player’s strategy. On the other
hand, the extended support of, say, x2 is exactly the set of all the actions (ie,
pure strategies) of player 1 that are best responses to x2, and vice versa. That
is, supp(x1) ⊆ extsupp(x2) and supp(x2) ⊆ extsupp(x1).

When we wish to argue about the vast majority of symmetric 2-player games,
one way is to assume that the real numbers in the set {Π[i, j] : (i, j) ∈ S} are
independently drawn from a probability distribution F . For example, F can be
the uniform distribution in an interval [a, b] ∈ IR. Then, a typical symmetric
2-player game Γ is just an instance of the implied random experiment that is
described in the following definition.



Evolutionary Games: An Algorithmic View 103

Definition 4. A symmetric 2-player game Γ = (S, Π) is an instance of a (sym-
metric 2-player) random game wrt the probability distribution F , if and only if
∀i, j ∈ S, the real number Π[i, j] is an independently and identically distributed
random variable drawn from F .

Definition 5. A strategy pair (x1,x2) ∈ Δ2 for a symmetric 2-player game
Γ = (S, Π) is a symmetric Nash Equilibrium, if and only if (1) (x1,x2) is a NE
for Γ , and (2) x1 = x2.

Not all NE of a symmetric 2-player game need be symmetric. However it is
known that there is at least one such equilibrium:

Theorem 2 ([10]). Every symmetric 2-player game has at least one symmetric
Nash Equilibrium.

2.3 Evolutionary Stable Strategies

We will now restrict our attention to symmetric 2-player strategic games. So, fix
a symmetric 2-player strategic game Γ = (S, Π), for which the mixed strategies
space is Δ2. Suppose that all the individuals of a large population are pro-
grammed to play the same (either pure or mixed) incumbent strategy x ∈ Δ,
whenever they are involved in the game Γ . Suppose also that a small group of
invaders appears in the population. Let ε ∈ (0, 1) be the share of invaders in the
postentry population. Assume that all the invaders are programmed to play the
(pure or mixed) strategy y ∈ Δ whenever they are involved in Γ .

Pairs of individuals in this dimorphic postentry population are now repeat-
edly drawn at random to play always the same symmetric 2-player game Γ . If
an individual plays, the probability that her opponent will play strategy x is
1 − ε and that of playing strategy y is ε. This is equivalent with a match with
an individual who plays the mixed strategy z = (1 − ε)x + εy. The postentry
payoff to the incumbent strategy x is then u(x, z) and that of the invaders’ is
just u(y, z) (u = u1 = u2). Intuitively, evolutionary forces will select against the
invader if u(x, z) > u(y, z).

Definition 6. A strategy x is evolutionary stable (ESS in short) if for any
strategy y �= x there exists a barrier ε̄ = ε̄(y) ∈ (0, 1) such that ∀0 < ε �
ε̄, u(x, z) > u(y, z) where z = (1− ε)x + εy.

One can easily prove the following characterization of ESS, which sometimes
appears as an alternative definition:

Proposition 1. Let x ∈ Δ be a (mixed in general) strategy profile that is
adopted by the whole population. The following sentences are equivalent:

(i) x is an evolutionary stable strategy.
(ii) x satisfies the following properties, ∀y ∈ Δ \ {x}:

[P1] u(y,x) � u(x,x)
[P2] If u(y,x) = u(x,x) then u(y,y) < u(x,y)
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Observe that the last proposition implies that an ESS x ∈ Δ has to be a Nash
Equilibrium of the underlying symmetric 2-player strategic game Γ (due to [P1])
and has to be strictly better than any invading strategy y ∈ Δ \ {x}, against y
itself, in case that y is a best-response strategy against x in Γ (due to [P2]).

Definition 7. A mixed strategy x ∈ Δ is completely mixed iff and only if
supp(x) = S (that is, it assigns to all the allowable actions non-zero probability).

It is not hard to prove the following lemma:

Lemma 2 (Haigh 1975, [4]). If a completely mixed strategy x ∈ Δ is an ESS,
then it is the unique ESS of the evolutionary game.

An Example. A classical example in Evolutionary Game Theory is the Hawk-
Dove game, in which there are two possible pure strategies for the players in the
population: fighting (ie, being a hawk) or withdrawing (ie, being a dove). Let’s
denote these two strategies by H and D respectively. Strategy H obtains a payoff
V > 0 and strategy D gets a zero payoff, when H is played against strategy D
(ie, hawk eats dove). However, when both players are determined to fight (ie,
they both adopt strategy H), then each of them gets a payoff V −C

2 , where C > 0
is the cost for losing the fight (ie, due to injury). Finally, when both players
are willing to retreat (ie, they both adopt strategy D), then each player gets a
payoff of V

2 . The above described 2-player strategic game is symmetric and has
the following payoff matrix:

Π =

⎡⎣ V −C
2 V

0 V
2

⎤⎦
We assume that the cost of losing a fight exceeds the profit of a victory, ie,
C > V . For example, for C = 6 and V = 4 the payoff matrix is

Π =

⎡⎣−1 4

0 2

⎤⎦
and the (unique) symmetric NE for the symmetric 2-player game Γ =
({H, D}, Π) is the completely mixed strategy x = (2

3 , 1
3 ). One can easily prove

that x is also an ESS. So, by the previous lemma we deduce that it is the unique
ESS of the Hawk-Dove evolutionary game.

2.4 Population Dynamics

A simple way to think about the evolution of a population whose members play
a 2-player game whenever they meet, is to consider the “state” of the population
at time t to be a vector x(t) = (x1(t),x2(t), . . . ,xm(t)), where S = {1, 2, . . . , m}
is a set of actions, individuals are only allowed to adopt pure strategies in S, and
xi(t) is the population share playing strategy i ∈ S at time (ie, round) t.

Let’s assume that when two individuals meet, they play the symmetric 2-
player game Γ = (S, Π), where Π = Π1 = ΠT

2 . We can interpret for example
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the payoff value Π1[i, j] as the number of offsprings of the individual that played
strategy i, against an individual who played strategy j. (Similarly, Π2[i, j] =
Π[j, i] is the number of offsprings of the individual playing strategy j, against an
individual playing strategy i). How are the generated offsprings programmed?
There are various ways to define this. For example, they may play the same
strategy as their parents. Then, we have a particular kind of dynamics (usually
called the replicator dynamics). Of course, for the model to be complete, one
has to say how often they are selected from the population.

In general, such a way of thought usually results in defining x(t) via either a
stochastic process, or via a system of differential equations describing its rate of
change (that is, ẋ(t) = f(x(t), t), where f is usually a non-linear deterministic
function). Then the model becomes a sample of a vast variety of dynamical
system models and one can study its evolution by finding how x(t) changes in
time. It is not hard to modify these models in order to capture effects like noise,
random choice of the strategy y to play, or some particular rule of “learning”
which are the good strategies, based on the payoffs that the individuals get
(and perhaps, some desirable payoff values that act as thresholds for changes in
strategy). For more details, we recommend that the interested readers have a
look at [5, 13].

3 The Expected Number of ESS in Random Games

Let Pk ≡ {(v1, . . . , vk) ∈ IRk
�0 :

∑
i∈[k] vi = 1}. In this section we study the

number of ESS in a generic evolutionary game with an action set S = [n] and a
payoff matrix which is an n×n matrix U whose entries are iid random variables
drawn from a probability distribution F . For any non-negative vector x ∈ Pk

for some k ∈ IN, let Yx ≡ Pk \ {x}. The following statement, proved by Haigh,
is a necessary and sufficient condition of a mixed strategy s ∈ Pn being an ESS,
given that (s, s) is a symmetric NE of the symmetric game Γ = (S, U).

Lemma 3 (Haigh 1975, [4]). Let (s, s) ∈ Pn×Pn be a symmetric NE for the
symmetric game Γ = (S, U) and let M = extsupp(s). Let also x be the projection
of s on M , and C the submatrix of U consisting of the rows and columns indicated
by M . Then s is an ESS if and only if ∀y ∈ Yx, (y − x)T C(y − x) < 0 .

We observe that the following lemma also holds, whose proof is straightforward
(comes from the definition of ESS):

Lemma 4. Let s ∈ Pn be an ESS of Γ = (S, U). Then (s, s) is a symmetric NE
for Γ .

Combining lemmas 3 and 4 we observe that it is enough to examine only sym-
metric NE of Γ = (S, U) in order to find out whether this game possesses an
ESS. The following lemma will be useful in our investigation:
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Lemma 5. Let X1, X2 be two independent random variables of the same mean
μ = E {X1} = E {X2}, whose densities are symmetric around μ (we call them
symmetric random variables). Then P {X1 � X2} � 1

2 .

Proof. Since X1 and X2 are symmetric around μ, we have that P {Xi < μ} �
1
2 , i ∈ {1, 2} and also P {Xi > μ} � 1

2 , i ∈ {1, 2}. Now,

P {X2 > X1} � P {X2 > X1|X1 < μ} · P {X1 < μ} � 1 · 1
2
⇒

⇒ P {X1 � X2} = 1− P {X2 > X1} � 1− 1
2

=
1
2

We now show our main theorem:

Theorem 3. Let Γ = (S, U) be an instance of a random symmetric 2-player
game in which the payoff entries are iid random variables drawn from the uni-
form distribution F that assigns values from the range [0, A], for some constant
A. Then E {#ESS} = o(E {#SymmetricNE}).
Proof. Consider an arbitrary symmetric NE s ∈ Pn, and assume wlog that
extsupp(s) = [m] for some 1 � m � n (by reordering the action set S). Assume
also that s1 � s2 � · · · � sr > 0 = sr+1 = · · · = sm for some 1 � r � m
(ie, its support is supp(s) = [r]). Let x = s|[m] ≡ (s1, . . . , sm) ∈ Pm be the
projection of s to its extended support. Let also C = U |[m],[m] be the submatrix
of U consisting of its first m rows and columns. By lemmas 3 and 4 we know
that a necessary condition for s being an ESS is that C is negative definite, ie,
∀y ∈ Yx, (y − x)T C(y − x) < 0. We shall prove that this is highly unlikely
to hold for any mixed strategy s with support of size r � 1. Set ε = sr > 0.
Consider the following collection of vectors from Yx: ∀1 � k � min{r,m− 1},

yk =
(

x1, . . . , xk−1, xk − ε, xk+1 +
ε

m− k
, . . . , xm +

ε

m− k
, xm+1, . . . , xn

)
and

zk = yk − x =
(

0, . . . , 0,−ε,
ε

m− k
, . . . ,

ε

m− k
, 0, . . . , 0

)
Then we have: ∀1 � k � min{r,m− 1},

(zk)T Cz = ε2 · Ck,k − ε2

m− k

m∑
j=k+1

[Ck,j + Cj,k] +
ε2

(m− k)2
∑

k+1�i,j�m

Ci,j (1)

By lemma 3 we know that a necessary condition for the mixed strategy s (for
which we already assumed that it is such that (s, s) is a symmetric NE for (S, U))
to be an ESS is that ∀1 � k � min{r,m− 1},

(yk − x)T C(yk − x) = (zk)T Cz < 0
/∗ ε>0 ∗/
=⇒

1
m−k

∑m
j=k+1[Ck,j + Cj,k] > Ck,k + 1

(m−k)2

∑
k+1�i,j�m Ci,j
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Fig. 1. The partition of the payoff sub-matrix C

Consider now the collection of events E =
{Ek ≡ I{Sk>Ck,k+Zk}

}
1�k�min{r,m−1}

where Sk ≡ 1
m−k

∑m
j=k+1[Ck,j + Cj,k] and Zk ≡ 1

(m−k)2

∑
k+1�i,j�m Ci,j . Now

observe that

(a) Zk does not include in this sum any of Ck,j , Cj,k, Ck,k. Thus, Zk is indepen-
dent of Sk and Ck,k.

(b) Sk is not affected at all by the values of Ck,k. Therefore, Sk is also indepen-
dent of Ck,k.

Let Rk ≡ Ck,k + Zk. By our previous remarks, we get the following corollary:

Corollary 1. Rk is a random variable independent of Sk.

By linearity of expectation and assuming that any random variable that is
distributed according to F has an expectation μ, we have that E {Rk} =
E {Ck,k}+ 1

(m−k)2

∑
k+1�i,j�m E {Ci,j} = μ+ (m−k)2·μ

(m−k)2 = 2μ. Similarly, E {Sk} =
1

m−k

∑
k+1�j�m[E {Ck,j}+E {Ck,j}] = (m−k)·2μ

m−k = 2μ. That is, we deduce that

Corollary 2. E {Rk} = E {Sk}.
Notice also that the following lemma holds, whose proof is straightforward:

Proposition 2. Let X1, . . . , Xt be iid uniform random variables drawn from
[0, A]. Then X =

∑t
j=1 Xi is a symmetric random variable around its expectation

E {X} = tA
2 , in the interval [0, tA].

Since {Ck,j , Cj,k}k+1�j�m is a collection of 2(m − k) iid uniform random vari-
ables on [0, A], then (m− k)Sk is symmetric random variable around its expec-
tation 2(m− k)μ in the interval [0, 2(m− k)A], or equivalently, Sk is a symmet-
ric random variable around its expectation 2μ in the interval [0, 2A]. Similarly,
{Ci,j}k+1�i,j�m is a collection of (m−k)2 iid uniform random variables on [0, A]
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and thus, (m−k)2Zk is a symmetric random variable on [0, (m−k)2A], or equiv-
alently, Zk is a symmetric random variable (around its expectation E {Zk} = μ)
on [0, A]. Therefore, Rk = Zk+Ck,k is also a symmetric random variable (around
its expectation 2μ) on [0, 2A]. Thus, we conclude that

Corollary 3. Rk and Sk have the same expectation 2μ, they are independent of
each other, and they are both symmetric random variables in the interval [0, 2A].

By applying lemma 5 we get that

Proposition 3. ∀k � 1, P {Ek} = P {Sk > Rk} � 1
2 .

Observe that E is a conjunction of independent events. This is because E1
actually describes a structure of the entries in C, by comparing twice the average
value of those entries involved in S1 against the value of C1,1 plus the average
value of the entries in Z1. Nevertheless, E1 says nothing about the internal struc-
ture of the coordinates involved in Z1. It only considers their average value. On
the other hand, E2 (conditioned on the total value of the entries in Z1) actually
partially describes the internal structure of the coordinates in Z1 by comparing
twice the average value of the coordinates in S2 with the value of C2,2 plus the
average value of the coordinates in Z2 and does not care about the values of
C1,1 or the coordinates in S1. Yet, this event says nothing about the internal
structure of the coordinates in Z3, except for its total value, a.s.o. To have an
idea about the nested grouping of the coordinates of C, the reader is referred to
figure 1. More formally, P {E} = P {E1}P {E2 | E1} · · ·P

{
Er∗ |

⋂r∗−1
j=1 Ej

}
where

r∗ = min{r,m − 1}. But, due to our structural argument, P

{
Ei |

⋂i−1
j=1 Ej

}
=

P {Ei} for any i ∈ [r∗], since Ei compares the values inside a sum, while
⋂i−1

j=1 Ej

compares the total value of that sum as a whole with the total value of variables
out of this sum. Hence, by proposition 3 we conclude that

P {E} =
r∗∏

j=1

P {Ej} �
(

1
2

)r∗

(2)

It is worth mentioning that for the random 2-player games considered in
[9] (where each entry of the payoff matrices is uniformly distributed in the
unit sphere) almost all the NE have supports whose sizes are approximately
0.315915n. The scaling of the unit interval [0, 1] to [0, A] for any A > 0 does not
affect this result, since a NE is determined by linear constraints wrt the support
(each support is defined as a system of linear inequalities for a 2-player game,
cf. [6]) and we can scale by A each inequality, so long as A > 0.

Let now q = #NE be the number of NE in our game, that is of course a
random variable. For each NE x of the game, let I(x) = I{x is ESS} be the
corresponding indicator variable of x being also an ESS. Since an ESS implies
our event E, we have that

E {I(x)} = P {I(x) = 1} = P {x is an ESS} � P {E} ⇒ E {I(x)} �
(

1
2

)r∗

⇒ E {#ESS} = E {∑x=NE I(x)} �
(

1
2

)r∗
· E {#NE}
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by Wald’s inequality for a random sum of random variables. So, we have estab-
lished that, since 0.315915n � r � m, E {#ESS} = O

(
E{#NE}
20.315915n

)
which proves

our main theorem.

Remark 1. If we also adopt the numerical analysis of [9] on the ex-
pected number of NE in such a game, according to which the
expected number of NE is exp (0.281644n +O(log n)), then we will
come to the conclusion that E {#ESS} = exp(0.281644n+O(log n))

20.315915n =
exp (0.281644n +O(log n)− 0.2189755n) = exp (0.0626675n +O(log n)) as n →
∞. This is still exponential, but also exponentially smaller than the expected
number of NE.

4 Open Algorithmic and Complexity Problems in
Evolutionary Game Theory

4.1 ESS Existence and Construction

Simple symmetric 2-player games with no ESS are known to exist. For example,
if an evolutionary game uses the matrix (see Samuelson 1997, [7] p. 46)

Π =

⎡⎣ (1, 1) (2,−2) (−2, 2)
(−2, 2) (1, 1) (2,−2)
(2,−2) (−2, 2) (1, 1)

⎤⎦
has no ESS.

Given the matrix of a symmetric 2-player game, with |S| = s:

(a) Can we decide whether an ESS exists or not?
(b) If there is an ESS, can we compute it (or even approximate it) in polynomial

time?

In [2] it has been shown that the decision problem above is both NP−complete
and co-NP−complete. However, this does not exclude the possibility of efficient
algorithms for both problems when s is moderately small, or at least efficient
approximation algorithms.

In addition, assume that we are given a symmetric 2-player game Γ with a
NE strategy x as input. How efficiently can we check whether x is an ESS? That
is, how hard is the additional stability condition [P2] in terms of computational
complexity?

4.2 Imposing Structural Properties of a Game into the
Evolutionary Dynamics

Our last question deals with some new ways of interaction in the evolutionary
dynamics of a game, that will also depict the special structure of the corre-
sponding traditional game. For example, when a virus spreads in a network, the
architecture of the network itself and the starting points of the virus in it should
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affect somehow the success of the virus. The proposed game theoretic models
of evolution proposed so far in the literature, mainly focus on the case where
the individuals in a population collide with each other in a random fashion. Ie,
the underlying “interaction” infrastructure is represented by a clique. What if
this is not the case, and we have instead some special graph representing the
interactions? We need new evolutionary models to capture such cases, that will
somehow encode the structure of this graph in the dynamics, via elementary
properties (eg, the connectivity or the expansion of the graph).

To make an example here, let’s assume an initial population of hawks and
doves with the following rules:

– When a hawk meets a dove, it kills it.
– When two hawks meet, they kill each other.
– When two doves meet, they both survive.

The matrix of the game is thus

Π =
[

(0, 0) (1, 0)
(0, 1) (1, 1)

]
If the hawks are all (say) in a connected graph and the doves are isolated, then
if we assume random moves of individuals along the edges of the graph, then all
the doves will survive for ever and at most one hawk will survive in the network.
However, if the doves coexist with the hawks in the same connected graph (eg,
a clique) then the probability of eventual survival of doves is almost zero. We
can thus state the following problem:

Given the matrix A of the game as above, a graph G and an initial
placement of the hawks and doves on its vertices, and given that each
animal follows a random walk on G, compute the survival probability of
each species.

The complexity of this problem is wide open.

4.3 Evolutionary Games as Algorithms

Perhaps the most classical problem in Computational Game Theory is the fol-
lowing:

NE-CONSTRUCT Given the payoff matrix A ∈ IRn×n of a 2-player
strategic game, find a Nash Equilibrium.

Only exponential-time algorithms are known for this problem today. If A is sym-
metric, consider instead an evolution process where the possible strategies are
allt eh strategies of A initially. Since “stability implies Nash” (see property[P2]),
by the folklore theorem of Evolutionary Game Theory, we could impose some
stable dynamics on the population that plays A and find (via solving the dynam-
ical system) its stable states. This would give a NE for A. Thus, we reduce the
problem NE-CONSTRUCT to the problem of (efficiently) finding an (asymp-
totically) stable state of an evolutionary process. While this approach is not yet
explored in full generality, some progress has been made for simple congestion
games [3]).
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4.4 Other Issues

Many other issues can inspire algorithmic and complexity questions. Examples
are equilibrium selection, trajectory prediction, isomorphism of two evolutionary
processes, etc. We advocate here that a new subfield is wide open.
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Abstract. Self Adaptive Software monitors its own operation and at-
tempts to correct deviations from required behavior. In the self adaptive
architectures we are developing, it accomplishes this by diagnosing the
sources of deviant behavior, whether internal program problems, or con-
textual changes in an embedded program’s environment. The software
then responds by reconfiguring itself, to use alternate procedures that
either correct the malfunction, or perform better in the current context.
We present the GRAVA architecture as an example, and show how it uti-
lizes diagnosis of the external context to limit complexity and enhance
robustness in several vision applications.

1 Introduction

Software development technology is critically in need of new paradigms sup-
porting increased robustness. Robustness is of great concern now because our
systems are becoming more complex, and because they are increasingly sensing
and controlling our physical environment and processes. One such paradigm is
self-*, a collection of properties such as self reconfigurable, self adaptive, self
aware, and self checking. We believe that all self-* systems share the following
traits:

– Deferral of design decisions to runtime (a form of late binding)
– Metaprogramming
– Explicit attention to state of the world
– Attention to program state

A design decision in the context of any possible program state, any possible input,
and any possible condition of the environment is inherently more complex than
deciding what to do given a specific input in the context of a specific state of the
program and the environment. Self-* systems attempt to use various forms of
metaprogramming to enable them to defer decisions to runtime, when attention
to the state of the world and the state of the program can be used to reduce the
complexity that would otherwise be overwhelming.

O. Babaoglu et al. (Eds.): SELF-STAR 2004, LNCS 3460, pp. 112–127, 2005.
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Our own version of the self-* paradigm, Self Adaptive Software, uses diagno-
sis of the environmental context to control complexity and increase robustness.
In order to present this idea, we first describe Self Adaptive Software, then de-
scribe model based diagnosis. We then present the GRAVA vision architecture
in general, and the concept of context in a vision application. Next, we present
principal component decomposition, the technique we use to generate contexts
from a corpus of examples. Finally, we present our conclusions.

2 Self Adaptive Software

Software design consists in large part in analyzing the cases the software will
be presented with, and ensuring that requirements are met for those cases. It
is always difficult to get good coverage of cases, and impossible to assure that
coverage is complete. If program behaviors are determined in advance, the exact
runtime inputs and conditions are not used in deciding what the software will
do. The state of the art in software development is to adapt to new conditions
via off-line maintenance, and the required human intervention delays change. In
contrast, the premise of self adaptive software is that the need for change should
be detected, and the required change effected, while the program is running (at
run-time).

The goal of self adaptive software is the creation of technology to enable
programs to understand, monitor and modify themselves. Self adaptive software
understands: what it does; how it does it; how to evaluate its own performance;
and thus how to respond to changing conditions. We believe that self adaptive
software will identify, promote and evaluate new models of code design and run-
time support. These new models will allow software to modify its own behavior
in order to adapt, at runtime, when exact conditions and inputs are known, to
discovered changes in requirements, inputs, and internal and external conditions.

A definition of self adaptive software was provided in a DARPA Broad Agency
Announcement on Self-adaptive Software [11]:

Self-adaptive software evaluates its own behavior and changes behav-
ior when the evaluation indicates that it is not accomplishing what the
software is intended to do, or when better functionality or performance
is possible.

This implies that the software has multiple ways of accomplishing its
purpose, and has enough knowledge of its construction to make effective
changes at runtime. Such software should include functionality for eval-
uating its behavior and performance, as well as the ability to replan and
reconfigure its operations in order to improve its operation. Self adaptive
software should also include a set of components for each major func-
tion, along with descriptions of the components, so that components of
systems can be selected and scheduled at runtime, in response to the
evaluators. It also requires the ability to impedance match input/output
of sequenced components, and the ability to generate some of this code
from specifications. In addition, DARPA seek this new basis of adapta-
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tion to be applied at runtime, as opposed to development/design time,
or as a maintenance activity.

Self adaptive software constantly evaluates its own performance, and when
that performance is below criteria, changes its behavior. To accomplish this, the
runtime code includes the following things not currently included in shipped
software:

1. descriptions of software intentions (i.e. goals and designs)
2. descriptions of program structure;
3. descriptions of the environment that the program is running in, both com-

putational and (for embedded software) physical;
4. a collection of alternative implementations and algorithms (sometimes called

a reuse asset base).

We will return to further discussion of the first three items above, in a later
section: Model Based Diagnosis. Three metaphors have been useful to early re-
searchers on self adaptive software: coding an application as a dynamic planning
system, or coding an application as a control system, or coding a self aware
system, [12]. The first two are operational metaphors, and the third deals with
the reflective nature of the program.

In programming as planning, the application doesn’t simply execute specific
algorithms, but instead plans its actions. That plan is available for inspection,
evaluation, and modification. Replanning occurs at runtime in response to a
negative evaluation of the effectiveness of the plan, or its execution. The plan
treats computational resources such as hardware, communication capacity, and
code objects (components) as resources that the plan can schedule and configure.
See [2], [9], [16], and [20].

In program as control system, the runtime software behaves like a factory,
with inputs and outputs, and a monitoring and control unit that manages the
factory. Evaluation, measurement and control systems are layered on top of
the application, and manage reconfiguration of the system. Explicit models of
the operation, purpose and structure of the application regulate the system’s
behavior. This approach is more complex than most control systems, because
the effects of small changes are highly variable, and because complex filtering and
diagnosis of results is required, before they can serve as feedback or feed-forward
mechanisms. Despite the difficulties of applying control theory to such highly
non-linear systems, there are valuable insights to be drawn from control theory,
and also hybrid control theory, including for example the concept of stability.
See [9], [10], and [14].

The key factor in a self aware program is having a self-modeling approach.
Evaluation, revision and reconfiguration are driven by models of the operation of
the software that are themselves contained in the running software. Essentially,
the applications are built to contain knowledge of their operation, and they use
that knowledge to evaluate performance, to reconfigure and to adapt to changing
circumstances (see [12], [20], and [15]). The representation and meta-operation
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issues make this approach to software engineering also intriguing as an approach
to creation of artificial intelligence.

3 Model Based Diagnosis

We said before that self adaptive software will include descriptions of:

1. software intentions (i.e. goals and designs)
2. program structure;
3. the environment that the program is running in, both computational and

(for embedded software) physical;

Each of these descriptions will generally be in the form of a model. That is, the
descriptions must involve a significant functional abstraction, so as to support
operations on the descriptions that can in turn affect the functional behaviors of
the things described. So for example, we must be able to recompute the subgoals
of a goal in the light of new contextual information. Also, we want to use the
models of program structure to diagnose problems and support reconfiguration
of the program. Finally, models of the physical environment can be used to:

1. diagnose program failures and performance problems,
2. provide contextual basis for subgoaling and reconfiguring,
3. provide a basis for choosing new strategies for the computation.

We also said earlier that the chief engineering issue for self adaptive software
was evaluation of program performance. It is of course possible to do evaluation
without actually diagnosing a problem, even when one is determined to respond
to the evaluation. For example, given a poor evaluation (which may itself pro-
vide no diagnostic information) we might simply respond by randomly picking
a different algorithm or implementation. Although this fits a broad definition of
self adaptive software, our goals are much higher.

Instead, the kind of evaluation we envision is one that includes and partially
depends on a diagnosis of at least the proximate cause, and where possible the
root cause, of the failure or performance problem. In this sense, the entire self
adaptive apparatus in the program can be thought of as a model based diagnosis
system, in support of the program’s main goals. The program, its goals, and
the environment that it runs in are all modeled in the running system, and
diagnostic reasoning is employed to evaluate program performance. Thus model
based diagnosis realizes the self aware metaphor for self adaptive software.

In the next sections, we introduce a computer vision system that uses diag-
nosed changes in the current context, in order to adapt to those changes.

4 Complexity and Context in Vision

Image understanding programs have tended to be very brittle and perform poorly
in situations where the environment cannot be carefully constrained. Natural vi-
sion systems in humans and other animals are remarkably robust. We believe
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that recognition of (and adaptation to) changes in the environment is what al-
lows natural vision to be so much more robust than computer vision. A premise
of the self-adaptive approach is that it should be possible, at runtime, to syn-
thesize context specific systems, to determine the need to change context and to
self-adapt the program so that the program’s context matches the state of the
environment and operates robustly because each of its components is operating
well within their optimal range.

The idea of self-adaptation is to adapt the program to a particular “context”.
In order to achieve this adaptation we build structural descriptions that facilitate
dividing the model space into contexts and provide a mechanism for determining
when a context is a good fit to the environment, and diagnosing when we have
a poor context fit. AI has long understood the importance of contexts. In 1975
Minsky introduced the notion of frames [13] which was essentially an approach to
contexts. Frames have been used extensively in AI research, especially for natural
language. Riseman’s Schemas [6] was a similar idea specifically for Computer
Vision.

The first application of the GRAVA architecture [19, 18] was to the interpre-
tation of satellite aerial images. In GRAVA (for Grounded Reflective Adaptive
Vision Architecture), satellite images were segmented into regions of homoge-
neous content and the regions were parsed, much as words are in a sentence
to form a structural understanding of the image. Different image types are
comprised of different kinds of regions, different colors and textures, and dif-
ferent parse rules. Rather than making one huge grammar that includes all
textures and region types, it is better to have grammars, and optical models
tailored to the context because tailored contexts provide greater accuracy and
constraint. In that program the contexts as well as the grammars and region con-
tent models were learned from a corpus of images annotated by a human photo
interpreter.

The use of corpora in building trainable intelligent systems has been a grow-
ing trend in A.I. in recent years especially in natural language [5, 4], speech
understanding [8], and computer vision [17]. These problems are far too difficult
to tackle in their full generality, and require techniques for managing that com-
plexity. One common and beneficial use of corpora is in managing complexity
by learning contexts. Contexts introduce constraints that bound the choices to
be made (or learned) about attributes and their values.

Contexts occur for a variety of reasons, at different levels of processing, and
in different parts of the corpus. Given a set of images it is generally not possible
to divide the images into separate piles with each pile representing a different
context. Contexts for different aspects of the problem can be composed in a
variety of ways. The explosion of possible combinations of contexts is one reason
why the self-adaptive approach is attractive. That is, rather than generating all
possible combinations of contexts in advance—and then having a “big switch”
to choose which to use—it is better to generate the particular combination of
contexts on demand.
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4.1 An Overview of the GRAVA Architecture

The purpose of the reflective architecture is to allow the image interpretation
program to be aware of its own computational state and to make changes to it
as necessary in order to achieve its goal. The steps below provide a schematic
introduction to the GRAVA architecture.

1. The desired behavior is specified in the form of statistical models with the
help of a corpus.

2. The behavior, which covers several different imaging scenarios, is broken
down into contexts. Contexts exist for different levels of the interpretation
problem. Each context defines an expectation for the computational stage
that it covers. Contexts are like frames and schemas; but because the contexts
are gathered from the data automatically it is not necessary to define them
by hand.

3. Given a context a program to interpret the image can be generated from that
context. This is done by compiling the context into a program by selecting
the appropriate agents.

4. The program that results from compiling a context can easily know the
following things:

(a) What part of the specification gave rise to its components.
(b) Which agents were involved in the creation of its components.
(c) Which models were applied by those agents in creating its components.
(d) How well suited the current program is to dealing with the current input.

5. The division of knowledge into agents that perform basic image interpreta-
tion tasks and agents that construct programs from specifications is repre-
sented by different reflective levels.

4.2 Context in Aerial Image Interpretation

To better understand the idea of contexts, consider the case of optical model
contexts and language model contexts.

Figure 1 shows four multi-spectral color SPOT images from the color corpus
that demonstrate different contexts. Images (1) and (2) are similar in content
(mostly farmland and small towns) but the colors and textures of the regions are
very different. In fact, the images are taken under different imaging conditions.
In the case of these two images, the major difference is with the optical models,
since, grammatically, the two are rather similar. In images (3) and (4) the nature
of the terrain is very different. Image (3) shows part of a major city whereas image
(4) shows a rural setting with only small villages. The grammar that is suitable
for parsing images 3 and 4 is quite different. Attempting to interpret any of
these images with the wrong collection of optical or grammatical models may be
expected to produce a poor result especially since knowledge weak segmentation
algorithms often give poor results. In this case, the reason for the differences
between image (1) and image (2) were changes in the SPOT technology used to
image them.
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(1) (2)

(3) (4)

Fig. 1. Image Contexts

4.3 Context and Face Recognition

We next consider an example from the application of computer vision to face
recognition. Most face recognition systems work by measuring a small number
of facial features given a canonical pose and matching them against a database
of known faces. Frequently however, in practical applications, few frames show a
full frontal face. By building a face recognizer that can seamlessly switch between
different contexts such as pose and lighting we can construct a recognizer that
is robust to normal changes in the natural environment. This permits a much
wider application of face recognition technology. (See [22] for a more complete
description of the face recognition system).

Our application involves recognizing people as they move about an intelligent
space [3] in an unconstrained way. An intelligent(or smart) space is a room or
collection of rooms and corridors that have an abundance of sensors so that com-
puter monitoring can track and understand activities in the space and provide
intelligent support for the activities of the participants. Although the use of a
space may in general be very complex, most spaces have a number of frequently
repeated uses. By modeling the relationship between contexts the system can
predict activities that occur in sequences within a space. For example the se-
quence of “assembling”, “meeting”, and “adjourning” can be learned as a hidden
markov model (HMM) [23, 1].

To better understand contexts for face recognition consider the face “pose”
contexts:

Figure 2 shows four pose contexts: “profile”, “oblique”, “off-center”, and
“frontal”. The profile view, for example, is supported by agents that measure
points along the profile of the face, the corner of the eye, and the lips. The
oblique view, on the other hand, is supported with measurements of the ear and
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Fig. 2. Four Pose Contexts

measurements of the position of the ear, eye, and nose. The triangle formed by
the eye, ear, and nose help to determine the angle of the face to the camera
which allows measurements to be normalized before recognition. The different
contexts control, among other things, what models can be used for matching,
what features can be detected and what transformations must be made to nor-
malize the measurements prior to matching. This example shows contexts for
pose but there are also contexts for lighting, race, gender, and age.

The recognizer supports a collection of face candidate finders, face models,
feature finders, and normalization algorithms implemented as agents. Face can-
didate finder agents look for face like shapes in the image and generate evidence
that supports the selection of a set of contexts based on the shape and shading
of the face candidate. Agents appropriate to the context are selected to make
a special purpose face recognizer. If the recognizer doesn’t succeed in finding
appropriate features where they are expected to be the system self-adapts by
using available evidence to select a more appropriate context, constructing a
new recognizer, and trying again.

5 Principal Component Decomposition

The architecture discussed above can adapt to a changing environment, given
a decomposition of the problem space into contexts. We now describe how we
derive our set of context models from a corpus, automatically.

A corpus provides multiple positive examples of a structure (such as faces)
that we wish to model. The structures in question have one or more dimensions,
for example orientation, and the corpus provides examples of the structure that
enable us to model the location within the appropriate multidimensional space.
One way of doing this is to model the structures as a probability distribution
function (PDF). The natures of the structures may be very different but the
essential nature of a corpus is the same: positive examples of structures in a
multi-dimensional space.

Principal component decomposition is the interpretation of a set of data
points into the component collections by analyzing the principal components of
the interpretation space. After the space has been divided into separate clusters
conventional PCA is applied to produce the models.

The algorithm builds upon two earlier works. The first is a classification pro-
gram developed by Wallace [24], and the second is the practice of using principal
component analysis [7] to reduce the dimensionality of high dimensional prob-
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lems to model separate populations. Our algorithm applies principal component
analysis recursively in order to separate the collection into successively smaller
clusters. At each point the criterion for separating a population is that it re-
duces the global description length of the original population. A more complete
description can be found in [21].

5.1 A Statistical Model for Clusters

Given an n-dimensional space Sn containing m points. we can interpret the
points in this space as being unrelated points, all members of a single cluster, or
grouped into a number of clusters.

A premise of the GRAVA architecture is that knowledge of the world in the
form of models can be used to produce better descriptions of an image. A good
description of the world in the GRAVA architecture is one that has a minimum
description length. A model allows a shorter description length if the model
reduces the amount of uncertainty about the values of features in the image.

The entropy of the collection data points in the corpus is given by:

H = −
∑

d∈Sn

P (d)log2P (d) (1)

The lower bound MDL of a description that represents all of the points in
the Sn is given by:

DL = −
∑

d∈Sn

log2P (d) (2)

In order to compute this theoretical description length, it is necessary to
know the PDF for points in Sn. A corpus doesn’t specify every possible point in
the space. A corpus provides a collection of representative points in the space.
The job of interpreting the corpus involves modeling the PDF. There are many
choices for modeling a PDF. One model that is simple, predictive, and which
often pertains to naturally occurring distributions is the Gaussian.

The description of a Gaussian model consists of a mean and variance of the
distribution < μ, σ2 >. For a set of points the Gaussian model can be fitted sim-
ply by computing the mean μ and the variance σ2. Given this characterization,
for any point d we can compute the probability P (d) as follows:

P (d) = erf

(
(pos(d)− μn + ε/2)

σn

)
−erf

(
(pos(d)− μn − ε/2)

σn

) (3)

where pos(d) is the position of the point d, ε is the position resolution, μn is
the n-dimensional mean, σ2

n is the n-dimensional variance, and erf() is the error
function.

The choice of whether to consider the points in the corpus as (1) unrelated
individual points, (2) all members of the same model, or (3) divided into groups
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each of which is modeled, is to select the choice that yields the minimum de-
scription length.

The interpretation task can therefore be characterized as dividing the data
points in Sn into n proper subsets Ci,n such that:

Sn =
n⋃

i=1

Ci (4)

The MDL is

arg min
C1,n

n∑
i=1

{(∑
d∈Ci

−log2P (d|Ci)− log2P (d ∈ Ci)
)

+ddl(Ci)
} (5)

where ddl(Ci) is the description length of the distribution used to model Ci.
The description of a point is divided into two parts. The first part identifies
its position in the space (−log2P (d|Ci)) and the second part identifies to which
collection it belongs (−log2P (d ∈ Ci)).

The statistical models chosen for Ci determine the size of the point descrip-
tions. In order to specify the position of a point we choose a resolution ε to be
used uniformly since otherwise a point can have an arbitrary precision and its
representation would be arbitrarily large.

If the representation of a collection includes its mean position μ, the positions
of the points in the collection can be described as distances δ from the mean. So
any point d can be described as an n-dimensional mean and an n-dimensional
displacement:

μ + δ − ε

2
≤ d ≤ μ + δ +

ε

2
(6)

To Communicate the collections, all that is required is the mean position
represented to an accuracy of ε. The points are represented as a description of
which collection they belong to and the offset from the mean: < Ci, δ >.

As the data points in a corpus are divided up into smaller collections the
description length of the individual points is reduced if the distribution that
characterizes the collection is more predictive about the position of its component
points than the distribution for the entire corpus was. Any suitable statistical
distribution can be chosen for a collection.

5.2 Algorithm for Decomposition

Having defined the criteria for an optimal division of the data points into separate
models we are left with the task of defining an effective procedure for achieving
such a division. To accomplish this we developed an efficient algorithm that
approximates a solution to Equation 4.
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Our algorithm, which we call “principal component decomposition” (PDC),
attempts to divide the data by searching for dividing hyper planes along the
eigenvectors of the data. The idea behind the algorithm is that the principal
eigenvectors represent the dimensions with the greatest spread. The spread can
be caused by a single phenomenon with a large variance, or it can be caused
by more than one phenomenon distributed throughout the space. To distinguish
these two cases we compute the entropy of the data points as a whole and then
we compute the sum of the entropies of the two collections formed by dividing
the data points into two collections with a hyper plane perpendicular to the
eigenvector1. We do this for all possible cut points along the eigenvector. If all
sums of divided collections yield a higher description length than the original
combined collection the collection is not divided, otherwise the collection is di-
vided at the place that yields the minimum description length. This point can
be seen as the minimum point in the entropy curve.

This procedure is repeated for each eigenvector of the collection starting from
the eigenvector that corresponds to the largest eigenvalue until either a division
occurs or until all eigenvectors have been tried. Once a collection has been split
the algorithm is applied to each of the newly divided collections. Eventually
there are no collections of points that split. The algorithm consists of two parts
CHOP and MERGE.

CHOP looks for places to divide a collection of data points into two collections
by finding a dividing hyperplane. CHOP thus produces two collections that have
the property that if collection C0 is divided into C1 and C2, C0 = ∪{C1C2}, and
DL(C0) > DL(C1) + DL(C2). MERGE finds two collections of data points (say
C1 and C2) that have the property that DL(∪{C1C2}) < DL(C1) + DL(C2). If
the collection of data points is non-convex CHOP can cause some points to become
separated from the collection that they naturally belong to. MERGE re-associates
points severed in this way with their natural collection. The advantage of this ap-
proach is that it is possible to construct non-convex collections of data points.

First we describe the algorithm for CHOP (S) that chops the collection into
separate collections.

CHOP (S):

1. S is a set of n-dimensional data points. Let m̄ be the mean and C be the
co-variance matrix.

2. Let v1 . . . vn and λ1 . . . λn be the eigenvectors and corresponding eigen values,
respectively, sorted into decreasing order of eigenvalue.

3. For each eigenvector vi starting with v1 (the one with the largest eigenvalue—
the principal eigenvector), search for the best place to cut the data points
into two collections as follows:

(a) Establish the cutting hyper plane. The cutting hyper plane is the plane
that is perpendicular to the eigenvector vi. We arbitrarily choose the
hyper plane that passes through the mean m̄.

1 A 2-dimensional hyper plane is a line.
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n =m̄T vi

r̄vi =n
(7)

where r̄ is a point specified as a row matrix.
This is the perpendicular form of the equation of a hyper plane. This
representation is convenient because it permits fast calculation of the
distance of a point from the hyper plane. For any point d the distance
from the plane in equation 7 is given by n− dvi.

(b) Sort the points in S in order of distance from the cutting hyper plane.
Since the hyper plane cuts through the mean, approximately half of the
points will be on one side of the hyper plane, with the rest on the other
side. Approximately half of the points, therefore, will have a negative
distance from the plane. The distance is not the absolute distance from
the plane, it is how far to move along the normal to the hyperplane to
reach the plane in the direction of vi.

(c) Let A be the sorted list of data points.
(d) Let B be an empty list.
(e) Let the cutPoint = 0 and position = 0
(f) Let minDL = DL(A) the description length of the entire set of data

points.
(g) Now we simulate sliding the cutting plane along the eigenvector from

one end of the set of data points to the other, by taking points one at a
time from A, putting them into B, and computing the description length
of the two collections as follows:
For each point dj in A do:
i. Remove dj from A.
ii. Add dj to B.
iii. Increment the position (position = position + 1).
iv. Compute the new description length as newDL = DL(A) + DL(B).
v. If newDL < minDL set minDL = newDL and cutPoint = position.

(h) If cutPoint > 0 divide the data points S into two collections S1, and S2

at the position indicated by cutPoint. Then recursively apply CHOP to
both of the sub-collections to see if further chopping can be performed.
Finally return the complete list of chopped collections:
return append(CHOP (S1), CHOP (S2))

4. At this point, all of the eigenvectors of S have been searched for chop points,
and none have been found. The data points cannot be represented with a
smaller description length by chopping along an eigenvector so return the
list of collections as the single collection S:
return list(S)

The nature of the way the collections are divided up results in some groups
of data points being divided unnecessarily.
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The PCD algorithm described above has a number of interesting character-
istics:

1. PCD produces a structural description of the data points that is an approx-
imation to a global MDL description of the points.

2. Each remaining collection of points can be represented efficiently by the
statistical model chosen for it since if the collection could not be represented
well it would have been divided.

3. Each collection is a good candidate for PCA modeling because of (2). If the
data points were for faces of dogs or humans, as discussed earlier, we may
end up with a good PCA model for human faces and a good PCA model for
dog faces rather than one general model for faces.

4. The algorithm can be implemented efficiently and can produce good decom-
positions very quickly. The number of “chop” and “merge” operations that
are performed in producing a decomposition is very small compared to the
number of points.

5. The algorithm can produce non-convex collections.

The final point (5) is an interesting feature of the algorithm that is not obvious
from the example given above. Non-convex collections cannot be disentangled
by using the “chop” operation alone but inclusion of the “merge” operation
allows two convex collections to be joined so as to produce a non-convex merged
collection.
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Fig. 3. Intertwined Non-Convex Shapes

To demonstrate this capability we generated a set of data points by picking
points randomly along two interlocking ’C’ shapes in a ying yang configuration.
Even though the data is quite dense and intertwined the algorithm manages
to “chop” it apart and then “merge” the severed parts back together. Figure 3
shows the first iteration on the data.

The second and third iterations chop the data down further and later iter-
ations merge the severed portions back into their rightful places as shown in
Figure 4.
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Fig. 4. Curved example data

6 Conclusion

The GRAVA system effectively uses model based diagnosis of context models
to adapt to changing environments. This adaptation has been demonstrated in
aerial image interpretation as well as in face recognition applications.

So, in addition to knowledge of content (faces or aerial images), that the
GRAVA agents use to interpret images, GRAVA brings to bear two other kinds
of knowledge. One of these is knowledge of the contexts that can be presented by
the environment (contextual awareness), and the other is self-awareness, or meta-
knowledge about the state of the program and the agents. What is unique about
the recognizer outlined above is that it has multiple ways of interpreting images.
For example, in face recognition, it divides up a complex space of lighting, age,
race, sex, and pose into contexts that can be composed in a huge number of ways
and self-adapts the recognizer at runtime.

In addition, we have developed a novel algorithm for the decomposition of
complex models into collections of simpler models. This forms a backbone mech-
anism for automatically interpreting corpora, and automatically building both
contexts and code for diagnosing context changes.

Since contexts are not random but are structurally related, transitions be-
tween contexts can be modeled as hidden Markov models (HMM). We are cur-
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rently extending the architecture described in the paper to use HMM reasoning
to optimize the context switching mechanism.

The adaptations that the system can exhibit are limited by the contexts
that are well represented in the hand annotated corpus. We expect to be able to
extend the system to allow for the system to capture examples and automatically
annotate them by tracking previously recognized instances. This would allow
the system to learn to adapt to situations that were not in the original human
annotated corpus. We have not yet attempted this form of learning but plan to
perform such experiments in the near future.
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Abstract. Current computing environments are becoming increasingly
complex in nature and exhibit unpredictable workloads. These envi-
ronments create challenges to the design of systems that can adapt to
changes in the workload while maintaining desired QoS levels. This paper
focuses on the use of online analytic performance models in the design of
self-managing and self-organizing computer systems. A general approach
for building such systems is presented along with the algorithms used by
a Quality of Service (QoS) controller. The robustness of the approach
with respect to the variability of the workload and service time distribu-
tions is evaluated. The use of an adaptive controller that uses workload
forecasting is discussed. Finally, the paper shows how online performance
models can be used to design QoS-aware service oriented architectures.

1 Introduction

The next generation of large distributed systems will consist of millions of inter-
connected heterogeneous devices and of a very large number of sources that gen-
erate data in widely different formats. These devices have significantly different
characteristics in terms of processing power, bandwidth, reliability, battery life,
and connectivity (wired or wireless). Many different types of applications with
different and competing Quality of Service (QoS) requirements may share a com-
mon computing, communication, and data storage infrastructure. Applications
running in these environments will i) be component-based for increased reusabil-
ity, ii) service-oriented, iii) need to operate in unattended mode and possibly in
hostile environments such as battlefields or natural disaster relief situations, iv)
be composed of a large number of “replaceable” components discoverable at run-
time, and v) have to run on a multitude of unknown and heterogeneous hardware
and network platforms.

Under these circumstances, systems must be adaptable and self-configurable
in order to continuously meet QoS requirements at the application and com-
ponent level in the presence of changes in workload intensity. Adaptability and
self-configuration is also necessary to cope with attacks and failures in order to
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meet availability and security requirements. Therefore, because of the dynamic
aspects of complex distributed computer systems, they must be self-configurable,
self-optimizing, self-healing, and self-protecting.

Some important challenges must be addressed:

– The structure of applications changes dynamically as new services are added
or removed.

– The workload is hard to characterize due to its unpredictable nature, dy-
namically changing services, and application adaptation.

– It is difficult to build static performance models because the system is in
constant evolution.

– There is a multitude of QoS metrics at various levels. Some examples include
response time, jitter, throughput, availability, survivability, recovery time
after attack/failure, call drop rate, access failure rate, packet delays, packet
drop rates.

– There are tradeoffs between QoS metrics (e.g., response time vs. availabil-
ity [15], response time vs. security [18]).

– Transient analysis of QoS compliance, and not just steady-state analysis, of
system behavior is necessary in critical times such as terrorism attacks or
catastrophic failures.

– Global QoS goals have to be mapped to locally enforced and monitored QoS
goals [14].

– There is a need for protocols and mechanisms for efficient QoS goal negotia-
tion, monitoring, and enforcement. Given the heterogeneous nature of these
systems, QoS goals and contracts have to be specified in platform-neutral
terms.

– Resource management mechanisms including resource reservation, resource
allocation, and admission control in non-dedicated resources, as in Grid com-
puting [13], are generally complex.

There has been a growing interest in self-managing systems and self-conf-
iguring systems as illustrated by the papers in a recent workshop [5] and in [1,
2, 6, 7, 8, 9, 10, 11, 17, 20, 22, 25]. In this paper, we describe our approach which
consists of using analytic performance models in the design of self-configurable
and self-managing computer systems. This approach is exemplified in various of
our papers [4, 16, 17, 19, 20]. We provide here an all encompassing framework,
describe the challenges, and summarize result obtained. Section two discusses
our general approach to controlling computer systems. Section three presents an
example of the results obtained by applying these ideas to control a Web server.
The next section shows how analytic performance models are robust when the
workload and service time distributions exhibit high variability. Section five de-
scribes the design of an adaptive controller that uses workload forecasting and
presents an example of results for such a controller. Section six shows how online
performance models can be used to build QoS-aware service oriented architec-
tures that perform QoS negotiation and admission control. Finally, Section seven
presents some concluding remarks.
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2 General Approach

We use Fig. 1 to illustrate our general approach to designing self-organizing
and self-managing computer systems. We consider that a system is subject to a
workload, which may consist of any mix of online transactions and batch jobs.
There is a multitude of parameters and settings that may affect the performance
of such systems. Examples of these parameters include, among others, TCP, web
server, application level, database server, operating system, and load balancer
parameters. An analysis of the effects of various configurable parameters in E-
commerce systems can be found in [23].

The set of parameters is divided into uncontrolled parameters and controlled
parameters. Uncontrolled parameters (1) are those that are not changed dy-
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Fig. 1. General approach to self-managing and self-organizing computer systems
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namically by the controller. Typically, these parameters are the ones that have
relatively little impact on performance or that require a system restart or reboot
in order for their effect to take place. Controlled parameters (2) are those whose
settings are changed dynamically by the controller (3) by executing a controller
algorithm. The goal of this algorithm is to find settings of the controlled pa-
rameters that optimize a given goal function (4), which can be expressed in the
form of a utility function [24] or any other function of the values of the primary
responses. Examples will be given in the remaining sections of the paper. The
result of the current goal is passed to the controller, which may request goal
evaluations for different possible settings of the controller parameters.

A set of responses are generated as a result of the workload (5) and of the
settings for all parameters—controlled and uncontrolled. The responses are typi-
cally divided into primary responses (6) and secondary responses (7). The former
are those whose values must be kept within desired ranges as specified by Ser-
vice Level Agreements (SLAs) or QoS goals (8). Examples of primary responses
may include response time, throughput, and probability of rejection. Secondary
responses are those for which no QoS goals are set but that may be used by the
controller algorithm. An example is the utilization of the various devices of the
controlled system.

2.1 The Controller Algorithm

The size of the state space of possible configurations grows in a combinatorial
way with the number of controlled parameters. Therefore, an exhaustive search of
that space is not feasible. The controller uses combinatorial search techniques [21]
such as hill-climbing and beam-search to find a close-to-optimal configuration
for which the value of the goal function is as close as possible to its desired level.

Figure 2 displays an example of a portion of a state space. Each point rep-
resents a configuration of the controlled parameters and the numerical value
associated with each point represents the value of the goal function. Suppose
that the current configuration is point A, which has value 10, and that through
a hill-climbing search, a new configuration, point B with value 35, is found.

An important question is how is the goal value computed for each config-
uration point? The goal value for the current configuration is obtained from
measurements obtained from the system. However, as the search technique ex-
plores the state space, the goal values have to be computed through the use of
models that can predict the value of response variables for configurations differ-
ent from the current one. Our approach consists in using analytic performance
models of the system to obtain the values of the primary responses.

This online use of predictive performance models is a departure from their
common use in capacity planning [12]. In those cases, performance models are
used to analyze and compare scenarios over relatively long (in the order of
months) periods of time. In the case of self-configuring and self-managing sys-
tems, configurations may have to change very frequently (at a few-minute
intervals).
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Fig. 2. Example of state space search

2.2 Controller Types

Controllers can be classified according to the control frequency and workload
forecasting method used.

– Control frequency. The interval between two successive executions of the
controller algorithm is called the control interval (CI). Controllers can be
classified according to the length of the controller interval as follows:

• Fixed CI: the length of the control interval is constant.
• Adaptive CI: If the CI is too small and the workload intensity is relatively

stable, the controller algorithm will be executed too often with little or
no effect. If the CI is too large and the workload intensity varies very
rapidly, the controller will not run frequently enough to be effective.
Thus, a CI that adjusts itself to the workload intensity can be more
effective than a fixed CI.

– Workload forecasting. The online performance models used by the controller
algorithm use two types of parameters: workload intensity (e.g., arrival rates
of requests) and service demands of the requests on the various resources of
the computer system [12]. The service demands can be obtained by moni-
toring the utilization of the various system resources (e.g., CPU, disks, and
network segments). Controllers can be classified according to their use of the
workload intensity as follows:

• No forecasting: the workload intensity used to run the performance mod-
els in a given CI is the same as the workload intensity seen in the previous
CI.

• Workload forecasting: the workload intensity used to run the perfor-
mance models in a given CI is a forecast of the workload intensity based
on workload intensity values for a certain number of previous inter-
vals. Workload forecasting techniques such as exponential smoothing,
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weighted moving averages, and polynomial regression [12] can be used.
It was shown [4] that the use of workload forecasting can improve the
QoS of a controlled system, especially when the workload intensity ap-
proaches its saturation value.

3 An Example: A Controlled Web Server

In this section we show the results of applying the techniques described above
to the QoS control of an actual Web server. The HTTP server is Apache 1.3.12,
which was modified to allow for a dynamic change of the number of active threads
(m) and the maximum number of requests in the system (n). These parameters,
m and n, are the controlled parameters. The workload used to drive the server
is generated by SURGE, a workload generator for Web servers [3], using two
client machines sending requests to a third machine that runs the Web server.
SURGE generates references matching empirical measurements regarding file
size distributions, relative file popularity, embedded file references, and tempo-
ral locality of references. This workload generator was selected because it was
demonstrated [3] that, unlike other Web server benchmarks, it exercises servers
in a manner that is consistent with actual empirical distributions observed in
Web traffic. A fourth machine runs the QoS controller. All four machines are
Intel-based and run either Windows 2000 Professional or Windows XP Profes-
sional. All machines are connected through a 100-Mbps LAN switch.

The primary responses are the response time of an HTTP request (R), the
throughput of the HTTP server (X0), and the probability that a request is
rejected (Prej). The goal function is a QoS value defined as QoS = wR×ΔQoSR+
wX ×ΔQoSX +wP ×ΔQoSP , where ΔQoSR, ΔQoSX , and ΔQoSP are relative
deviations of the average response time, average throughput, and probability
of rejection, with respect to their SLAs, and wR, wX , and wP are the relative
weights of these deviations with respect to the QoS value [4, 17]. These deviations
are defined in such a way that their value is in the range [−1, 1]. When the
response metric meets its goal the deviation is zero. The deviation is negative
when the response metric does not meet its goal and positive when the goal is
exceeded. Therefore, the value of QoS is also in the range [−1, 1] and the larger
its value the better. The weights wR, wX , and wP have to be chosen in a way
that reflects the relative importance of the three performance metrics—response
time, throughput, and probability of rejection—to the management of the Web
site. The SLAs and respective weights for the experiment described here are:
R ≤ 0.3 seconds, wR = 0.5, X0 ≥ 50 requests/sec, wX = 0.2, Prej ≤ 0.05, and
wP = 0.3.

Figure 3 shows the variation of the QoS during the experiment. The x-axis is
a time axis labeled in units of control intervals. The workload intensity started
at 5 requests/sec and climbed to 19 requests/sec at CI = 19. Then, the workload
intensity was reduced to 14 requests/sec. The experiment in question lasted 30
CIs and each CI is equal to two minutes. Results are shown for two types of
combinatorial search techniques: hill climbing and beam search (see top two
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Fig. 3. A controlled Web server

curves). As it can be seen, the QoS for the uncontrolled Web server (bottom
curve) becomes negative when the load reaches its peak value, indicating that
at least one of the three metrics is not meeting its SLA. On the other hand, the
QoS for the controlled Web server always remains in positive territory for both
hill-climbing and beam search. We noticed in the various experiments we carried
out that beam search tends to provide slightly better results than hill-climbing.
This is probably due to the fact that the latter combinatorial search technique
may at times be trapped at local optima. However, the difference between the
two techniques was never significant.

4 The Robustness of Online Models

Many real workloads exhibit some sort of high variability in their intensity
and/or service demands at the different resources. Therefore, it is important to
investigate the behavior of the proposed technique for self-managing computer
systems in such environments. To this end, we conducted a set of experiments
to study the impact of the variability in the request inter-arrival time and ser-
vice times distributions using a simulated multi-threaded server with one CPU
and one disk. The server has m threads and at most n requests can be in the
server, waiting for a thread or being executed by a thread. The goal function is
the one used in Section 3. The SLAs and respective weights for the experiment
described here are: R ≤ 1.2 seconds, wR = 0.25, X0 ≥ 5 requests/sec, wX = 0.3,
Prej ≤ 0.05, and wP = 0.45.

The variability of the distributions of the inter-arrival time and service times
distributions is represented by their respective coefficients of variation (COV)
(i.e., the standard deviation divided by the mean): Ca and Cs. Figure 4 shows
the value of the QoS during an experiment in which Ca = Cs = 2.0. The x-axis
is labeled in CIs and each CI is equal to two minutes. The workload intensity
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Fig. 4. QoS controller performance for Ca = 2 and Cs = 2

varies in the same manner as in Section 3. The top two curves correspond to hill
climbing and beam search and the bottom curve corresponds to the situation
in which the controller is disabled. It can be clearly seen that even at the peak
intensity value (CI = 20), the QoS decreases only slightly (from 0.8 to 0.55) when
the controller is used. On the other hand, the QoS decreases from 0.8 to less than
0.1 when the controller is disabled. Other results for different values of Ca and
Cs are presented in our previous work [4]. These results show the robustness of
analytic models when used for QoS control. Even though these models assume
exponential service and interarrival times (i.e., Cs = 1.0 and Ca = 1.0), they do
a good job at predicting the trends of QoS metrics when these assumptions are
violated. The reason is that it is more important to correctly compare, QoS-wise,
two points in the search space than knowing their absolute QoS values.

5 Adaptive Controller Intervals

Figure 5 shows an algorithm that can be used to dynamically vary the length of
the control interval. This algorithm sets the length of the CI as a multiple, K, of
the smallest possible control interval CImin. When the currently measured value
of the QoS, QoScurr, is less than or equal to a minimum value QoSmin for the
QoS, the controller interval is set to its minimum value CImin. Otherwise, the
controller interval is set to a multiple of CImin according to the relative error ε
between the QoS value, QoSprev, measured last time the controller was activated
and the currently measured value of the QoS, QoScurr.

Figure 6 shows the variation of the QoS when the control interval varies
according to the algorithm of Fig. 5 when Ca = Cs = 1.0. In these curves,
workload forecasting is always used. The workload used in that experiment has
two peaks: one at time 6 and another at time 20. It can be clearly seen from
the figure that the use of a dynamically adjusted controller interval yields better
QoS values. For example, at peak loads (see monitoring intervals 6 and 20), the
QoS for the dynamically adjusted system is always positive. These curves also
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If QoScurr < QoSmin
then CI ← CImin

else begin

ε =

∣∣∣QoScurr−QoSprev
QoSprev

∣∣∣
If 0 ≤ ε ≤ 0.05 then K = 12
If 0.05 < ε ≤ 0.1 then K = 6
If 0.1 < ε ≤ 0.2 then K = 5
If 0.2 < ε ≤ 0.3 then K = 4
If 0.3 < ε ≤ 0.4 then K = 3
If 0.4 < ε ≤ 0.5 then K = 2
If ε > 0.5 then K = 1
CI ← K × CImin

end

Fig. 5. Algorithm for adjusting control interval length
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Fig. 6. Dynamic controller interval impact on QoS (forecasting always used)

show that the QoS values obtained when adaptive control intervals are used are
generally higher than those achieved when the controller runs at fixed intervals.

One could ask the question whether these improvements come mainly from
the dynamic adjustment of the control interval and not because of workload
forecasting. To this end, we conducted another set of experiments in which we
compare the average QoS values obtained for the cases when dynamic controller
intervals were used alone against the cases when they were used jointly with
workload forecasting. The results are reported in Fig. 7 for Ca = Cs = 1.0. The
curves in this figure clearly show that there is a statistically significant perfor-
mance gain when forecasting is enabled in conjunction with dynamic controller
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interval. There is an accompanying increase in the QoS gain as a result of using
dynamic controller intervals combined with workload forecasting.

6 QoS-Aware Service Oriented Architectures

In [16] we presented a framework for the design of QoS-aware software compo-
nents. This section presents another application of online performance models
in the design of QoS-aware Service Oriented Architectures (SOAs). Figure 8
presents an architecture that consists of QoS-aware service providers (SPs),
clients that make requests to the SPs, and a QoS Broker (QB). SPs register
with the QB. During the registration process, the QB engages in a protocol

SP1

Admission
Control

Services
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Admission
Control

Services

Service
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and Authentication

Performance
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Client

QoS
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Fig. 8. A Service Oriented Architecture with a QoS broker
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Fig. 9. Response time (top) and throughput (bottom) for the non-QoS and QoS nego-

tiated cases for f = 35%

aimed at characterizing the services provided by an SP in terms of their service
demands. A client that needs a service contacts the QB to discover the service,
authenticate itself, and negotiate QoS requirements in terms of response time
and required throughput for its session with the SP. The QB keeps track of all
accepted QoS requests and uses an online performance model to negotiate new
requests. Based on the results of the performance evaluation, a request may be
accepted, rejected, or a counteroffer may be sent to the client. Once a session is
accepted, the SP is informed and the client makes requests directly to the SP,
which is responsible for admission control.

We implemented the approach in Java and performed several experiments
to validate the approach. A comparison between the QoS-based case and the
non-QoS case (i.e., the case in which no QoS negotiation takes place) is shown
in Fig. 9. The experiments generate a random workload which is submitted to
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the two SPs without using the QoS broker. The workload is replayed against
the same SPs but this time using the QoS negotiation protocol. During this
second phase, a reduction on the response time observed in the non-QoS case is
requested. Let f be the reduction factor in the response time.

Figure 9 compares response times and throughputs between the QoS-brokered
and the non-QoS brokered cases for all sessions executed by SP 1 for a reduc-
tion factor of f = 35%. The top graph of that figure shows the average request
response time for the two cases and the bottom one shows the throughput in
requests/sec. The x-axis is labeled by session ID, each of which is unique in the
experiments. The value at each point is an average over 500 values collected
during the experiments. The curves also display the 95% confidence intervals
for the average values. As it can be seen from the figure, there is a significant
performance gain, i.e., decreased response time and increased throughput for the
service provider. As shown in Table 1, with an f = 35% response time reduc-
tion requirement at QoS negotiation time, the actual response time reduction is
35.2%, which perfectly matches the QoS requirement.

Table 1. Summary of results for f = 0.0, f = 0.20, and f = 0.35

f = 0% f = 20% f = 35%

% RT Reduction 4.1 16.7 35.2
% XPUT Increase 9.0 24.0 54.7

SP 1 % Reject 17.0 22.7 36.9
% Counter Offer 6.9 9.3 9.9
% Acceptance 76.1 68.0 53.2

% RT Reduction 4.9 21.2 35.0
% XPUT Increase 12.1 24.0 54.7

SP 2 % Reject 15.2 29.3 39.8
% Counter Offer 10.8 9.7 10.4
% Acceptance 74.0 61.0 49.8

We also conducted similar experiments for f = 0% and f = 20%. The sum-
mary results for the two SPs are shown in Table 1. In this table, %RT Reduction
stands for the percentage reduction of the average response time and %XPUT
Increase stands for the percent increase in throughput relative to the non-QoS
case. Table 1 also shows, for each SP, the percent of sessions that are rejected,
the percent of session requests that received a counter offer, and the percent
of sessions that were accepted by the QoS broker. As it can be seen, with the
QoS broker, the SPs always achieve better performance than without it. More-
over, the actual response time reductions achieved matched pretty closely the
QoS goals for different values of f . These results demonstrate the applicability
and effectiveness of online analytic performance models for building QoS-aware
Service Oriented Architectures.
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7 Concluding Remarks

This paper presented a general approach that can be used to build self-mana-
ging/organizing computer systems. We showed how online analytic performance
models can be used in an efficient and effective manner for that purpose. We
discussed and presented results for different design alternatives for the controller
component of these autonomic systems. These design alternatives include the se-
lection of a combinatorial search technique, the frequency at which the controller
algorithm is invoked, and the importance of a workload forecasting feature. We
provided promising results obtained from a real web server subject to a work-
load generated by the SURGE benchmark. The robustness of these techniques
with respect to the variability of interarrival times and service times and the
effectiveness of using an adaptive controller were evaluated on a simulated mul-
tithreaded server. We also showed how online performance models can be used
to design QoS-aware service oriented architectures. We are currently expanding
our work along several lines. First, we are looking into the use of online analytic
performance models that are subject to heterogeneous classes of requests. We are
also investigating how the techniques presented here can be used to determine
optimal resource allocation for autonomic data centers. In this case, control has
to be carried out in a distributed manner. Local controllers have to coordinate
with global controllers to maximize a global utility function.
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Abstract. We propose a new paradigm for software availability enhancement.
We  offer  a  two-step  strategy:  Failure  prediction  followed  by  maintenance
actions with the objective of avoiding impending failures or  minimizing the
effort  of  their  repair.  For  the  first  step  we  present  two  failure  prediction
methods: universal basis functions (UBF) and similar events prediction (SEP),
which  are  based  on  probabilistic  analysis.  The  potential  of  the  presented
methods  is  evaluated  by  a  case-study  where  failures  of  a  commercial
telecommunication  platform have  been  predicted.  The  second  step  includes
existing  maintenance  methods  fitting  the  proposed  approach  and  a  new
recovery strategy called “adaptive recovery blocks”. Since system availability
enhancement is the overall goal, equations to calculate availability of such a
system are given as well.

1 Introduction

Software failures have been identified as the single largest source of unplanned down-
time and system failures (Sullivan et al.  [1]). As software is becoming increasingly
complex it also becomes more difficult to manage and is more prone to bugs.  Re-
search on software availability issues has largely focused on reducing the number of
errors during software development, e.g., aspect oriented programming or service ori-
ented computing, and on post mortem system repair, aiming at setting the system back
into a fault free state. The disadvantage of the first approach is that it is extremely dif-
ficult if not impossible to build fault-free software. The drawback of the latter is its re-
active approach which makes the system wait for a failure to happen and then reset it
to a fault free state.

In this article we propose a two-step failure prevention and recovery approach. In
the first step the probability of upcoming failures is assessed continuously during run-
time. When a high failure probability has been predicted, in step two either preventive
actions against the potentially upcoming failure are initiated, or reactive mechanisms
are tuned such that time to recovery is shortened. To achieve this, we believe that the
key is to apply machine learning techniques: to observe the system and to learn from
the dynamics of its components in order to infer rules about component interactions
and to correlate the learned rules with failures. These rules may be learned from previ-
ously recorded data: Once we have data describing the evolution of the system we
may build and verify models which would allow us to predict the probability of the
system being in a “healthy” or “failure prone” state.

,

Predicting system failures has been addressed by several authors. For example, a
number of works are on reliability estimation, which inherently yields predictions for
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level of abstraction and are generated in an analytical manner. An analytical model for
transaction processing systems has been presented by Garg et al. in [2]. Due to aging,
the service rate of the system in question decreases over time and the software itself
experiences hangs and crashes which result in unavailability. The authors present two
preventive maintenance policies which increase the probability that an arriving trans-
action is carried out within a pre-specified response time. However, their analytical
approach, quickly reaches its limits with increasing complexity of systems in practical
use.  A continuous time Markov chain model for a  long running server-client  type
telecommunication system is described by Huang et al. in [3]. They express downtime
and the cost induced by downtime in terms of the models parameters. In  [4] the as-
sumption of exponentially distributed time independent transition rates (sojourn time)
made in [3]  are relaxed and a semi-Markov model is built. This way the authors find a
closed form expression for the optimal rejuvenation time. 

In contrast  to analytically generated models, a  number of models that  are built
from previously recorded data have been proposed. Literature on applying linear mod-
eling techniques to software systems has been dominated by approaches based on a
single or a limited number of variables. Most models are either based on observations
of workload, time, memory or file tables. In [5] Garg et al. propose a time based mod-
el for detection of software aging. Vaidyanathan and Trivedi [6] propose a workload
based model for prediction of resource exhaustion in operating systems such as Unix.
Li et al. [7] collect data from a web server which they expose to an artificial workload.
The authors build time series ARMA (autoregressive moving average) models to de-
tect  aging and estimate resource exhaustion times. The idea of  applying statistical
learning theory to extract models from observed behavior of the system has been de-
scribed more recently by Fox et. al [8]. Little attention has been given to detect poten-
tial nonlinear dependencies between various system resources and impending failures.
In this paper we propose Universal Basis Functions that show the potential to make
headway in this area.

Models operating on event-driven data include, for example, the Dispersion Frame
Technique presented by Lin et al.  [9]. Most of these models are based solely on the
time of failure occurrence and do not incorporate additional information such as pat-
terns of error messages or information that is contained in the messages itself. Similar
Events Prediction, which is the second approach to failure prediction proposed in this
paper, exploits this additional data.

The paper is structured as follows: A detailed problem statement is given in Sec-
tion 2. In Section 3 two failure prediction methods are presented while maintenance
and repair procedures are discussed in Section 4. In order to assess the impact on sys-
tem availability equations to calculate availability from five quality measures are de-
scribed in Section 5. In Section 6 a proof-of-concept case-study is presented in which
the  proposed  failure  prediction  techniques  have  been  applied  to  a  commercial
telecommunication platform.

2 Problem Statement and Research Challenges

Large industrial software systems can consist of millions of lines of code, with hun-
dreds of programmers working on the system. The system can operate in a distributed
way and  there  are  many techniques  in which fault  tolerance and performance are

the probability of the next failure's occurrence. These models operate on a very high
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boosted, sometimes in obscure and undocumented ways. The system may consist of
many interacting parts, which may not be well specified. The widespread application
of  commercial-of-the-shelf-components (COTS) further adds to complexity. When
we mention “large” systems we consider the fact that there is typically no single in-
stance with full knowledge of the system's details. 

Currently employed post mortem repair schemes are limited in their scope because
by definition they always need time to identify a failure and they need resources to re-
construct a failure free system state. Consider, for example,  a real-time system in
which if we double system resources and have one system act as a standby, the time
needed to identify a failure, switch over to the standby system, initiate the standby sys-
tem and get the the desired result may well exceed deadline guarantees.  

There  is  always  a  trade-off  between  availability  and  the  resources  needed  to
achieve it. We believe that in order to gain a significant improvement in system avail-
ability under resource constraints by the order of a magnitude or so, we need a radical-
ly different approach. If we could predict the appearance of a failure in advance and
early enough to initiate preventive measures, we might be able to alleviate the impend-
ing failure, or at least we might be able to prepare recovery for the upcoming failure in
order to reduce resource consumption and time to repair.

However, “there is no free lunch” also holds for software systems. In order to get a
prediction mechanism to work, we need to identify an adequate mechanism, to build a
model of the system and then make correct predictions about impending failures dur-
ing runtime. This procedure requires human as well as computation resources.

2.1 Problem Statement

Our objective is a development of failure prediction methods with high accuracy and a
determination of automatically invoked actions that are effective, efficient and appro-
priate to the situation for industry scale software systems. 

We believe machine learning techniques such as kernel or Markov based mecha-
nisms are two of the most qualified approaches for failure prediction. Given that there
is no way to obtain full knowledge of the system, the only practical way to learn about
it is to “touch and observe” the system by collecting data about its status. This could
include time series about system variables logged in regular time intervals (e.g., mem-
ory consumption or CPU load) as well as event-driven logfile data written by the ap-
plication or the operating system. 

The learning task in our scenario can be defined as follows: Given a set of labeled
observations we compute a probabilistic classifier by a learning algorithm that pre-
dicts  the target  class label,  which is  either  “failure”  or  “no failure”.  As classifier
mechanism, we employ universal basis functions (UBF) and similar events prediction
(SEP). Both methods are described in Section 3. The classifier needs to evaluate fu-
ture events: If we make a prediction at time t we would like to know the future system
status at time t+ . We call the lead time (see Figure 1).  is necessary for a pre-
diction to be of any use. It critically depends on the problem domain, e.g., how long
does it take to restart a component, to initiate a fail over sequence or any other action.
The prediction period  describes the length of the time interval for which the predic-
tion holds. It can be adapted more flexibly: The larger   becomes the easier it is to
predict failures, but the less meaningful the prediction will be. The embedding dimen-
sion  specifies how far the observations used for prediction extend into the past.
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Definitions of accurate failure prediction as well as effective and appropriate ac-
tions are given in Section 5.

2.2 Research Challenges

In addition to finding a solution to the objective given in the previous section, there
are other challenges that have to be taken care of. We are interested in a practical way
to increase availability without stressing the system in other parts. Another challenge
is to cope with changing system dynamics, some of it introduced by changing system
configurations,  while at  the same time keeping performance implications  minimal.
Additionally, data collection may introduce unwanted load to the system and the sheer
volume of data collected is a serious challenge for any modeling algorithm. 

Regarding the second step of our approach, open issues include investigation of
actions with respect to their suitability to be combined with failure prediction. Meth-
ods that choose the most effective action depending on failure prediction, system state
as well as other factors have to be developed. Furthermore, the combination of several
failure prediction techniques and maintenance actions seems to be a challenging task.

3 Predicting Failures

The first of our proposed two-step approach is to predict failures. While failures have
to be predicted online – while the system is running – the models used for prediction
are  generated off-line by training from previously recorded  data.  We propose  two
models: universal basis functions and similar events prediction and describe the pro-
cess how to derive them.

3.1 Failure Definition

The initial step on the way to failure prediction is to exactly define failures. This is not
a trivial task in a commercial environment. A typical definition is: “A system failure
occurs when the delivered service deviates from fulfilling the system’s function”. It is
important  to  mention  that  “system's  function”  means   behavior  from  the  user’s

Fig. 1. Definition of embedding dimension ( ), lead time ( ) and prediction period ( )

tt - t t + t t+ t+tp time

perspective.  In  addition  to  this  definition,  probabilistic,  real-time  and  quality-of-
service aspects may also need to be taken into account. For example, in the case study
described in Section 6 a failure is defined as “call failure rate exceeding a predefined
level”. Please note that a failure does not necessarily imply a collapse of the entire
system.

From the modeling perspective failures must meet certain requirements, too. First,
each failure must occur often enough to ensure that the modeling techniques have
enough cases to learn what indicates upcoming failures. It is difficult if not impossible
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to identify the exact number of failures needed to build a failure prediction model.
This is an area of ongoing research and currently we strongly depend on the modeler's
intuition developed  in the process of system observation. Further constraints are giv-
en by the fact that it is sometimes not practical to gather data on failures of certain
types in a large software system.   

3.2 Data for Failure Prediction

In our approach, the models for failure prediction are generated by analyzing previ-
ously recorded data in order to extract “symptoms” that indicate an upcoming failure.
Therefore, both failure data and recordings of system variables from which a symptom
can be extracted are needed for model generation – posing conceptual as well as tech-
nical challenges.

Technically, the data should be gathered non-intrusively with minimal implications
on performance. Most software systems are not designed to yield insight information
about their status at any given point in time. Log files have been found to be a feasible
data source for historical system behavior. Issues concerning structure and design of
logfiles have been discussed separately by Salfner et al. [10].

3.3 Variable Selection

An important  concern  is  the  selection  of  system variables  that  are  significant  to
achieve good failure prediction. Performance of statistical machine learning models is
closely related to the degrees of freedom in the model, which is strongly influenced by
the number of variables being included in the model. Selecting too few as well as se-
lecting too many variables can lead to poor forecasting performance. See for example
Geman et al.  [11]. In a real-world learning problem, the number of variables being
monitored may be in the order of several hundreds, which is comparable to gene se-
quence analysis. There is no a-priori way of determining exactly the importance of
each variable. The set of all observed variables may include noisy, irrelevant or redun-
dant observations distorting the information set gathered. Thus it can be difficult to
determine the most relevant variables with respect to our modeling task beforehand. 

This problem is subject to ongoing research efforts and is known under a variety of
names such as variable selection, dimension reduction or feature detection. It consists
of finding the smallest subset of input variables which are sufficient to perform our
modeling task. This type of problem is one of the most prevalent topics in the machine
learning and pattern recognition community and has been addressed by a number of
authors such as Weigend et al. [12]. Limiting the number of input variables to the ones
contributing most to model quality not only decreases the number of free parameters
in our model, the selected variables also can be used to assist an analytical approach in
finding the root cause of a failure. 

3.4 Two Models for Failure Prediction

We briefly describe two models we developed for failure prediction. Both models are
inspired by machine learning techniques since we believe that this class of techniques
is capable to handle the challenges imposed by today's complex software systems. See
Hoffmann [13] for a more detailed description of these models.
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Universal Basis Functions.  We employ a novel data-based modeling approach we
call Universal Basis Functions (UBF) that was introduced by Hoffmann [14]. UBF is a
kernel based function approximation technique where the probability of a failure at
some prespecified time in the future is estimated. UBF models are a member of the
class of nonlinear non-parametric data-based modeling techniques. They operate with
linear  mixtures of bounded and unbounded activation functions such as  Gaussian,
sigmoid  and  multi  quadratics  [14][15].  Nonlinear  regression  techniques  strongly
depend on architecture, learning algorithms, initialization heuristics and regularization
techniques and UBF addresses some of these issues. The kernel functions in a UBF
can be adapted to build transfer functions that fit the task of failure prediction making
them robust to noisy data and data with mixtures of bounded and unbounded decision
regions. UBF produce parsimonious models which tend to generalize more efficiently
than  comparable  approaches  such  as  Radial  Basis  Functions.  To  perform online
failure  prediction  we  aim  at  finding  the  correlation  between  availability  and
observable input variables.

Failure Prediction by Similar Events. As UBF is tailored to equidistant time series,
Similar Events Prediction (SEP) analyzes patterns in event-driven datasets [16]. Event
patterns are represented by a discrete Markov chain (see Figure 2-a ). 

During model generation the states are automatically constructed by a hierarchical
clustering technique applied together with additional algorithms to calculate relative
frequencies of paths. 

To achieve failure prediction for the running system that had been modeled, ab-
sorption probability distributions are computed to estimate the probability of a failure
at time t in the future.  The  result is a  discrete probability  function  as depicted by 
Figure 2-b. 

4 Actions Fitting Failure Prediction

Obviously, failure prediction alone does not affect availability of a system. Therefore,
after having predicted an upcoming failure an action has to be taken in order to proac-
tively prevent the failure or to optimize its repair. In addition to a discussion of repair
actions and preventive maintenance, a new recovery scheme called adaptive recovery
blocks is introduced.

(a) (b)

Fig.  2. Failure  prediction  with  Similar  Events  Prediction  (SEP).  (a)  Event  patterns  are
represented as a Markov chain. Each state corresponds to a set of similar events. (b) Failure
prediction is calculation of failure probability at time t in the future
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4.1 Repair Actions

Repairing the system after failure is the classical way of failure handling. These meth-
ods  react to  failures  that  have  already  occurred  and  are  triggered  by  classical
fault/failure detection mechanisms such as, e.g.,  coding checks,  replication checks,
timing checks or plausibility checks.

Roll-backward recovery reestablishes a previous, fault-free system state and tries
to redo computations from that state (either by the same replica to account for tempo-
rary faults or by another hardware and/or software unit). Typical examples are recov-
ery from a checkpoint or recovery blocks. Redo units comprise, for example, spares or
redundant software modules.

Roll-forward recovery skips or approximates faulty computations and continues
with the next – possibly using another computation unit or module. It is mainly used in
real-time environments where meeting deadlines is more important than 100% correct
results. 

Combining reactive recovery methods with failure prediction can reduce mean-
time-to-repair (MTTR). Time-to-repair  is characterized  by  two  factors: the time 
consumed to prepare the  unit that performs the redo operation and the amount of opera-
tions that  have to be  computed  again. The  latter is mainly determined by the time 
be tween the last checkpoint and the failure's occurrence.  Failure prediction has the po-
tential to reduce both: With knowledge of upcoming failures, preparation of redo units
can be started even before the failure occurs and checkpoints may be established short
before failure. For example, in case of spares as redo units, a warm spare could be ele-
vated to become a hot one such that it is almost ready when the failure actually occurs.

Figure 3 sketches both effects. Please note, that in the case of roll-forward recovery
there are no redo operations, hence only a quick preparation of computation units im-
proves MTTR.

Fig.  3. Improved-Time-To-Repair  (TTR) for prediction-driven repair  schemes.  (a)  sketches
classical  recovery:  Time from the  last  checkpoint  (CP)  to  the  occurrence  of  a  failure  (F)
determines how much has to be recomputed (dark-gray interval). After a failure occurs, the
substitution unit has to be initialized (light-gray interval). After repair, the unit is “ready” and
starts to redo the lost computations. When it has finished, the system is “up” again. (b) shows
two effects how failure prediction can reduce TTR: The checkpoint may be established closer
to the failure, and the substituting unit can be initialized even before the failure occurs such
that it is ready earlier after the failure
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4.2 Preventive Maintenance

In the context of the approach presented in this article, the goal of preventive mainte-
nance is to perform actions in order to prevent an imminent failure, which has recently
become an active field in research. We identified four categories of mechanisms: pre-
ventive restarts, state clean-up, preventive failover and system relief.

Preventive restarts reset parts of the system or the system as a whole when a fail-
ure is imminent but has not yet occurred. Software Rejuvenation – introduced in 1995
by Huang et al. [3] – is one of the first members of this group. It counteracts the aging
process of software by preventively restarting specific components. Software aging
describes misbehavior of software that does not cause the component to fail immedi-
ately such as, e.g.,  memory leaks and bugs that cannot be completely recovered from.
Rejuvenation is based on the assumption, that restarting a component during normal
operation is more efficient than restarting it after the component has failed.

State clean-up  tries to prevent failures by cleaning up resources. Examples are
garbage collection, clearance of queues, correction of corrupt data or elimination of
useless processing. 

Preventive failover techniques perform a preventive switch from a component that
is likely to fail, to another more reliable component. For example, a preventive switch
to a backup unit may be scheduled by failure prediction. Preventive failover can also
include roll-forward techniques. An example for this is a real-time system where an
imminent miss of deadlines (the failure that has been predicted) can be avoided in a
roll-forward manner using faster but not 100% accurate methods. A third example is
failure prediction driven load balancing aiming at relief of a component or a system
(See Castelli et al. [17])

System mollification (ease-up) tries to prevent failures by taking load of the system
such that it has the chance to recover. For example, a web-server could reject connec-
tion requests depending on the risk of failure.

Some of the techniques described above can either be scheduled periodically or
system state dependent. For periodic triggering several approaches exist to determine
the optimal cycle duration: For example, Dohi et al.  [4] use semi-Markov models,
Pfening et  al.  [18] use a  Markov decision process and Garg et  al.  [19] employ a
Markov Regenerative Stochastic Petri  Net (MRSPN). Trivedi et al.  [20] show that
state-dependent application of proactive recovery mechanisms has the potential to be
more appropriate and hence more effective than the periodic alternative. The case of
failure prediction-based invocation belongs to the class of state-dependent approaches.
Several other techniques exist as well. For example, Vaidynathan et al. [6] use cluster-
ing of several operating system parameters to estimate system workload and to predict
resource exhaustion by use of a semi-Markov process.  

Preventive  recovery  mechanisms  affect  Mean-Time-To-Failure  (MTTF)  since
these methods try only to prevent failures. However, if a failure happens nothing is
done to improve repair. MTTF is affected in two ways: A portion of failures can be
prevented (do not occur) but on the other side some extra failures may be induced.
The incident of an extra failure could, for example, be caused by unnecessary recov-
ery actions performed during peak load periods.

Adaptive Recovery Blocks. Failure prediction enables us to create a new recovery
scheme: Adaptive recovery blocks. Recovery blocks as defined by Randell [21] save
the state  at  the block's  entry (checkpointing)  and perform an acceptance test  after
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traffic  while  acceptance  tests  put  additional  computational  load  on  the  system.
Adaptive recovery blocks invest this overhead for reliability only if a failure is likely
to occur whereas in case of low failure probability the overhead can be avoided. See
Figure 4 for illustration.

computation to check the correctness of the result. Checkpointing produces heavy I/O

5 Calculating Availability Enhancement

One of the most widespread dependability measures is system availability. To show
the potential of the presented approach, this section gives general equations to calcu-
late the effect on system availability. A short computational example is given in the
last part.

5.1 Measuring the Quality of Failure Prediction and Maintenance Actions

To evaluate the quality of a given failure prediction driven maintenance/repair strategy
we propose five measures: Precision and recall assess the quality of failure prediction
while the effects of maintenance/repair are gauged by three measures: repair time im-
provement, the probability of prohibiting failures as well as the probability of causing
extra ones.

Fig.  4. Comparison of standard recovery blocks (RB) with adaptive recovery blocks (ARB).
Case  (a)  shows standard  recovery blocks:  they  first  perform checkpointing  (CP)  then  the
computation (COMP) and an acceptance test (AT) at the end. Adaptive recovery blocks first
perform failure  prediction  (FP).  (b)  If  failure  probability  (PF)  is  low,  checkpointing  and
acceptance test can be avoided or limited. (c) shows the case for high failure probability. The
proportion of failure prediction, checkpointing and acceptance test is application specific, but
in many applications checkpointing and acceptance test will outweigh the failure prediction
overhead  

Failure prediction. Several measures exist to account for false positives and false
negatives.  We chose  precision and  recall that  are  commonly used in  information
retrieval  [22]. Precision is defined as the portion how many of the generated alarms
have been correct whereas recall is the portion of true failures that had been predicted:

(1)
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(2)

Both precision and recall can take values in the interval .

Actions. Repair as well as preventive mechanisms that are driven by failure prediction
affect mean-time-to-failure (MTTF) and mean-time-to-repair (MTTR). The effect on
MTTR (see Figure 3) is measured by a  repair factor  being the mean relative im-
provement in MTTR:

(3)

where  is Mean-time-to-Repair in the case that the repair action was prepared
for the failure (hence the condition of correct alarm ).   can take values in  .
Obviously,  a  repair  factor  less  than  1  indicates  improved  MTTR  whereas  values
greater  than 1 imply a change for  the worse.  In  the case of  preventive actions  
equals 1 since preventive actions do not affect MTTR.

The effect on MTTF is measured by two probabilities: 

(4)

(5)

 denotes the probability that a failure can be prevented by the mainte-
nance procedure in the case that failure prediction identified the upcoming failure cor-
rectly and  denotes the probability that an alarm generates an extra (additional) fail-
ure caused by the failure prediction algorithm or the action itself. 

5.2 Calculating Availability

As availability is defined in terms of  and , we compute  and 
for the system with prediction driven maintenance / repair. From that a formula for
availability is derived. 

, which is the effective mean-time-to-repair for a system with applied failure
prediction-driven maintenance / repair, is a mixture of  and  weighed by
probabilities   and , respectively. Therefore, it can be computed using
Equation 3:

(6)

In order to compute , we first assess the expected number of failures in an
arbitrary time interval   of the original system without prediction-driven mainte-
nance / repair:

(7)
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When applying failure prediction driven maintenance / repair,   is altered in two
ways: The triggered action may prevent but may also add extra failures:

(8)

where the number of prevented / extra failures can be calculated by use of  and 
as follows:

(9)

(10)

The number of correct alarms ( ) and the total number of alarms ( ) can be calculated
rom the number of failures together with precision and recall.

Equation 7 is used to derive an equation for : 

(11)

nsertion of Equations 6 and 8 delivers an equation for the mean-time-to-failure:

(12)

n order to compute system availability, Equations 6 and 12 have to be combined re-
sulting in the following formula that express effects of our two-step approach – re-
gardless whether it improves or worsens system availability:

(13)

where ,   and  characterize the original system and  is:

(14)

n order to guarantee ,  is bounded:

(15)

f

I

I

I

5.3 An Example

To get a grasp for the five measures and also to show the potential of the approach, we
provide a short computational example. We chose the values for precision and recall
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according to the results achieved for one minute ahead failure predictions in a case
study with  a  commercial  telecommunication  application  (see  next  section):  preci-
sion = 80%, recall = 92.3%. If we would be able to achieve a prevention probability

 = 90%, a probability of extra failure  = 1% and a repair time improvement factor
 = 0.5, system availability would be improved by an order of magnitude. Please note,

that the numbers are the same for all order of magnitude transitions, regardless of the
availability of the original system. 

6 Case Study

We applied the two machine learning techniques described in 3.4 to data of a commer-
cial telecommunication platform. It is important to mention that the experiment only
covers the failure prediction part of our proposed two-step strategy. The second part,
which includes triggering appropriate maintenance / repair actions based on the failure
prediction, is an ongoing research effort. 

To describe the experiment more precisely, the objective was to predict that the
system's failure rate exceeds 0.01% in successive five minute intervals, where a failure
was defined as missing a pre-specified deadline. 

6.1 Platform Characteristics

The main characteristics of the software platform we investigated is its component-
based software architecture running on top of a fully-featured clustering environment
consisting of two to eight nodes. The platform offers the ability to measure response
times and hence to detect failures via an external stress generator. We measured data
of a two node cluster non-intrusively using the Unix SAR (system activity reporter)
tool and logfiles produced by the system.

6.2 Data

We have monitored 53 days of operation over a four month period providing us with
approximately 30GB of data. Results presented in this section originate from a three
days excerpt. We split data of the three days into equally proportioned segments (one
day per segment) and used the first segment to build the models and the second to
cross validate the models. The third segment was used as test data, which had been
kept aside. We gathered the numeric values of 42 operating system variables once per
minute and per node. This yielded 84 variables in a time series describing the evolu-
tion of internal states of the operating system, thus in a 24-hour period we collected
n = 120,960 readings. Logfiles were concurrently collected and the same three days
were selected for modeling and testing. System logfiles contain events of all architec-
tural layers above the cluster management layer. The large variety of logged informa-
tion includes 55 different, partially non-numeric variables in the log files. The amount
of log data per time unit varies greatly: from two to 30,000 log records per hour.
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6.3 Results

Using the test data, we calculated precision and recall (see Section 5 for details). We
compared our models to a naive approach that predicts failures periodically with a
period set to mean-time-between-failures calculated from the training and validation
data set. Results are shown in Table 1.

The SEP model was built based on a lead time of one minute, the UBF model with
five minutes.  Admittedly,  this makes it  somewhat difficult  to  compare  the results.
However, we expect a smaller lead time to increase the models quality as is demon-
strated by the SEP model. UBF and SEP models clearly outperform the periodic mod-
el that assumes MTBF to remain constant, which is not the case.

7 Conclusions and Future Work

The speed at which complex and large software systems are built and deployed is a
big obstacle to formally define and describe the exact behavior of these systems. We
believe that in order to further significantly increase software availability under given
resource constraints we need to support software systems during runtime. We pro-
posed an approach where preventive maintenance to avoid failures as well as repair
mechanisms are controlled efficiently and appropriately to the system state by failure
prediction. This is in contrast to the currently predominant post-mortem approach that
waits for failures to happen and reacts afterwards.  

For failure prediction, we believe that machine learning techniques that are able to
find relationships in data and to identify suspicious patterns and deviations from nor-
mal behavior, are one of the most promising class of techniques. Inspired by these
techniques we developed two models: Universal Basis Functions (UBF) and Similar
Events Prediction (SEP). Both methods are able to indicate whether or not a system
works but moreover give a probabilistic evaluation on how well the system works. Ad-
ditionally, these models can be powerful tools in understanding the behavior of com-
plex software systems.

We investigated the effectiveness of both techniques to model and predict failures
of a commercial telecommunication system. We compared UBF and SEP  to an ap-
proach where failures are “predicted” periodically after Mean-Time-Between-Failure.

Tab  1. Precision and recall  for Similar-Events-Prediction (SEP), Universal-Basis-Functions
(UBF) and a naive approach using MTBF. In the case of UBF we report mean values. The
reported results were generated on previously unseen test data  

Model Type of Data Precision Recall Lead Time

SEP log files 0.8000 0.9230 1 min.

UBF SAR 0.4912 0.8295 5 min.

MTBF 0.2500 0.2000 MTTF
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Our initial results are encouraging. For UBF we achieve a recall of 82% and a preci-
sion of 49% with 5 minutes lead time while SEP achieves 80% precision and 92% re-
call with 1 minute lead time. Both failure prediction methods compare most favorably
to the MTBF prediction yielding a recall of 20% and a precision of 25%.

Preventive maintenance and repair techniques have been discussed and their effect
on system availability has been investigated. Five quality measures have been identi-
fied covering all effects on availability: precision and recall evaluate the quality of
failure prediction while the repair time improvement factor, probability of failure pre-
vention and the probability of extra failures assess the outcome of the methods trig-
gered by failure prediction. An equation concerning availability calculation of a sys-
tem that employs such a two-step approach has been derived.

Our two-step approach is embedded in an ongoing research effort, where both fail-
ure prediction methods and preventive and recovery actions are being investigated.
Future work will extend the experiments in terms of increasing the size of the data sets
and assessing the stability of the models (e.g., with changing system configuration).
As our experiments investigated only the first step of our two stage procedure, future
efforts will have to focus on the problem of finding out which recovery scheme is best
suited for which situation and will have to investigate their effectiveness.  However,
the ultimate question is: How far can we push the availability increase using our pro-
posed approach - can we expect an improvement of an order of magnitude or more?
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Abstract. In this paper, we envision a world where a software engineer could 
take an existing software system, specify, for a set of properties of interest, an 
objective, conditions for change, and strategies for their adaptation and, within 
a few man weeks, make that system self-adaptive where it was not before. We 
describe how our approach generalizes to different classes of systems and holds 
promise for cost-effective, dynamic system self-adaptation to become an 
engineering reality. 

1   Introduction 

Imagine a world where a software engineer could take an existing software system, 
specify for a set of properties of interest, an objective, conditions for change, and 
strategies for their adaptation and, within a few man-weeks, make that system self-
adaptive where it was not before. An engineer might take an existing client-server 
system and make it self-adaptive with respect to a specific performance concern such 
as high latency. He might specify an objective to maintain request-response latency 
below some threshold, a condition to change the system if the latency rises above the 
threshold, and a few strategies to adapt the system to fix the high-latency situation. 
Another engineer might make a coalition-of-services system self-adaptive to network 
performance fluctuations while keeping down cost of operating the infrastructure. 
Still another engineer might make a cluster of servers self-adaptive to certain security 
attacks. 

Systems with mechanisms to monitor and adapt themselves to faults or 
surrounding changes are known variously as self-adaptive, self-healing, or self-
managing systems. A decade in the past, systems that supported self-adaptation were 
rare, confined mostly to domains like telecommunications switches or deep space 
control software, where shutdown for upgrades was not an option and human 
intervention was not always possible. 

Today, more and more systems have this requirement. Systems such as those in the 
e-commerce and mobile embedded system domains must operate continuously with 
only minimal human oversight. They must cope with variable resources (e.g., band-
width and service availability), system errors (e.g., server components failing, or 
connections going down), and changing user priorities (e.g., high-fidelity video 
streams at one moment and low fidelity at another). Ubiquitous computing, in which 
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highly mobile users operate in heterogeneous environments under resource 
constraints, also motivates the need for self-adaptive systems. Finally, leading 
software companies like IBM [ 11] are pursuing ways to develop “self-managing and 
self-provisioning” infrastructure to help businesses streamline IT operations [ 10]. 

Over the past decade, engineers and researchers alike have responded to and met 
this self-adaptation need in somewhat limited forms through programming language 
features such as exceptions and in algorithms such as fault-tolerant protocols. But 
these mechanisms are often highly specific to the application and tightly bound to the 
code. As a result, self-adaptation in today’s systems is costly to build, often taking 
many man-months to retrofit systems with the capabilities. Moreover, once added, the 
capabilities are difficult to modify and usually provide only localized treatment of 
system errors [ 14, 27]. 

How might we achieve the kind of envisioned capabilities for self-adaptation? 
Clearly there are many lines of research that must contribute, including (a) new 
mechanisms for monitoring the behavior of systems in order to detect when problems 
occur; (b) new techniques for diagnosing and correcting problems once they are 
detected; and (c) new capabilities for run-time reconfiguration that will support on-
line adaptation. However, even if these capabilities were somehow magically 
available, there would still remain the important problem of making it possible for 
engineers to use them in cost-effective and principled ways. In particular, we would 
like to be sure that engineers can augment existing systems to be self-adaptive without 
having to rewrite them from scratch, that self-adaptation policies and strategies can be 
used across similar systems, that multiple sources of adaptation expertise can be 
synergistically combined, and that all of this can be done in ways that support 
maintainability, evolution, and analysis. 

In previous work, we have developed a framework incorporating some of the 
mechanisms mentioned above and demonstrated end-to-end self-adaptation support 
through two case studies [ 4, 12, 13]. We have also described the use of software 
architectural style to support analysis and guide decisions for system monitoring, 
diagnosis, and changes [ 3]. In this work, we show how our approach generalizes 
across different classes of systems, and re-examine in this context our existing case 
studies as well as a new case study on security concern. 

2   Related Work 

Our work builds on a rich set of existing technologies for dynamic system adaptation, 
and improves upon a number of prior approaches. 

2.1   Technologies for Dynamic System Adaptation 

Gross and colleagues at Columbia University have contributed substantial work on 
monitoring—probing and gauging—and effecting technologies [ 19, 30]. The 
DASADA project has defined the probe and gauge infrastructures [ 1, 15]. Event 
systems like SIENA [ 2] and MEET [ 18] provide the communication infrastructure 
necessary for monitoring. Workflow systems have been applied to support planning in 
self-adaptation, such as the Cougaar-based self-adaptation by BBN Technologies [ 6]. 
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A similar body of research applies adaptation at the infrastructure or operating 
system level. In particular, adaptive components or multi-fidelity components provide 
useful capabilities in existing software systems and offer complementary approaches 
to self-adaptation [ 9, 22]. In addition, a recent branch of middleware research attempts 
to support dynamically adaptive distributed systems by developing reflective, 
adaptive, and, in general, more “intelligent” middleware [ 20]. Adaptive middleware 
technology may prove synergistic with our approach. 

Adaptive middleware monitors and controls software applications using 
interception or interposition techniques. Specifically, an adaptive middleware makes 
extensive use of interceptors to, for example, profile, trace, and even affect dynamic 
library usage [ 7, 23]. Fault-tolerant CORBA provides transparent OMG-compliant 
fault tolerance through strong replica consistency, using techniques such as N-
versioning, hot, warm, or cold swap, and redundant servers [ 24]. Some of the 
challenges include the ordering of operations, duplication of operations, recovery, and 
consistency in the face of multithreading. 

A combination of existing dynamic adaptation technologies with a sound 
engineering approach holds promise to make self-adaptation an engineering reality. 

2.2   Prior Self- daptive Approaches 

To date, several dynamic adaptation frameworks have been proposed and developed 
[ 8, 16, 31]. Of these, perhaps the most closely related systems are the architecture 
evolution framework of Taylor and colleagues from U.C. Irvine and the self-
organizing systems of Kramer and colleagues from Imperial College, U.K. 

Gorlick and colleagues have developed a framework, Weaves, that supports 
continuous observation and dynamic rearrangement of systems in the data-flow style 
to facilitate software construction and analysis, allowing parts of systems to be 
snipped and spliced without disruptions to data-flow [ 17]. Inspired by the dynamic 
observation and reconfiguration capability demonstrated in this work, our work 
broadens support to other styles. 

In his dissertation on the “open architecture software” approach, Peyman Oreizy 
proposed the use of an application’s architectural system model as a basis for 
decentralized software evolution for a greater degree of adaptability while supporting 
increased assured consistency over previous software evolution techniques [ 25]. His 
approach introduced an “architecture evolution manager” to validate changes to the 
architectural model and to carry out the changes on the application’s implementation 
to reflect the model. Associated with his approach, the ArchStudio environment 
comprises a number of tools to support evolution of software via changes to the 
architectural model for C2-style applications. While Oreizy’s thesis provided an 
approach for developers to evolve a system by changing its architectural model at 
design time, our work focuses on enabling monitoring and adaptation of a system 
consistent with its architectural model at run time. 

As a natural extension, Oreizy and colleagues added a planning loop to his 
software evolution approach and introduced an architecture-based run-time software 
evolution framework [ 8, 26]. As with all architecture-based adaptation, the UCI 
“architecture evolution framework” dynamically evolves systems using a monitoring 
and execution loop controlled by a planning loop. This framework, built over the 
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course of several years, supports self-adaptation for systems built in the C2 
hierarchical publish-subscribe style. Evolution of the architectural model uses 
architectural differencing and merging techniques similar to those used to version-
control code. Although powerful and demonstrated on quite a number systems, this 
approach would be difficult and costly to apply on a target system that deviates from 
the publish-subscribe style or uses a completely different style. Our work overcomes 
this limitation by providing a general self-adaptation framework that can be tailored 
to specific classes of systems. 

The work on self-organizing systems proposes an approach where self-managing 
units coordinate toward a common model, an architectural structure defined using the 
architectural formalism of Darwin [ 16]. Each self-organizing component is 
responsible for managing its own adaptation with respect to the overall system and 
requires the global architectural model to do so. While this approach provides some 
advantages of distributed control and eliminates a single point of failure, requiring 
each component to maintain a global model and keep the model consistent imposes 
significant performance overhead. Furthermore, the approach prescribes a fixed 
distributed algorithm for global configuration. Our approach aims to overcome that 
limitation by allowing tailorable global reorganization without imposing a high 
performance overhead. 

3   Requirements for an Engineering Solution 

To improve on the state of current practice and overcome the limitations of the 
current state-of-the-art, we need an engineering approach that helps software 
developers achieve external system adaptation in a principled and cost-effective way. 
In particular such an approach should have three important properties: 

• Generality. The approach should be applicable to a wide variety of systems and 
properties. It should not be limited to a specific class of system such as client-
server or a single system concern such as performance. For example, a 
developer should be able to apply the approach with relative ease to a pipe-filter, 
repository, or event-based system as well as client-server. The developer should 
also be able to tackle a combination of performance, security, reliability, as well 
as other prominent run-time system properties using this approach. In addition, 
the approach should be applicable to both new and existing software-based 
systems. 

• Cost-effectiveness. The approach should allow developers to realize and 
implement self-adaptation capabilities on supported classes of systems at a 
relatively low-cost compared to development from scratch (perhaps order(s) of 
magnitude lower), and in a reasonably short amount of time (possibly on the 
order of a few man-weeks). The approach should not require substantial change 
to legacy systems. In addition, a self-adaptation solution previously applied to a 
system should be largely reusable in another system with similar self-adaptation 
needs. 

• Composability. The approach should allow self-adaptation capabilities of 
different domains of concern, e.g., performance, cost, and security, to be 
specified independently by domain experts. Developers should then  be able to 
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compose these capabilities to achieve self-adaptation for a combination of 
concerns. The property relies on an expert’s ability to analyze the effectiveness 
of the capabilities he specified. Fortunately, separating the concerns facilitates 
such analysis. Another implication is that independently specified self-
adaptation capabilities would be reusable for similar concerns in different 
systems. 

3.1   Making Self- daptation External 

In practice, most systems deployed today do not satisfy these requirements. Systems 
that do self-adapt today have application-specific and ``hardwired'' self-adaptation 
capabilities that are difficult to generalize. Such built-in (internal) capabilities are 
often able to detect a problem close to its error source through low-level mechanisms 
such as exceptions and time-outs. Yet, at the same time, the code is limited to a 
localized view of the system, making it difficult to detect and correct overall system 
anomalies such as decreasing end-to-end system throughput. In addition, this internal 
approach disperses the adaptation logic throughout the system, making it costly and 
difficult to modify and maintain, hence not cost-effective. Embedded and dispersed 
logic also makes it challenging to reason about the outcome, making composability 
difficult to achieve. Finally, internal and dispersed logic makes reuse nearly 
impossible, so developing new self-adaptive systems requires significant duplication 
of effort and, thus, high cost. 

To realize the goal of having general, analyzable, composable, and cost-effective 
adaptation requires that the adaptation be extracted from actual system code and treated 
as separate from the system. In fact, a number of recent research efforts use external 
mechanisms to monitor and adapt a running-system in a closed-loop control fashion 
[ 1, 26, 30]. The closed-loop control paradigm, as illustrated in Fig. 1, provides us 
leverage to “divide and conquer” the self-adaptation problem, separating the approach 
into three phases: monitoring, modeling, and control of the target system. 

System

control monitor

reflect

Model & adaptation mechanism

 

Fig. 1. Illustration of Closed-Loop Control 

In principle, external adaptation mechanisms have a number of benefits over 
internal mechanisms. External control separates the concerns of system functionality 
from the concerns of “exceptional behaviors,” enabling the engineer to systematically 
focus on and design solutions for dynamic adaptation.  As a separate entity, the 
effectiveness of the adaptation logic is more analyzable and the mechanism more 
modifiable and extendible. These engineering traits allow the engineer to focus 
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development, facilitate reuse, and reduce cost. In turn, the engineer can generalize 
techniques and solutions for adaptation to different and even multiple kinds of 
systems and system properties. Furthermore, the separation of mechanisms allows this 
technique to be applied to systems where the source code is not available. This relies 
on a key assumption that the target system provides, or can be wrapped to provide, 
hooks to get information out of the system and to make changes. 

3.2   Scenarios for Self- daptation 

To clearly address the challenges of self-adaptation, one must understand the 
scenarios or conditions under which self-adaptation may need to occur. We recognize 
three major types of conditions for self-adaptation: system errors, changes in the 
environment of the target system including resource variability, and changes in user 
preferences. Understanding these different conditions for self-adaptation directly 
affects the development of capabilities for measuring, modeling, and controlling the 
target system to support self-adaptation. 

A system error covers an undesirable condition that arises from the target system 
itself. For example, a server component may fail, or a set of network connections may 
go down. An environment change and, in particular resource variability, covers an 
undesirable condition that often arises outside the target system and causes problems 
for the target system. For instance, the wireless network on which an application 
depends may change beneath it, causing a sudden disruption of connection or change 
in available bandwidth. Or, the context in which a device is used, such as a room, may 
change, thus altering the set of resources available to that device. A change in user 
priority or preference constitutes a change in some requirements on the target system. 
For instance, the user may require high-fidelity video streams at one moment but be 
satisfied with low fidelity at another. 

These three types of conditions share the common property of being a change that 
may not have been anticipated when assumptions about the intended use of the system 
were made during system development. These conditions at system run time thus 
provide opportunities for improvements to bring the system back within the 
boundaries of its requirements under the newly encountered conditions. 

4   Role of Software Architecture 

A key issue in applying an external control model is to determine the appropriate kind 
of models to use as a basis for control decisions. A recent branch of work suggests an 
architectural model of the software as a useful basis for making decisions about 
system adaptation [ 14, 26]. 

4.1   Architectural Model 

An architectural model represents the system architecture as a graph of interacting 
computational elements.1 We adopt a standard view of software architecture that is 

                                                           
1  Although there are different views of architecture, we are primarily interested in the run-time 

component-connector view [ 5]. 
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typically used today at design time to characterize a system to be built. Nodes in the 
graph, called components, represent the system’s principal computational elements 
and data stores, including clients, servers, databases, and user interfaces. Arcs, called 
connectors, represent the path-ways for interaction between the components. 
Additionally, architectural elements may be annotated with various properties, such as 
expected throughputs, latencies, and protocols of interaction. Components themselves 
may represent complex systems, represented hierarchically as sub-architectures. 

However, unlike traditional uses of software architecture as strictly a design-time 
artifact, our approach includes a system’s architectural model in its run-time 
infrastructure. In particular, developers of self-adaptation capabilities use a system’s 
software architectural model to monitor and reason about the system. Using a 
system’s architecture as a control model for self-adaptation holds promise in several 
areas. As an abstract model, an architecture can provide a global perspective of the 
system and expose important system-level behaviors and properties. As a locus of 
high-level system design decisions, an architectural model can make a system’s 
topological and behavioral constraints explicit, establishing an envelope of allowed 
changes and helping to ensure the validity of a change. 

Using the architectural model as a basis to monitor and adapt a running system is 
known as architecture-based self-adaptation. A number of researchers have 
investigated this form of self-adaptation [ 17, 21, 26]. Their self-adaptive systems have 
been hand-crafted to provide strong support for particular classes of system (e.g., 
data-flow) and to target specific domains of concern (e.g., performance). Given a 
system in a supported system class, there will typically be an architecture description 
language and tool support to analyze and model the system, capture constraints on 
system behavior, detect constraint violations, and adapt the system. 

4.2   Architectural Style 

To capture system commonalities, we adapt the notion of an architectural style. 
Traditionally, the software engineering community has used architectural styles to 
help encode and express system-specific knowledge [ 29]. An architectural style 
characterizes a family of systems related by shared structural and semantic properties. 
The style is typically defined by four sets of entities: 

• Component and connector types provide a vocabulary of elements, including 
components such as Database, Client, Server, and Filter; connectors such as 
SQL, HTTP, RPC, and Pipe; and component and connector interfaces. 

• Constraints determine the permitted composition of the elements instantiated 
from the types. For example, constraints might prohibit cycles in a particular 
pipe-filter style, or define a compositional pattern such as the starfish 
arrangement of a blackboard system or a compiler’s pipelined decomposition. 

• Properties are attributes of the component and connector types, and provide 
analytic, behavioral, or semantic information. For example, load and service 
time properties might be characteristic of servers in a performance-specific 
client-server style, while transfer-rate might be a property in a pipe-filter style. 

• Analyses can be performed on systems built in an appropriate architectural style. 
Examples include performance analysis using queuing theory in a client-server 
system, and schedulability analysis for a real-time-oriented style. 
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To support the needs of run-time system self-adaptation, we augment the notion of 
style with the notions of operators (to change an architecture) and adaptation 
strategies (to package changes for specific purpose). In previous work, we have 
extensively described the significant leverage that architectural style affords us [ 3]. 
That is, style provides opportunity for specific analysis of system behavior and 
properties. For self-adaptation, each style may uniquely guide the choice of metrics, 
help identify strategic points for system observation, and suggest possible adaptations. 

5   The Rainbow Framework 

In this section, we briefly introduce the Rainbow framework, which has already been 
reported in prior work [ 3, 13]. In this paper, we focus on the separation between the 
general parts of Rainbow that can be applied to a wide variety of systems, and the 
tailorable parts that need to be written to apply Rainbow to specific systems and 
concerns. 

Fig. 2. The two-part Rainbow Framework 

Rainbow uses the architectural model of the system to monitor the system and 
“reason” about appropriate actions. Monitoring mechanisms observe the running 
system. Observations are related to properties of the architectural model via probes 
and gauges [ 1, 15]. The model is periodically evaluated to ensure that the system is 
operating within an envelope of acceptable range. If the evaluation determines that the 
system is not operating within the accepted range, the adaptation process is triggered, 
which determines the action to take. The adaptation is executed on the running system 
via system-level effectors. 

The key idea for applying Rainbow in different situations is the separation of the 
framework into two parts (see Fig. 2). The first comprises a set of general, common 
infrastructures that are reusable across systems. The second consists of tailorable parts 
that can be specialized and customized for particular styles of system and various 
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system properties of concern. The reusable infrastructures consist of the monitoring 
mechanisms, the model manager, the architectural evaluator, the adaptation engine, 
the executor, and various translators.  The tailorable parts determine what properties 
of the system to monitor, what rules or constraints to evaluate, what adaptation 
actions to take when constraints are violated, and how to carry out those adaptations 
in terms of architectural as well as system-level operators. 

This two-part self-adaptation approach has a number of advantages.  By providing 
a substantial base of reusable infrastructure it greatly reduces the cost of development.  
By providing separate tailoring parts it allows engineers to tailor the framework to 
different systems with relatively small increments of effort.  In particular, the 
tailorable model management and adaptation mechanisms give engineers the ability to 
customize adaptation to address different properties and domains of concern, and to 
add and evolve adaptation capabilities with ease. Furthermore, as described later, a 
modular adaptation language for tailoring the adaptation mechanism allows engineers 
to consider adaptation concerns separately and then put them to work together. In 
short, assessed abstractly, the Rainbow approach has the potential to satisfy the 
generality, cost-effectiveness, and composability requirements set forth initially. 

6   Case Instantiations of Rainbow 

To date, the Rainbow framework has been instantiated in two case study systems, and 
a third case study is in progress. Each case study has demonstrated the application of 
Rainbow to a different style of system, a different kind of system concern, as well as 
slightly different subsets of Rainbow capabilities. 

The first case study provided an end-to-end investigation of the feasibility of the 
architecture style-based self-adaptation approach, and demonstrated effectiveness 
through an experiment on a dedicated testbed consisting of five routers and 11 
machines communicating over 10-megabits-per-second lines [ 13]. The second case 
study demonstrated the potential generality of Rainbow applied to a different 
architectural style and an additional property of concern over the first case study, as 
well as revealed a moderate framework computational overhead [ 4]. Moreover, these 
two case studies helped to distill the reusable infrastructures of the framework [ 12]. 
The third case study in progress aims to show generality with a third data point on the 
kinds of system concern that Rainbow can address. 

Here, we focus on how the two-part framework is instantiated for each of the case-
studies to show how it can make self-adaptation an engineering reality. 

6.1   Case 1: Client-Server Style with Performance Concern 

In the first case study, we experimented with the application of Rainbow to a client-
and-server style system, which consisted of a number of clients connected to one 
cluster of servers, with a specific performance concern of latency. The results show 
that for this application and the specific loads used in the experiment, self-adaptation 
significantly improved system performance. Fig. 3 shows sample results for system 
performance with and without adaptation. Fig. 3a shows that, without adaptation, once 
the latency experienced by each client rises above 2 seconds, it never again falls  
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Fig. 3. System performance with and without self-adaptation. The dashed lines indicate the 
desired latency behavior 

Fig. 4. Rainbow instantiation for client-server and performance 

below this threshold. On the other hand, Fig. 3b shows that if Rainbow issues the 
adaptations, the client latencies return to optimal levels. 

For this case study, as illustrated in Fig. 4, a vocabulary for the client-server style 
system elements is defined, along with performance-related properties. Specific 
performance properties—latency, bandwidth, load—are identified for monitoring. An 
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invariant is defined over the system’s architectural model to indicate the condition for 
adaptation. Thus, the architectural evaluator “sounds an alarm” when the response 
time of a client rises above some maximum threshold. A strategy has been defined to 
deal with this latency issue, and the strategy uses style-specific architectural operators 
such as addServer() and move(). A mapping helps to translate elements and actions in 
the architectural level to their counterparts in the system level. Note that, in general, 
mappings between architecture-layer and system-layer elements and actions may not 
be one-to-one, but will often be one-to-many. 

6.2   Case 2: Service Coalition Style with Performance and Cost Concerns 

In the second case study, we investigated the use of Rainbow on a service-coalition 
style, video-conferencing system with a simultaneous need to provide good-quality 
video service while keeping cost down to the customers using the service. Perhaps not 
surprisingly, this case study revealed that self-adaptation incurs some latency. In this 
system, the lapsed time for adaptation at the architecture, translation, and system 
layers were 230, 300, and 1,600 ms, respectively, for one scenario, and 330, 900, and 
1,500 ms, respectively, for another. These results indicate that the software 
architecture-based approach best suits adaptations that operate on a system-wide scale 
and fix longer-term system behavior trends. 

Because this system shared common performance properties with the first case 
study, we were able to reuse parts of the monitor and control infrastructures. In fact, 
from the first case study, the Rainbow prototype reused approximately 100 kilo-lines 
of code out of 102, plus an additional 73 kilo-lines of tool and utility code. 

For this case study, as shown in Fig. 5, a vocabulary for the service coalition style 
system elements is defined, along with performance and cost-related properties. 
Specific properties—cost, load, bandwidth—are identified for monitoring. A few 
invariants are defined over the system’s architectural model to indicate the conditions 
for adaptation. In particular, the architectural evaluator “sounds an alarm” either when 
the available bandwidth on certain connections drop below a minimum threshold, or 
the cost of serving the users rise above a maximum threshold. Adaptation strategies 
have been defined to deal with these two kinds of issues, and the strategies use style-
specific architectural move() operators. 

Fig. 5. Rainbow instantiation for service coalition and performance + cost 
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6.3   Case 3: Client-Server Style with Security Concern 

The third case study is a straightforward client-server style system where a set of 
servers processes the requests of many clients, some of which can be malicious. The 
primary concern in this system is security, specifically, to appropriately detect and 
adapt against distributed denial of service attacks without greatly compromising such 
attributes as data integrity. Again, due to certain commonalities between this system 
and the previous two case studies, a significant subset of the framework, in addition to 
the common infrastructures, will be reusable. 

In this case study, as illustrated in Fig. 6, a vocabulary for the specific kind of 
client-server style system elements is defined, along with security-related properties. 
Specific security properties—load, intrusion patterns—are identified for monitoring. 
An invariant is defined to trigger adaptation when the intrusion probability rises 
above a maximum threshold. Multiple adaptation strategies have been defined to deal 
with intrusion, including partitioning the network and securing data. The strategies 
use style-specific architectural operators supported by the various system elements. 

Fig. 6. Rainbow instantiation for client-server and security 

6.4   Generalizing Across Cases 

Table 1 summarizes the three case studies along two dimensions—architectural style 
and system concern. We believe that the Rainbow framework applies to a sufficient 
number of data points in these two dimensions to demonstrate generality. 

Table 1. Summary of Rainbow case studies to date 

Concern \ Style Client-Server Service-Coalition … Repository … 

Performance X X    
Cost  X    
Security X     
….      
Reliability      
…      
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These three case studies illustrate how we envision the application of Rainbow and 
give concrete examples to help characterize the tailorable parts. These case studies 
also bring into focus the aspects of the Rainbow framework that are (or need to be) 
reusable and generalized across systems. As a result, we have identified a number of 
key challenges to make the Rainbow approach possible. 

In particular, we are presently investigating two research challenges that arise from 
the ability in Rainbow to tailor specific adaptation strategies for different styles of 
systems and different kinds of system concern, namely representing adaptation 
knowledge and coordinating adaptations. A general ability to represent adaptation 
knowledge allows engineers to “plug-in” different strategies, making adaptation 
external and modifiable. This marks an important step toward providing cost-effective 
self-adaptation. A general mechanism to resolve conflicts and coordinate adaptations 
allows system engineers to consider system properties of concern separately and 
compose adaptation strategies. 

As these challenges are being resolved, the Rainbow framework holds promise to 
realize our vision and make self-adaptation an engineering reality. 

7   Looking Forward 

In this paper, we have expressed our vision of a software engineering reality where 
engineers can develop self-adaptive software-intensive systems cost-effectively. We 
have discussed the Rainbow approach and shown how it charts a path to realizing this 
vision. Specifically, we have described three case studies of systems with different 
concerns and qualitatively demonstrated how Rainbow generalizes across different 
styles of systems and different concerns. 

In a larger context, the Rainbow framework holds potential for application in 
other forms of composition, particularly in relation to human task, autonomic 
computing, and software design. Recall that one of the conditions of self-adaptation 
is changes in user priority or preference. For Rainbow to be aware of such changes, 
it would provide appropriate interfaces to the user level. Specifically, a user  
would be able to influence the behavior of the framework via such variables as 
frequency and granularity of monitoring, choice of adaptations, and quality of 
actions taken. 

Recently, there has been a push by IBM and others toward developing systems or 
elements of systems that are autonomic. That is, they are self-managing and exhibit 
self-configuring, self-healing, self-protecting, and self-optimizing properties [ 11]. 
Since Rainbow provides the mechanisms for self-adaptive systems, it is possible to 
apply Rainbow in the context of autonomic systems to construct a system of systems 
in which each constituent system exhibits self-adaptive capabilities. 

Finally, certain insights from the Rainbow approach can influence how software 
engineers design future software. One of the main assumptions of the Rainbow 
approach is that we require the target system to provide hooks for measuring and 
changing the system. What if the software is designed to provide such hooks?  Indeed, 
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if the software engineering community standardizes interfaces for extracting 
information from and effecting changes on systems, engineers would be able to 
produce systems that plug-and-play with self-adaptation infrastructures like Rainbow. 
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Abstract. Computer systems hosting critical e-commerce applications
must typically satisfy stringent quality-of-service (QoS) requirements un-
der dynamic operating conditions and workloads. Also, as such systems
increase in size and complexity, maintaining the desired QoS by manually
tuning the numerous performance-related parameters will become very
difficult. This paper addresses the design of self-optimizing computer
systems using a generic online control framework in which the control
actions governing the operation of the system are obtained by optimiz-
ing its behavior, as forecast by a mathematical model, over a limited
time horizon. As a specific application of this control technique, we show
how to minimize the power consumed by a processor while satisfying the
QoS requirements of a time-varying workload. We describe the processor
model, formulate the power management problem, and derive the online
control algorithm. The performance of the controller is evaluated using
representative e-commerce workloads.

1 Introduction

Computer systems hosting applications crucial to commerce and banking, trans-
portation, military command and control, among others, must typically satisfy
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stringent QoS requirements while operating in highly dynamic environments;
for example, the workload to be processed may be time varying, and hardware
and software components may fail during system operation. To operate such
computer systems efficiently while achieving the desired QoS goals, multiple
performance-related parameters must be continuously tuned to the dynamic op-
erating conditions, and as these systems become more complex, it will become
very difficult for human operators to manage their performance effectively.

To cope with the complexity expected of future computing systems, it is
highly desirable for such systems to manage themselves, given high-level ob-
jectives by administrators. Such self-managing systems aim to achieve QoS ob-
jectives by adaptively tuning key operating parameters with minimal human
intervention [16]. This paper focuses on one key aspect of such systems—self-
optimization, where its performance and efficiency are continuously improved.

We address the design of self-optimizing computer systems within an on-
line control framework. Control theory provides a systematic way to manage
resources in a general setting; if the computer system is correctly modeled and
its operating environment accurately estimated, the control actions required to
maintain a certain QoS by optimizing a given cost function can be derived [20]. It
also provides well-established mathematical techniques to analyze system per-
formance and correctness, and recently, has been successfully applied to such
problems as task scheduling [19] [11], QoS adaptation in web servers [2], load
management in e-mail and file servers [14] [18], network flow control [21] [4], and
power management [15] [27].

The above methods all use feedback or reactive control [22] to first observe
the current system state and then take corrective action, if any, to achieve the
specified QoS. Traditional feedback control has some inherent limitations. It
usually assumes a linearized and discrete-time model for system dynamics, and
a continuous input (output) domain. Many practical systems, however, have a
finite set of possible control inputs, and exhibit hybrid behavior comprising both
discrete-event and time-based dynamics [5].

We propose a model-predictive control approach where the actions governing
system operation are obtained by optimizing its forecast behavior, described by
a mathematical model, for the specified QoS criteria over a limited prediction
horizon [20]. This scheme is more general and widely applicable than feedback
control, allowing for multiple QoS objectives and system operating constraints
to be explicitly represented as an optimization problem and solved for each
control step. It can also control systems exhibiting event-driven and/or nonlinear
dynamics, as well as those with delays and dead times. Finally, the approach
can accommodate run-time modifications to the system model itself, caused by
resource failures and time-varying parameter changes.

As a specific case study, we apply the above control technique to manage the
power consumed by a processor subject to a time-varying workload comprising
HTTP and e-commerce requests. Assuming a processor capable of dynamic volt-
age scaling [23], an online controller is developed to achieve a specified response
time for these requests while minimizing the corresponding power consumption.



Fig. 1. (a) A queuing model of the processor and (b) HTTP requests made to an

Internet service provider in the Washington DC area [7]

Note that power consumption relates quadratically to processor supply voltage
which can be reduced at lower frequencies. Therefore, power savings can be quite
significant. Furthermore, many processors such as the AMD-K-2 [3] and Stron-
gARM [25] support dynamic voltage scaling by offering a limited number of
frequency settings, eight and ten, respectively. We describe the processor model,
formulate the power management problem, and develop the online controller to
operate the processor efficiently within a limited and discrete frequency domain.
Controller performance is evaluated using a representative e-commerce work-
load. Finally, we also discuss how online control can be applied to other resource
management problems in computer systems.

The rest of this paper is organized as follows. Section 2 formulates the proces-
sor power management problem while Section 3 discusses basic predictive-control
concepts and develops the online control algorithm. Section 4 evaluates controller
performance and we conclude the paper with a discussion on future work as well
as other applications of online control in Section 5.

2 Preliminaries

This section discusses system modeling assumptions, specifies the desired QoS
objectives, and formulates the resource management problem.

2.1 System Model

Figure 1(a) shows the queuing model corresponding to a processor P where
λ(k) and μ(k) denote the arrival and processing rates, respectively, of incoming
requests {dj}, and q(k) denotes the queue size at time step k. We do not assume
an a priori arrival-rate distribution for {dj} but use real-world workload traces
such as that shown in Fig.1(b). Also, requests are processed by P in a first-
come first-serve fashion. We assume a processor capable of operating within
a limited set of frequencies U . Therefore, if the time required to process dj

while operating at the maximum frequency umax is cj , then the corresponding
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processing time while operating at some frequency u(k) ∈ U is cj/α(k) where
α(k) = u(k)/umax is the scaling factor. The average response time achieved by the
processor during time step k is denoted by ω(k); this includes both the waiting
time in the queue and the processing time on P . We use the model proposed in
[28] to estimate the average power consumed by the processor while operating at
u(k) as ψ(k) = α2(k). This simple model has been shown to provide reasonably
accurate estimates for power consumption.

The above system model corresponds to a special class of hybrid systems
having a finite control set—called switching hybrid systems [1]. The following
discrete-time form of the state space equations describes their dynamics:

x(k + 1) = f(x(k), u(k),Ω(k))

where x(k) ∈ R
n denotes the current system state, and u(k) ∈ U ⊂ R

m and
Ω(k) ∈ R

r the control and environment inputs, respectively, at time k. The
system state is given by the achieved response time and the corresponding
power consumption as x(k) = (ω(k),ψ(k)). The function f (described in Sec-
tion 3.2) models the system dynamics, and computes the next state for time
step k + 1, given x(k), the control input u(k), and the environment inputs
Ω(k) = (λ(k), c(k)) where λ(k) and c(k) denote the request arrival rate and
average processing time, respectively.

2.2 Performance Specification

At each time step, the controller aims to satisfy a designer-specified response
time ω∗ for incoming requests while minimizing processor power consumption.
We pose this resource management problem as one of utility optimization that
maximizes (minimizes) a performance measure given as a function of both the
system state and input variables. Typically, this function is a weighted norm,
where the corresponding variables are lumped together with different weights
reflecting their individual contributions to overall system utility. Operating re-
quirements may also include hard and soft constraints on system variables. Hard
constraints are generally expressed as a feasible domain for a composite set of sys-
tem variables, possibly including the control inputs themselves. A soft constraint
is similarly expressed, and represented by a cost function mapping each point in
the composite space to a scalar value denoting the corresponding penalty. A soft
constraint, therefore, is another way to specify system performance requirements
where the controller aims to minimize the associated cost function.

We now pose the problem of interest. Let J(k) be the cost function corre-
sponding to some system state x(k). Soft constraints may be added to J(k)
using slack variables, defined such that they are non-zero only if the correspond-
ing constraints are violated. Their non-zero values may be heavily penalized in
the cost function. Therefore, the controller has a strong incentive to keep them
at zero if possible. We define an appropriate slack variable ε(k) such that:

ε(k) =
{

0 : ω(k) ≤ ω∗

ω(k)− ω∗ : otherwise
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Therefore, the cost function J(k) is now a weighted norm of the form:

J(k) = ‖ε(k)‖Q + ‖ψ(k)‖R

where Q and R denote user-defined weights.

2.3 Problem Formulation

The control problem is to satisfy the QoS specification during the operating
period of the system, i.e., for each time step k, and is formulated as follows:

Minimize
∑

k

J(k)

Subject to x(k + 1) = f(x(k), u(k),Ω(k))
u(k) ∈ U

Note that the control inputs are constrained by the frequency settings available
on the processor. Also, since the underlying control set is discrete and finite,
traditional optimal control techniques cannot be applied directly to solve this
problem, and in most cases, a closed expression for feedback control cannot be
obtained. Moreover, in practice, the operating parameters including Ω(k) may
vary continuously at run time.

3 Controller Design

This section introduces key predictive control concepts and develops the online
control algorithm.

3.1 Predictive Control Concepts

We solve the optimization problem in Section 2.3 under dynamic operating con-
ditions using a predictive control technique [20]. The basic ideas behind this
approach are now briefly discussed. As noted in Section 1, the control actions
governing system operation are obtained by optimizing its forecast behavior,
described by the mathematical model f , for the specified QoS criteria over a
limited prediction horizon of length N . Therefore, the original control problem
is written as follows:

Minimize
k+N∑

i=k+1

J(k)

Subject to x̂(i + 1) = f(x(i), u(i), Ω̂(i))
u(i) ∈ U

where x̂(i) and Ω̂(i) denote the estimated system state and environment inputs,
respectively. Since U is finite, the above problem is clearly solvable, though, in
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Fig. 2. (a) The overall controller architecture and (b) the look-ahead optimization

process

general, it will not produce an optimal solution for the original control problem.
In many practical situations, however, the main concern is controller feasibil-
ity, namely its ability to drive the system towards the desired operating region
quickly and maintain it there even under dynamic operating conditions.

Figure 2(a) shows the overall structure of the online controller to solve the
above optimization problem. Relevant parameters of the operating environment
such as workload arrival patterns and processing times are estimated, and used
by the system model to forecast future behavior over the look-ahead horizon. The
controller optimizes the forecast behavior as per the specified QoS requirements
by selecting the best control input to apply to the system.

– As shown in Figure 2(b), future system states, in terms x̂(k+i), for a predic-
tion horizon of i = 1, . . . , N steps are estimated during each sampling time
step k using the corresponding behavioral model. These predictions depend
on known values (past inputs and outputs) up to the sampling instant k,
and on the future control signals in terms of u(k + i), i = 1, . . . , N − 1 which
are inputs to the system that must be calculated.

– A sequence of control signals resulting in the desired system behavior is ob-
tained for each step of the prediction horizon by optimizing the cost function.

– The control signal u∗(k) corresponding to the first control input in the above
sequence is applied to the system during time k while the other inputs are
rejected. During the next sampling instant, x(k+1) is known, and the above
steps are repeated. Finally, note that the observed state x(k + 1) may be
different from that estimated by the controller at time k.

3.2 Model Dynamics

To estimate system behavior over the prediction horizon, characteristics of the
workload including the request arrival rate and processing times must also be

An Online Control Framework 179
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estimated. Various prediction models have been previously proposed for per-
formance estimation of computer systems. In [26], an autoregressive model to
predict trends in network traffic is developed, while [29] combines a Kalman fil-
ter with an autoregressive model to detect changes in web server workloads. The
authors of [13] present both short- and long-term prediction algorithms to es-
timate various performance variables in a computer system including abnormal
events such as QoS violations and system failures.

Based on key characteristics of representative e-commerce workloads, we now
develop an appropriate forecasting model to predict request arrival rates. Figure
1(b) shows HTTP requests made to a computer at ClarkNet, an Internet service
provider in the Washington DC area over a day [7]. Request arrivals, plotted
using a granularity of 30 seconds, clearly show a cyclical trend, as do many
other published workloads [7] [6]. Therefore, we conclude that such workloads
may be predicted using a trend model, used when the increase (decrease) in a
series of values persists for an extended time. The following equations describe
this forecasting model [12]:

λ̂(k) = α · λ(k) + (1− α) · (λ̂(k − 1) + δ(k − 1))

δ(k) = β · (λ̂(k)− λ̂(k − 1)) + (1− β) · δ(k − 1)

λ̂(k + 1) = λ̂(k) + δ(k)

where λ(k) and λ̂(k) denote the observed and estimated arrival rates for time
k, respectively. The estimate λ̂(k) is obtained using a weighted moving average
of recent past estimates and the current observation. The smoothing constant
α determines the weight given to past observations and controls the rate of
averaging. The trend δ(k) present in the arrival rate is detected using a smoothed
average of first differences, i.e., the change in request arrivals from period k to
k + 1. The smoothing constant β controls the rate of averaging. This model is
validated using a real-world workload in Section 4. The processing time estimate
for time k + 1 is given by an exponentially-weighted moving average model as
ĉ(k + 1) = γ · c(k) + (1− γ) · ĉ(k − 1) where γ is the smoothing constant.

The following equations describe the dynamics of the processor model:

q̂(k + 1) = q(k) +
(

λ̂(k + 1)− α(k + 1)
ĉ(k + 1)

)
· ts

ω̂(k + 1) = (1 + q̂(k + 1)) · ĉ(k + 1)

ψ̂(k + 1) = α2(k + 1)

Given the observed queue length q(k), the estimated length q̂(k + 1) for time
step k + 1 is obtained using the workload predictions. The sampling period of
the controller is denoted by ts. The average response times of requests arriving
during the interval [k, k + 1] is estimated as ω̂(k + 1) and the corresponding
power consumption estimate is ψ̂(k + 1).
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3.3 Control Algorithm

To solve the look-ahead optimization problem presented in Section 3.1, the con-
troller explores the prediction horizon starting from the current state x(k). It
constructs, in breadth-first fashion, a tree comprising all possible future states
up to the specified horizon as follows. Given some x̂(i) within the prediction
horizon, we first estimate the workload Ω̂(i + 1), and generate the next set of
reachable system states by applying all possible control inputs from the set U .
The cost function J(k) corresponding to each generated state is then computed.
Once the prediction horizon is fully explored, a sequence of reachable states with
the minimum cumulative cost is obtained and the control input corresponding
to the first state in this sequence is provided to the processor while the rest are
discarded. The above control action is repeated for each sampling step.

In our experiments, the weights in the cost function J(k) were set to Q = 100
and R = 1 to penalize the controller heavily if a chosen operating frequency fails
to satisfy ω∗. However, if multiple frequencies satisfy ω∗, the lowest frequency
is chosen to minimize energy consumption. Also, since the controller exhaus-
tively evaluates all possible operating states within the prediction horizon to
determine the best input to apply at time step k, the overhead due to this ap-
proach must be analyzed. If |U | denotes the size of the control-input set, and
N the prediction horizon depth, then the number of explored states is given by∑N

i=1 |U |i.
When both the prediction horizon and the number of control inputs are

small, the computational overhead is negligible—as confirmed by experiments
in Section 4. Since control actions are taken after exploring a limited number
of states, we must also guarantee that the underlying physical system is online
controllable. Our system is, since given a state x(k), it is always possible to find
a control input u(k) that forces the system into a different state. This implies
that the controller can make continuous progress towards achieving the desired
QoS objective without a deadlock. We do not analyze the stability of the on-line
controller here; a more detailed analysis is left as future work.

4 Performance Evaluation

The performance of the controller is now evaluated using a representative e-
commerce workload. We first describe how the workload is generated and then
discuss the obtained results.

The authors of [15] propose a feedback controller to balance both energy
consumption and QoS requirements on a processor executing multimedia appli-
cations. Our approach cannot be directly compared to [15] since is assumes a
processor capable of operating at arbitrary frequencies. By contrast, we assume
a processor with a limited number of frequency settings—an AMD Athlon with
possible operating frequencies of 532, 665, 798, 1197, and 1529 MHz [24].



Fig. 3. (a) Workload arrival pattern generated using the HTTP logs of an internet

service provider; (b) requests received by the computer during a day, plotted in 30-

second intervals

4.1 Workload Generation

Our experiments simulated a busy server processing a synthetic yet realistic
workload comprising HTTP requests. To generate the workload, we require a
time-varying request arrival rate, execution times of the individual requests, and
their distribution within the arrival stream. The workload arrival rate shown in
Fig. 3(a) was obtained by combining real-world traces—HTTP requests made to
a computer at Clarknet over a week [7]. (Unfortunately, the published log files
do not have any execution-time information for these requests).

Using the rate information in Fig. 3(a), the distribution of individual requests
within the arrival sequence was determined using two important characteristics
of most web workloads: popularity and temporal locality. First, we generated a
virtual store comprising 10,000 objects, and the time needed to process an object
request was randomly chosen from a uniform distribution between (25, 50) ms.
Simulated requests to the store had the following characteristics:

– Popularity : It has been widely observed that some files are more popular
than others, and that the popularity distribution commonly follows Zipf’s
law [7]. (A few files are extremely popular while many others are very rarely
requested). Therefore, we partitioned the virtual store in two—a “popular”
set with 1000 objects receiving 90% of all requests, and a “rare” set contain-
ing the remaining objects in the store receiving only 10% of requests.

– Temporal locality : This is the likelihood that once an object is requested, it
will be requested again in the near future. In many web workloads, temporal
locality follows a lognormal distribution [9].

4.2 Analysis of Results

We first calibrated the trend model used to forecast arrival rates (described in
Section 3.2). The best fit to the arrival pattern in Fig. 3(a) was obtained for
smoothing constants of α = 0.17 and β = 0.1; the goodness-of-fit measure was

18 N. Kandasamy et al.2



Fig. 4. (a) An overlay of the workload arrival rates from Fig.3(b) and the correspond-

ing predictions made by the online controller; (b) the processor operating frequencies

specified by the controller, and (c) the achieved response times

R̄2 = 0.82 and the predicted values had a mean absolute percentage error of 16%
when compared to observed ones. Figure 4(a) shows the observed and predicted
values overlaid on each other. Though the trend model predicts the arrival rate
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well in most cases, it fails to track sudden surges (or spikes) in request arrivals.
We compared the performance of the trend model with another widely used
forecasting technique; a Box-Jenkins ARIMA model [10] was generated using
Freefore [8] to best fit the observed data in Fig. 3(a). The generated model had
and an average error of 15% between predicted and observed values. Therefore,
we conclude that the trend model provides an adequate fit to the data used
in our experiments; the sudden spikes simply correspond to noise in the data
values. Request processing times were estimated using γ = 0.35.

The performance of the controller was evaluated over a smaller portion of the
overall workload, shown in Fig. 3(b), where the requests received by the computer
during one day are plotted in 30-second observation intervals. We note that this
interval is sufficient to smooth the variability in arrival rates and adequately
track them using the prediction model. Therefore, the sampling period of the
controller was set to ts = 30—no smaller that the observation interval. Also, the
overhead due to controller execution as well as the system dead time (the delay
between changing the operating frequency and its completion) is negligible and
therefore ignored in our experiments. The response time to be achieved by the
controller was set to ω∗ = 4 sec.

Figures 4(a)-4(c) summarize the performance of the controller for a prediction
horizon of two time steps. Figure 4(b) shows how the controller changes processor
frequency to accommodate the time-varying workload in Fig. 4(a). The achieved
response times are shown in Fig. 4(c). The controller does not achieve the desired
QoS during some time periods since it cannot predict sudden (and short-term)
spikes in the arrival rate. The frequent switching activity in Fig. 4(b) occurs
since the cost function J(k) does not include a corresponding switching penalty.
Though control actions in general systems typically incur some penalty, in the
specific case of power management, this penalty is negligible; for example, a
frequency change in the AMD-K-2 processor incurs a time overhead of only 41
μs [24]. Therefore, our cost function ignored this switching penalty.

The overall controller performance is promising; in our experiments, it achieved
the desired response time ω∗ for about 91% of the received requests. We also
evaluated the effect of different prediction horizons on controller performance in
terms of the percentage of requests satisfying their QoS requirement. Increasing
the horizon in this case does not improve performance; in fact, performance suf-
fers slightly. It may be that for this specific workload, model forecasting errors
accumulate with increasing horizon depth, degrading controller performance.

To summarize, our experiments imply that optimal solutions for such on-
line control problems do not exist, particularly when the arrival rates are un-
predictable and potentially unbounded. The system designer must, therefore,
decide upon an acceptable controller configuration after sufficient experimenta-
tion. In this specific case, a short-term forecasting horizon of depth two appears
appropriate. Also, controller performance may be enhanced by improving the
processor model and the cost function—both are topics for future work. Finally,
the controller overhead corresponding to prediction horizons of two, three, and
four was found to be negligible, and hence not reported.
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Fig. 5. (a) Observed arrival rate and the corresponding predictions made by a Kalman

filter, (b) the variance between the observed and predicted values, and (c) conservative

predictions accounting for noise in the observed arrival rate

5 Discussion

This paper has addressed the design of self-optimizing computer systems using
a generic online control framework. As a specific application of this technique,
we showed how to minimize the power consumed by a computer by designing
a controller to satisfy the QoS requirements of a time-varying workload while
operating the processor at the lowest possible frequency. Its performance was
evaluated using representative e-commerce workloads with encouraging results.
As future work, we plan to improve the performance of the predictive controller
and extend the control scheme to manage distributed systems. The QoS viola-
tions seen in Fig. 4(c) suggest that the system model is somewhat sensitive to
noise in the observed data. We can enhance model accuracy and robustness by
including prediction errors while forecasting arrival and processing rates. Fig-
ure 5(a) shows a portion of the workload previously shown in Fig.3(a) and the
corresponding predictions, obtained using a constant velocity Kalman filter that
implements the trend model presented in Section 3.2. Note that for this work-
load, the variance between predicted and actual values changes over time. In fact,
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Fig. 6. The multi-level control structure

the variance increases for higher arrival rates. Figure5(b) compares a statically
estimated variance (obtained while tuning the Kalman filter) against a dynamic
estimation. These variance estimates can now be used to obtain conservative
arrival-rate predictions by providing some “spare capacity” to the original pre-
dictions in Fig.5(a). Predictions covering 99% of the noise in the original work-
load are shown in Fig.5(c) using both static and dynamic variance estimation.
When using dynamic estimation, a higher capacity is required during periods
of high variance. Conversely, during periods of low variance, the error margin is
tighter.

The proposed control approach is very general and is applicable to other
resource management problems in computer systems. In [17], we developed an
online controller to operate a distributed computer system in energy-efficient
fashion while satisfying the QoS requirements of a dynamic workload; computers
are switched on (off) as needed to accommodate the time-varying workload. On-
line predictive control is especially useful when control actions have substantial
dead times (such as switching on a computer). We have evaluated this approach
on real-world e-commerce workloads with encouraging results. We also believe a
similar control approach can help design self-healing distributed systems. Certain
computer failures may be predicted shortly before their occurrence by analyzing
the corresponding performance variables [13]. The controller can then initiate
the appropriate reconfiguration action such as switching on a backup computer
in anticipation of such failures to prevent service disruptions.

Finally, in a distributed system with several components, each may have
its own requirement specification defining a desired operating region. In ad-
dition, a global performance requirement for the overall system may also be
specified. Therefore, the controller must effectively coordinate (complex) inter-
actions between the various components to ensure overall system performance.
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The nature of such systems suggests a hierarchical control structure where each
component has a local controller. Interaction between these controllers is man-
aged via a global controller that aims to satisfy the global specifications of the
overall system. Fig. 6 shows the structure of a two-level control scheme where
local-controller interactions are managed by a higher-level controller using an
abstract system model containing information relevant to its objectives. The
model includes, for instance, details of interactions between system components
in terms of specific local variables contributing to a global objective. The ab-
stract dynamics then represent how these variables would change in response to
certain settings that the global controller enforces via commands to local ones.

We envision a hierarchical structure where the high-level controller takes a
long-term perspective of system dynamics, while the local ones act to optimize
their components on a shorter-term basis. High-level commands are directed to-
wards satisfying global QoS objectives, and act as a set of operating constraints
on each local controller. Each local controller then tries to optimize the perfor-
mance of its underlying component using specific utility functions while satis-
fying any constraints imposed on it. Interaction between these controllers takes
place as follows. Each local controller has a finite set of operating modes cor-
responding to specific parameter settings within its controlled component, e.g.,
a different operational requirement or input domain. The global controller then
places (or restricts) each one in a mode aimed at satisfying the QoS objective.
Local controllers optimize relevant parameters within that mode.
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Abstract. Modern complex information systems require management
mechanisms that operate to a large extent independently and au-
tonomously. One such mechanism is the restart of components or trans-
actions in case a failure in the system occurs. In this paper we introduce a
pragmatic algorithm to determine close to optimal restart times on-line.

We present a method for choosing best restart times based on empiri-
cal data, if no theoretical distribution is known. The best restart time is
determined based on the empirical hazard rate. We study the sample size
required to come to a reasonably good estimate, the effect of the failure
probability of a job and issues of parameter selection for the hazard rate
estimation. The application considered in this paper is the connection
setup time in HTTP GET necessary for the download of web pages.

1 Introduction

In various situations in computer systems a restart of system components, a re-
issuing of a request, or a re-establishment of a network connection improves the
performance or availability of the component under consideration significantly.
Not always is it known why precisely restart of a process or job becomes neces-
sary or beneficial. Most Internet users, however, are familiar with the fact that
clicking the reload button often helps in speeding up the download of a page,
although we understand only to a limited extent what is happening exactly in
the Internet. Another example is software ‘aging’, for which rejuvenation - the
restart of the software environment - helps in preventing application failures
hence also improves the completion time. But little understanding exists about
the causes of aging and we are not usually able to identify the source of the
problem and remove it. In practical situations, therefore, we will not be able to
come to the required understanding to remove the problems, instead we want to
optimise the deployment of ’black-box’ restart to improve system availability or
performance.

The use of restart has first been proposed for optimising Internet agent ac-
tivities in [2], and further experiments have been carried out in [6]. [3] presents
mathematics to optimise the expected download time, and based on this, [5]
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introduces a proxy server based architecture for restart including a software
module for the computation of the optimal timeout value. Our objective is to
automate restart, building on the above work. We decide on-line whether restart
will be beneficial and when to do it. In this paper we simulate an on-line proce-
dure by using increasingly more data from measurements taken earlier [5], but
the applied methods can easily be included in a software module like the proxy
server in [5] to be executed in real-time.

The shape of the hazard rate of a probability distribution indicates whether
restart is beneficial. For empirical data the correct theoretical distribution is
unknown and the hazard rate therefore needs to be estimated based on obser-
vations. Estimating the hazard rate is not a straightforward task, since it needs
numerical computation of the derivative of the cumulative hazard rate. In this
paper we derive and implement a new and simple rule based on the hazard rate
that allows us to find the optimal restart time to maximise the probability of
making a deadline. This rule approximates the optimal restart time indepen-
dent of the exact value of the deadline, and is asymptotically exact (when the
deadline increases). Moreover, the rule is very simple, making it a likely can-
didate for run-time deployment. Not in all cases doe the optimal restart time
exists. Restart is applicable to a system if (and only if) the rule finds an optimal
restart time. So, our simple rule actually serves a two-fold purpose: it enables
us to decide whether restart will be beneficial in the given situation, and if so,
it provides us with the optimal restart time.

We apply the rule to data sets we collected for HTTP, thus mimicking the
on-line execution of the algorithm. We explore how much data is required to
arrive at reasonable estimates of the optimal restart time. We also study the
effect of failed HTTP requests by artificially introducing failures in the data
sets. Based on these explorations we provide engineering insights useful for run-
time deployment of our algorithm.

Finally, an important technical detail when using the hazard rate is the value
of the bandwidth in the required smoothing algorithm. Based on many experi-
ments, we obtain a reasonably robust rule for setting the bandwidth based on the
variance of observations. This greatly speeds up the execution of the algorithm,
thus improving its on-line performance.

2 The Restart Model

To automate restart, we need to decide the metric of interest, and postulate a
mathematical model. In our earlier work, we use restart to minimise the expected
download time of a web page in an algorithm that does not make use of the haz-
ard rate [5]. But restart can also be used to increase the probability of making
a deadline and for a finite deadline and a finite number of restarts algorithms
based on the theoretical distribution and lognormally distributed completion
times have been presented in [4]. In our experiments we measured different vari-
ables involved in the download of a web page. In this paper we only use the
connection setup time from data sets already studied in [5]. We again study the
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probability of making a deadline, but unlike the formulation in [4] here we use
an approximation to estimate the optimal restart time. Using the approximation
we can formulate a very simple rule based on the hazard rate, which in fact is
independent of the deadline to be met.

Our mathematical model assumes statistical independence of consecutive pre-
emptive tries. We found this very often to be a realistic assumption in HTTP
downloads from one URL [5]. Let the random variable T denote the comple-
tion time of a job, with probability distribution F (t), t ∈ [0,∞). Assume τ is
a restart time, and introduce the random variable Tτ to denote the completion
time when an unbounded number of retries is allowed. That is, a retry takes
place periodically, every τ time units, until completion of the job or until the
deadline has passed, which ever comes first. We write fτ (t) and Fτ (t) for the
density and distribution of Tτ . A distribution can equally well be described by
the hazard rate

h(t) =
f(t)

1− F (t)

and the cumulative hazard

H(t) =
∫ t

s=0

h(s)ds

which both are very important throughout our analysis. One useful relation
between the cumulative hazard rate and a distribution function is given by

H(t) = − log(1− F (t)).

Restart at time τ is beneficial only if the probability Fτ (t) of making the deadline
t under restart is greater than the probability of making the deadline without
restart, i.e.

Fτ (t) > F (t). (1)

As we have shown in [4], one can intuitively reason about the completion time
distribution with restarts as Bernoulli trials. At each interval between restarts
there is a probability F (τ) the completion ‘succeeds.’ Hence, if the time t is
a multiple of the restart time τ, we can relate the probability of missing the
deadline without and with restart through:

1− Fτ (t) = (1− F (τ))
t
τ . (2)

Eqn. (2) is correct only for values of t and τ such that t is an integer multiple
of τ . But if we ignore this fact, or simply accept (2) as an approximation, we
can find the optimal restart time in a straightforward way. Surprisingly, it turns
out that the approximation gives us a restart time independent of the deadline
t, which is optimal in the limit t → ∞. That is, it optimises the tail of the
completion time distribution under restarts, and is therefore beneficial for many
other metrics as well, such as higher moments of the completion time.

Theorem 1. If the restart time τ∗ is an extreme (in τ) of (1−F (τ))
t
τ for any

deadline t then τ∗ is a point where τ∗.h(τ∗) = − log (1− F (τ∗));

m
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Proof. We use that

d

dx
(g(x))x = (g(x))x

(
x d

dxg(x)
g(x)

+ log(g(x))

)
. (3)

τ∗ is an extreme when the derivative of (1− F (τ))
t
τ equates to 0:

d

dτ
(1− F (τ))

t
τ = (1− F (τ))

t
τ

(
f(τ)τ

1− F (τ)
+ log(1− F (τ))

)
= 0. (4)

Irrespective of the value of t it immediately follows that

f(τ)
1− F (τ)

=
− log(1− F (τ))

τ
, (5)

and thus the conclusion holds if and only if the premiss holds. �

Eqn. (5) can be rewritten as

τ · h(τ) = H(τ) (6)

where H(τ) can be interpreted as the surface under the hazard rate curve up
to point τ . We can therefore reason that (5) expresses the fact that if (1) holds
there exists a point on the hazard rate curve such that the rectangle defined
by x- and y-value of this point equals the integral under the hazard rate curve
up to this point. We will refer to 6 as the rectangle equals surface rule. This
very appealing and simple rule is used in this paper for an empirical hazard
rate to find an empirical optimal restart time that maximises the probability of
completion, that is the probability of making an infinite deadline.

It should be noted that if the hazard rate is monotonously increasing, no
value of τ exists, such that (6) holds. In that case restart will not help increas-
ing the probability of completion. Only if the hazard rate decreases after some
point a value of τ exists, such that (6) holds. Only then restart can be applied
successfully.

3 Estimating the Hazard Rate

It follows from (6) that an estimate ĥ(t) of the hazard rate curve is needed to
determine the optimal restart time following the rectangle equals surface rule.
We will in this section provide the main steps of how to estimate the hazard
rate and implement the rule (6) in an algorithm. Some details are shifted to the
appendix. We use the theory on survival analysis in [1].

The hazard rate h(t) can not be estimated directly from a given data set.
Instead, first the cumulative hazard rate H(t) is estimated and then the hazard
rate itself is computed as a numerical derivative.

Let us consider a sample of n individuals, that is n completions in our study.
We sample the completion times and if we order them, we obtain a data set of
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D distinct times t1 ≤ t2 ≤ . . . ≤ tD where at time ti there are di events, that is
di completions take time ti. The random variable Yi counts the number of jobs
that need more or equal to ti time units to complete. We can write Yi as

Yi = n−
i−1∑
j=1

dj

All observations that have not complete at the end of the regarded time period,
usually time tD, are called right censored. There are Yn − dn right censored
observations. The experimental data we use falls in that category, since Internet
transactions commonly use TCP, which aborts (censors) transactions if they do
not succeed within a given time.

The hazard rate estimator ĥ(t) is the derivative of the cumulative hazard rate
estimator Ĥ(t), which is defined in Appendix A. It is estimated as the slope of
the cumulative hazard rate. Better estimates are obtained when using a kernel
function to smooth the numerical derivative of the cumulative hazard rate. The
smoothing is done over a window of size 2b. A bad estimate of the hazard rate
will yield a bad estimate of the optimal restart time and the optimised metric is
very sensitive to whether the restart time is chosen too short. Therefore a good
estimate of the hazard rate is needed.

Let the magnitude of the jumps in Ĥ(t) and in the estimator of its variance
V̂ [Ĥ(t)] at the jump instants ti be ΔĤ(ti) = Ĥ(ti)− Ĥ(ti−1) and ΔV̂ [Ĥ(ti)] =
V̂ [Ĥ(ti)]− V̂ [Ĥ(ti−1)]. Note that ΔĤ(ti) is a crude estimator for ĥ(ti).

The kernel-smoothed hazard rate estimator is defined separately for the first
and last points, for which t− b < 0 or t + b > tD. For inner points with b ≤ t ≤
tD − b the kernel-smoothed estimator of h(t) is given by

ĥ(t) = b−1
D∑

i=1

K

(
t− ti

b

)
ΔĤ(ti). (7)

The variance of ĥ(t) is needed for the confidence interval and is estimated by

σ2[ĥ(t)] = b−2
D∑

i=1

K

(
t− ti

b

)2

ΔV̂ [Ĥ(ti)]. (8)

The function K(.) is the Epanechnikov kernel defined in Appendix B.
A (1−α) · 100% point wise confidence interval around ĥ(t) is constructed as[

ĥ(t) exp

[
−z1−α/2σ(ĥ(t))

ĥ(t)

]
, ĥ(t) exp

[
z1−α/2σ(ĥ(t))

ĥ(t)

]]
. (9)

where z1−α/2 is the (1− α/2) quantile of the standard normal distribution.
The choice of the right bandwidth b is a delicate matter, but is important

since the shape of the hazard rate curve greatly depends on the chosen bandwidth
(see figure 2) and hence a badly chosen bandwidth will have a serious effect on

Self- anagement of Systems Through Automatic Restartm
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the optimal restart time. One way to pick a good bandwidth is to use a cross-
validation technique of determining the bandwidth that minimises some measure
of how well the estimator performs. One such measure is the mean integrated
squared error (MISE) of ĥ over the range τmin to τmax. The mean integrated
squared error can be found in Appendix C. To find the value of b which minimises
the MISE we find b which minimises the function

g(b) =
M−1∑
i=1

(
ti+1 − ti

2

)
(ĥ2(ti) + ĥ2(ti+1))−

2b−1
∑
i�=j

K

(
ti − tj

b

)
ΔĤ(ti)ΔĤ(tj). (10)

Then g(b) is evaluated for different values of b. Each evaluation of g(b) requires
the computation of the estimator of the hazard rate. The optimal bandwidth can
be determined only in a trial-and-error procedure. We found in our experiments
that the optimal bandwidth is related with the size of the data set and the
variance of the data. We use the standard deviation to determine a starting value
and then do a simple step-wise increase of the bandwidth until g(b) takes on its
minimal value. In case the hazard rate is increasing in the first steps, we decrease
b and start again, since then we are obviously beyond the minimum already. In
our experiments and in the literature we always found a global minimum, never
any local minima. Advanced hill-climbing algorithms can be applied to find the
minimum more quickly and more accurately than we do here.

Once the best estimate of the hazard rate is found we need to determine the
point i∗ that satisfies the rectangle equals surface rule (6).

The following simple algorithm determines the optimal restart time τ∗ by
testing all observed points ti, i = 1, . . . , n as potential candidates.

Algorithm 1 (Optimal restart time).

Input ĥ, Ĥ and t;
i = 1; #(t = t1, . . . , tn)
While((i < n) and (ti · ĥ(ti) > Ĥ(ti)) ) {

i + +;
}
return ti;

This algorithm returns in the positive case the smallest observed value that is
greater than the estimated optimal restart time τ∗.

In many cases, however, the studied data set does not contain observations
large enough to be equal or greater than the optimal restart time. Then we
extrapolate the estimated hazard rate to find the point where the rectangle
equals the surface under the curve. Assuming we have a data set of n observations
ti, i = 1, . . . , n, at first the slope of the estimated hazard rate at the end of the
curve is determined as the difference quotient

slope =
ĥ(tn)− ĥ(tn−1)

tn − tn−1
. (11)
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Then tτ = tn + Δt is determined such that for tτ eqn. (5) holds.

(tn + Δt) · (ĥ(tn) + slope ·Δt) = Ĥ(tn) · slope ·Δt · tn

⇐⇒ Δt =
Ĥ(tn)− t · ĥ(tn)

ĥ(tn)− 2 slope tn − Ĥ(tn)− slope
. (12)

3.1 Complexity

The computational complexity depends in first place on the number of iterations
needed to find the optimal bandwidth for the hazard rate estimator. In our
experiments we used a heuristic based on the standard deviation of the data set
that gave us the optimal bandwidth often in less than 5 iterations, but sometimes
took up to 20 iterations.

The second important parameter is the number of observations considered.
Each iteration on the bandwidth requires the computation of the estimated
hazard rate, which in turn needs traversing all observations and uses for each
point a window of size 2b. Complexity of the hazard rate estimator is therefore
at most O(n2). Improving on the heuristic for the bandwidth, so that in all cases
only few iterations are needed is certainly worth while.

4 Experiments

We have implemented the algorithm to estimate the hazard rate and determine
the optimal restart time as defined in theorem 1. The implementation is done
in Mathematica and has been applied to the HTTP connection setup data stud-
ied in [5]. This data in fact consists of the time needed for TCP’s three-way
handshake to set up a connection between two hosts.

In our experiments we investigate various issues. One is the uncertainty intro-
duced by small sample sizes. The available data sets consist of approximately one
thousand observations for each URL, that is thousand connection setup times to
the same Internet address. We use these data sets and take subsets of first one
hundred then two hundred observations etc. as indicated in the caption of the
figure and in the table. We do not use data of different URLs in one experiment
since we found that very often different URLs have different distributions or at
least distribution parameters. Furthermore, the application we have in mind is
web transactions between two hosts.

The data we study is data set ‘28’ consisting of the connection setup times
to http://nuevamayoria.com, measured in seconds. This data set shows char-
acteristics such as a lower bound on all observation and a pattern of variation
which we found in many other data sets as well, even though usually not with
the same parameters. The chosen data set is therefore to be seen as one typical
representative of a large number of potential candidates. The considered con-
nection setup times are shown in figure 1. The largest observation in this data
set is 0.399678 seconds.

Self- anagement of Systems Through Automatic Restartm
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Fig. 1. Data set No. 28; connection setup times (in seconds)

For each of the mentioned subsamples the optimal smoothing factor, or band-
width, is computed by evaluating (10) several times, finding the minimum in a
simple search. Figure 2 shows estimates of the hazard rate for different values
of the bandwidth. Parameter b1 is too large, whereas b2 is too small, b3 is the
one that minimises the error and is therefore the optimal bandwidth. One can
see that too large a bandwidth leads to an extremely smooth curve, whereas
too small a bandwidth produces over-emphasised peaks. From the figure one
might conclude that rather too large a bandwidth should be chosen than one
that is too small, but more experiments are needed for a statement of this kind.
Using the optimal bandwidth, the hazard rate and its 95% confidence interval
are estimated according to (7) and (9). Finally, for each estimated hazard rate
the optimal restart time τ∗ is computed using algorithm 1. In some cases, the
algorithm finds the optimal restart time, since the data set includes still an
observation greater than the optimal restart time. If the data set has no obser-
vation large enough to be greater than the optimal restart time, we extrapolate
according to (12). The optimal restart times are drawn as vertical bars in the
plots in figures 3 and 4. Note that in figure 3 although it looks like all optimal
restart times are extrapolated in fact none of them is. The extrapolated optimal
restart times are indicated by an asterisk in table 1.

The hazard rate curve has no value at the point of the largest observation,
since for the numerical derivation always two data points are needed. Further-
more, because of the limited amount of data in the tail, it is not surprising that
the confidence interval at the last observations grows rapidly.

Table 1 shows some characteristics obtained in the program runs for data
set 28. Each block of the table belongs to a subset of size n with corresponding
standard deviation. The standard deviation changes as more observations come
into consideration. For each subsample three different cases are studied. In the
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Fig. 2. Hazard rate for data set No. 28 and different values of the bandwidth b

first one only the n observations are used and the failure probability equals
either zero, or the relative fraction of observations that are greater than 3.0.
This threshold is the first retransmission timeout of TCP and hence observations
greater 3.0 are (somewhat arbitrarily) censored and retried. We treat them as
censored observations and all censored observations contribute to the failure
probability. Data set ‘28’ does not have any such censored observations, but
many other data sets do. The second group consists of the n observations plus
2n censored ones and has therefore failure probability 2/3, or a little higher if
there are additional censored observations present in the data set. Analogously,
the third group has n + 4n observations and a failure probability of n/5n = 0.8
(or more if there are censored observations in the data set).

If we look at the results for failure probability zero, also plotted in figure 3
for n = 100, 200, 400, 600, 800 we see that the small data sets lead to an overes-
timated optimal restart time (if we assume that the full 1000 observations give
us a correct estimate), but the ‘correct’ value is overestimated by less than 5%.

We used such high, and perhaps unrealistic, failure probabilities in our study
since a failure probability of e.g. 0.1 does not show in the results at all. Looking
at the results for the different sample sizes in the group with high failure prob-
ability, we also find that with the small samples the optimal restart time gets
overestimated.

We also investigate the impact of the failure probability within a group of
fixed sample size. The failure probability is increased by subsequently adding
more failed (and hence censored) observations and then estimates for the hazard
rate and optimal restart time are computed. The failed attempts of course in-
crease the sample size. We notice (as can be seen in table 1) that the bandwidth
used for estimating the hazard rate decreases for increasing failure rate, while the
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Fig. 3. Estimated hazard rates and confidence intervals for the estimates for increasing

sample size (top row n = 100 and n = 200, middle row n = 400 and n = 600, bottom

row n = 800) and failure probability 0.0

sample standard deviation is computed only from non-failed observations and
hence does not change with changing failure probability. We found in [4] that
for theoretical distributions the optimal restart time decreases with increasing
failure probability. Typically our experiments agree with this property, which,
however, is not true for some subsets of data set ‘28’.

An additional purpose of the experiments was to find out whether we can
relate the optimal bandwidth to any characteristic of the data set. In the lit-
erature no strategy is pointed out that helps in finding the optimal bandwidth
quickly. In our implementation we set the standard deviation as a starting value
for the search. If we have no censored observations (failure probability zero) we
always find the optimal bandwidth within less than five iterations. If the data
set has many censored observations the optimal bandwidth roughly by factor 5
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Table 1. Optimal restart time (τ∗) and optimal bandwidth (bw) for different subsam-

ple sizes of data set 28 and different failure probabilities

n = 100, StdDev = 0.0121551 n = 200, StdDev = 0.0117341

failure prob. bw τ∗ failure prob. bw τ∗

0.0 0.006758 0.389027 0.0 0.011557 0.389027
0.666667 0.001779 0.597251∗ 0.666667 0.001398 0.674306∗

0.8 0.001779 0.554513∗ 0.8 0.001271 0.638993∗

n = 300, StdDev = 0.0106746 n = 400, StdDev = 0.010383

failure prob. bw τ∗ failure prob. bw τ∗

0.0 0.011742 0.389027 0.0 0.010226 0.399678
0.666667 0.001272 0.333271 0.666667 0.001124 0.333271

0.8 0.001156 0.333271 0.8 0.001124 0.333271

n = 500, StdDev = 0.00997916 n = 600, StdDev = 0.00941125

failure prob. bw τ∗ failure prob. bw τ∗

0.0 0.010977 0.399678 0.0 0.010352 0.399678
0.666667 0.001081 0.333271 0.666667 0.001138 0.333271

0.8 0.001081 0.333271 0.8 0.001019 0.333271

n = 700, StdDev = 0.00895504 n = 800, StdDev = 0.00851243

failure prob. bw τ∗ failure prob. bw τ∗

0.0 0.009850 0.309209 0.0 0.0103 0.399678
0.66667 0.000970 0.333271 0.66667 0.000922 0.332014

0.8 0.000970 0.333271 0.8 0.000922 0.332014

n = 900, StdDev = 0.00816283 n = 1000, StdDev = 0.00784583

failure prob. bw τ∗ failure prob. bw τ∗

0.0 0.009877 0.308456 0.0 0.009493 0.308456
0.6667 0.000884 0.332014 0.6667 0.000949 0.333271

0.8 0.000884 0.332014 0.8 0.000850 0.332014

and we need more iterations to find that value, since our heuristic has a starting
value far too large in that case.

Figure 4 compares two hazard rates using another data set for data with
identical sample size, the first has zero failure rate and the second has failure
rate 0.8. It can be seen that the high number of added censored observations
leads to a much more narrow hazard rate, with lower optimal restart time. Note
that this figure is based on a different data set than the ones above.

In summary, we have provided an algorithm that gives us an optimal restart
time to maximise the probability of meeting a deadline only if restart will indeed
help maximising that metric. So if the algorithm returns an optimal restart
time we can be sure that restart will help. We found a heuristic based on the
variance of the data that helps in finding quickly the bandwidth parameter
needed for the hazard rate estimator. We found that small data sets usually lead
to an overestimated optimal restart time. But we saw earlier (in [4]) that an
overestimated restart time does much less harm to the metric of interest than
an underestimated one and we therefore willingly accept overestimates.

Self- anagement of Systems Through Automatic Restartm
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Fig. 4. Estimated hazard rates and confidence intervals for sample size n = 1000,

failure probability 0.0 (left) and 0.8 (right)

5 Discussion and Conclusions

Self-management of modern, complex systems can include among others the
automatic restart of jobs, or transactions if they are performing badly. As the
considered metric we chose in this paper the probability of completion before
an arbitrary deadline under unlimited number of allowed restarts. We derived
a surface equals rectangle rule for the optimal restart time that is based on the
hazard rate. We implemented an algorithm to estimate the hazard rate from a
given data set and to determine the optimal restart time. The surface equals
rectangle rule provides an answer to the question of whether restart makes sense
in a given scenario. If an optimal restart time is found at all we can be sure that
the shape of the hazard rate is such that restart makes sense and (1) holds. A
very simple heuristic was used to quickly find the best bandwidth for the hazard
rate estimation. The benefit of our algorithm is that it gives reasonably good
estimates on small data sets and can hence be used for fast estimates in on-line
automatic restart.

The run-time of the algorithm depends on the considered number of observa-
tions and on the number of iterations needed to find a good bandwidth for the
hazard rate estimation. We found that for our smaller data sets with up to 400
observations less than 5 iterations are needed and the algorithm is very fast. We
did not evaluate CPU time and the Mathematica implementation is not run-time
optimised, but a suggestion for an optimal restart time in the above setting can
be provided within a few seconds. If, however, the data set grows large, has e.g.
more than 800 observations, each iteration on the bandwidth takes in the order
of some one or two minutes. The polynomial complexity becomes relevant and
the method is no longer applicable in an on-line algorithm.

A good heuristic for choosing the optimal bandwidth is a key part in the whole
process. The better the first guess, the less iterations are needed and the faster
we obtain the optimal restart time. We cannot compare our heuristic to others
since in the literature nothing but pure ‘trial and error’ is proposed. But we
can say, that for small data sets and failure probability zero the optimal restart
time is obtained very fast since the heuristic provides a good first estimate of
the bandwidth.
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In our experience the smallest data sets were usually sufficient for a reason-
ably good estimate of the optimal restart time. The optimal restart time will
always be placed at the end of the bulk of the observations and some few hun-
dred observations are enough to get a notion of ‘bulk’ and ‘end of the bulk’. If
we consider that some web pages consist of up to 200 objects a data set of 100
samples is not hard to obtain or unrealistic. In Internet transactions some hun-
dred samples are very quickly accumulated. Furthermore, small samples seem to
overestimate the optimal restart time, which does the maximised metric much
less harm than underestimation.

In practical applications the required number of observations is no limitation
to the applicability of our method and having not too much data has a positive
effect on the run-time while it does not deteriorate the obtained result. The
proposed method is well-suited as an on-line restart module.

One may argue that if everybody applies restart networks become more con-
gested and response times will drop further. And in fact restart changes the TCP
timeout - for selected applications. In our measurements we found that less than
0.5% of all connection setup attempts fail. Our method tries to detect failures
faster than the TCP timeout and to restart failed attempts, since for slow con-
nections restart typically does not lead to improved response time, whereas for
failed connections in many cases it does. Failed attempts, however, are so rare
that restarting those does not impose significant extra load on a network, while
potentially speeding those up enormously.
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Appendix

A Cumulative Hazard Rate

The cumulative hazard rate is estimated using the Nelson-Aalen estimator, which
has especially good small sample performance. The Nelson-Aalen estimator is

Ĥ(t) =

{
0 if t ≤ t1∑

ti≤t
di

Yi
if t1 ≤ t.

(13)

The estimated variance of the Nelson-Aalen estimator is

σ2
H(t) =

∑
ti≤t

di

Y 2
i

. (14)

B Epanechnikov Kernel

For the kernel K(.) the Epanechnikov kernel is used

K(x) = 0.75(1− x2) for − 1 ≤ x ≤ 1 (15)

as it is shown in [1] to be often more accurate than other kernel functions. When
t − b < 0 or t + b > tD the symmetric kernel must be transformed into an
asymmetric one, which is at the lower bound with q = t/b

Kq(x) = K(x)(α + βx), for − 1 ≤ x ≤ q, (16)

where

α =
64(2− 4q + 6q2 − 3q3)

(1 + q)4(19− 18q + 3q2)
(17)

β =
240(1− q)2

(1 + q)4(19− 18q + 3q2)
(18)

For time-points in the right-hand tail q = (tD − 1)/b the kernel function is
Kq(−x).

C Bandwidth Estimation

The mean integrated squared error (MISE) of the estimated hazard rate ĥ over
the range τmin to τmax is defined by

MISE(b) = E

(∫ τmax

τmin

[ĥ(u)− h(u)]2 du

)
= E

(∫ τmax

τmin

ĥ2(u) du

)
− 2E

(∫ τmax

τmin

ĥ(u)h(u) du

)
+E

(∫ τmax

τmin

h2(u) du

)
. (19)
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This function depends on the bandwidth b used in the Epanechnikov kernel.
The last term does not contain b and can be ignored when finding the best
value of b. The first term is estimated by

∫ τmax

τmin
ĥ2(u) du. We evaluate ĥ(u) at a

not necessarily equi-distant grid of points τmin = u1 < u2 < . . . < uM = τmax

and apply the trapezoid rule. The second term we approximate by a cross-
validation estimate suggested by Ramlau-Hansen where we sum over the event
times between τmin and τmax.
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Abstract. We consider the fundamentals of a mathematical framework
for decentralized optimization and dynamic optimal control in autonomic
computing systems that provide self-∗ properties. In particular, we first
study conditions under which decentralized optimization can provide the
same quality of solution as centralized optimization. After establishing
such equivalence results under mild technical conditions, we exploit our
mathematical framework to investigate the dynamic control properties
of decentralized optimization including the communication between hi-
erarchical levels. We then study the dynamic case when the parameters
and input to the system changes, and how the additional dynamics can
cause behavior which deviates from the static case, including complicated
behavior such as phase transitions, chaos and instability.

1 Introduction

An autonomic computing system is a complex information system comprised
of many interconnected components that operate at different time scales in a
largely independent fashion and that manage themselves to satisfy high-level
system management requirements and specifications [1]. This includes provid-
ing the self-∗ properties of self-configuring, self-organizing, self-protecting, and
self-repairing. Fundamental problems involved in achieving these goals of self-
management concern the general mathematical framework that provides the
underlying foundation and supports the design, architecture and algorithms em-
ployed throughout the autonomic computing system. Two fundamental aspects
of this mathematical framework are of interest in this paper: the optimization
of the entire range of autonomic system objectives, and the dynamic control of
achieving these optimal solutions.

The increasing complexity of current and future information systems suggests
a decentralized approach for the optimization model of autonomic computing
systems, which is a natural and appropriate way to design and implement large-
scale information systems that provide self-∗ properties. On the other hand, a
centralized approach with complete knowledge over all constituent system com-
ponents has the potential to provide significant improvements over a decentral-
ized approach (ignoring associated overheads, delays, etc.), in the same way that
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solutions to global optimization problems (if attainable) are often superior to the
corresponding locally optimal solutions. This fundamental problem involving the
tradeoff between centralized and decentralized approaches arises in a wide range
of applications, and its solution is especially important to achieve the goals of
self-management in autonomic computing systems.

Autonomic computing systems that provide self-∗ properties are dynamic
environments in which optimal self-management decisions must be made contin-
ually over time and at multiple time scales. Dynamic optimal control is needed
to achieve these optimal solutions over time. When the input parameters to the
system change with time, or when the system environment changes over time for
any other reason, the additional dynamical behavior of the resulting continual
optimization problem can be quite complex and a fundamental problem is to de-
termine this interaction between dynamics and optimization. The complicated
behavior caused by these additional dynamics can include phase transitions,
chaos and instability.

Our study focuses on both of these fundamental problems as an important
step toward providing a mathematical foundation for decentralized optimization
and dynamic optimal control in autonomic computing systems with self-∗ prop-
erties. We first establish conditions under which a decentralized optimization ap-
proach is as good as a centralized approach. In particular, we show that there is
no loss of quality in the optimal self-management of complex information systems
when a decentralized approach is used. Our study also considers implementation
schemes where additional information is passed between system components at
different levels of this hierarchical decentralized optimization model in order to
significantly increase the efficiency with which the optimization algorithms com-
pute the optimal solution. We then turn to the dynamic case and illustrate some
possible difficulties and added complexities of optimization under uncertainties
in the ever changing data that is communicated among parts of the system over
time. This uncertainty can be caused by inaccuracies in the measurement, but
can be also due to delay in the measurement and/or communication links of the
system. In both cases, a representative application of our general mathematical
framework is presented and used to illustrate some of the fundamental prop-
erties of decentralized optimization and dynamic optimal control in autonomic
computing systems.

2 Mathematical Framework for Optimization

2.1 System Model

We consider a hierarchical and decentralized model for optimal self-management
in which a complex information system is partitioned into multiple application
environments (AEs) each of which has an application manager (AM) that con-
trols and optimizes the resource management and operations within the applica-
tion environment. The collection of application managers are in turn controlled
and optimized by a central manager (CM) that allocates the system resources
among the application environments; refer to Figure 1. The system hierarchy
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Fig. 1. System model

can contain many levels, i.e., each application environment can itself recursively
include a manager controlling and optimizing subenvironments within the appli-
cation environment. It is the goal of the central manager to optimize the overall
objective function for the entire information system.

This overall objective function can be based on any combination of self-∗
properties (e.g., self-configuring, self-organizing, self-protecting, self-repairing)
and measures (e.g., availability, costs, overheads, penalties, performance, reli-
ability, revenues, risk, robustness, utility [2]) and depends upon the resources,
workloads and other parameters of the information system. In particular, it is
important to note that our use of the overall objective function in this study is
not limited to the more typical measures based on performance, but rather can
be based on any quantitative measure of interest to support any combination of
self-∗ properties. This can include objectives based on measures of the robust-
ness of the desired solution, as well as objectives based on minimal deviations
from “good” states or maximum deviations from “bad” states. Furthermore, our
use of the overall objective function is not limited to any specific self-∗ property
such as those that have been traditionally considered as optimization problems.
Instead, the scope of our study is intended to cover any aspect of any self-∗ prop-
erty, or combination of self-∗ properties, that can be solved, either in part or as
a whole, using a quantitative objective function. Optimization should play an
important role in these aspects of the design and implementation of autonomic
computing systems.

2.2 Optimal Total Cost

To formally express the problem in the standard form of optimization problems,
we consider without any loss of generality minimizing a cost function (since max-
imizing f is equivalent to minimizing −f). A cost function fi(xi, ri, ui) is asso-
ciated with each application environment i, where xi is the set of variables that
can be changed in application environment i, ri is the set of resources allocated
to application environment i, and ui is the set of external variables that affect

AM

AE

f(x,r,u)

AM

AE

f(x,r,u)

AM

AE

f(x,r,u)

Central Manager
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application environment i. Examples of ri include the set of servers assigned
to application environment i, or the amount of disk space or processing time
made available to application environment i. Examples of ui include the current
workload of application environment i or conditions imposed by external events
such as failures. The set of variables xi must also satisfy the set of constraints
Ci, i.e., xi ∈ Ci is the feasible region of operation for application environment i.
In general, Ci will depend on ri and ui. Examples of Ci include conditions im-
posed by application environment i, such as an upper limit on the percentage of
requests having end-to-end response times that exceed some threshold when the
resources of application environment i are organized in a multi-tier architecture.

The total cost function for the entire system is given by

h(f1(x1, r1, u1), . . . , fn(xn, rn, un)),

where h aggregates the cost of each application environment i into a single total
cost. Examples of h of interest in this paper include summation (SUM), weighted
summation with nonnegative weights, the maximum function (MAX), and the
minimum function (MIN).

The total set of resources in the system is finite, and the set of resources
assigned to the application environments is required to satisfy a constraint:
(r1, . . . , rn) ∈ R. Examples of this constraint include bounds on the amount
of disk space or number of servers, or in the case when the servers are organized
in multiple tiers, bounds on the end-to-end response or processing time. By al-
lowing elements of R to represent a strict subset of the resources, the central
manager can reserve a set of available resources for direct allocation to any ap-
plication environment i rather than being moved from application environment
j to application environment i.

Then the goal of the autonomic computing system is to globally minimize
the total cost function h subject to constraints. That is,

hc = min
xi,ri

h(f1(x1, r1, u1), . . . , fn(xn, rn, un)) (1)

such that (r1, . . . , rn) ∈ R, xi ∈ Ci(ri, ui). The value hc is the optimal cost of the
information system (which in general depends on the set of external variables
u1, . . . , un) under a centralized approach as it is the globally minimal cost among
all feasible resource allocations ri and all feasible sets of variables xi. The cost
hc can be computed by an optimization algorithm which has knowledge about
the operations of all application environments i including the cost functions fi.

Now we seek to find conditions under which hc can be obtained using a
hierarchical, decentralized approach.

2.3 Decentralized Optimization

For each application environment i, the corresponding application manager i
minimizes the cost function for application environment i by solving the opti-
mization problem:

gi(ri, ui) = min
xi

fi(xi, ri, ui) (2)
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such that xi ∈ Ci(ri, ui), where ri are the set of resources allocated by the central
manager to application environment i. In turn, the central manager determines
the resource allocation by solving the optimization problem:

hd = min
ri

h(g1(r1, u1), . . . , gn(rn, un)) (3)

such that (r1, . . . , rn) ∈ R.
Notice the decentralized nature of this approach. Each application environ-

ment i optimizes the cost within its environment and passes this optimal cost
to the central manager. In particular, there is no need for the central manager
to know the exact form of the cost function fi. As we will show in Section 2.4,
additional information can be sent from each application environment i to the
central manager to aid in the optimization of the total cost.

For vectors in IRn, let≥ be the partial order generated by the positive orthant,
i.e., x ≥ y if xi ≥ yi for all i.

Definition 1. A function g : IRn → IRm is called order-preserving with respect
to ≥ (OPGT) if g(x) ≥ g(y) whenever x ≥ y.

We will refer to such a function as OPGT. Examples of OPGT functions are
SUM, MAX and MIN.

Suppose the external variables ui are constant (in a stationary stochastic
sense) so that we can ignore them for the moment. Section 3 will consider the
case when this assumption is removed. We then have the following equality result
between centralized and decentralized optimization.

Theorem 1. If the aggregation function h is OPGT, then hc = hd, i.e., the
decentralized optimal solution is as good as the centralized optimal solution.

Proof. Clearly hd ≥ hc. Let x∗
i and r∗i be the optimal set of variables and resource

allocations such that

h(f1(x∗
1, r

∗
1 , u1), . . . , fn(x∗

n, r∗n, un)) = hc

while satisfying the constraints (r∗1 , . . . , r∗n) ∈ R, x∗
i ∈ Ci(r∗i , ui). Then by defi-

nition
gi(r∗i , ui) ≤ fi(x∗

i , r
∗
i , ui),

and from the OPGT property of h we have:

hd ≤ h(g1(r∗1 , u1), . . . , gn(r∗n, un))
≤ h(f1(x∗

1, r
∗
1 , u1), . . . , fn(x∗

n, r∗n, un)) = hc.

��
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2.4 Hierarchical Implementation

In general, continuous optimization algorithms to solve Equation (3) perform
much more efficiently and effectively if, in addition to the ability to evaluate the
objective function

h̃(r1, . . . , rn) = h(g1(r1, u1), . . . , gn(rn, un)),

the gradient ∇h̃ of the objective function is also available.
Note that

∇h̃ =
∑

i

∇ih · ∂gi

∂r

with ∂gi

∂rj
= 0 for i �= j. Assuming the constraints xi ∈ Ci(ri, ui) are written as

ci(xi, ui) = ri or as ci(xi, ui) ≤ ri, then −∂gi

∂ri
are the Lagrange multipliers in

solving Equation (2); e.g., refer to [3]. Thus by having each application manager
i send to the central manager both g(ri, ui) and the corresponding Lagrange
multipliers, the gradient ∇h̃ can be efficiently computed by the central man-
ager. In this case, the following hierarchical implementation scheme between the
central manager and the application environments can be employed.

1. The central manager sends ri to each application manager i.
2. Depending on the architecture of the system, the central manager might

also send the set of external variables ui to each application manager i. In
other cases, the external variables ui are readily available to each application
manager i.

3. Each application manager i computes gi(ri, ui) and sends it to the central
manager along with the corresponding Lagrange multipliers.

4. The central manager uses this information to compute h̃ and ∇h̃ and find
the next resource allocation (r1, . . . , rn).

5. This is iterated until a suitable resource allocation is found or the algorithm
converges.

Note that this iterative scheme need not require communication between the
central manager and every application manager at each step, as application
manager i can provide its objective and the gradient of this objective both as
functions of ri, for all (or a subset of) feasible ri. In any case, the computation of
gi(ri, ui) for each application environment i does not have to be performed very
accurately (e.g., run too many iterations to compute gi(ri, ui)) at the beginning
of the iterative scheme.

For environments where derivatives are not available or cannot be computed
efficiently, the above hierarchical implementation scheme can be used together
with derivative-free trust-region methods [4] to realize similar benefits. In partic-
ular, when derivative-free trust-region methods are used to compute gi, the trust
region radius and (internal) trust region model used in computing gi can be sent
to the central manager in place of the Lagrange multipliers. This information
can be sent to the central manager in a compact form and used in an efficient
manner that is analogous to the hierarchical implementation scheme provided
above.
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2.5 Application of Decentralized Optimization

Let us now consider a representative application of our mathematical framework
for decentralized optimization in which a set of M heterogeneous computing
servers, S1 , . . . , SM , and a set of routers are used by a common service provider
to host a set of N client application environments, E1, . . . , EN . The router as-
signed to application environment i immediately routes all incoming requests to
one of the servers allocated to and under the control of application manager i.
A service-level agreement (SLA) is created for each application environment to
define the corresponding quality-of-service (QoS) requirements and the revenues
(respectively, penalties) for satisfying (respectively, failing to satisfy) these re-
quirements. To elucidate the exposition, we consider SLAs with a single QoS
class within each application environment.

Optimal self-management in such an autonomic computing system includes
the allocation of servers among the set of application environments, the routing
of requests within each application environment, and the scheduling of requests
at each server within an application environment, all in order to minimize the
global objective function based on the collection of SLAs. Specifically, each ap-
plication manager i solves the optimization problem in Equation (2) and the
central manager solves the optimization problem in Equation (3), where ri are
the set of servers and the router allocated by the central manager to application
environment i, (r1, . . . , rN ) ∈ R, ui are the set of workload characteristics for
application environment i, and xi ∈ Ci(ri, ui) are the set of router and per-server
scheduling variables that can be changed in application environment i. With our
focus here on single-class QoS requirements, there is no need to set or adjust any
scheduling variables at each server, and thus xi consists solely of a vector of the
proportional weights for routing requests among the set of servers allocated to
application environment i. The set R is the set of all possible N -way partitions
of the set of servers {S1, . . . , SM}, together with a router for each application
environment.

The details of the cost functions in Equations (2) and (3), as well as the
corresponding constraints Ci(ri, ui), depend upon the specific client environ-
ments being served. We shall thus focus on a typical scenario in which the QoS
requirements are based on the response times of client requests. In particular,

fi(xi, ri, ui) = fi(ETi(xi, ri, ui)),

where ETi(xi, ri, ui) denotes the expectation of the stochastic response time
process for application environment i given the allocation of resources ri and
under the routing and scheduling variables xi and the workload ui. We also
shall consider a linear aggregate cost function that is given by

h(g1(r1, u1), . . . , gN (rN , uN )) =
N∑

i=1

Ĥi gi(ri, ui)

where Ĥi is the holding cost per unit time associated with application environ-
ment i, although MAX and MIN could be used instead of SUM in a similar
fashion.
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The workloads ui can be accurately modeled as stationary stochastic pro-
cesses [5]. When the functions fi(·) are linear, the optimization problem in
Equation (2) for each application manager i, under the assumptions of this
section, has been considered in [6] within the context of closed-form approxi-
mations based on heavy-traffic stochastic-process limits to accurately model the
per-server response time processes in each application environment i under gen-
eral conditions in an online fashion. Further assuming independence within and
among the stochastic processes, we obtain from the results in [6] that Equa-
tion (2) is given by

gi(ri, ui) = min
xi

∑
Sj∈ri

Hj

(
1

μi,j
+

xi,jαi + βi

μi,j − λixi,j

)
xi,j , (4)

such that
∑

Sj∈ri
xi,j = 1, xi,j ≥ 0, λxi,j < μi,j , where αi = (C2

Ai
− 1)/2,

βi = (C2
Bi

+1)/2, Hj is the holding cost per customer per unit time at server Sj ,
λ−1

i and C2
Ai

are the mean and squared coefficient of variation of the overall in-
terarrival time process for application environment i, μ−1

i,j and C2
Bi

are the mean
and squared coefficient of variation of the service time process for application
environment i on server Sj ∈ ri, and xi,j is the proportional weight for rout-
ing requests of application environment i to server Sj ∈ ri. The corresponding
central manager optimization problem consists of solving for the set of servers
(r∗1 , . . . , r∗N ) ∈ R in Equation (3) with respect to (4), which can be expressed as

hd = min
(r1,...,rN )

N∑
i=1

Ĥi min
xi

∑
Sj∈ri

Hj

(
1

μi,j
+

xi,jαi + βi

μi,j − λixi,j

)
xi,j , (5)

such that (r1, . . . , rN ) ∈ R,
∑

Sj∈ri
xi,j = 1, xi,j ≥ 0, λxi,j < μi,j . The solutions

of both of these optimization problems can be computed very efficiently using the
hierarchical implementation scheme of Section 2.4 together with known methods
in convex programming; e.g., refer to [3]. Similarly, the corresponding centralized
optimization problem can be solved via (1) and the above equations, subject to
the same set of constraints.

We have implemented these optimal solutions with which we have conducted
many numerical experiments. Using this approach, we find that even though
the total amount of computation is larger for the decentralized approach, the
optimization is distributed and the work performed by the central manager is
in general less than having the central manager perform centralized global opti-
mization.

3 Mathematical Framework for Dynamic Control

3.1 System Model

The previous section considered decentralized optimization in a static system
environment where the external (workload) variables ui are constant (in a sta-
tionary stochastic sense). On the other hand, autonomic computing systems that
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provide self-∗ properties are clearly dynamic environments in which optimal self-
management decisions need to be made continually over time and at multiple
time scales. The optimal self-management of such complex information systems
therefore must also involve dynamic optimal control for achieving the optimal
solutions that are computed at points in time.

More precisely, the external (workload) variables ui vary over time. These ex-
ternal (workload) variables ui, however, can be accurately modeled as stochastic
processes that vary over time [5]. To achieve the global objectives of autonomic
computing systems with self-∗ properties under such nonstationary behavior,
the decentralized optimization decisions are made periodically at time epochs
t�, � = 0, 1, 2, . . .. That is, {t0, t1, t2, . . .} represents the sequence of points in
time when the decentralized optimization process makes its optimal decisions,
where 0 ≡ t0 < t1 < t2 < . . ..

The time scales at which these optimal decisions are made depend upon sev-
eral factors, including the delays, overheads and constraints involved in making
changes to decision variables, the QoS requirements of each application environ-
ment i, and the properties of the underlying (nonstationary) stochastic processes.
Then the optimization problems in (2) and (3) are solved at each optimization
decision epoch t� based on measurements collected during previous optimization
intervals τk ≡ [tk, tk+1), k = 0, . . . , �− 1, in order to determine the optimal vari-
ables x∗

i and r∗i that should be deployed during the next optimization interval
τ�, while satisfying the constraints limiting the changes to the decision variables.
We shall assume the intervals τ�, � ≥ 0, are sufficiently long that each application
environment reaches steady state within every interval, and thus the functions
in (2) and (3) are bounded, provided that the constraints for each application
environment are satisfied.

The data from the interval τ�−1 can be used together with data from previous
intervals to parameterize stochastic models related to the optimization decision
process for τ�, to forecast these models to characterize the corresponding system
behavior for the interval τ�, to use these forecasted stochastic models to analyze
the decision process during this interval, and finally to make the appropriate
self-management decisions for the interval τ� of the optimization decision process
which can include interactions with other decision processes.

3.2 Dynamic Control Properties

The control, decision making and optimization mechanisms cannot always be
continuous (due to granularity) and may include some time-delay dependencies.
One of the reasons is that any change requires time and resources. For example,
switching a resource from one application environment to another even if done in
the same physical domain requires some clean-up and quarantine time (due to,
e.g., privacy restrictions in SLAs). The time delays can also be caused by different
time scales of the workloads as well as the operations of several applications
within an environment. It is well known that even very simple (e.g., linear)
models which are only piecewise continuous or contain a feedback element may
exhibit chaotic (in the sense of difficult to predict and qualitatively very sensitive



Fundamentals of Dynamic Decentralized Optimization 213

to initial or control conditions) behavior [7]. This chaotic behavior may appear
in some regimes of parameters, however the sets of vulnerable parameters may
also be very complex – excluding an envelope (e.g., closure or convex hull) of
them might exclude an overly large portion of the parameter space.

As an elementary example of how adding time delay can produce locally
unstable behavior (and hence can produce chaos on the larger scale), consider a
linear dynamical system

yn+1 = (s− d)yn + D (6)

with constant parameters, where the new state depends only on the closest
previous one. This system is stable whenever for ξ = s − d we have |ξ| ≤ 1
and asymptotically stable when |ξ| < 1, where ξ denotes the eigenvalue of the
dynamical system. However, if the balance of s − d is spread over time, we get
a system

yn+1 = syn − dyn−1 + D. (7)

Now the stability condition is that both solutions of ξ2−sξ+d, the characteristic
polynomial of the new system, satisfy |ξ| ≤ 1. In the bifurcation cases, when one
of the eigenvalues is ±1, then the other is ±d, and clearly we may have |d| > 1
even when |s− d| < 1. We skip the detailed analysis of the complex (conjugate)
eigenvalues; e.g., refer to [7].

When the dynamical system near a fix point is as described above and it
is globally bounded (by some non-linear dependencies) in such a way that the
trajectories return to this fix point, then the instability of the fix point produces
very chaotic behavior due to the irregular number of iterates involved in returns
to this fix point.

In special cases chaos can be controllable, for example many stochastically
stable systems exhibit individual chaotic trajectories, but with very well behaved
distributions or moments. The transitions from a deterministic regime, where all
trajectories are predictable at all times, to a stochastic regime, where most of
the trajectories are predictable over long intervals of time, may go through all
kinds of uncontrollable evolutions.

It is therefore essential for any given control system to determine the types
of possible asymptotic behavior, the stability of such behavior under small per-
turbations of the system (a robustness issue), and to conceive of mechanisms
exposing the type of behavior the system is currently in.

3.3 Application of Dynamic Optimal Control

Let us now investigate a representative application of our mathematical frame-
work for dynamic optimal control by extending the (static) decentralized opti-
mization application of Section 2.5 to include the dynamic control for achieving
these optimal solutions. In particular, we consider each application environment
i during any optimization interval τ� in which the corresponding workload pro-
cesses ui are stationary. Every application manager i determines the optimal
routing and scheduling variables x∗

i ∈ Ci by solving the optimization problem
in Equation (4), and the central manager determines the optimal allocation of
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servers (r∗1 , . . . , r∗N ) ∈ R by solving the optimization problem in Equation (5).
Then the router variables for each application environment i are obtained by
minimizing the weighted sum of expected response times within application en-
vironment i, and the central manager allocates servers among the set of ap-
plication environment i in order to minimize the overall weighted sum of the
corresponding expected response times.

When λixi,j ≥ μi,j , the response time process for application environment
i on server Sj ∈ ri blows up. In particular, under this condition, the value of
ETi,j within an interval τ� increases with the length of τ� such that ETi,j →∞
as τ� → ∞. While this condition violates key constraints in the decentralized
optimization problem, time delays can cause this situation to occur as we will
demonstrate below. Hence, the smaller the length of τ�, the smaller the explosion
in the value of ETi,j during the interval τ�. On the other hand, the smaller the
length of τ�, the larger the delay in the dynamical system (due to fairly constant
overheads and communication delays) which can lead to the instability problems
illustrated below. Furthermore, the likelihood that a backlog of customers from
interval τ� is not served within this interval and thus spills over into intervals
τ�+k, for k ≥ 1, also depends upon the length of τ�.

There is an analogy between this model and the dynamical systems from
Section 3.2. The rate of growth in the backlog of customers corresponds in
Equations (6) and (7) to the growth rate s, while the server allocation is re-
lated to the decay rate d. In Equation (6) the growth rate and the decay rate
cancel each other immediately within the same time interval and we deal with
the net effect which, by assumption, is such that the backlog remains bounded.
In the presence of time delay as in Equation (7), the decay rate (or the server
allocation) corresponds to a different time interval than the growth rate (or the
backlog rate), which in some cases produces instabilities. We see these effects in
Figures 4 and 5, where the time delay produces high spikes in the total response
time.

In fact, there is a singularity at the point λixi,j = μi,j resulting in a phase
transition between the regions where λixi,j < μi,j and λixi,j > μi,j , and nu-
merical issues can cause problems in the computation of the optimal solutions.
The optimization algorithms used to compute these optimal solutions need to
carefully address these issues.

Dynamic optimal control is clearly needed to achieve the optimal solutions
of Equations (4) and (5) continually over time and at multiple time scales. This,
however, is a very difficult problem within the context of the representative ap-
plication of our mathematical framework, as illustrated by some of the important
issues raised above. Moreover, when the system environment changes over time
(e.g., a change in the workload), the additional dynamical behavior of the result-
ing continual optimization problem can be very complex in terms of both the
mathematical analysis of the system and the insights gained from this analysis.
In order to gain a better understanding of the fundamental interactions between
dynamics and optimization in autonomic computing systems, we consider a sim-
plification of (4) and (5) that reduces to the sum of the corresponding expected
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Fig. 2. Total response time for optimal allocation and for a constant static allocation

response times. We further assume for clarity of presentation that the servers
are homogeneous and that the decision variables represent the fraction of a large
set of servers allocated between the N = 2 application environments.

This version of the problem is simple enough to understand and gain impor-
tant insights while still being a meaningful representation of dynamic optimal
control in autonomic computing systems. In particular, we expect that the key
trends obtained from our analysis of this simplified version of the problem will
continue to hold even for the more general problem. A deeper mathematical
analysis of the general problem and related issues is outside of the scope of this
paper and is the subject of ongoing research.

Using this simplified version of the problem, the resulting continual optimiza-
tion problem in canonical form is reduced to:

min
K1,K2

(ET1 + ET2) = min
K1,K2

(
K1

K1 − λ1
+

K2

K2 − λ2

)
subject to the constraints K1 + K2 = 1, Ki > λi ≥ 0, where K1 and K2

represent the portion of the servers assigned to each application environment
with workload traffic intensities λ1 and λ2. An explicit optimal solution for K1

and K2 is then obtained in a straightforward manner by the Lagrangian method.
The dynamics of the two time-varying traffic intensities are modeled as si-

nusoidal functions of time. In order to illustrate the various behaviors due to
different server allocations, we consider several methods of adjusting the server
allocation and compare them to a static allocation scheme which assigns a con-
stant server allocation across all time intervals. This static allocation is chosen to
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Fig. 3. Total response time for static allocation and allocation which limits the change

between succesive time intervals

be the optimal allocation for the average traffic intensity, assuming its behavior
is known.

In Figure 2 we show the total response time ET1+ET2 for the static allocation
scheme and the optimal allocation scheme. The optimal allocation scheme assigns
the optimal allocation at each time interval given the traffic intensities at that
interval. As expected, the static allocation is always no better than the optimal
allocation.

Now we impose a bound on the change in the allocation allowed between
successive time intervals. This is one way to represent the constraint that a large
change in server allocation is undesirable. Figure 3 shows that this limits the
ability of the server allocation to “chase” the optimal allocation and can result
in allocation between intervals which is suboptimal and even can be worse than
static allocation.

Next we consider the effect of allocation based on previous traffic intensity
information due to delays. In Figure 4 we show the total response time if the
optimal allocation is computed based on the traffic intensity of the previous time
interval. As can be expected from using incorrect traffic intensities to allocate
servers, we see that in some time intervals the constraint Ki > λi is violated,
resulting in very large response times. In such cases, one might prefer to use
forecasted traffic intensities based on the data from the previous time interval(s)
to allocate servers rather than using the (incorrect) traffic intensities obtained
directly from the data of the previous time interval.
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On the other hand, combining the two restrictive effects above does not nec-
essarily make things worse. In particular, for the system under consideration,
the combination of bounded change on allocation and delayed traffic intensities
results in allocation that is better than delayed traffic intensities alone. In Figure
5 we see that the number of violations is less than Figure 4 if we impose a limit
on the change in allocation between time intervals as in Figure 3.

4 Conclusions

We have considered the fundamentals of a mathematical framework for decen-
tralized optimization and dynamic optimal control in autonomic computing sys-
tems with self-∗ properties. This framework provides a mathematical foundation
for these important aspects of self-management in complex information systems
and supports the design, architecture and algorithms employed throughout such
self-∗ system. Using this framework, we first established conditions under which
decentralized optimization can provide the same quality of solution as central-
ized optimization, both in a static environment and under mild technical as-
sumptions. Our study also considered implementation schemes that significantly
increase the efficiency with which the hierarchical decentralized optimization
algorithms compute the optimal solution. We then further exploited our mathe-
matical framework to investigate the dynamic control of continual decentralized
optimization over time. In particular, our study illustrated how the additional
dynamics can cause complicated behavior that deviates considerably from the
static case, yielding potential problems and added complexities for continual op-
timization in environments which change over time. This complicated behavior
can include phase transitions, chaos and instability.
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Abstract. Although it would be desirable for any system to have self-* 
capabilities when faced with changes that might occur either in the system or its 
environment, there is a certain classes of systems in which the incorporation of 
such capabilities would be difficult to justify. These systems are mainly those 
that uncertainties in their behaviours are not desirable. In this paper, we discuss 
how the expected degree of autonomy of a system is related to the way in which 
a system is described, either process or data. The discussion is presented in the 
context of predictability. The type of system being considered are mission-
critical system that are likely to restrict the degree of uncertainty associated 
with their behaviour, or the infrastructure that enables this behaviour. 

1   Introduction 

As computer based systems become more complex, design solutions that promote 
their operational autonomy have become the holy grail of system architects and 
designers. Autonomy, in this context, would enable the system to react to either 
internal or external changes without any outside interference. However, system 
autonomy should not be restricted to the actual services delivered by the system, but it 
should also be associated with the infrastructure that enables the system to deliver its 
services. In other words, autonomy is not necessarily something that should be 
observed only at the system interface, it could be a system capability that enables it to 
deliver its specified service with a certain degree of quality. 

Self-* capabilities are the means by which a system attains its autonomy, and these 
capabilities have an impact upon the system’s fundamental properties, which are 
functionality, usability, performance, cost, and dependability. In this paper, properties 
and capabilities are considered to be two different concepts, the former is a system 
attribute that can be directly measured and quantified, while the latter are the means 
that enable one or more of the system properties. Although some aspects of self-* 
capabilities might allow the system to provide different kinds of services, the view 
taken in this paper is that system capabilities are essentially enablers for improving 
the system non-functional properties. In addition to self-* capabilities, the system 
might have other capabilities whose purpose is also to enhance the quality of services 
provided by the system, and reduce the cost for providing them. 
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This paper explores the relationship between self-* capabilities and predictability, 
which is a fundamental aspect in the design, operation and evaluation of a certain 
class of systems. The objective of this exercise is to identify, from the perspective of 
predictability, what type of systems should the self-* capabilities be associated with, 
and what techniques could be used to attain such capabilities. This would allow 
establishing the theoretical and practical limits that can be associated with the 
different approaches that are employed in the development of systems.  

The rest of the paper is organised as follows. In the next section, the dichotomy 
between data and process descriptions of systems is described. Section 3 presents how 
self-* capabilities can be incorporated into systems that are essentially represented as 
data and process. In the final section some concluding remarks are presented.  

2   Dichotomy in the Descriptions of Systems  

Simon has distinguished two fundamentally different ways in which systems can be 
described  [15]: state and process. Since well-established notion of state is used in a 
different way in dynamics and control, MacFarlane has suggested instead the usage of 
the terms of process and data for making the distinction initially suggested by Simon 
 [13]. 

Data description of systems characterises the system as acted upon, by providing 
the criteria for identifying objects, often by modelling the objects themselves  [15]. In 
this type of description a circle could be described as a locus of all points equidistant 
from a give point, such as the representation of a circle as a bit map. Other examples 
include pictures, blueprints, most diagrams, and the chemical structure of formulas 
 [15]. Process description of systems characterises the system as sensed, by providing 
the means for producing or generating objects having the desired characteristics  [15]. 
In this type of description, the construction of a circle could be described as the 
rotation of a compass with one arm fixed until the other arm has returned to its 
starting point. Alternatively, a circle could be represented as an equation. Other 
examples include recipes, differential equations, and equations for chemical reactions 
 [15]. A major difference between these two forms of description is the amount of 
information required for modelling a system. The process description of a system 
usually involves less information than its counterpart. Moreover, it might be the case 
that due to its very nature, the data description of systems becomes unbounded, which 
is not the case in the process description of systems.  

Architects and designers of complex distributed systems are currently facing the 
prospect that existing techniques would not scale for the envisaged future systems, 
such as, decentralised peer-to-peer, self-organised ad hoc networks, and pervasive 
computing. Existing approaches make use of traditional engineering principles in 
which system properties are specified and evaluated in a step-wise manner, mainly 
top-down. These are essentially based on process descriptions that are amenable to 
rigorous or mathematical analysis. For that, it is needed to identify key system 
variables that allow monitoring its state and controlling its behaviour, such as, inputs, 
outputs, and internal and environmental variables. On the other hand, architects and 
designers are seeking alternative decentralised control techniques that can be used 
when building complex distributed systems. These approaches are based on large 
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population of entities that independently gather information and decide how to 
behave. The functionality of these entities is very simple, and their communication is 
very limited. With these characteristics, the intent is to obtain desirable macroscopic 
behaviours from microscopic behaviours and interactions. These approaches are 
based on data descriptions, and it is claimed that the emergent macroscopic 
behaviours would be able to provide solutions to specific problems.  

The difference between process and data representations can be interpreted from 
the perspective of accuracy and precision. While process descriptions might be 
precise but not accurate, data descriptions might be accurate but not precise. In 
process descriptions, the assumptions that allow a process to be realizable introduce 
uncertainties. However, when these assumptions are discharged more accurate models 
are obtained, thus eliminating uncertainties from the system. On the other hand, data 
descriptions are an abstraction of the actual behaviour of the system, and in some 
cases for the data to be meaningful it has to undergo through some generalisations. 
These two issues inevitably lead to the introduction of uncertainties on how systems 
are represented, and it is from these uncertainties that emergent behaviours 
materialize.  

This dichotomy between process and data descriptions of systems is clearly 
recognised in the context of decentralised solutions for complex systems, while the 
distributed systems community take the consensus view, the computational 
intelligence community takes either the emergence or learning view. Consensus 
approaches are based on protocols that reach agreement under particular failure loads. 
Emergence is based on a collection of simple autonomous and self-sufficient entities 
that are able to adapt to changing environments. Different from emergent behaviours, 
but based on the same principles, learning refers to the automatic mining of 
information from available data for the purpose of creating knowledge. In the 
following, this dichotomy between process and data descriptions will be used as a 
basis for investigating the provision of self-* capabilities in different classes of 
systems. Depending on the system, expectations on the degree of autonomy of a 
system might be curtailed depending on the assumptions made and the properties of 
that system.  

3   Self-* and Predictability 

The complexity of systems and the way they are integrated will require new 
approaches for their development, operation and maintenance. As already mentioned, 
conventional deterministic approaches based on process descriptions may not be 
sufficient for enabling the provision of a wide range of services that are expected 
from these systems. Several new approaches have recently emerged from different 
areas, such as, biologically inspired computing being applied to a general class of 
problems, control systems being applied to software engineering, and social and 
economic models being applied to agent technology, just to mention a few. In this 
paper, we restrict ourselves to the first two areas. Issues related to agent technology 
and dependability were recently discussed on two panels  [5] [10]. 

The provision of self-* capabilities by software engineering solutions essentially 
relies on the representation of systems as processes, in which solutions are normally 
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based on the feedback control loop principle. Meta-parameters of system behaviour 
and structure, and its environment, are monitored for eventual changes so that the 
system can be adjusted for delivering required services in a stable way. The degree of 
self-* capabilities that can be achieved by employing these solutions is limited 
because of the need for having predictive behaviours, otherwise reaction to changes 
would not be deterministic. Predictability is achieved by removing operational 
uncertainties from the system otherwise these could disrupt the normal operation of 
the system. In other words, it is fundamental that during the development of these 
systems the complete state specification is identified, or else the occurrence of 
unexpected states can lead to system failures. Considering such restrictions, can a 
process oriented system be able to show self-* capabilities? They might be able, but 
the degree of autonomy is restricted, and it might be the case that these capabilities 
need to be established during design time. 

On the other hand, the provision of self-* capabilities by biologically inspired 
solutions essentially relies on the representation of systems as data. Such solutions 
exploit clever mechanisms from nature by defining algorithms and implementations 
that are appropriate for the problem at hand. The inspiration is usually based on the 
logical characteristics of biological systems rather than physical. The reason for this is 
that logical aspects tend to be more generic, and more appropriate to analyse data in a 
virtual data space. Since biological inspired solutions are based on a sample of the 
whole data associated with a system, complete system models are difficult to obtain, 
which explains why uncertainties are an inherent aspect of these models. 
Incorporating learning capabilities into a system might eliminate this deficiency, 
however these are likely to introduce another degree of uncertainty. Emergent 
behaviours might be useful in dealing with unexpected circumstances, but the system 
reaction to these might become unpredictable.  

In the following, we focus on two approaches for exemplifying how process and 
data descriptions of systems can handle predictability and autonomy. 

4   Example of Process and Data Descriptions 

In the first example, we present an architectural solution based on exceptional 
handling to tolerate faults. The solution relies on a process description for building 
adaptable, but deterministic systems. Uncertainties are eliminated from the system 
behaviour, however the solution is not scalable since exceptional handling based 
solutions are invariably application dependent, i.e., there is no single mechanism that 
is able to deal with a general class of faults. For example, it would be feasible to apply 
such architectural solution to handle intrusions because of the uncertainties associated 
with these  [18]. In the second example, we present an artificial immune system 
solution (AIS) for the detection of anomalies. The solution relies on a data description 
for generating error detectors that are able to identify new unexpected circumstances. 
The rationale associated with this approach is that if systems are to be autonomous 
when reacting to changes, in this case undesirable, then it is essential that the system 
should be able to recognise new erroneous states, and adapt its set of detectors 
accordingly. In this particular context, it has been observed that the generalisation of 
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potential detectors has lead to a decrease on the detection coverage, and an increase in 
the number of false positives  [2].  

4.1   Architectural Approaches 

Architectural representations of systems have shown to be effective in assisting the 
understanding of broader system concerns by abstracting away from details of the 
system. To leverage the dependability properties of systems, solutions are needed at 
the architectural level that are able to guide the structuring of undependable 
components into a fault tolerant architecture. Fault tolerance, one of the means to 
dependability, is related to the self-repair and self-healing capabilities  [7].  

Architectural flexibility for supporting run-time change can be achieved by using 
specialised co-operative connectors to change the pattern of collaboration between 
components: components are rigid entities, and how they interact provide the basis for 
adaptability  [4] [6]. Each collaboration is identified in terms of pre- and post-
conditions, and invariants. Depending on the required change, a different 
collaboration is selected that makes the system to change its behaviour. All the 
collaborations are defined during design time together with their respective trigger 
conditions. Uncertainty between the alternative collaborations does not exist because 
choice has to be deterministic, and uncertainties associated with a particular 
collaboration is restricted because behavioural invariants have to be maintained. 

In a different work, in order to deal with undesirable, though expected 
circumstances, an idealised architectural component was defined with structure and 
behaviour equivalent to that of the idealised fault-tolerant component concept  [11]. 
This approach was later extended to deal with commercial off-the-shelf (COTS) 
software components  [12]. The basic mechanism to deal with the expected 
circumstances employed in these approaches was exception handling. The system 
architect must know from the outset what exceptions might occur, the causes 
associated with these exceptions, and how to match these exceptions with their 
respective handlers. The predictability in these systems is obtained by clearly 
identifying what is expected, and avoiding the system to become brittle towards the 
unexpected. How a system reacts towards expected circumstances should be know 
beforehand and should be incorporated in the design of the system. 

Alternative techniques could be employed if undesirable circumstances, i.e. faults, 
could be grouped in terms of classes. Instead of the need for identifying specific 
handlers for each type of undesirable circumstance, as mentioned above, general 
solutions based on replication, diversity, and consensus could be devised. However, 
although these systems would be robust towards certain classes of faults, they are not 
considered sufficiently robust towards general classes of faults. In all these 
approaches, there is almost no degree of autonomy for the sake of obtaining 
predictable behaviour, which was an essential requirement of the applications 
involved. 

4.2   Artificial Immune Systems 

Nature has been good in solving problems, hence biological inspired approaches are 
enthused by nature but do not copy it blindly. There are several areas associated with 
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computational intelligence, such as evolutionary algorithms and artificial neural 
networks, and one of its recent additions is the area of artificial immune systems 
(AIS). Artificial immune system is an example of nature-inspired problem solving 
system, which is based on the current understanding of the mammal immune system, 
without copying exactly its biological steps.  

The immune system is a defence mechanism against body invaders (viruses, 
bacteria, and fungi). Since the study of the immune system is still progressing, is no 
surprise that there are three main theories for describing it: clonal selection, immune 
network, and danger. It consists of four layers of defence: physical barriers, chemical 
barriers, innate immunity, and adaptive immunity  [3]. In terms of computational 
intelligence metaphors, the most relevant layer of defence is the adaptive immunity, 
whose role is to defend the body against specific foreign organisms, and to learn and 
remember about past invaders. From the perspective of clonal selection, adaptive 
immunity is responsible for training the immature lymphocyte cells for distinguishing 
between self molecules and foreign antigens, since immune response is undertaken by 
mature lymphocyte cells. During the immune response, mature lymphocyte cells 
multiply for effective defence, and differentiate for perfect recognition. After immune 
response, efficient mature lymphocyte cells are stored for subsequent encounters. The 
motivation for immune system to be found interesting as a metaphor is because its 
general characteristics: pattern recognition (anomaly detection, noise tolerance), 
diversity, learning, memory, redundancy, robustness, feature extraction, distributed, 
multi-layered, and adaptive. 

Artificial immune systems (AIS) are adaptive systems inspired by theoretical 
immunology and observed immune functions, principles and models, which are 
applied to complex problems  [3]. For the engineering of AIS algorithms, a high-level 
framework has been proposed that contains three basic elements  [3]. The first layer is 
related to the representation of the basic entities of the system, which can be the 
antigens and antibodies. This representation can either be numerical (discrete or 
continuous) or symbolic. The second layer is the affinity measures that quantify the 
interactions between the antigens and antibodies. For the case of discrete 
representations the Hamming distance can be employed, while Euclidean distance can 
be used for continuous representations. The last layer captures the immune algorithms 
that actually define the system dynamics. There are several AIS techniques, just to 
mention a few, negative selection algorithms, immune network models, bone marrow 
models, clonal selection algorithms, and danger theory  [3]. In this paper, for the 
purpose of anomaly detection, the negative selections algorithm has been selected, for 
several reasons: it was one of the first algorithms to be proposed  [8], and since its 
understanding is quite intuitive, it became popular, sometimes for the wrong reasons 
 [9]. Self/non-self discrimination metaphor behind the negative selection of T-cells in 
the thymus provided inspiration for the negative selection algorithm: in the censoring 
phase T-cells that match self are eliminated, and in the monitoring phase mature T-
cells will in general match only non-self. The negative selection algorithm has been 
used to generate detectors that are able to identify undesirable changes to normal 
patterns or behaviour (self) of a system.  

A number of works have attempted to build artificial immune systems for fault 
tolerance, virus detection, and computer security. Avizienis was one of the first ones 
to identify key characteristics of the immune system that were relevant for fault 
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tolerance  [1]: autonomy, distributed lymphatic vessels among the body, exclusive 
communication links, redundancy, and diversity. The immune system metaphor is 
actually quite relevant to fault tolerance principles: the self molecules of the immune 
system correspond to normal states/behaviours, the non-self molecules (antigenic 
patterns) correspond to abnormal states/behaviours, and the T-cells correspond to 
error detectors. Based on this metaphor, the creation of immunised fault tolerant 
embedded systems has been proposed  [16] [17] [19], which explores negative 
selection, an immune inspired algorithm, for the generation of error detectors  [2]. 
More recently, this work has been extended to incorporate the capability of generating 
adaptable error detectors during run-time, thus providing the means for the system to 
adapt itself to previously unexpected and undesirable circumstances. The 
incorporation of this capability has come to a price: the accuracy in detecting 
erroneous states has decreased when compared with that of an equivalent well craft 
engineered system; other studies have drawn the same conclusions  [14]. 

Concerning the application of the negative selection algorithm to anomaly 
detection there are several problems in the classification of self/non-self  [9]. First is 
related to the fact that the whole process is inefficient and time consuming because it 
relies on the generation of random detectors: this is a random search, which it does 
not use any information from the self. The second problem is that during the training 
phase, only negative examples (in this case self) are used. And finally, the whole 
approach is not adaptive, once the detectors are identified these will not change 
during run-time. Other more pragmatic inconveniences include, the discrete 
representation of the entities of system, which creates problems in the definition of 
affinity because small mutations in the representations might lead to a great impact on 
the meaning of the data. It also includes the trade off between specialisation and 
generalisation of detectors, which might have an impact on the run-time efficiency of 
the system: specialisation tends to maximise the coverage, while generalisation tends 
to minimise the size of the detector set. Based on the above limitations, alternative 
approaches have to be investigated in which detectors are able to adapt to changes in 
the environment. Recent investigations have adopted the immune network theory as a 
metaphor for two reasons. First, its self-assertion view in which there is no knowledge 
of self, instead it is developed over time. Second is the support for adaptability that is 
obtained through metadynamics, which is the recruitment of new individuals to the 
network structure.  

The application of data oriented to minimise the size of the detector set approaches 
to error detection, that could be either the consequence of faults or intrusions, clearly 
illustrates the limitations associated with these approaches. Since faults and intrusions 
are considered rare events, the question to be asked is how the system is able to learn 
from rare events. If some correlation could be established between rare events, then 
the process of identifying new undesirable events could be based on the extrapolation 
of what is already known. However, this assumption cannot be generalised, since it is 
difficult to establish the correlation between undesirable events. An alternative 
approach could be that of learning new undesirable events from what is already 
known about the non-erroneous behaviours of the system. This is a daunting 
challenge if we consider that the state space of normal behaviours might be much 
larger if compared with that of abnormal behaviour. Either the normal behavioural 
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state can be encoded in such way that facilitates the search process, or such an 
approach becomes prohibitive in terms of efficiency and storage.  

Another limitation in applying data descriptions to anomaly detection is how to 
improve coverage of the detectors and reduce at the same time the false positives. The 
main problem, as already mentioned, is that data is an abstraction of the actual 
behaviour of the system. This inevitably introduces uncertainties that have to be 
solved by finding a good balance between specialisation and generalisation. 

Another problem that is inherent in data oriented approaches is the data itself. In 
addition for the need to the data to be representative of the actual system, there is also 
the need to have a deep understanding what the data represents. If either of these 
issues are not observed the predictability of the system is affected. 

4.3   Predictability in Data Descriptions 

It has been claimed that data oriented approaches might be appropriate for new 
emerging applications, but in what capacity is not yet clear. One issue however is 
clear: if predictability has to be an essential capability in the development and 
operation of a system, then a data oriented approach might not be an appropriate 
solution. This is particularly significant in those classes of systems in which 
performance and dependability constraints are critical, such as mission-critical 
systems. However, data oriented approaches could nevertheless be employed in such 
systems if sufficient protections are incorporated into their designs. Again such 
conservative solution would restrict one of the major benefits of data oriented 
approaches, which is that of emergent behaviours. An alternative approach, yet not 
fully explored, would be to build massively redundant systems, in which the failure of 
some the components would not affect the expected outcome of the whole system. 
However, for such solution to be successful, diverse data oriented approaches should 
be composed in order to increase their combined effectiveness, or coverage. However, 
a major weakness in such configuration would be the quality of the training data. If 
the data is not good, it does not matter how many approaches are employed if all of 
them suffer the same deficiencies.  

Still considering the idea of exploring data oriented approaches in the context of 
systems containing trillions of components, issues like the identification of the source 
of change is important for establishing the appropriate mechanisms to deal with the 
change. For example, changes that occur internally to a component and that 
eventually affect the behaviour of that component, how these should be handled in the 
wider system? If the rest of the system was able to accommodate the unknown 
behaviours, what should be the threshold to which the system should react either for 
eliminating a whole group of abnormal components, or incorporating these 
components as normal? The reverse also raises very interesting questions. If the 
environment of a system changes, how these changes are reflected upon the 
components of that system: either the components are eliminated from the system, or 
the components have to be modified for coping with the changes. All these decisions 
affect the predictability of the overall system behaviour if clear strategies are not 
implemented. However, as already mentioned, it might be the case that the combined 
usage of diverse strategies might be the only way of bringing out the best of the 
system, which eventually might lead to unpredictabilities. 
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Most of work on the data descriptions has dealt with emergent behaviours or 
functional properties. Still to be investigated are the non-functional properties of these 
systems, such as, performance, usability and dependability. Concerning in particular 
dependability, although it is easy to build a system out of dependable (sub)systems, 
though this does not always guarantee the resulting system is dependable, what about 
building dependable systems from a collection of individual undependable entities? 
Although it is not at all clear how dependability can become an emergent property, it 
might be the case that in a large population of entities sufficient redundancies can be 
obtained for maintaining the reliability of the system as a whole. Of course that, 
solutions intrinsically depend on the application being considered and the levels of 
risk associated with it.  

5   Conclusions 

Although in this paper, the issues concerning self-* capabilities of systems were 
presented in terms of the dichotomy on how systems can be described, i.e. process 
versus data, we have not overlook the possibility of systems relying on both 
representations for achieving different degrees of autonomy depending on the services 
to be delivered. The idea of developing systems that rely on both process and data 
representations, which explores the complementary benefits of these, is not new. Such 
hybrid systems have mostly been confined to stand alone closed systems, however the 
challenge ahead is whether the same idea can be applied to more complex systems 
that are open and collaborative in their nature, and which are expected to show self-* 
capabilities and be predictive at the same time. 
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Abstract. The possibility of building self-aware software fascinated
computer scientist since the beginning of computer science. Research
in AI, and in particular on software agents, agent system, computa-
tional reflection and reflective software delivered interesting results which
moved towards the development of software systems with features of
self-awareness. However, these approaches have not so far generated any
clear success in terms of real and useful self-aware software. Here we in-
troduce the theory of abstract communication systems, which describes
the world in terms of systems and their environment. Systems comprise
dense, inter-referencing clusters of communications. We analyse natural
self-aware systems highlighting the critical features which make them
able to be self-aware. We analyse software systems in terms of abstract
communication systems theory and compare their critical features with
these natural self-aware systems. We describe the necessary features of
hypothetical self-aware software, discuss the existing barriers that stand
in the way of realization of such systems and how these might be over-
come.

1 Introduction

The concept of self-aware software appeared very early after the building of first
large programmable computers and provided the foundation for science fiction
novels and films (e.g., 2001: A Space Odyssey). In scientific terms these ideas
led to the emergence of the domain of artificial intelligence as part of computer
science [11], [17]. An early failed attempt to build software with self-awareness
used perceptron neural networks, which were believed to lead to the emergence
of some kind of consciousness (e.g., [57]). Other attempts based on symbolic
reasoning also led to failures in terms of producing truly self-aware software
systems [13], [49].

The idea of building an adaptive self-aware software system that is able to
sense itself and maintain itself producing appropriate adaptive behaviours (de-
pendent on the environmental stimuli and on the state of the system) appears
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perpetually fascinating for many computer scientists (e.g., [23], [28], [37], [42],
[54], [63], [64]). A direction that grew out from classical artificial intelligence
research is focusing on intelligent agents and multi-agent systems (e.g., [2], [31]).
The aim of this research is to build software agents that can behave intelligently
in a limited sense (e.g., within a strictly defined knowledge domain, like collect-
ing, selecting, categorizing and packaging for delivery of financial news items)
and which can support the professional activity of their owner. One step further
the aim is to build systems of such agents, which are able to perform mean-
ingful negotiations over exchanging services, representing the interests of their
owners [2].

Another important direction is the research on computational reflection [36],
[42], [51] and on reflective software systems [14], [18], [21], [52]. Reflective soft-
ware systems aim to be able to evaluate themselves and generate adaptive re-
sponses to external stimuli, such that the response is appropriate for the state
of the software system. Reflective software research also feeds into the research
on intelligent agents, by providing core software for some of these agents [62].
A more application oriented related area is the research on self-monitoring and
self-healing software [6]. The aim of this research is to build software systems
that are able to evaluate their own state, detect faults and errors and automat-
ically correct them returning the system to a ’healthy’ state. Recent works on
aspect-oriented software development [19], [33], [54] are very promising in terms
of building self-monitoring applications, which is an important step towards self-
aware software systems.

The above mentioned works on building software systems that show some
level of self-awareness in an adaptive and responsive manner led to limited suc-
cess. It appears that the most critical barrier that these systems cannot overcome
yet is that of generating adaptive novel responses to previously unseen situations.
In other words these systems are able to do what they were programmed for and
to make the decisions that their programmers considered when they programmed
them, but they cannot surpass these pre-programmed behaviours by generating
new ones, which were not hard-coded by their programmers. In our view a ma-
jor reason behind this lack of progress is that all these systems are designed to
perform an externally implied function in some kind of efficient manner. This
approach implies that there is no ’self’ in a real sense of the software system
from the point of the view of its design, and that the resources of the system are
usually optimized sufficiently to prevent the emergence of suboptimal behaviours
(these are usually considered erroneous ones), which otherwise is the usual way
of emergence of new behaviours in the case of natural self-aware systems (e.g.,
bacteria, plants, animals, social organizations) [3], [16], [41], [48].

We note that there are positive signs towards software development environ-
ments, which may allow the emergence of the ’self’ of software systems. Lan-
guages like Java and Smalltalk which implement reflection allow some level of
structural self-inspection and self-modification (i.e., structural reification) [22],
[28], [51], [61]. Component-based (e.g., JavaBeans, web services) [30]and aspect-
oriented programming [19], [33], [54] may represent a way away from strict
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functional optimality, which in our view prevents the emergence of self-aware
software.

The abstract communication systems approach offers a new way to look at
software systems, and in particular offers an insider view of these systems. The
theory of abstract communication systems [4], [15], [16], [41] was developed orig-
inally in the context of social systems by Luhmann (1996), having its roots in
works on autopoetic systems [45] and in works on decision making in organiza-
tions [10], [58], [44].

In the interpretation followed here, the abstract communication systems ap-
proach views systems as dense collections of inter-referencing communications
generated by communication units, which themselves are not part of the sys-
tem. Such communication systems can be used to describe biological and social
systems providing revelatory insights into the nature of these systems. We pro-
pose here to use this approach to analyse software systems and highlight the
requirements for the building of self-aware software systems.

First, we provide a brief overview of the theory of abstract communication
systems, explaining key concepts and providing examples that highlight key fea-
tures of the explained concepts. Next, we discuss two natural self-aware systems,
living cell and social organizations, emphasizing their critical components that
provide the foundation for their self-awareness. This is followed by the analysis
of software systems using concepts of abstract communication systems theory,
focusing on components of software systems that are required for self-awareness
in our view. Finally, the paper is closed by a discussion about how realizable we
see the generation of self-aware software systems considering the requirements
for this discussed previously.

2 Abstract Communication Systems

In this section we introduce fundamental concepts of abstract communication
systems theory following the work of Luhmann (1996) and our earlier works [4],
[15], [16], [5]. Each introduced concept is explained in theoretical terms supported
by practical examples highlighting the relevant features of the concept.

Communications and Communication Systems. Communications are se-
quences of symbols communicated between communication units. Abstract com-
munication systems are made of such communications between communication
units. The communication units are not part of the system, since they are not
themselves communications but instead transmit and receive communications.
Communications reference other communications, in the sense that the sequence
of symbols contained in a communication is dependent on the contents of other
earlier or simultaneous communications and thereby refer to them. A dense clus-
ter of inter-referencing communications surrounded by rare set of communica-
tions constitutes a communication system. In quantifiable terms it may be said
that a system is a ’significantly’ dense concentration of inter-referenced commu-
nications which persists over a ’significant’ timescale - in which the cut-off levels
of significance define the probability that there is indeed a system.
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For example the system of computer science contains all communications
which reference earlier scientific communications from the domain of computer
science and which follow the rules of these scientific communications (e.g., allow-
ing the possibility of falsification, using logical reasoning, discussing admissible
topics using admissible arguments etc.). A large part of these computer science
communications are scientific papers, which explicitly reference other scientific
papers, and use the conclusions of earlier papers as premises of the logical reason-
ing presented in the paper. According to systems theory, the human computer
scientists are not part of the system of computer science, only their scientific
communications about computer science topics are part of this system.

A communication system is defined by the regularities that specify how ref-
erenced communications determine the content of a referencing communication.
All communications that follow the set of rules defining the system are part of
the system. Other communications that do not follow the rules of the system
are part of the system’s environment. Therefore from the systems perspective
the world is constituted by the system under consideration and its environment-
and there are as many such ’worlds’ as there are systems, such that the same
communication will have different meanings in different systems or be included
in one system but not another. The set of regularities of referencing constitutes
an abstract grammar, which defines an abstract language, characteristic of the
system. For example the sciences of economics and medicine have different spe-
cialist languages, and scientific communications belong to one of these sciences
according to whether they follow the rules of the specific language.

Systems Are Self- eproducing. Communication systems reproduce them-
selves by recruiting new communications, which follow the referencing rules of
the system. How successful the recruitment of new communications is, depends
on earlier communications generated by the system and on the match between
the system and its environment. We can view the system as a self-describing sys-
tem made of communications, which at the same time describes its environment
in a complementary sense. (In other words, the system’s only knowledge of its
environment is within the system itself - the system models the environment,
and that model is the sum of its knowledge of the environment.) Better - ie. more
complex and adaptive - descriptions of the systems environment potentially lead
to higher success in recruiting new communications and more rapid reproduction
and expansion of the system.

For example we may consider the case of artificial intelligence of the 1950s-
1960s. During this period AI research used relatively simple assumptions about
natural intelligent systems (e.g., relatively simple artificial neural networks were
supposed to simulate biological neural networks) and made high promises. AI
research expanded fast in this period. In a relatively short term the promises
made were proved to be unachievable (e.g., the works of Minsky and Papert on
perceptrons). This led to a massive reduction of funding for AI research and the
shrinking of the volume of science communications in the area of AI. After the
1980s revival of AI research science communications in this domain developed
better descriptions of the environment, which led to fewer and smaller failures
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and supported the recent expansion in the domain of novel AI (e.g., data mining,
intelligent control). Better descriptions of the system environment in case of
recent AI fuel the expansion of the system of this science, while the not so good
environment descriptions of classical AI led to the shrinking of AI during the
1970s.

The system communications are about the system itself. Taking another ap-
proach, the system communications reference other system communications in
order to prove that they are part of the system (i.e., that they are correct ac-
cording to the rules of the system). If the communications lead to continuation
the process of proving that they are correct continues. If the system is able to
exist, i.e., to generate/recruit new communications according to the rules of the
system, this implies that the proving process of the correctness of earlier com-
munications continues. In general it is not possible to prove the correctness of
system communications; it is possible to prove only the incorrectness of them,
when there is not further continuation of communications rooted from the orig-
inal communication. We call this the Popper Principle, i.e., that only the falsity
of system communication can be proven by stopping the generation of commu-
nications rooted from the communication in question.

More Adaptive Systems Out-Compete Less Adaptive Ones. Systems
that reproduce and expand faster than other systems may drive to extinction
the slower reproducing and expanding systems. The limits of system expansion
are determined by the probabilistic nature of referencing rules. A communica-
tion may reference several earlier communications indirectly through other ref-
erenced communications constituting referencing sequences of communications.
The indeterminacies of referencing rules determine how long can be such ref-
erencing sequences of communications before the later communications become
a random continuation. Longer referencing sequences of communications (i.e.,
more detailed descriptions) allow better descriptions of the systems and its en-
vironment. The optimal size of the system (i.e., the number of simultaneous
communications being part of the system) is also determined by the indetermi-
nacies of referencing rules. Systems that overgrow their optimal size may split
into similar systems.

For example we may consider the introduction of electronic storage and man-
agement of information in companies. Before this, information was mainly stored
on paper. Paper storage of accounting data for example increases the likelihood
of making errors in calculations compared to electronic handling of the same
data, and also makes it difficult to handle very large amounts of data. Electronic
storage and data management decreases the likelihood of calculation errors and
allows efficient organisation and handling of huge amounts of data. In both cases
the data describes the environment of the company, but in the case of electronic
data it is possible to reliably perform much more complicated operations with
the data (i.e., longer sequences of such operations) than in the case of paper
based data. This implies according to systems theory that the environment
descriptions of companies using electronic data are better than the environment
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descriptions of companies using paper based data. Indeed, companies adopting
electronic data easily out- compete companies using paper based data.

Systems Increase Complexity by Developing Subsystems. Communi-
cation systems may develop subsystems that are systems within the system, i.e.,
they constitute a denser inter-referencing cluster within the dense communica-
tion cluster of the system. Communications that are part of subsystems follow
system rules with additional constraints that are characteristic of the subsys-
tem. More constrained referencing rules decrease indeterminacies and allow the
system to generate better complementary descriptions of the environment and
expand itself faster than systems without subsystems. Systems may also change
by simplification of the set of their communication symbols (i.e., reduction of
the number of such symbols). This may lead to reduction of indeterminacies
in the referencing rules. Consequently systems with simpler sets of communica-
tion symbols may expand faster than systems with larger sets of communication
symbols.

For example we may consider early computer software systems that aimed
to deal with a wide range of problems and had a monolithic architecture. Ex-
tending such software systems was difficult, and led very fast into the generation
of inconsistent data and conflicts between components of the system. More re-
cent software systems are modular, having specialized parts dealing with specific
classes of problems. Expanding these software systems is much easier, and the
likelihood of running into major integration problems is relatively low. Recent
advances in the area of software development led to the building of template
libraries and design patterns, which simplify the building of software systems,
providing standardised building blocks for them. Due to the availability of such
standard components large software systems can be developed and upgraded
faster than before, and current software systems grow much larger than any
previous software system.

Systems with Memory. Another way of extending reliable descriptions of the
environment (i.e., non-random sequences of referencing communications) is by
retaining records of earlier communications, i.e., by having memories of earlier
communications that can be referenced by later communications. In a sense
we can view such memories as the creation of new communication units (or
recruitment of communication units) that produce for a certain period a certain
communication that can be referenced in place of some other communication
(i.e., the one which is represented by the memory). Having memories reduces
the indeterminacies in referencing by allowing direct referencing of much earlier
communications, instead of referencing them through a chain of references.

An alternative way of considering memory systems is that they are commu-
nication systems that 1. model the communications of the main system and 2.
communicate using longer lasting communications than the main system. This
means that the communications in the memory system provide a longer-lasting
record of events in the main system.
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However, in strict systems theory terms, this is not quite accurate - since the
’memory function’ of a system only refers to its function as perceived by another
system. Furthermore, the ’memory function’ only refers to the memory systems
communications with its environment, yet by definition a complex system has a
much denser communication referenced to itself than its communications with
its environment.

The implication is that a memory system is first and foremost a densely self-
referencing complex system with the implicit function of self-reproduction and
growth in complexity by means of modelling its environment. Therefore, memory
systems arise in the context of an environment, differentiate and expand due to
their self-reproductive qualities; from this it follows that the internal evaluation
processes of memory systems are not primarily concerned with providing an
accurate data base for other systems.

What makes such a system able to function as a memory for another system
is firstly that the memory system has longer lasting communications than the
system using it as memory, and secondly that the memory system’s model of its
environment is under selection by the system which is using it as memory. This
implies that the memory systems model of another system using it as memory is
not a representation of the other system, but is a model which has been selected
by that other system.

This illustrates that memory systems communications are (like all systems)
mainly internal, and the vast majority of the communications of history have
nothing directly to do any environmental system. But the environmental systems
usage of some of the communications of memory systems will amplify some parts
of the memory system and suppress others, reinforcing some random changes in
the evaluation criteria of memory systems and suppressing others such that the
memory system will evolve, will grow in complexity in particular ways, and to an
external observer can be seen to perform its ’memory function’ more efficiently.

Consequently, systems with memory can expand faster than systems without
memory. In the context of human communications such memories of commu-
nications are written or otherwise recorded verbal communications and human
artefacts that can be seen as memories of human behavioural, verbal and written
communications that led to the creation of the artefact.

As an example we may consider the effect of printing on science. Before print-
ing was invented science developed slowly, as it was based on difficult and time
consuming reproduction of scientific texts by handwriting. After the invention of
printing the system of science was able to expand much faster than before, having
more available memory communications (written texts) because each individual
written scientific communication is longer-lasting than verbal communications-
especially when these written communications are incorporated into a specif-
ically archival system which generates new forms of complex communication
based around these long lasting communications (i.e., science librarianship).

Identity-Checking Subsystems. Systems with memory may develop an
information subsystem (the memory is information about the past of the system)
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consisting of communications between communication units generating memory
communications.

Information system communications reference memory communications and
can be seen as representations of information processing operations - so that an
information system may be defined as communications about memory communi-
cations. Hence, the discipline of history may be considered a type of information
system, since history consists of communications about communications con-
cerning the past.

Memories of information systems communications are referenced in future
information system communications and provide the blueprint for processing of
memories. Information system communication memories last longer than memo-
ries of other communications, and constitute long-term memories of the system,
while memories of other communications are the short-term memories of the sys-
tem. The information subsystem emerges if information processing communica-
tions constitute a dense cluster of inter-referencing communications determined
by a set of characteristic referencing rules. Having an information subsystem
allows combination of memories and by this the generation of descriptions of the
environment which are better than such descriptions in systems with memory
but without information subsystem.

But the information system is not primarily concerned with functioning as a
memory system - its memory function is an interpretation reached by an external
observer analysing the relationship between two systems, and concluding that
one system is functioning as memory for another. For example, the system of
the discipline of history (as exemplified by the written communications of pro-
fessional historians) is - from the perspective of historians, its own justification-
its implicit aim being to do ever more history. But from the perspective of the
political system, the function of the discipline of history is (approximately) to
be a repository of information about the past of the society which can be used
for political purposes (ie. for getting and retaining political power). In modern
democratic societies political and other social systems (such as the legal system,
science, education and the mass media) combine to exert a selection pressure
on the discipline of history such that the evaluation criteria of history become
’scientific’ - in other words history is meant to be true and internally consistent,
as a basis for understanding the past and planning the future for many social
systems. But in traditional or ’totalitarian’ societies, the political/ military/ re-
ligious ruling system exerts a monolithic selection pressure o the discipline of
history, which evolves to have a quite different (and non-scientific) function of
justifying the perpetuation in power of the ruling system.

We may consider as another example the solving of a software development
problem by having a series of ad-hoc meetings. The participants of the meetings
may remember ideas discussed at previous meeting and occasionally may refer-
ence them, but it will be very difficult to arrive to a reasonably good solution
without systematic analysis of earlier ideas and developing elaborations of these
ideas. Finding the desired solution will happen much faster if the meetings are
minuted, analysis and synthesis tasks are assigned to participants, and commu-
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nications about memories of earlier communications are generated in form of
reports that are referenced during the next and later meetings. In this way the
group of developers will progress relatively fast towards an acceptable solution
and the system of the software developer company will expand faster.

The information subsystem of a system provides the references for identity
checking communications of the system. The blueprints of information process-
ing held in long-term memories of the system are referenced by identity check
communications and allow checking the validity of communications within the
context of the system. Having an information subsystem that provides references
for identity check communications decreases the likelihood of generating wrong
communications that cannot be referenced according to the rules of the system.
Reducing the likelihood of wrong communications helps the expansion of the sys-
tem by providing guarantees that the system communications are correct and
can be referenced by further system communications. The identity checking com-
munications turn the information processing blueprints into a self-model of the
system. The self-model of the system is a simplified representation of the system
and of its environment in a complementary sense, containing the information
processing rules of the system.

For example we may consider a small start-up company having the founders
and a couple of other people as employee. The company runs mostly in an in-
formal manner, although standard record keeping is already in place and the
company has its statutes regulating the structure of the company (which is al-
most invisible during the everyday work), decision rights of shareholders, etc. As
the company grows and gets larger contracts and hires more employees it turns
into an established company, with specialised departments (e.g., sales, HR, de-
velopment), sets of rules that describe how information is processed within the
company, and an elaborate visible multilevel structure (e.g., offices indicating
status within the company). The company builds an extensive self-model and an
elaborate identity checking system based on its information system communica-
tions. Identity check communications guarantee that within company processes
and services delivered outside of the company meet the expected quality stan-
dards and together with the self-model of the company provide the foundation
for the building of the company identity. The company would not be able to
meet its growing commitments without this transformation. Having in place the
information subsystem, the identity checking communications and the self-model
allows the company to grow fast and conquer its market.

Faulty Communications. Faulty communications may occur in systems.
Faulty communications are defined as those which do not fit the lexicon of the
system’s language or, which have zero likelihood to be produced in a certain
context according to the rules of the system’s grammar.

For example in case of human speech the pronunciation of meaningless words
(a sequence of phonemes not associated with any word of the lexicon of the
language of the speaker), such words are faulty communications. To differenti-
ate between faulty communications of the system and communications, which
are outside of the system (although produced by communication units, which
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produce communications that are part of the system), we need to consider the
referencing set of the communication. If the referencing set contains exclusively
or dominantly system communications, and the communication in question is
produced instead of a regular system communication that should follow by ap-
plication of some system rules, the communication in question is a faulty com-
munication.

For example, if the meaningless word occurs during meaningful speech, we
have a faulty communication, while if a human produces a meaningless ’word’
by the understanding of another human, this may not be the case of faulty
communication (e.g., if somebody speaks Chinese words in an English environ-
ment, without the intention of linking these communications to other English
communications).

In some cases faulty communications do not lead to any continuation com-
munication within the system (e.g., communications outside of the lexicon of the
system). In other cases system communications may reference faulty communi-
cations. Such cases may lead to further problems within the system and may
cause the system to fail. However this is not necessarily the case - for example
evolution by natural selection proceeds by genetic mutations which are faulty
communications. Most genetic mutations are fatal to survival, or deleterious and
damage the organism, however a minority of mutations are ’mis-interpreted’ by
the system as being meaningful, and by chance these mutations improve the
adaptiveness of the organism enabling it to reproduce relatively more effectively
than the organisms without the mutation - hence the system constituted by
organisms of the same species can grow in complexity.

Communication Errors. Errors of communication systems are defined as
cases when communications happen according to the rules of the system, but the
system of communications cannot lead to continuation because of environmental
constraints. In other words, communication units that are expected to produce
the continuation communication are unable to do this, due to their participation
in other environmental communications - for instance when an organism with
no visual system is dessicated by sunlight since it cannot detect or respond to
the light. The death of the organism is not due to a fault in the system commu-
nications, but to the error constituted by limitations of the organisms system of
communications.

Errors therefore mean that the system’s description of the environment is
not correct in the specific circumstance being experienced. Of course, all system
descriptions of the environment are necessarily incorrect in an absolute sense
because the environment is more complex than the system. However there is
no error so long as the environment description is ’good enough’ to enable the
system communications to continue. An error is said to occur when the incor-
rectness of environmental description leads to an actual failure in continuation
of communications.

Continuations of faulty communications may lead to errors in the above sense.
If there is no continuation of the faulty communication, the error occurs there, as
there in no continuation of the system communications. If there are continuations
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of the faulty communication, these continuations aim to decide whether the
faulty communication is part of the system or not. Such communications may
reach the ’not part of the system’ decision according to the rules of the system,
with the consequence of ending the sequence of communications by a terminating
communication, implying no continuation within the system. If the halting of
continuation communications happens when there are communications supposed
to be the continuation of the most recent communications, the system reaches
an error in the above defined sense.

Errors may occur even when there is no faulty communication at the root.
Occurrence of such system errors are signs of the mismatch between the system’s
description of the environment and the actual environment. Mismatch errors
imply that some of the rules defining the system are pragmatically wrong (i.e.,
they do not fit the environment as it is being experienced). The system’s action
on finding errors is the generation of communications that check the validity
of communications that led to the communication triggering the error. These
checks aim to find the root of the error, and terminate the continuations of
communications branching out from the root of the error.

For example, in natural sciences hypotheses and theories are built and incor-
porated into ongoing scientific work. But when the experimental results ’falsify’
the theories by not confirming their predictions, this prevents continuations of
communications until the science is revised to remedy this. The root of the
wrong theory is invalidated, together with scientific communications branching
from this root, and these are eliminated from that science so that communica-
tions can continue. This may be described as ’purging’ the system after an error-
to excise the error and its continuations.

Purging the system after an error may have very severe implications for the
system. The invalidation of the branches emerging from the root of the error will
probably shrink the system considerably in the short term. If large scale shrinking
of the system happens the system encounters a failure. System failure may even
lead to the dissolution of the system. For example, the experimental findings
invalidating the roots of alchemy theories led to the elimination of the alchemy
from the system of sciences. In case of the Enron company (an US electricity
distribution giant until 2000), the finding that the roots of the accounting of the
company were false led to the rapid collapse of the company. The attempts to
purge the errors from the Russian economic system caused a collapse in economic
output which has lasted 15 years, so far.

Self- wareness in Systems. Abstract communication systems are self-aware
systems if they have an information subsystem which generates an adaptive self-
model of the system providing reference for identity check communications. In
other words, self awareness implies the evolution of an information sub-system
in the first place, and evolution of particular properties of this information sub-
system. It is important to recognize that, like all systems, the internal commu-
nications of the information subsystem is differentially much greater than the
external communications, and this differential increases as the complexity of the
information subsystem increases. This implies that the function of self-awareness
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(like all memory functions) represents only a minority of the communications of
the system which enables self-awareness.

Consequently, self-aware systems generate adaptive actions and form adap-
tive perceptions representing the adaptive changes in their self-model. The adap-
tive changes in the self-model happen in response to faults, errors and failures
experienced by the system. Purging the system of communications leading to
errors imply imposing new structures and possibly new information processing
rules. Simplification of communications, emergence of subsystems and interac-
tions with other systems may also imply changes in the information processing
rules. Changes in the rules of information processing are reflected in changes of
long-term memories and corresponding changes in the self-model of the system.

For example a company may experience difficulties in selling their products
in their market. These difficulties are errors within the system, as expected con-
tinuation communications (i.e., selling of products) do not follow previous com-
munications (i.e., those which lead to the production and packaging for selling of
the products). In response the company may revise its own regulations and other
communications to identify the roots of the problem. If it is found that the com-
pany’s technology is unable to produce sufficiently competitive products in some
market of the company the company may change its technology or may turn its
resources and technologies to produce different products. This change happens
by modifying the regulations of the company and by adapting the self-model
of the company. After the adaptive change of the self-model of the company
identity check communications will change and the company will generate new
adaptively changed actions and experience adaptively changed perceptions. In
some cases the company may survive for very long time, while moving from one
market to another, adaptively changing its self-model and identity in order to
fit better to its environment (e.g., the BARCO company produces visualisation
and optical monitoring equipment today, while originally it was founded as the
Belgian - American Radio Company, which produced radios and later TVs).

3 Memory and Information Subsystems

We discuss in this section two natural systems, which feature self-awareness. The
first system that we discuss is the cell which is a biological self-aware system
producing adaptive responses to external stimuli in function of the state of the
system. The second system that we discuss is the system of a human organization
(e.g., a company or government department), which is again a self-aware system
(i.e., a type of ’management’), which senses itself and produces adaptive and
possibly innovative responses depending on external stimuli and the state of the
system.

The critical features of the discussed systems for the presence of self-
awareness are that they possess both short- and long-term memories and an
information subsystem, which processes and creates new memories, and that
they have an adaptive self-model that is referenced by their identity check com-
munications. (’Adaptive’ means that the self-model has evolved under selection
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pressure from the system for which it serves the self-awareness function.). The
memories are produced by communication units, which reproduce earlier commu-
nications that happened within the system. The information subsystem is a part
of the communication system which generates new communications about mem-
ory communications (i.e., by referencing memory communications) and leads to
the generation of long-term memory communications representing processes of
combinations and derivations of existing memory communications.

3.1 Cells: Proteins, RNA and DNA

Living cells can be analysed in phenomenological terms by listing their compo-
nents and the properties and behaviours of these components. This traditional
approach is followed by most biology books, describing cells as a complex machin-
ery made of cell membrane, cytoplasm, ribosomes, mitochondria, chloroplasts,
Golgi organelle, cilia, flagella, centrosome, lysosomes, endoplasmic reticulum,
nucleus and possibly various other cellular organelles [48]. For each of these
components their structure and behaviour can be described, listing proteins,
lipids and other molecules that compose them, and describing changes of them
in response to various stimuli (e.g., pump molecules residing in the cellular mem-
brane may introduce or expulse some ions or smaller molecules into/from the
intracellular fluid).

An alternative way of looking at cells is to consider them as abstract commu-
nication systems, in which proteins and other molecules are the communication
units and their interactions are the communications. In this sense the cell is iden-
tified as the set of interactions between proteins and other molecules (e.g., ATP,
RNA) (Andras and Andras in press). All cellular components can be seen as well
organized spatio-temporal patterns of interactions between such molecules, the
proteins playing a central role in most of these interactions. Molecular interac-
tions reference earlier interactions in the sense that the participating molecules
are results of earlier interactions between molecules (e.g., proteins form interme-
diary complexes, which lead to new molecules, including proteins and possibly
now conformations of the participating proteins, the resulting proteins partic-
ipate in new molecular interactions, referencing earlier interactions which led
to their formation or transformation). Such inter-referencing interactions form
a dense cluster within the cell, surrounded by relatively rare interactions with
molecules, which are outside of the cell. The density boundary of the cell system
is materialized as the cell membrane.

Memories of interactions between proteins are contained in RNA molecules.
The appropriate decoding of RNA molecules into proteins at the ribosomes guar-
antees that the appropriate types of proteins are available within the cell and
that the appropriate molecular interactions happen within the cell delivering the
expected functionality of cellular organelles into which the produced proteins are
incorporated. The RNA molecules may change during evolution. Frequent or im-
portant interactions between proteins leading to stable protein complexes may
become encoded by a single RNA, coding directly for protein complex emerging
from the interactions of proteins. The RNA molecules produce the primary mem-
ory subsystem of the cell, allowing the reproduction of earlier communications
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(i.e., molecular interactions) by allowing the reproduction of proteins. The RNA
memory system is a short-term memory system, the RNA molecules being able
to exist for a relatively limited time period (e.g., half-life of mRNA molecules is
around 6 hours [55]).

The short-term memory molecules of the cell participate in many interactions
between such memory molecules (i.e., RNAs). Well known and newly discovered
RNA molecules, like mRNA, rRNA, tRNA, siRNA [1], [47], microRNA [39]and
others interact with each other regulating the translation of memories encoded
in mRNA molecules into proteins. The result of these regulatory interactions is
the appropriate production of types and quantities of proteins within the cell.
The interactions between RNA molecules rearrange some of them (e.g., splicing
of immature mRNA) and produce RNAs corresponding to the right sequence of
proteins that need to be produced or RNAs which can communicate with others
in further regulatory interactions. The system of communications between RNA
molecules constitutes an information subsystem of the cell.

The interactions between RNA molecules are reproduced using memories of
such communications. These memories are the DNA molecules organized into
the genome of the cell. The DNA molecules produce RNA molecules by interact-
ing with proteins and RNA molecules. The produced RNA molecules participate
in RNA interactions and ultimately lead to the generation of various regulatory
and protein encoding RNA molecules and finally to proteins within the cell. The
DNA molecules constitute a secondary memory subsystem of cell consisting of
long-term memories (the DNA molecules usually survive with minor changes
during the whole lifetime of the cell). In bacteria and archaea the DNA contains
mostly segments which encode RNA molecules which lead to protein generation.
In higher organisms the DNA contains a large amount of non-protein coding
segments, which are believed to participate in regulatory interactions between
DNA segments [40]. These regulatory interactions lead to the production of ap-
propriate RNA molecules in appropriate quantities. The regulatory interactions
between DNA segments constitute a communication system, which can be seen
as the secondary information system of the cell (i.e., the information subsystem
regulating RNA interactions).

Following the abstract communication systems theory interpretation we iden-
tified two levels of memory subsystems within the cell constituted by RNA and
DNA molecules, providing memories of protein interactions (short-term mem-
ories) and RNA interactions (long-term memories), respectively. These mem-
ories generate and information subsystem made of interactions between RNA
molecules and segments of DNA molecules, which regulate the expression of
memories under their control including the creation of new memories (e.g.,
spliced RNA molecules, simultaneous production of various combinations of
RNA molecules). The long-term memories contain a blueprint description of
the cell, constituting the self-model of the cell.

The cell performs self-monitoring through the interactions between proteins,
RNA molecules and segments of the DNA [46]. These communications trigger
further communications which reference them. Some of the protein interaction
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communications lead to interactions with RNA molecules. The results of such
interactions can be seen as short term memories (i.e., possibly modified RNA
molecules). These short term memories participate in RNA interaction commu-
nications contributing to the selection of appropriate RNA molecules for trans-
lation into proteins. RNA interactions may generate RNA molecules or proteins
that interact with DNA molecules (e.g., siRNA molecules), driving the DNA
expression into RNA accordingly to the cell’s needs. Other RNA molecules may
even create new DNA molecules (e.g., RNA retroviruses), creating new memo-
ries of RNA interactions. The self-monitoring ultimately refers to the self-model
(i.e., the DNA blueprint) in order to check the identity of intracellular commu-
nications (i.e., whether they are correct or not, or expected or less expected).

The actions of the cell system are sequences or spatio-temporal patterns of
protein interactions (e.g., secretion of molecules into the extra-cellular space,
movement of the cell). These actions aim to validate the correctness of earlier
cell communications and implicitly to reproduce and expand the cell. The actions
are generated using the memories and the information processing subsystems of
the cell, which regulate the generation of the right proteins in the right amounts
and right places, such that the appropriate cell actions can be generated.

The cell perceptions are the differences between the expected distribution
of protein interactions and the actual distribution of these interactions. The
first is specified through the blueprint of the cell, the second emerges from self-
monitoring identity check communications. For example the presence or absence
of antibiotics in case of bacteria may lead to very different patterns and distri-
butions of protein interactions (i.e., in the presence of ribosome-blocking antibi-
otics many wrong proteins are produced, generating many protein interactions,
which do not fit into the system of protein interactions of the cell). The differ-
ent pattern and distribution of protein interactions leads to changed patterns
of RNA-protein expression and possibly to change patterns of DNA-RNA ex-
pressions (e.g., previously inactive DNA segments are expressed in neurons after
long-term potentiation [12]).

Faults, errors and failures occur in cells. Faults are interactions between pro-
teins that do not follow the language of the cell (i.e., the set of regular inter-
actions). For example such interactions may lead to protein malformations like
prions, which are proteins having a wrong conformation, preventing them from
their regular interactions. Faults may lead nowhere, and in many cases the cell
can simply ignore them, eliminating the possibly hazardous results of faulty
interactions (e.g., toxins produced by such wrong interactions). Errors occur,
when interactions happen according to the rules, but they cannot be continued
by further appropriate interactions. For example, in the case of bacteria in the
presence of antibiotics many appropriate protein interactions cannot be followed
by such interactions because of the lack of appropriate proteins. When errors
happen at the large scale, and large part of the cell system halt the cells may
experience failure, which may lead to the disintegration of the cell (e.g., bacteria
in presence of antibiotics).
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Self-monitoring makes possible for the cells to perceive themselves and im-
plicitly their environment and to select appropriate actions in order to increase
their chance of self reproduction and expansion. In case of faults, errors and
failures these are perceived in terms of deviations form the expected interactions
and the cell invokes new parts of its memory subsystem using its information
subsystem to generate responses to avoid catastrophic effects (i.e., the disin-
tegration or large scale shrinking of the system) of these problems. Adaptive
responses are generated by the cell reflecting the environment of the cell and its
own state. Some of these adaptive responses lead to new memories and fuel the
evolution of the system. For example, bacteria may develop antibiotic resistance
in the presence of antibiotics, and may loose antibiotic resistance after residing
in antibiotic-free environment.

Our analysis shows that cell systems constitute self-aware systems. They are
able to monitor themselves and produce adaptive responses reflecting the state
of their environment and of themselves. They are also able to build upon these
adaptive responses and innovate themselves evolving into new forms adapted
to their environment in such ways that increases their chance to reproduce and
expand.

3.2 Organizations and Bureaucracies

Human communications (verbal, written, gesture based, etc.) constitute a com-
munication system, which is the human society. Human society has many sub-
systems, like subsystems defined by natural languages (e.g., English, Chinese,
etc. societies), and subsystems defined by their specific logic, with associated
functionality in the context of their society (e.g., political system, legal system,
economic system, etc.) [16], [16], [41], [53]. Organizations constitute subsystems
within many parts of the human society, e.g., political parties within the political
system, companies within the economic system, and universities in the higher
education system.

Organizations can be viewed as communication systems made of communi-
cations between humans, these humans acting as communication units for the
organization [4], [10], [15], [44]. The organization is defined by its own language,
which restricts the distributions over possible continuation communications, con-
ditioned by previous communications. The language of the organization is usually
described in terms of statutes, regulations, contracts, rules (rules differ from reg-
ulations in the sense that rules have a limited range of applicability and restrict
the relationship between a few factors, while regulations are large consistent
sets of rules with a wide range of applicability and constraining the relationships
of many factors), and rituals (interpreted in a wide sense, including all kinds
of expected behavioural patterns). The language of the organization imposes
structures (i.e., restrictions on communications) within the organization (e.g.,
organizational hierarchies).

Organizations produce memories that contribute to the success of reproduc-
tion and expansion of the organization. Such memories are products and services,
which represent in a compressed form the human communications that lead to
their production, written paper and electronic records of organizational com-
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munications, and repeatedly told stories of organizational events. The memories
of the organization are organized into a memory subsystem by communications
about these memories in form of generating organizational rituals, traditions,
rules and regulations. The latter constitute the foundation of the identity check-
ing information subsystem of the organization. Products, services and records
of organizational communications constitute short-term memories of the organi-
zation, they being referenced for relatively short time period. Memories about
processing of short-term memories, like rituals or regulations are long-term mem-
ories of the organization, they persist for long time periods and are referenced
during this time when memory communications are processed. The long-term
memories of the organization describe a self-model of the organization (e.g.,
the constitution of a party describes the organizational units of the party, the
rights and responsibilities of these units and of their members, the decisional
procedures, etc.).

Large organizations have well developed information subsystems, which use
and generate memories and check the identity of organizational communica-
tions by referencing traditions, rules and regulations. The information subsys-
tem of such organizations takes the form of organizational bureaucracy. Thus,
the bureaucratic subsystem of the organization deals primarily with produc-
tion of records, assessment of records, and production of new identity checking
communications in forms of particularized orders based on existing regulations,
formulation of new rules, contracts and regulations. The organizational bureau-
cracy in particular generates the long-term memories of the organization.

Organizations self-monitor themselves by checking the identity of organiza-
tional communications and by generating records of organizational communi-
cations for later identity checks. Organizational bureaucracies perform to large
extent the self-monitoring of the organization by generation and assessment of
records of organizational communications. Self-monitoring drives the appropriate
application of rules by referencing long-term memories of the organization (the
organization’s blueprint) contained in regulations defining the what is allowed
and what is not in the context of organizational communications.

The actions of an organization are organizational communications that mod-
ify the communications in the environment of the organization (e.g., selling prod-
ucts, conquering a part of a market, changing a part of the political discourse
etc.). Communications constituting organizational actions follow the rules of the
organization (e.g., rules describing the delivery of a service). The perceptions of
the organization are the differences between the expected distribution of orga-
nizational communications and their actual distribution. These perceptions are
assessed using memories of earlier communications usually by the organizational
bureaucracy. Actions generate perceptions and perceptions generate actions all
aiming to increase the reproduction and expansion ability of the organization.
If the rules of the organization (i.e., the identity of the organization) match its
environment the perceptions and actions will allow the organizations to recruit
more organizational communications, which usually materializes in the expan-
sion of the organization in the sense of having more humans communicating
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within the organization, more products and services sold and gaining new parts
of markets.

Organizations also experience faults, errors and failures. Faults are those
organizational communications which do not follow the rules of the organiza-
tion. These many times are eliminated without providing reference for many
further organizational communications. Errors occur when organizational com-
munications follow the rules, but they cannot be continues due to environmental
constraints. For example, an inappropriate marketing campaign does not lead
to increase in sales. A major functional role of the organizational bureaucracy
is to discover faults and errors and limit their effects on the organization. By
applying identity checks (i.e., assessing memories of communications - records
to find out whether they comply with the rules) and forming expectations about
future communications according to the rules an effective organizational bureau-
cracy can spot faulty communications and recognize errors. In case of errors the
bureaucracy aims to find the roots of it by analyzing records of organizational
memories, i.e., those communications that led to the generation of the error, and
generates new identity checks, i.e., new communications about rules that are in-
tended to be used to prevent the occurrence of similar errors. Failures happen
when errors halt the continuation of communications within a large part of the
organizations. Failures may lead to the disintegration of the organization, and
usually lead to major restructuring of it, changing rules and regulations, and
reorganizing the organizational bureaucracy.

Organizations adapt to their environment in response to faults, errors and
failures by changing their rules, regulations, structure, and possibly even their
identity (e.g., companies may move completely from one market to another).
These changes in organizations often take the form of adding and modifying
the regulations of the organization, and many times this leads to standardisa-
tion / simplification of organizational communications. Such changes trigger the
reorganization of the organization, provision of new products and services, the
change of its bureaucracy and possibly of its identity. The changes may be ben-
eficial or not for the organization. In a competitive environment, where many
organizations compete for communications generated by the same communica-
tion units (i.e., humans) maladaptive change leads to the shrinking and possibly
to the dissolution of the organization. In less competitive environment (e.g.,
state monopolies or very large corporations) maladaptive changes are likely to
lead to overgrowing bureaucracy as new regulations are put in place to prevent
earlier errors and failures triggering the growth of the organizational bureau-
cracy in charge of generating and imposing regulations and checking adherence
to regulations.

Organizations are self-aware systems, which monitor themselves using their
memories and information subsystem (i.e., the organizational bureaucracy),
sense their environment and act upon their environment, and adapt to their
environment. Organizational adaptations are generated by the organizational
bureaucracy in form of new or revised rules and regulations aimed to prevent
faulty communications, errors and the occurrence of failures, guaranteeing in-
creased ability of the organization to reproduce and expand.
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4 Self- ware Software

Computer software drives the computer hardware and it is present in increas-
ingly many machines and appliances, including cars, fridges, and mobile phones.
Computer software is made of computer programs written in some programming
language (e.g., Java, C++) and executed on some computer hardware, which is
able to understand the programs and translate them into behaviours of the ma-
chine. In the early times (1950s - 1960s) computer programs were independent
of each other, were executed sequentially, and mainly dealt with processing and
transforming some data records and possibly producing some additional data
records. More recently computer software is composed of many concurrently
active components which communicate with each other.

The usual way is to view computer software in functional terms, associating
with them a set of functions that they can perform and which might be useful
for their user (e.g., word processing, graphics generation, web browsing, etc.).
An alternative way to consider computer software is to view them as part of the
human society interpreted as an abstract communication system. In this context
computer programs can be seen as recorded memory of human communication
(i.e., the communication of the programmers with computers, which transformed
their typed communications into stored records containing the program). This
memory can be recalled by using a computer (or some computing hardware in
general), and the recalled communication will be used to process new society
communications (human or indirectly related to human communications) and
generate possibly new communications and records of earlier communications.
The software is part of the information subsystem of the society allowing the
processing of memories (i.e., electronic records of earlier communications) and to
generate new society communications (e.g., a printed page, a spoken sentence, or
stored data). Unsurprisingly, computer software is used to a very large extent in
the context of information subsystems (i.e., bureaucracies) of various social sub-
systems, like companies, government agencies, and other kinds of organizations.
(We note that computers themselves are products of human communications
and can be seen as memories of these communications that led to the design and
assembly of them.)

In alignment with the above presented view, computer software can be seen
as a communication system of many processes or components executed on com-
puter hardware. In the context of object-oriented software, we may consider
each object (i.e., an instantiation of a class, which is specified in the code of
the software) as a communication unit, and view the software itself as the set
of interactions between these communication units. In current large scale soft-
ware systems such objects appear and disappear frequently, communicating with
many other objects, some of these being created by other programs. Some ob-
jects may create copies of themselves or other objects on distant hardware, and
may reproduce and expand the communication system of which they are part of
(e.g., spyware).

Here we aim to investigate the ways by which computer software may be-
come self-aware. First let us review the features of self-aware communication
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systems that we highlighted in the previous section of the paper. Systems with
self-awareness all have short- and long-term memories and identity check com-
munications that reference these memories. Memories provide the foundation for
self-monitoring, which is performed by the information subsystem of the system
using identity check communications and generation of new long-term memory
communications by processing existing memory communications. The system
of long-term memories defines a self-model of the system, which is ultimately
referenced by identity check communications. Self-aware systems perceive their
environments in terms of differences between expected and actual system be-
haviour, perform actions by which they modify their environment, and aim by
their perceptions and actions to reproduce and expand the system. In princi-
ple these systems may expand infinitely, although in practice they may reach
some limits of their expansion. Self-aware systems adapt to their environment
by changing themselves in response to experienced faulty communications, er-
rors and system failures. System adaptations change the information subsystem
of the system, by imposing new or modified identity checks, or smaller or larger
scale reorganizations of the information subsystem, changing the rules defining
the identity of the system. The rest of the section will analyse each of the listed
features of self-aware systems in the context of software systems.

In the case of software systems we can identify short and long term memories
in forms of data and software code. The data is allowed to change frequently
in most cases. Stored data represents to some extent the memories of commu-
nications between objects (although not all communications are represented by
stored data). The software code constitutes long term memories (the blueprint or
self-model of the system), which allow the recreation of objects many times, and
store the rules of communications that lead to creation of these objects in com-
puter memories. The software code is usually not changing. More recently new
software systems emerged, which allow to some extent the change of their code
by incorporating new pieces of code into the system’s long term memory, e.g., se-
curity patches installed by human user or possibly installed automatically. These
changes in the long term memory of the system represent adaptations based on
processing memories of recent communications within the system, which led to
faults, errors and failures. We need to note that all these changes to the soft-
ware code reference human communications, which created the software patches.
Recent software environments like Smalltalk, Java and .NET implement com-
putational reflection [21], [42], which allows in principle changes to the program
code, but the range of practically allowed changes is very limited (e.g., asking for
names and types of exposed variables and methods in newly added components
[24]). Elementary structural changes, like using new methods available in newly
added components are allowed in the context of component-based programming
[34]. Software systems usually do not create memories of communications be-
tween objects (except in cases of faults or errors that can be interpreted by
exception handling components of these objects) and in consequence are unable
to develop an information subsystem that would process memories and possi-
bly generate new memories, including changes to the long term memory of the
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system. However, we note that recent advances in the area of aspect-oriented
programming [19], [33] allow the software system to track communications be-
tween objects. This can be seen as a critical first step towards the creation of
memories of communications between objects (see logging of object communica-
tions in the context of aspect-oriented programming). In order to make software
systems able to develop self-awareness it is very important to expand their mem-
ory subsystem to provide the foundation for an information subsystem within
the software system.

Self-monitoring is performed by the information subsystem of self-aware sys-
tems. In case of software systems we can find some basic level of self-monitoring
in form of correctness monitoring using methods of exception handling, type
checking and execution pattern matching (in context of aspect-oriented pro-
gramming). These can be seen analogous to basic identity check communica-
tions in self-aware systems. These communications usually check the correctness
of data; they do not check the correctness of communications between objects
or processes in any more general sense (this is usually done during the com-
piling of the software by checking that the long term memory of the software
system conforms the rules of the programming language in which it is written).
Recent advances in aspect-oriented programming [19], [33] and design patterns
[28]indicate significant progress in terms of self-monitoring, by allowing tracking
of object communications (aspect-oriented programming) and using blueprints
of relatively simple communication patterns to enforce appropriate communica-
tions (design patterns; we note also the similar role of ’interface’-s in the context
of Java). Self-aware software systems need much larger scale self-monitoring com-
parable to self-monitoring of natural self-aware systems. Self-monitoring should
be based on memories of communications that happen between objects and pro-
cesses, should check the identity of these communications referencing identity
check communications of the software system (in particular the self-model of the
system, the software code), and generating new memory and identity checking
communications (including new parts of the software code).

In case of natural self-aware systems the identity check communications gen-
erate a large part of communications within the system, and we may see the
system emerging from such identity check communications. Due to the Popper
principle the system’s correctness cannot be proven, and identity checking (or
correctness proving) communications may continue infinitely, guaranteeing the
reproduction and expansion of the system. Existing software systems have ba-
sic mechanisms to check the correctness of data (e.g., type checks, exception
handling methods), but most of them do not check the correctness (or identity)
of communications between communication units (i.e., objects) during runtime
and consequently do not lead to the expansion of the software system inter-
preted as a communication system. We note that run-time type checking is
present in Smalltalk and also to some extent in Java, and the identity check of
communications may become a practical possibility following current trends in
aspect-oriented programming [19], [33] and use and development of design pat-
terns [56]. In case of software systems reproduction and expansion can be seen
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to some extent in form of re-use (template libraries [29], design patterns [26],
component-based programming [30]) and in form of installation and running
of many copies of them. Some of them, like software viruses, are able to repli-
cate themselves by creating new copies of their own code, which is run on the
same or on different computer hardware. Importantly, software systems usually
do not adapt autonomously to their environment (software patches distributed
automatically over the Internet can be seen as a basic form of adaptive change
triggered by human communications generating the patch) or their adaptation is
very limited (recognizing methods and types of variables of a new component).
Perhaps the most autonomous adaptive behaviour can be seen in the context
of implementation of continuation in programs developed using functional lan-
guages, which allows capturing of continuations of executions and the adaptive
recombination of such captured continuations [20], [7]. To overcome the present
limitations of software systems, and to develop self-aware software systems a
major change is needed in the design and analysis of software systems. While
current systems are designed and analysed in terms of their functionality im-
posed on them in the context of their environment, self-aware software systems
should be designed and analysed using a ’from within’ view, which permits the
development of the system such that its own identity check communications lead
to the emergence of the system. Self-aware software systems should aim to repro-
duce and expand themselves as communication systems and they should perform
their intended and externally imposed functionality by adapting to their envi-
ronment and reproducing and expanding within this environment. Steps that
may lead to such systems include works on cellular automata [25], multithread
parallel systems [59], software viruses [35], the concept of continuation [20], [7],
development of persistent systems [8], self-monitoring and self-healing systems
[6], component based programming [30]and aspect-oriented programming [19],
[33], [54].

Actions of software systems are sequences of communications with effect on
the environment of the system. These effects can be triggered actions of human
users (e.g., pressing a button or clicking the mouse on a certain place of the
screen) or communications originating from other software systems (e.g., arrival
of data through the Internet connection). The actions of the software system
follow the rules established by the self-model of the system (i.e., procedures
described in the software code), but the referencing of the self-model happens
mostly during the compilation of the code into objects (notable exceptions are
programs written in scripting languages, e.g., the use of the function ’eval’ to
include new code from an additional file). In contrast, natural self-aware systems
reference their self-model communications frequently during the identity check
communications. They also generate short-term memories of their action com-
munications, which are checked for their identity by referencing other memory
communications, self-model communications, and by generating new memory
communications. Perceptions of software systems are the detections of changes
in their environment. Typically such perceptions are implemented in the form
of ’if-then-else’ rules or multiple variants of this (e.g., ’switch’, ’case-of’), or
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in form of exception handling (i.e., equivalent of a final or possibly branching
’else’). The expectation about possible communications is usually characterized
by a flat prior distribution, i.e., there is no prior information represented in the
encoding of the perception interpretation code. The difference between the flat
prior expectation and the experienced distribution (i.e., one of the possibilities
appears with certainty, while others have zero experienced probability) triggers
communications within the software systems. Similarly to the case of actions,
perception communications reference the self-model of the software system only
at time of compilation of the objects. Natural self-aware systems have expec-
tations based on prior experience. These expectations are usually characterized
by non-flat distributions over the space of possibilities. Prior experience changes
the expectations adaptively, so that the system can generate the most appropri-
ate communications in response to its perceptions. Self-aware systems also refer-
ence their self-model and memory communications frequently when the generate
perception triggered communications. To turn software systems into self-aware
systems they need to have frequent references to their short- and long-term
memories, adaptive expectations encoding non-flat prior distributions of possi-
bilities, and more flexibility of the behaviour of the software system that might
be achieved by on-line adaptation of the self-model (i.e., the software code) and
frequent recompilation (or partial recompilation) of objects.

Works on dependable systems and software reliability [9], [38] created an
elaborated theory of faults, errors and failures in the context of software sys-
tems. The most common mechanisms to deal with faults are the data validation
combined with roll-back and the exception handling methods. The roll-back is
triggered by invalid data and restores the previous correct state of the system.
In case of databases the roll-back restores previous data that satisfied the va-
lidity checks before, in case of more complex software systems recovery blocks
executed in parallel may be used to restore a valid state of the system [38]. Ex-
ception handling methods include the handling of invalid data, type mismatch,
and invalid access rights, providing essentially an ’if-then-else’ type solution of
dealing with unexpected communications grouped in one or a few categories.
Related recent work addresses the concept of ’re-start’, i.e., when does a pro-
gram or communication need to be re-initiated [65]. ’Re-start’ can handle in
principle a general class of errors, when the expected continuation communica-
tions do not happen. Natural self-aware systems check the identity (validity) of
communications permanently by referencing their short- and long-term memory
communications and creating new identity check communications. Identity check
communications eliminate most of the faulty communications, errors are limited
by structures that may change adaptively, and failures trigger major adaptive
changes in the self-model of the system. This suggests that self-aware software
systems need to expand their response repertoire to deal with faults, errors
and failures, by employing frequent identity check communications to validate
data and communications between objects, including communications referenc-
ing long-term memory communications (i.e., the software code), use of adaptive
structures, re-start methods and parallel multi-thread execution to limit errors
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and to create slack resources (i.e., enough many communications so the system
can continue its own reproduction even if many communications lead to faults
and errors), and by adapting its own self-model in response to errors and failures
by changing and adding to the software code.

Adaptation is a key feature of natural self-aware systems. Adaptation includes
the generation of appropriate actions and forming of appropriate perceptions in
order to increase the reproduction and expansion ability of the system, and also
the modification of the self-model of the system in response to errors and fail-
ures experienced by the system. Software systems are able to form appropriate
perceptions and generate appropriate actions to some extent, but they are un-
able to adapt their self-model by themselves during their existence in response
to errors and failures experienced by them. Software systems are most adaptive
in terms of stored data that is changing frequently and to lesser extent in terms
of changing access interfaces of objects (e.g., using methods of a newly added
component). Adding new security patches and updates is a relatively new way
of adaptation of software systems, which changes the self-model of the software
system in response to errors and failures. At the same time we have to note
that all these adaptations are triggered by communications with humans (even
in the case of automated updates the new modules are written by human soft-
ware developers). Just-in-time compilation, run-time type checking, and garbage
collection are the beginnings of more adaptive behaviour, which allow adaptive
changes with respect to the actively referenced part of the self-model and intro-
duce more frequent references to the self-model. The concept of ’re-start’ [65]
represent a new pathway that may lead to novel ways of adaptation in software
systems in response to errors (i.e., lack of continuation of communications as ex-
pected). Analysing natural self-aware systems suggests that a much wider range
of adaptive responses is needed in software-systems to achieve self-awareness.
Memories of runtime interactions between objects/processes need to be created.
These should generate new communications by referencing identity check com-
munications and other memory communications in order to check the identity
(validity) of these interactions, eliminating faulty communications when they ap-
pear. Identity check communications should reference frequently the self-model
of the system and should lead to changes in the self-model of the software system
(i.e., the software code) in response to errors and failures. These changes of the
self-model should manifest in new structural constraints imposed on communi-
cations between objects, possibly in simplification /standardisation of object
communications, in specialisation of communications between objects, leading
to the emergence of specialist subsystems of the software system, and possibly in
the generation or recruitment of new types of objects into the software system.

In general, comparison of software systems with natural self-aware systems
suggests that current software systems need many changes to become similar
to self-aware systems and possibly to become self-aware software systems. A
fundamental difference from current practice that seems to be needed is that
self-aware software systems need to be designed using a ’from within’ perspec-
tive, aiming to build a system that reproduces and expands itself and becomes
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associated with externally perceived functions by adaptation to its environment.
The self-reproduction and expansion of the system should happen by generating
short-term memories of object communications and endless number of identity
checking communications that reference short- and long-term memory commu-
nications. The self-aware software system should be able to adapt to its environ-
ment by choosing appropriate actions and perceptions, and also by adapting its
own self-model contained in its long-term memories the software code. The adap-
tation of the self-model is critical for self-awareness, and should include changes
to the code, generation of new structures, and incorporation of new classes and
generation of new objects.

5 Will Self- ware Software Become a Reality?

In this section we discuss to what extent we expect that self-aware software that
satisfies our descriptions outlined in the previous section will become an existing
reality. We discuss aspects that we consider critical in terms of resources and
approaches.

In our view self-aware software systems will aim in principle to grow without
any limit. In practice the environmental constraints may limit this growth very
much as they do this in the case of existing natural self-aware systems (e.g.,
bacteria, animals, organizations). In most cases of natural systems the growth
limits of the system imposed by scarcity of resources needed for communication
units and communications do not limit the growth of the system in practical
sense, and the habitable environment of the system is apparently infinite from
the system’s point of view. We believe that in order to generate self-aware soft-
ware we need to achieve the state in which the habitable environment of the
software system becomes apparently infinite. The habitable environment of soft-
ware systems is provided by available hardware and software components (i.e.,
objects, processes run on the large amount of hardware). At the moment this
habitable environment is relatively small, which does not offer apparently limit-
less resources for the expansion of software systems. Simple replicating software,
like viruses spread on the Internet, are able to populate very rapidly the existing
available software/hardware environment, exhausting their resources for growth,
and collapsing as a system. In order to have the environmental conditions for
self-aware software we need many magnitudes increase of available software and
hardware resources, so that the environment provided by them allows practically
limitless growth for self-aware software systems.

As we noted earlier it is very critical that self-aware software is developed
using a ’from within’ approach. A similar approach can be seen in the case
of the Smalltalk [27] programming language, in which everything is an object,
including the development environment, and programs are built by combining
existing objects and building new objects [22], [61]. The main difference of the
proposed approach from most current software development approaches is that
it does not subordinate the development of the software system to the function
imposed on the system from outside. The proposed ’from within’ approach will
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allow to associate functions to the software system as it reproduces and expands
under environmental constraints. This does not mean that software components
(e.g., objects) or the software system is not developed to fulfil some specific role;
it rather means that components, communications, and the self-model of these
is selected and composed such that the system emerges to fulfil its designated
role. We do not know at the moment what would be the detailed features of
the software development ’from within’, but we think that current trends in
component-based programming and aspect-oriented programming are pointing
towards the ’from within’ approach to software development.

Self-aware software in our view will be the sum of communications between
objects that follow the rules described in the self-model of the software system
(i.e., the software code). We believe that such systems will be based on re-use of
many existing components (runtime objects, coded classes), and will recruit com-
munications involving such existing components. Similar to human organizations
or cells the focus of the system will be only partly to produce its communication
units (humans and proteins, respectively), but to a larger extent will be to use
the existing ones, involving them in communications according to the rules of
the system. This means that self-aware software systems will become a possibil-
ity when an apparently infinite number (obviously objectively this will be still
a finite number) of available software components will exist in an apparently
infinite supporting environment provided by computer hardware. The self-aware
software system may still produce many objects according to its own self-model
so it can build up itself, but it will be necessary for the software system to
be able to incorporate in itself communications with existing objects. Existing
objects of which code is not part of the software system may provide new seg-
ments for the adaptive self-model of the software system, making it better able
to reproduce and expand in its environment. Today we already can see begin-
nings of a hardware/software environment which might become able to support
the development of self-aware software according to our vision. The increasing
re-use of software components, the availability of template libraries [29], design
patterns [26], [56], and in some cases of their source code (i.e., open source ver-
sions of them or the bytecode of Java objects), the development of standardised
communication interfaces and communication protocols between objects, hint
that it might not be in the too distant future that building software by com-
bining existing objects and source code will be possible. An early step towards
self-aware software might be the building of software systems by specifying the
design of communication patterns between existing components, without adding
any new component or explicitly rewriting the behaviour of existing components
(see design patterns).

As we pointed out in the previous section natural self-aware systems exten-
sively use memory communications, and they create memories of many communi-
cations. Having these memory communications provides the foundation for their
self-monitoring by their information subsystem and for the adaptation of their
self-model. The critical missing component of software systems in this respect
is the lack of creating memories of communications between objects/processes,
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however recent advances in aspect-oriented programming address this issue at
least at a basic level by allowing the logging of object communications [19].
Consequently, the analysis of natural self-aware systems suggests that in order
to develop self-aware software systems we need to have memories of communica-
tions between objects and these memory communications need to be referenced
frequently by communications constituting the software system. Although it is
not completely clear for us how the creation of object communication memories
should be implemented, we believe that such memory communications can be
realized in the form of creating new objects which generate repeatedly a repre-
sentation of the memorized communication (or combining simple existing objects
by creating re-occurring communications between them or by extension logging
communications implemented in the context of aspect-oriented programming).
These memories should work as short-term memories, implying that they can
be discarded after a relatively short time, making their sustaining components
(i.e., objects which produce the memory communications) available to store new
memory communications or to participate in other communications. The devel-
opment of these short-term memories will bring us closer to the method of ’from
within’ for software system development.

Natural self-aware systems grow to a large extent due to identity check com-
munications. In other words, due to the Popper principle, the asymmetry of true
and false decisions about the identity/validity of communications, systems that
are able to exist check their identity for infinity (at least in principle), systems
that cease to exist conclude at some moment that their identity does not exist by
ceasing the continuation of their communications. In our opinion self-aware soft-
ware systems should expand largely due to identity checking communications,
which check the identity/validity of communications between objects, generating
new communications between objects, including memory communications, and
guaranteeing the reproduction and expansion of the system according to its own
rules. We believe that the ’from within’ method of development of self-aware
software will include methodology that allows the expansion of the software sys-
tem by the generation of identity check communications. As we already noted,
the function of the self-aware software system will be achieved by adaptation to
its environmental constraints, which limit its growth and trigger the generation
of additional identity check communications by contributing to the generation of
some actual communications that differ to some extent from the expected com-
munications (at least in their distribution). We note that our view of growing
the software system by identity check communications is similar to the method
of development of programs by elaborating the proof of initial statements repre-
senting the problem and assumptions [32], [43], [60]. The main difference between
our approach and program development by proof is that in our view the proving
process should continue infinitely in case of self-aware software systems, while
in the context of program development by proof the proving process ends by
proving the correctness of the program. While program development by proof
operates in a world supposed to be static and completely known (i.e., represented
by the assumptions and the problem statement, of which validity is assumed to

Self- ware Software – Will It Become a Reality?a
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be provided), in our view self-aware software develops in a world that is infinitely
complex and variable, the software system being able to capture (i.e., describe
in a complementary sense) at any time a limited part of this world. In the con-
text of our assumption, if the proving process halts that means the end of the
software system, and the infinite continuation of the proving process means the
reproduction and possibly expansion of the software system.

Adaptation of the self-model of natural self-aware systems is their core critical
feature. Existing software systems are limited in adapting their self-model as we
discussed in the previous section. If the previously discussed issues will be solved
according to our expectations, the adaptation of the software code in response
to faults, errors and failures will become possible. The use of existing objects
and the access to their source code (their self-model) will allow the inclusion of
new parts into the self-model of the software system. Self-monitoring, memories
of runtime interactions, and frequent references to the self-model of the system,
and accessibility of new self-model components will make possible to search for
roots of errors, to find appropriate simplifications and standardisations, and to
find appropriate changes to the self-model of the system, which will increase its
reproduction and expansion ability.

Finally, an interesting question is whether the self-aware software will show
anything similar to human consciousness, including feelings and emotions. In
our view there is a wide variety of natural self-aware systems, which include
bacteria, plants, simple and complex animals, social animals like humans, hu-
man organizations, and possibly other natural self-aware systems. These systems
perform their self-awareness in many different ways, but all maintain the criti-
cal features of self awareness (including the adaptive change of their own self-
model). One of these systems, the humans, show consciousness, while others may
show similar features to some extent (e.g., animals), but others do not show any
behaviour that would resemble human consciousness (at least in terms of com-
munications/interactions with humans). This indicates that self-aware software
systems may not show any behaviour that would resemble human consciousness,
and in principle there is no reason why we should expect any such behaviour.
Our view is that self-aware software systems (if they become reality) will show
the critical features of self-awareness, but they will not behave like conscious
humans.
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Abstract. We argue that “design methodology research” for self-* dis-
tributed systems needs to be recognized and enriched. Methodologies
encourage systematic design of distributed protocols. They augment the
creative activity of innovation, rather than stifle it. They enable easy
design of, and automatic code generation for, distributed systems with
predictable properties. Through a taxonomy, we show that methodology
research is growing slowly but steadily. As a case study, we present and
discuss a new methodology that concretely captures the design of a large
class of peer-to-peer distributed hash tables (p2p DHTs) and DHT-based
applications. We use this to show some advantages of methodology re-
search, such as effective exploration of the design space for protocols. We
also summarize some of our ongoing work in the direction of developing
methodologies for distributed protocols.

1 Introduction

Today, designing new protocols for self-* distributed systems such as peer-to-
peer (p2p) systems, autonomic distributed systems, Grid applications, etc., is
an extremely challenging task. Consider a researcher who is asked to design a
distributed protocol for a specific p2p application with certain properties. The
only resources available to the designer are 1. her basic distributed systems
knowledge, 2. prior research literature, and 3. designer’s experiences.

This is almost a “seat of pants” approach to protocol design. It has resulted
in long research project timelines, as well as long lag times to production and
deployment (anecdotes suggest 5 to 15 years). Resultant designs may also be
complex, with massive code line counts and inefficiencies when pieces are put
together [5, 16].

These shortcomings can be addressed for future systems by populating and
enriching a fourth resource for the protocol designer – Protocol Design Method-
ologies. A protocol design methodology can be loosely characterized as an orga-
nized, documented set of building blocks, rules and/or guidelines for design of a
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class of distributed protocols. It is possibly amenable to automated code genera-
tion.

Given a distributed computing problem then, a collection of methodologies
can be brought to bear, for either innovating novel protocols, or for composing
existing protocols. This would create a range of simple and efficient solutions
to the problem at hand, thus offering several choices for selecting the most ap-
propriate design. In general, the application of methodologies results in a more
systematic approach to design. They augment the creative activity of innova-
tion, rather than stifle it. In the long run, short design times, and compact and
efficient protocol designs, are possible side-effects.

Many disciplines have already used methodologies to systematize and mature
the creative design process. Since the early days of the Internet, TCP/IP lay-
ered architectures have helped decentralize design responsibility for infrastruc-
ture and applications among different research communities. Hardware design
uses automated synthesis [2], and software engineering uses Design Patterns and
Model-driven architectures [8]. Similar maturity for distributed systems research
requires creation of a critical mass of methodologies, and this can be achieved
through Design Methodology Research. As we show in this paper, the discovery
of design methodologies can go hand in hand with protocol design itself.

We make our case for methodology research in distributed systems by first
recognizing that there are already several methodologies for protocol classes. We
present a new taxonomy for classifying methodologies. Then, as a case study, we
present a new automatable methodology that retroactively fits a large class of
p2p DHTs and DHT-based applications. We show how this enables exploration
of design space of DHT-based applications, and present experimental results to
justify the benefits.

It will be evident from this paper that the elements of methodology research
are more challenging than, and different from, those of hardcore software engi-
neering. Developing a design methodology requires in-depth understanding of the
protocols being designed, or the desired properties from the protocol, or both. A
design methodology inherently captures the designer’s frame of mind and philos-
ophy, a goal that software engineering does not aspire to. The only connection
with software engineering lies in the development of automated toolkits that
enable a designer to generate working code for a new protocol. Although these
toolkits clearly have a very different aim than existing Integrated Development
Environments (IDEs), it is possible that the two might be consolidated in the
future.

Previous Work: We briefly summarize some of the design methodologies that
have emerged for distributed systems, not necessarily restricting discussion to
self-* systems. It should be noted that some of these methodologies have had
considerable impact, while others are less popular, and for many more, it is
too early for the jury to be called out. For example OSI-like architectures are
less popular than the omnipresent TCP/IP design methodology. On the other
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hand, the new methodology for DHTs presented in this paper is too young to
be judged.

The set of existing design methodologies includes protocol families for surviv-
able storage systems [22], Internet routing protocols [23], peer-to-peer systems
[12, 15], extensible router and OS design (e.g., [13]), I/O automata [21], etc.

Strategy design patterns [9] can be used to construct object-oriented code for
a large class of deterministically reliable distributed protocols such as consensus.
Other tools in this class include ASX and Conduits+. These works have been
labeled as microprotocols, and include x-kernel based microprotocols and run-
time composable systems [20]. Stack-oriented distributed systems such as Horus
[19], and composable web services [17] are some other methodologies. However,
all of these systems have composition rules that are based on function calls - we
have discovered some methodologies that use more complex notions of compo-
sition (see Section 3). The above list is by no means comprehensive, and is only
a snapshot of the slowly growing body of methodology research.

A new methodology we present captures some popular DHTs and p2p ap-
plications. DHTs include Pastry, Chord, Tapestry, Kademlia, Kelips, etc., and
applications include CFS, PAST, Bayeux, Squirrel, etc. [1].

Section 2 presents a taxonomy of methodologies. Section 3 presents the p2p
methodology, and Section 4 discusses experimental data. Section 5 briefly details
our current work. We summarize in Section 6.

2 Taxonomy of Methodologies

In order to motivate an understanding of the features of methodologies, we
present a new taxonomy of classification for them.

Formal Versus Informal: We call a methodology that is specified using precise
rules or a stringent framework as a formal methodology, otherwise we say that
it is informal. These “rules” could either be mathematical/logical notation, or
the grammar of a high level programming language. Respective examples are the
probabilistic I/O automata [21], and the methodology of [11] that takes as input
a set of differential equations (satisfying certain conditions), and generates code
for a distributed protocol that is equivalent. Previous methodologies for DHT
design [12, 15] have been informal.

Due to their rigor (either through a formal framework or a compiler), for-
mal methodologies have the capability to create protocols with predictable or
provable properties, and also to generate protocol code automatically. For ex-
ample, the distributed protocols generated from differential equations in [11] are
provably equivalent to the original differential equation, and can be generated
by a toolkit called DiffGen [11]. On the other hand, informal methodologies
are less rigorous and more flexible, but can have multiple possible interpreta-
tions. An informal methodology could be converted into a formal one through
implementation of a specific interpretation. For example, an informal probabilis-
tic protocol composable methodology can be instantiated through a high level
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language called Proactive Protocol Composition Language (PPCL) [10, 18], thus
making it formal.

Innovative Versus Composable: Design methodologies must be capable of as-
sisting in innovation of new protocols, as well as in the ability to reuse and
adapt existing protocols. These are achieved respectively through innovative
methodologies and composable methodologies. An innovative methodology de-
scribes how completely novel protocols can be created, e.g., [8, 11]. A compos-
able methodology typically describes building blocks and composition rules or
guidelines. Building blocks are either standalone protocols or strategies, and
composition rules help combine the blocks to create new protocols with en-
hanced properties. For example, the informal methodology for DHT design
in [12] uses four types of building blocks - overlay, membership, routing, and
preprocessing. Strategy design patterns are another example of a composable
methodology [9].

Table 1. How Existing Methodologies Fit into the Proposed Taxonomy

Methodology
Types

Innovative Composable

Formal Protocols from TCP/IP layered architecture;
Differential Equations [11]; Extensible router and

OS designs (e.g., Click [13],
SPIN, x-kernel [3, 20]);

Bluespec for Routing [23];
hardware synthesis [2]. Probabilistic I/O automata [21];

Strategy Design Patterns [9];
Stacked architectures

(e.g., Horus [19]).

Informal Design Patterns [8]. DHT design methodologies [12, 15];
Protocol family for

survivable storage [22];
Probabilistic protocols [18].

Table 1 summarizes the above discussion.

Discovery of Methodologies: Different approaches are possible for the discovery
of these methodologies:

1. Retroactive: A methodology is discovered for an existing system or class of
protocols. Ex: methodologies for routing [23] and probabilistic protocols [10].

2. Progressive: A methodology is invented that creates a novel class of pro-
tocols. Ex: the design of protocols from differential equations can generate
new protocols for dynamic replication and majority voting [11].
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3. Auxiliary: A methodology is discovered to assist and complement an exist-
ing methodology. Ex: protocol families for survivable storage architectures
[22] combine several auxiliary methodologies for differing system models.

3 A New Concrete Methodology for P2P Applications

During the past few years, p2p researchers have designed over 25 different DHTs
and DHT-based applications. Manku [15] and Iamnitchi et al [12] gave informal
design methodologies for DHTs. Here, we present the first formal composable
methodology for a large class of DHTs and DHT-based applications. The DHTs
covered include (but are not limited to) Chord, Pastry, Tapestry, Kademlia,
Gnutella, CAN, and Kelips1.

Routing

Heartbeating

[OR]

RTT−Spatial Distribution

ID
Overlay Rules

+Membership 
         List

Membership 
Maintenance

Protocol

Uniform 
Epidemic

Dissemination

Insert Lookup

−− Periodic

FTP

Filetuple and other
meta−information

Distributed Ping

INDEX

Augmentation
(through 
interfaces)

Template
(merge two
proactive
protocols)

{get,put} API

Object ReplicationAPP − 1 FTPAPP − 2

Fig. 1. A New Formal Composable Methodology for the design of a class
of DHTs and DHT-based applications. Covered DHTs include Chord, Pastry,
Tapestry, CAN, Kademlia, Kelips. Covered DHT applications include Scribe, PAST,
CFS, Squirrel (all App-1) and Kelips-based cooperative web caching (App-2). The
methodology consists of standalone building blocks, composed by either (i) (augmenta-
tion) simple function calls or (ii) (template) by merging two periodic/proactive blocks
together. Composition rules are shown in detail in Figure 2. Building blocks with dark
shaded bottom-left corners represent functions that directly talk to their peer functions
on other clients. This methodology is both retroactive (i.e., fits existing de-
signs) and progressive (i.e., can be used for completely new designs)

1 The proof discussion of this statement is omitted.
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Figure 1 summarizes the methodology. This methodology can be used to
create any of the system designs mentioned above. The figure shows several
standalone building blocks, both at the DHT layer and for two models of DHT-
based applications. The building blocks for DHTs include ID (assigns virtual
id’s to nodes), Overlay Rules and Membership List (encapsulates the overlay
structure and maintains neighbors), membership maintenance protocol, dissem-
ination protocol (for updating meta-information such as about files), routing,
insert and lookup, and a block that stores meta-information. Two applica-
tion models (App-1 and App-2) are shown, which we discuss shortly. Blocks
with dark corners communicate over the network with corresponding block on
peers.

These building blocks are composed by one of two rules - (i) augmentation
(i.e., a function call interface), or (ii) template (merges component protocols
that have periodically executed main functions). For example, the dissemination
protocol and proactive membership maintenance protocol can be merged by the
template rule so that one protocol’s message is piggybacked on top of the other,
saving on communication.

An application of the type App-1 uses the DHT through a {get(object),
put(object)} API [6]. This is used in a large class of DHT-based p2p applica-
tions including CFS, PAST, Squirrel, Ivy, etc. App-2 describes a model where
the application is “pushed down into the DHT layer” in the interests of protocol
efficiency. This fits the cooperative web caching application built over the Kelips
DHT [14]. The App-2 model may recode some blocks from the DHT.

The above two composition rules are borrowed from a different methodology
for probabilistic protocols [18]. Like that methodology, Figure 1 is also automat-
able, i.e., the high level language (PPCL) and toolkit described in [18] can be
used to generate code for DHTs and applications on the fly. Figure 2 shows
salient parts of the PPCL specification for the methodology of Figure 1.

The presented methodology thus encapsulates the philosophy behind a class
of DHTs and p2p applications. Besides this retroactive use, it has significant
progressive and auxiliary advantages.

In Section 4, we evaluate one progressive use of the methodology. Figure 1
showed an option of two different designs for membership maintenance proto-
cols (heartbeating or random ping-based [7]) - this is an example of auxiliary
methodologies brought to bear. Figure 3 shows possible benefits from four other
existing methodologies. Other properties such as security may also be introduced
through auxiliary composable security protocols.

4 Experimental Results

One benefit of a methodology is the assistance in exploring protocol design space.
Consider a designer asked to build a Pastry-based application for an existing
(legacy) overlay, where the neighbor relation among nodes may not obey the
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Fig. 2. PPCL code (snapshot) for automating the Methodology of Figure 1:
This specification is derived from existing source code for individual components. The
toolkit in [18] generates code from this and the component source code
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Probabilistic Protocols
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Composable

in Software Engineering

Design Patterns
Protocol Family for

Survivable Storage

Architectures

in Figure 1

for DHTs and apps

Composable Methodology 

[9,17][10]

[21] [7,8]

Differential Equations

Protocols from

Fig. 3. The Power of Auxiliary Methodologies: Other methodologies that serve
as auxiliary methodologies for (i.e., either benefit, or benefit from) each other as well
as for the composable methodology of Figure 1

Pastry neighbor relation, but is specified by a different application. For in-
stance, this application might be a legacy one that closely relies on a pre-
existing membership protocol, but desires to augment itself with Pastry-like
search capabilities.

Viewed in the context of Figure 1, the designer’s challenge reduces to – the
designer can only change the implementation of the App-1, Insert, Lookup and
Routing blocks, but not the rest of the design.

Figures 4(a-c) show that if the overlay is just chosen by each node selecting
neighbors uniformly at random, the default Pastry routing is inappropriate due
to its low query success rate. However, our methodology allows us to explore
several alternative designs by modifying the Routing block of Figure 1. We con-
sider one such new routing protocol called multiflow routing. Here, a node first
finds all its neighbors with longer prefix matches to the destination ID than its
own. The query is then forwarded to only the top 2 among these neighbors, with
such multi-forwarding limited to 3 times per query per route.

The plots show that multiflow routing outperforms prefix routing on query
success rate (close to 100%) and latency. The traffic increase is moderate (a factor
of about 3) at 10% membership list size. This tradeoff would be acceptable to
an overlay running in medium-sized groups, and where the application requires
reliable querying.
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Fig. 4. Default Pastry Routing versus new Multiflow Routing for random
overlays: Prefix routing is default Pastry routing; multiflow prefix is the new proposed
routing protocol within Figure 1. Each point on the plot is averaged from 1000 queries
over 10 different random overlays

5 Our Current Work

We are currently working on both new innovative and composable methodolo-
gies. Below, we briefly summarize two methodologies we have developed, along
with some of their uses.
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5.1 Innovative Methodology – Generating Self-* Protocols from
Differential Equations

We have discovered an innovative methodology that translates sets of differential
equations into equivalent distributed protocols [11]. An equation set generates
a state machine, with each variable mapped to a state, and terms mapped to
protocol actions. Stable equilibrium points in the original equations map to self-
stabilizing behavior (fractions of nodes in respective states), and simplicity of
terms maps to scalable communication.

In brief, consider a system of differential equations in the form ˙̄X = dX̄
dt =

f̄(X̄), where X̄ is a vector of variables, f is a vector of |X| functions, and the
left hand sides denote each of the variables differentiated with respect to time t.
An example with X = {x, y, z} is:

ẋ = −βxy + αz

ẏ = βxy − γy

ż = γy − αz (1)

Here, α, β, γ are parameters lying in the interval [0, 1]. When the methodology
of [11] is applied to the above equation, the protocol generated is equivalent to
the original equation system, viz., the fractions of processes in different states in
the distributed system, at equilibrium, is the same as the values of the variables
when the original equations are in equilibrium. We provide here a summary of the
translation techniques and the uses of the derived protocols - for more details,
the reader is encouraged to refer to [11].

Summary of Translation Techniques: In order to translate a system of dif-
ferential equations ˙̄X = dX̄

dt = f̄(X̄), the right hand sides of these equations
are required to each be a sum of polynomial terms ±T = ±cT Πy∈Xyiy,fx,T

(0 ≤ cT ≤ 1, iy,fx,T non-negative integers), each negative term occurring in ẋ
should have a power of x that is ≥ 1, and terms should be pair-able into match-
ing pairs of positive and negative terms so that each pair sums to zero. The
translation methodology then creates a state machine which has one state per
original variable in the set X̄. It also creates an action for each negative:positive
term pair – this action is executed periodically (once every protocol period, pro-
tocol period duration fixed) when a process is in the state x, where ẋ contains
the negative term. Without loss of generality, suppose that the positive part of
the pair occurs in ż.

Translating a simple term pair such as −c.x:+c.x requires the process in
state x to flip a coin with heads probability c, and transition to state z only
if this falls heads. Translating other polynomial terms is achieved by not only
flipping a local coin but also sampling a random selection of other processes,
and deciding whether to transition or not based on their states. For instance a
term pair −T : +T with −T = −x.y2 can be translated into an action where a
process in state x periodically (once every protocol period) samples two other
processes selected uniformly at random from across the group. If both sampled
processes happen to be in state y, then p transitions into state z.
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Equation systems that do not satisfy the above conditions (e.g., in term
matching, or in the form of the basic equation system) may need to be normalized
or rewritten. Several equation rewriting techniques are discussed in [11].
Emergent Properties of Derived Protocols and their Uses: The methodology re-
tains the same equilibrium points as in the original differential equation, thus
providing the derived protocol with self-stabilizing behavior around the stable
equilibrium points. The stochastic behavior of the differential equations trans-
lates into fault-tolerance, churn-resistance, and other interesting properties such
as attacker resilience, as described below. Finally, the simplicity of the equa-
tions is reflected in the simplicity and constant (hence scalable) communication
overhead of the derived protocol.

Equations (1) above in fact represent the survival of endemic diseases (such as
influenza) in a fixed-size human population, with x, y, z respectively the fractions
of receptives, infected, and immune individuals. The protocol derived from it is
a new dynamic and migratory replication model. In this dynamic and migratory
replication scheme, once a given file is inserted into a distributed group of com-
puter hosts connected in an overlay, the emergent behavior of the protocol en-
sures that the file has a small number of replicas moving continuously among the
hosts in the distributed system (only “infected” hosts store a replica). Without
using too much network bandwidth, this scheme ensures attacker-resilience – an
attacker only has very short windows (typically tens of seconds) to guess the ex-
act number and location of the current replicas for a given file. This dynamic and
migratory replication model is currently being used to design a new distributed
file system called “Folklore”.

The above methodology can also be used to design a new protocol for majority
voting in large-scale distributed systems (derived from a model of biological
competition among ecosystem species) [11].

The protocols generated by this methodology are similar to Complex Adap-
tive Systems, and can be considered as a type of “Emergent Thinker” [4].

This differential equation translation methodology has been incorporated into
a design toolkit called DiffGen, which enables a designer to input differential
equations (in a Mathematica-like format), and outputs compilable and deploy-
able C code for the equivalent protocol.

5.2 Composable Methodology – Probabilistic Protocols for
Large-Scale Distributed Systems

In [18], we have developed a toolkit called PPCL that automates a composable
methodology for designing probabilistic protocols for large-scale distributed sys-
tems. This toolkit extends and implements the methodology of [10]. Multicast,
aggregation, leader election, failure detection, membership, are some of the prob-
lems solved.

The generated probabilistic protocols are self-adaptive to failures. The proto-
cols have very high reliability, per-process overheads that vary from being either
independent of or polylogarithmically dependent on the number of processes in the
distributed group, and protocol completion times that are also polylogarithmic.
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The methodology consists of seven classes of building blocks, each of which is
either a protocol or a strategy: epidemics, distributed ping, tree dissemination,
recovery and committee selection are protocols while non-protocol strategies
include weak overlays, and topology-aware probability distribution functions.
Each building block has well-understood scalability and reliability properties.
The composition techniques are either simple augmentations or template com-
positions. For example, an epidemic protocol that selects targets uniformly at
random can be made topologically aware by augmentation with a network round
trip-time-based probability distribution function for target choice. Another ex-
ample is that a failure detector protocol and a multicast protocol can be com-
posed through a template composition (see Figure 2) to generate a protocol for
decentralized membership maintenance.

For such composable design methodologies, one has to ensure that perfor-
mance properties such as correctness, reliability, scalability are either inherited
or preserved to an extent, in spite of the composition. For instance, in the above
methodology, template compositions inherit both correctness properties (e.g.,
eventual delivery of multicasts) as well as performance properties (e.g., over-
head, multicast latency, reliability) from components. Augmentation inherits
correctness, while preserving performance to a large extent – latency, overhead,
etc. degrades by a factor that is typically polylogarithmic in system size.

The reader is refered to [10, 18] for more details.

6 Summary

In this paper, we have presented a new taxonomy for design methodologies, and a
new concrete methodology for such self-* distributed systems as DHTs and p2p
applications. We have argued that design methodologies for self-* distributed
systems can capture the designer’s mindframe and the philosophy behind a class
of distributed protocols, thus enabling both exploration of the protocol design
space and systematic protocol reuse. Many methodologies can be automated to
generate ready-to-deploy code.

Methodologies are understood by theoreticians, practitioners, researchers,
and vendors alike, e.g., terms familiar to all these communities include “compos-
ability” [21, 22]. Cultivation of design methodologies is absolutely essential for
systematic protocol design to emerge for self-* distributed systems.
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Abstract. The increasing complexity, heterogeneity and dynamism of
emerging pervasive Grid environments and applications has necessitated
the development of autonomic self-managing solutions, which are based
on strategies used by biological systems to deal with similar challenges of
complexity, heterogeneity, and uncertainty. This paper introduces Project
AutoMate and describes its key components. The overall goal of Project
Automate is to investigate conceptual models and implementation ar-
chitectures that can enable the development and execution of such self-
managing Grid applications. Two applications enabled by AutoMate are
also described.

1 Introduction

The emergence of pervasive wide-area distributed computing, such as pervasive
information systems and computational Grid, has enabled a new generation of
applications that are based on seamless aggregation and interactions. For exam-
ple, it is possible to conceive of a new generation of scientific and engineering
simulations of complex physical phenomena that symbiotically and opportunis-
tically combine computations, experiments, observations, and real-time data,
and can provide important insights into complex systems such as interacting
black holes and neutron stars, formations of galaxies, and subsurface flows in
oil reservoirs and aquifers, etc. Other examples include pervasive applications
that leverage the pervasive information Grid to continuously manage, adapt,
and optimize our living context, crisis management applications that use perva-
sive conventional and unconventional information for crisis prevention and re-
sponse, medical applications that use in-vivo and in-vitro sensors and actuators
for patient management, and business applications that use anytime-anywhere
information access to optimize profits.

However, the underlying Grid computing environment is inherently large,
complex, heterogeneous and dynamic, globally aggregating large numbers of in-
dependent computing and communication resources, data stores and sensor net-
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works. Furthermore, emerging applications are similarly complex and highly dy-
namic in their behaviors and interactions. Together, these characteristics result
in application development, configuration and management complexities that
break current paradigms based on passive components and static compositions.
Clearly, there is a need for a fundamental change in how these applications are
developed and managed. This has led researchers to consider alternative pro-
gramming paradigms and management techniques that are based on strategies
used by biological systems to deal with complexity, dynamism, heterogeneity
and uncertainty. The approach, referred to as autonomic computing, aims at
realizing computing systems and applications capable of managing themselves
with minimal human intervention.

This paper has two objectives. The first is to investigate the challenges and
requirements of programming Grid applications and to present self-managing ap-
plications as a means for addressing these requirements. The second is to intro-
duce Project AutoMate, which investigates autonomic solutions to deal with the
challenges of complexity, dynamism, heterogeneity and uncertainty in Grid envi-
ronments. The overall goal of Project AutoMate is to develop conceptual models
and implementation architectures that can enable the development and execution
of such self-managing Grid applications. Specifically, it investigates programming
models, frameworks and middleware services that support definition of autonomic
elements, the development of autonomic applications as dynamic and opportunis-
tic compositions of these autonomic elements, and the policy, content and context
driven execution and management of these applications.

In this paper we introduce AutoMate and its key components, and describe
their underlying conceptual models and implementations. Specifically we de-
scribe the Accord programming system, the Rudder decentralized coordination
framework, and the Meteor content-based middleware providing support for
content-based routing, discovery and associative messaging. We also present two
autonomic Grid applications enabled by AutoMate. The first application inves-
tigates the autonomic optimization of an oil reservoir by enabling a systematic
exploration of a broader set of scenarios, to identify optimal locations based on
current operating conditions. The second application investigates the autonomic
simulations and management of a forest fire prop gation based on static and
dynamic environment and vegetation conditions.

The rest of this paper is organized as follows. Section 2 outlines the challenges
and requirements of Grid computing. Section 3 introduces Project AutoMate,
presents its overall architecture and describes its key components, i.e., the Accord
programming framework, the Rudder decentralized coordination framework and
the Meteor content-based middleware. Section 4 presents the two illustrative
Grid applications enabled by AutoMate. Section 5 presents a conclusion.

2 Grid Computing – Challenges and Requirements

The goal of the Grid concept is to enable a new generation of applications
combining intellectual and physical resources that span many disciplines and

a
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organizations, providing vastly more effective solutions to important scientific,
engineering, business and government problems. These new applications must
be built on seamless and secure discovery, access to, and interactions among
resources, services, and applications owned by many different organizations.

Attaining these goals requires implementation and conceptual models [1].
Implementation models address the virtualization of organizations which leads
to Grids, the creation and management of virtual organizations as goal-driven
compositions of organizations, and the instantiation of virtual machines as the
execution environment for an application. Conceptual models define abstract
machines that support programming models and systems to enable application
development. Grid software systems typically provide capabilities for: (i) creating
a transient “virtual organization” or virtual resource configuration, (ii) creating
virtual machines composed from the resource configuration of the virtual orga-
nization (iii) creating application programs to execute on the virtual machines,
and (iv) executing and managing application execution. Most Grid software sys-
tems implicitly or explicitly incorporate a programming model, which in turn
assumes an underlying abstract machine with specific execution behaviors in-
cluding assumptions about reliability, failure modes, etc. As a result, failure to
realize these assumptions by the implementations models will result in brittle
applications. The stronger the assumptions made, the greater the requirements
for the Grid infrastructure to realize these assumptions and consequently its
resulting complexity. In this section we first highlight the characteristics and
challenges of Grid environments, and outline key requirements for programming
Grid applications. We then introduce autonomic self-managing Grid applications
that can address these challenges and requirements.

2.1 Characteristics of Grid Execution Environments and
Applications

The key characteristics of Grid execution environments and applications are:

Heterogeneity: Grid environments aggregate large numbers of independent
and geographically distributed computational and information resources, includ-
ing supercomputers, workstation-clusters, network elements, data-storages, sen-
sors, services, and Internet networks. Similarly, applications typically combine
multiple independent and distributed software elements such as components,
services, real-time data, experiments and data sources.

Dynamism: The Grid computation, communication and information environ-
ment is continuously changing during the lifetime of an application. This includes
the availability and state of resources, services and data. Applications similarly
have dynamic runtime behaviors in that the organization and interactions of the
components/services can change.

Uncertainty: Uncertainty in Grid environment is caused by multiple factors,
including (1) dynamism, which introduces unpredictable and changing behaviors
that can only be detected and resolved at runtime, (2) failures, which have an
increasing probability of occurrence and frequencies as system/application scales
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increase; and (3) incomplete knowledge of global system state, which is intrinsic
to large decentralized and asynchronous distributed environments.

Security: A key attribute of Grids is flexible and secure hardware/software
resource sharing across organization boundaries, which makes security (authen-
tication, authorization and access control) and trust critical challenges in these
environments.

2.2 Requirements for Grid Programming Systems

The characteristics listed above impose requirements on the programming sys-
tems for Grid applications. Grid programming systems must be able to spec-
ify applications which can detect and dynamically respond during execution to
changes in both, the state of execution environment and the state and require-
ments of the application. This requirement suggests that: (1) Grid applications
should be composed from discrete, self-managing components which incorpo-
rate separate specifications for all of functional, non-functional and interaction-
coordination behaviors. (2) The specifications of computational (functional) be-
haviors, interaction and coordination behaviors and non-functional behaviors
(e.g. performance, fault detection and recovery, etc.) should be separated so that
their combinations are composable. (3) The interface definitions of these compo-
nents should be separated from their implementations to enable heterogeneous
components to interact and to enable dynamic selection of components.

Given these features of a programming system, a Grid application requiring a
given set of computational behaviors may be integrated with different interaction
and coordination models or languages (and vice versa) and different specifica-
tions for non-functional behaviors such as fault recovery and QoS to address the
dynamism and heterogeneity of applications and the environment.

2.3 Grid Computing Research

Grid computing research efforts over the last decade can be broadly divided into
efforts addressing the realization of virtual organizations and those addressing
the development of Grid applications. The former set of efforts have focused
on the definition and implementation of the core services that enable the spec-
ification, construction, operation and management of virtual organizations and
instantiation of virtual machines that are the execution environments of Grid
applications. Services include (1) security services to enable the establishment
of secure relationships between a large number of dynamically created subjects
and across a range of administrative domains, each with its own local security
policy, (2) resource discovery services to enable discovery of hardware, software
and information resources across the Grid, (3) resource management services
to provide uniform and scalable mechanisms for naming and locating remote
resources, support the initial registration/discovery and ongoing monitoring of
resources, and incorporate these resources into applications, (4) job management
services to enable the creation, scheduling, deletion, suspension, resumption, and
synchronization of jobs, (5) data management services to enable accessing, man-
aging, and transferring of data, and providing support for replica management
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and data filtering. Efforts in this class include Globus [2], Unicore [3], Condor [4]
and Legion [5]. Other efforts in this class include the development of common
APIs, toolkits and portals that provide high-level uniform and pervasive access
to these services. These efforts include the Grid Application Toolkit (GAT) [6],
DVC [7] and the Commodity Grid Kits (CoG Kits) [8]. These systems often
incorporate programming models or capabilities for utilizing programs written
in some distributed programming model. For example, Legion implements an
object-oriented programming model, while Globus provides a capability for ex-
ecuting programs utilizing message passing.

The second class of research efforts, which is also the focus of this paper, deals
with the formulation, programming and management of Grid applications. These
efforts build on the Grid implementation services and focus on programming
models, languages, tools and frameworks, and application runtime environments.
Research efforts in this class include GrADS [9], GridRPC [10], GridMPI [11],
Harness [12], Satin/IBIS [13] [14], XCAT [15] [16], Alua [17], G2 [18], J-Grid [19],
Triana [20], and ICENI [21].

These systems have essentially built on, combined and extended existing mod-
els for parallel and distributed computing. For example, GridRPC extends the
traditional RPC model to address system dynamism. It builds on Grid system
services to combines resource discovery, authentication/authorization, resource
allocation and task scheduling to remote invocations. Similarly, Harness and
GridMPI build on the message passing parallel computing model, Satin sup-
ports divide-and-conquer parallelism on top of the IBIS communication system.
GrADS builds on the object model and uses reconfigurable object and perfor-
mance contracts to address Grid dynamics, XCAT and Alua extend the compo-
nent based model. G2, J-Grid, Triana and ICENI build on various service based
models. G2 builds on .Net [22], J-Grid builds on Jini [23] and current implemen-
tations of Tirana and ICENI build on JXTA [24]. While this is natural, it also
implies that these systems implicitly inherit the assumptions and abstractions
that underlie the programming models of the systems upon which they are based
and thus in turn inherit their assumptions, capabilities and limitations.

2.4 Self- anaging Applications on the Grid

As outlined above, the inherent scale, complexity, heterogeneity, and dynamism
of emerging Grid environments result in application programming and runtime
management complexities that break current paradigms. This is primarily be-
cause the programming models and the abstract machine underlying these mod-
els makes strong assumptions about common knowledge, static behaviors and
system guarantees that cannot be realized by Grid virtual machines and which
are not true for Grid applications. Addressing these challenges requires redefining
the programming framework to address the separations outlined above. Specif-
ically, it requires (1) static (defined at the time of instantiation) application
requirements and system and application behaviors to be relaxed, (2) the be-
haviors of elements and applications to be sensitive to the dynamic state of

m
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the system and the changing requirements of the application and be able to
adapt to these changes at runtime, (3) required common knowledge be expressed
semantically (ontology and taxonomy) rather than in terms of names, addresses
and identifiers, and (4) the core enabling middleware services (e.g., discovery,
messaging) be driven by such a semantic knowledge. In the rest of this paper
we describe Project AutoMate, which attempts to address these challenges by
enabling autonomic self-managing Grid applications.

3 Project AutoMate: Enabling Self- anaging Grid
Applications

Project AutoMate [25] investigates autonomic solutions that are based on the
strategies used by biological systems to deal with similar challenges of complex-
ity, dynamism, heterogeneity and uncertainty. The goal is to realize systems
and applications that are capable of managing (i.e., configuring, adapting, op-
timizing, protecting, healing) themselves. Project AutoMate aims at developing
conceptual models and implementation architectures that can enable the de-
velopment and execution of such self-managing Grid applications. Specifically,
it investigates programming models, frameworks and middleware services that
support the definition of autonomic elements, the development of autonomic
applications as the dynamic and opportunistic composition of these autonomic
elements, and the policy, content and context driven definition, execution and
management of these applications.

A schematic overview of AutoMate is presented in Figure 1. Components of
AutoMate include the Accord [26] programming system, the Rudder [27] decen-
tralized coordination framework, and the Meteor [28] content-based middleware
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Fig. 1. A schematic overview of AutoMate.
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providing support for content-based routing, discovery and associative messag-
ing. Project AutoMate additionally includes the Sesame [29] context-based ac-
cess control infrastructure, the DAIS [30] cooperative-protection services and the
Discover collaboratory [31, 32] services for collaborative monitoring, interaction
and control, which are not described here.

3.1 Accord, a Programming Framework for Autonomic
Applications

The Accord programming system [26] addresses Grid programming challenges by
extending existing programming systems to enable autonomic Grid applications.
Accord realizes three fundamental separations: (1) a separation of computations
from coordination and interactions; (2) a separation of non-functional aspects
(e.g. resource requirements, performance) from functional behaviors, and (3)
a separation of policy and mechanism - policies in the form of rules are used
to orchestrate a repertoire of mechanisms to achieve context-aware adaptive
runtime computational behaviors and coordination and interaction relationships
based on functional, performance, and QoS requirements. The components of
Accord are described below.

Accord Programming Model: Accord extends existing distributed program-
ming models, i.e., object, component and service based models, to support au-
tonomic self-management capabilities. Specifically it extends the entities and
composition rules defined by the underlying programming model to enable com-
putational and composition/interaction behaviors to be defined at runtime using
high-level rules. The resulting autonomic elements and their autonomic compo-
sition are described below. Note that other aspects of the programming model,
i.e., operations, model of computation and rules for composition are inherited
and maintained by Accord.

Autonomic Elements: An autonomic element extends programming elements
(i.e., objects, components, services) to define a self-contained modular software
unit with specified interfaces and explicit context dependencies. Additionally,
an autonomic element encapsulates rules, constraints and mechanisms for self-
management, and can dynamically interact with other elements and the system.
An autonomic element is illustrated in Figure 2 and is defined by 3 ports:

Fig. 2. An autonomic component

The functional port (Γ ) defines a set of functional behaviors γ provided
and used by the element. γ ∈ Ω × Λ, where Ω is the set of inputs and Λ is the
set of outputs of the element, and γ defines a valid input-output set.
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The control port (
∑

) is the set of tuples (σ, ξ), where σ is a set of sensors
and actuators exported by the element, and ξ is the constraint set that controls
access to the sensors/actuators. Sensors are interfaces that provide information
about the element while actuators are interfaces for modifying the state of the
element. Constraints are based on state, context and/or high-level access polices.

The operational port (Θ) defines the interfaces to formulate, dynamically
inject and manage rules that are used to manage the runtime behavior of the
elements and the interactions between elements, between elements and their
environments, and the coordination within an application.

Each autonomic element is associated with an element manager (possibly
embedded) that is delegated to manage its execution. The element manager
monitors the state of the element and its context, and controls the execution of
rules. Note that element managers may cooperate with other element managers
to fulfill application objectives.

Rules in Accord: Rules incorporate high-level guidance and practical human
knowledge in the form of if-then expressions, i.e., IF condition THEN action,
similar to production rule, case-based reasoning and expert systems. Condition
is a logical combination of element (and environment) sensors, function inter-
faces and events. Action consists of a sequence of invocations of element actuators
and/or system actuators, and other interfaces. A rule fires when its condition
expression evaluates to be true and causes the corresponding actions to be ex-
ecuted. A priority based mechanism is used to resolve conflicts. Two classes
of rules are defined: (1) behavioral rules that control the runtime functional
behaviors of an autonomic element (e.g., the dynamic selection of algorithms,
data representation, input/output format used by the element), and (2)inter-
action rules that control the interactions between elements, between elements
and their environment, and the coordination within an autonomic application
(e.g., communication mechanism, composition and coordination of the elements).
Note that behaviors and interactions expressed by these rules are defined by the
model of computation and the rules for composition of the underlying program-
ming model.

Behavioral rules are executed by an element manager embedded within a
single element without affecting other elements. Interaction rules define interac-
tions among elements. For each interaction pattern, a set of interaction rules are
defined and dynamically injected into the corresponding elements. The coordi-
nated execution of these rules results in the desired interaction and coordination
behaviors between the elements.

Autonomic composition in Accord: Dynamic composition enables relationships
between elements to be established and modified at runtime. Operationally, dy-
namic composition consists of a composition plan or workflow generation and
execution. Plans may be created at runtime, possibly based on dynamically
defined objectives, policies, and the context and content of applications and sys-
tems. Plan execution involves discovering elements, configuring them and defin-
ing interaction relationships and mechanisms. This may result in elements being



Enabling Autonomic Grid Applications 281

added, replaced or removed or the interaction relationships between elements
being changed.

In Accord, composition plans may be generated using the Accord Composi-
tion Engine (ACE) [33] or using other approaches, and are expressed in XML.
Element discovery uses the Meteor content-based middleware and specifically
the Squid discovery service [34]. Plan execution is achieved by a peer-to-peer
control network of element managers and agents within Rudder [27]. A composi-
tion relationship between two elements is defined by the control structure (e.g.,
loop, branch) and/or the communication mechanism (e.g., RPC, shared-space)
used. A composition agent translates this into a suite of interaction rules, which
are then injected into corresponding element managers. Element managers exe-
cute the rules to establish control and communication relationships among these
elements in a decentralized and parallel manner. Rules can be similarly used for
addition or deletion of elements. Note that the interaction rules must be based on
the core primitives provided by the system. Accord defines a library of rule sets
for common control and communications relationships between elements. The
decomposition procedure will guarantee that the local behaviors of individual
elements will coordinate to achieve the application’s objectives. Runtime nego-
tiation protocols provided by Accord address runtime conflicts and conflicting
decisions caused by a dynamic and uncertain environment.

Accord Implementation Issues: The Accord abstract machine assumes the
existence of common knowledge in the form of an ontology and taxonomy that
defines the semantics for specifying and describing application namespaces, ele-
ment interfaces, sensors and actuators, and the context and content of systems
and applications. This common semantics is used for formulating rules for auto-
nomic management of elements and dynamic composition and interactions be-
tween the elements. Further, the abstract machine assumes time-asynchronous
system behavior with fail-stop failure modes. Finally, Accord assumes the ex-
istence of an execution environment that provides (1) an agent-based control
network, (2) support for associative coordination, (3) services for content-based
discovery and messaging, (4) support of context-based access control and (4)
services for constructing and managing virtual machines for a given virtual or-
ganization. These requirements are addressed respectively by Rudder, Meteor,
Sesame/DAIS and the underlying Grid middleware on which it builds.

Accord decouples interaction and coordination from computation, and en-
ables both these behaviors to be managed at runtime using rules. This en-
ables autonomic elements to change their behaviors, and to dynamically estab-
lish/terminate/change interaction relationships with other elements. Deploying
and executing rules does impact performance, however, it increases the robust-
ness of the applications and their ability to manage dynamism. Further, our
observations indicate that the runtime changes to interaction relationships are
infrequent and their overheads are relatively small. As a result, the time spent
to establish and modify interaction relationships is small as compared to typical
computation times. A prototype implementation and evaluation of its perfor-
mance overheads is presented in [35, 36].
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3.2 Rudder Coordination Framework

Rudder [27] is a scalable coordination middleware for supporting self-managing
applications in decentralized distributed environments. The goal of Rudder is
to provide the core capabilities for supporting autonomic compositions, adapta-
tions, and optimizations. Rudder consists of two key components: (1) COMET,
a fully decentralized coordination substrate that enables flexible and scalable co-
ordination among agents and autonomic elements, and (2) an agent framework
composed of software agents and agent interaction and negotiation protocols.
The adaptiveness and sociableness of software agents provides an effective mech-
anism for managing individual autonomic elements and their relationships in an
adaptive manner. This mechanism enables appropriate application behaviors to
be dynamically negotiated and enacted by adapting classical machine learning,
control, and optimization models and theories. The COMET substrate provides
the core messaging and eventing services for connecting agent networks and
scalably supporting various agent interactions, such as mutual exclusion, con-
sensus, and negotiation. Rudder effectively supports the Accord programming
framework and enables autonomic self-managing applications.

The COMET Substrate: COMET provides a global virtual shared coordi-
nation space associatively accessible by all peer agents, and the access is in-
dependent of the physical location of the tuples or identifiers of the host. The
virtual coordination space builds on an associative messaging substrate and im-
plements a distributed hash table, where the index space is directly generated
from the semantic information space (ontology) used by the coordinating enti-
ties. COMET also supports dynamically constructed, transient spaces to enable
context locality to be explicitly exploited for improved performance.

COMET consists of layered abstractions prompted by a fundamental sepa-
ration of communication and coordination concerns. It provides an associative
communication abstraction and guarantees that content-based query messages,
specified using flexible content descriptors, are fully served with bounded costs.
This layer essentially maps the virtual information space in a deterministic way
to the dynamic set of currently available peer nodes in the system, while main-
taining content locality. The COMET coordination abstraction extends the tra-
ditional data-driven coordination model with event-based reactivity to changes
in system state and data access operations. It defines a reactive tuple abstraction,
which consists of additional components: a condition that associates reaction to
events, and a guard that specifies how and when the reaction will be executed
(e.g., immediately, once). The condition is evaluated on an access event. If it
evaluates to true, the corresponding reaction is executed. The COMET coor-
dination abstraction provides the basic Linda-like primitives, such as Out, In,
and Rd. These basic operations operate on regular as well as reactive tuples and
retain their Linda semantics.

The Agent Framework: The Rudder agent framework is composed of a dy-
namic network of software agents existing at different levels, ranging from in-
dividual system/application elements to the overall system/application. Agents
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monitor the element states, manage element behaviors and dependencies, coor-
dinate element interactions, and cooperate to manage overall system/application
behaviors. An agent is a processing unit that perform actions based on rules,
which are dynamically defined to satisfy system/application requirements. Fur-
ther, agents use profiles which are used to identify and describe elements, in-
teract with them and control them. A profile consists of a set of (functional
and non-functional) attributes and operators, which are semantically defined
using an application-specific ontology. The framework additionally defines a set
of protocols for agent coordination and application/system management. Dis-
covery protocols support the registering, unregistering, and discovery of sys-
tem/application elements. Control protocols allow the agents to query element
states, control their behaviors and orchestrate their interactions. These protocols
include negotiation, notification, and mutual exclusion. The agent coordination
protocol are scalably and robustly implemented in using the abstractions and
service provided by COMET. COMET builds on an associative communication
middleware, Meteor, which is described below.

3.3 Meteor: A Content-Based Middleware

Meteor [28] is a scalable content-based middleware infrastructure that provides
services for content routing, content discovery and associative interactions. The
Meteor stack consists of 3 key components: (1) a self-organizing content overlay,
(2) a content-based routing engine and discovery service (Squid), and (3) the
Associative Rendezvous Messaging Substrate (ARMS). The Meteor overlay is
composed of Rendezvous Peer (RP) nodes, which may be any node on the Grid
(e.g., gateways, access points, message relay nodes, servers or end-user comput-
ers). RP nodes can join or leave the network at any time. The content overlay
provides a single operation, lookup(identifier), which requires an exact content
identifier (e.g., name). Given an identifier, this operation locates the peer node
where the content should be stored or fetched.

Squid [34] is the Meteor content-based routing engine and decentralized infor-
mation discovery service. It supports flexible content-based routing and complex
queries containing partial keywords, wildcards, and ranges. Squid guarantees
that all existing data elements that match a query will be found. The key in-
novation of Squid is the use of a locality preserving and dimension reducing
indexing scheme, based on the Hilbert Space Filling Curve (SFC), which effec-
tively maps the multidimensional information space to the peer identifier space.
Keywords can be common words or values of globally defined attributes, depend-
ing on the nature of the application that uses Squid, and are based on common
ontologies and taxonomies.

The ARMS layer [28] implements the Associative Rendezvous (AR) inter-
action paradigm. AR is a paradigm for content-based decoupled interactions
with programmable reactive behaviors. Rendezvous-based interactions provide
a mechanism for decoupling senders and receivers, in both space and time. Such
decoupled asynchronous interactions are naturally suited for large, distributed,
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and highly dynamic systems such as pervasive Grid environments. AR extends
the conventional name/identifier-based rendezvous in two ways. First, it uses
flexible combinations of keywords (i.e, keyword, partial keyword, wildcards and
ranges) from a semantic information space, instead of opaque identifiers (names,
addresses) that have to be globally known. Interactions are based on content
described by these keywords. Second, it enables the reactive behaviors at the
rendezvous points to be encapsulated within messages, therefore increasing flex-
ibility and enabling multiple interaction semantics (e.g., broadcast multicast,
notification, publisher/subscriber, mobility, etc.).

3.4 Current Status

The core components of AutoMate have been prototyped and are currently be-
ing used to enable self-managing applications in science and engineering. The
initial prototype of Accord extended an object-oriented framework based on
C++ and MPI. The current implementation extends the DoE Common Compo-
nent Architecture (CCA) [37] and we are working on extending an OGSA-based
programming system. Current prototypes of Rudder and Meteor build on the
JXTA [24] platform and use existing Grid middleware services. Current applica-
tions include autonomic oil reservoir optimizations [31, 38], autonomic forest-fire
management [39], autonomic runtime management of adaptive simulations [40],
and enabling sensor-based pervasive applications [28]. The first two application
are briefly described below. Further information about AutoMate and its com-
ponents and applications can be obtained from http://automate.rutgers.edu/.

4 Autonomic Grid Applications

4.1 Autonomic Oil-Reservoir Optimization

One of the fundamental problems in oil reservoir production is determining the
optimal locations of the oil production and injection wells. However, the se-
lection of appropriate optimization algorithms, the runtime configuration and
invocation of these algorithms and the dynamic optimization of the reservoir
remains a challenging problem. In this research we use AutoMate to support au-
tonomic aggregations, compositions and interactions and enable an autonomic
self-optimizing reservoir application. The application consists of: (1) sophisti-
cated reservoir simulation components that encapsulate complex mathematical
models of the physical interaction in the subsurface, and execute on distributed
computing systems on the Grid; (2) Grid services that provide secure and co-
ordinated access to the resources required by the simulations; (3) distributed
data archives that store historical, experimental and observed data; (4) sensors
embedded in the instrumented oilfield providing real-time data about the cur-
rent state of the oil field; (5) external services that provide data relevant to
optimization of oil production or of the economic profit such as current weather
information or current prices; and (6) the actions of scientists, engineers and
other experts, in the field, the laboratory, and in management offices.
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(a)

(b)

Fig. 3. Autonomic optimization of the well placement problem using (a) VFSA algo-

rithm (b) SPSA algorithm

The main components of the autonomic reservoir framework [31, 38] are (i)
instances of distributed multi-model, multi-block reservoir simulation compo-
nents, (ii) optimization services based on the Very Fast Simulated Annealing
(VFSA) [31] and Simultaneous Perturbation Stochastic Approximation (SPSA)
[38], (iii) economic modeling services, (iv) real-time services providing current
economic data (e.g. oil prices) and , (v) archives of data that has already been
computed, and (vi) experts (scientists, engineers) connected via pervasive col-
laborative portals.

The overall oil production process is autonomic in that the peers involved
automatically detect sub-optimal oil production behaviors at runtime and or-
chestrate interactions among themselves to correct this behavior. Further, the
detection and optimization process is achieved using policies and constraints
that minimize human intervention. Policies are used to discover, select, con-
figure, and invoke appropriate optimization services to determine optimal well
locations. For example, the choice of optimization service depends on the size
and nature of the reservoir. The SPSA algorithm is suited for larger reservoirs
with relatively smooth characteristics. In case of reservoirs with many randomly
distributed maxima and minima, the VFSA algorithm can be employed during
the initial optimization phase. Once convergence slows down, VFSA can be re-
placed by SPSA. Similarly, policies can also be used to manage the behavior of
the reservoir simulator, or may be defined to enable various optimizers to exe-
cute concurrently on dynamically acquired Grid resources, and select the best



286 M. Parashar et al.

well location among these based on some metric (e.g., estimated revenue, time
or cost of completion).

Figure 3 illustrates the optimization of well locations using the VFSA and
SPSA optimization algorithms for two different scenarios. The well positions
plots (on the left in 3(a) and (b)) show the oil field and the positions of the wells.
Black circles represent fixed injection wells and a gray square at the bottom of the
plot is a fixed production well. The plots also show the sequence of guesses for the
position of the other production well returned by the optimization service (shown
by the lines connecting the light squares), and the corresponding normalized cost
value (plots on the right in 3(a) and (b)).

4.2 Autonomic Forest Fire Management Simulation

The autonomic forest fire simulation, composed of DSM (Data Space Manager),
CRM (Computational Resource Manager), Rothermel, WindModel, and GUI el-
ements, predicts the speed, direction and intensity of the fire front as the fire
propagates using static and dynamic environment and vegetation conditions.
DSM partitions the forest represented by a 2D data space into sub spaces based
on current system resources information provided by CRM. Under the circum-
stance of load imbalance, DSM re-partitions the data space. Rothermel generates
processes to simulate the fire spread on each subspace in parallel based on cur-
rent wind direction and intensity simulated by the WindModel, until no burning
cells remain. Experts interact with the above elements using the GUI element.

DSM CRM

Wind
Model

Rothermel

Functional port
<function name=``getSpaceState’’>
     <out name=``space’’ type=``tns:SpaceDes’’/>
</function>
Control port
addSensor(``getDirection’’, ``string’’);
addActuator(``setCellState’’,``cellState’’, ``string’’,``void’’);

Operation port  (behavior rule)
IF isMaxUsageDiff() > 0.5 THEN setLoadBalanced(false);

Operation port  (behavior rule)
IF isSystemOverLoaded()==true THEN invoke graphAlgorith();

ELSE invoke greedyBlockAlgorithm();

Fig. 4. Examples of the port definition and rules

We use the Rothermel, DSM, and CRM as examples to illustrate the defini-
tion of the Accord functional, control and operational ports, as shown in Figure
4. Rothermel, for example, provides getSpaceState to expose space information
as part of its Functional Port, and provides the sensor getDirection to get
the fire spread direction and the actuator setCellState to modify the state of a
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Application workflow

Interaction
rules

Interaction
rules

Interaction

rules

Composition Manager

Interaction
rules

DSM CRM
Wind

Model
Rothermel

Fire Fighter

Model

Rule2:
IF cellChangeMsg is received

THEN  assign cellChangeMsg to input;
            invoke updateCell with input;

Rule1:
IF isFighterWork()==true

THEN send cellChangeMsg to Rothermel;

Rule3:
IF isSystemCongested()==true

THEN setThreshold(0.5); setThreshold(0.3);
Rule4:

IF isResourceBalanced()==false

THEN send loadMsg to DSM;

Fig. 5. Add a new component Fire Fighter Model and change the interaction relation-

ship between CRM and DSM

specified cell as part of its Control Port. The DSM and CRM receive rules to
manage their runtime behaviors through the Operation Port.

Behavior rules can be defined at compile time or at runtime and injected
into corresponding element managers to dynamically manage the computational
behaviors of elements. As illustrated in Figure 4, DSM dynamically selects an
appropriate algorithm based on the current system load and CRM will detect
load imbalance when the maximal difference among resource usage exceeds the
threshold according to the behavior rules shown.

The application workflow is decomposed by the Composition Manager into
interaction rules, which are injected into individual elements. Therefore, addi-
tion, deletion and replacement of elements can be achieved using corresponding
interaction rules. For example, a new element, Fire Fighter Model, modelling the
behaviors of the fire fighters, is added to the application as shown in Figure 5,
by inserting Rule1 into Fire Fighter Model and Rule2 into Rothermel. Similarly,
changing an interaction relationship can be achieved by replacing the existing
interaction rules with new rules. As shown in Figure 5, CRM dynamically de-
creases the frequency of notifications to DSM when the communication network
is congested based on Rule3 and Rule4.

5 Conclusion

In this paper, we presented Project AutoMate and described its key components.
Project AutoMate investigates solutions that are based on the strategies used by
biological systems to deal with similar challenges of complexity, dynamism, het-
erogeneity and uncertainty. This approach, referred to as Autonomic Computing,
aims at realizing systems and applications that are capable of managing (i.e.,
configuring, adapting, optimizing, protecting, healing) themselves. The overall
goal of Project AutoMate is to investigate conceptual models and implementa-
tion architectures that can enable the development and execution of such self-
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managing Grid applications. Specifically, it investigates programming models,
frameworks and middleware services that support the definition of autonomic
elements, the development of autonomic applications as the dynamic and oppor-
tunistic composition of these autonomic elements, and the policy, content and
context driven definition, execution and management of these applications. Two
case-study applications, autonomic oil reservoir optimization and autonomic for-
est fire management, enabled by AutoMate were also presented.
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Abstract. Autonomic computing has been proposed recently as a way
to address the difficult management of applications whose complexity
is constantly increasing. Autonomic systems will have to diagnose the
problems they face themselves, devise solutions and act accordingly. In
consequence, they require a very high level of flexibility and the ability
to constantly monitor themselves. This work presents a framework, Pan-
dora, which eases the construction of applications that satisfy this double
goal. Pandora relies on an original application programming pattern —
based on stackable layers and message passing — to obtain a minimalist
model and architecture that allows control of the overhead imposed by
the full reflexivity of the framework. A prototype of the framework has
been implemented in C++, freely available for download on the Internet.
A detailed performance study is given, together with examples of use, to
assess the usability of the platform in real usage conditions.

1 Introduction

Large-scale distributed applications are being more and more used. Content-
delivery networks, computing grids, peer-to-peer file-sharing systems, distributed
hash tables, ubiquitous systems: there are many examples and the list keeps
growing. The environment in which these applications are deployed, Internet, is
characterized by its heterogeneity, the rapid evolution of its various components
(hardware, software, but also human) and its lack of reliability. The diversity
of the platforms makes it especially difficult to configure these applications.
Even if this first step is completed successfully, changes and failures may disturb
those choices and annihilate previous efforts. It is then required to ease these
operations by automating them as much as possible. Those observations are at
the origin of the development of autonomic computing [1]. Its objective is to
let the applications diagnose themselves the problems they are facing and solve
them without any external intervention. Of course, issues to be addressed are
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numerous before reaching a satisfying solution. Here, we focus on one of them: the
necessary system support for the development of such autonomic applications.

It is possible to identify several features that must be provided by a plat-
form enabling the construction of autonomic applications. The first and most
important one deals with the flexibility of the applications. It is useless to imag-
ine an application being autonomic if it cannot be modified and reconfigured
dynamically. Numerous kinds of reconfiguration may be considered, and all of
them will have to be supported: from the simple parameterization, to the ad-
dition of non-functional properties likely to drastically change the behavior of
the application. Besides, the application itself is often the best candidate to col-
lect the measurements that allow the analyze of its own behavior. The platform
must then provide the required mechanisms to disseminate these measurements.
It must also ease the interactions among the different components of the sys-
tem: in particular, the platform should be reflexive [2, 3] to give access to the
application current state and observed measurements.

This flexibility that we require should not hinder the performance. This,
however, has not been the approach chosen in current systems where only one of
those properties is developed, but not both. Thus, in the case of platforms specif-
ically tailored for the development of autonomic applications (e.g. AutoPilot [4]
or AutoMate [5]), application flexibility (and hence reconfiguration possibilities)
has not been emphasized and is insufficiently developed to address the diversity
of application needs that we anticipate. At the opposite, in the domains of aspect
programming [6] or component systems [7], a high flexibility is provided to the
applications built but overheads are introduced that greatly impact the achieved
level of performance.

The approach we propose to address this problem builds on an original com-
promise. We put forward an alternative programming model instead of imposing
the use of interpreted language or sacrificing the provided flexibility. This model
consists in the stacking of independent components that communicate by ex-
changing messages. This approach, which — to the best of our knowledge — has
never been applied in this context, is not new and several projects have experi-
mented with it, emphasizing its usefulness and expressiveness. Among the first
works in this domain are x -Kernel [8] and Ficus [9] (an operating system and a
framework for building file systems, respectively). More recently, two new archi-
tecture have been proposed: a modular router, Click [10], and SEDA [11] that
allows to build efficient Internet services. While most legacy systems provides
flexibility through low-level instrumentation (typically at the level of procedure
calls), this programming model allows the definition of a custom intervention
degree through the choice of component granularity. The platform presented,
Pandora, builds upon these techniques and provides a reflexive interface that al-
lows individual components and external applications to dynamically reconfigure
the entire system.

We are now going to present (Section 2) some related work pertaining to
this study. We describe next the architecture model proposed by Pandora (Sec-
tion 3). Deployment, execution and control of the applications built on top of
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it are presented next (Section 4). Next, the platform implementation and some
examples of use of the prototype are described (Section 5). An evaluation of the
performance of Pandora (Section 6) and a few concluding remarks (Section 7)
finish this paper.

2 Related Work

As mentioned before, there exist some platforms that pursue objectives compa-
rable to ours. We are going to detail their characteristics in a first step. Then,
we are going to look at software engineering techniques that relates to the ap-
proach we have followed for the design of Pandora. Specifically, we will consider
component systems and aspect-oriented programming.

2.1 Autonomic Application Platforms

Platforms explicitly dedicated to the construction of autonomic applications are
very few. The originality of AutoPilot [4] comes from its work on the definition
of sensors and the means to access them efficiently. Those same sensors are used
“back way” (to write a value, instead of reading it) to modify the application
parameterization. This is however the only reconfiguration feature provided by
the platform. Accord [12] and its predecessor AutoMate [5] target applications
deployed on grid computing systems. Both were built on top of DIOS [13] for
the construction of objects provided with sensors and actuators that allow them
to be parameterized dynamically. The main originality of this platform comes
from the specification of a language and of a rule execution engine that allow
reconfiguration triggering in response to captured events. Unity [14] also targets
grid applications. It promotes the use of “autonomic elements” and provides
a platform designed to help these elements interact with each others and their
environment. In its current state, however, monitoring facilities are rather limited
(polling values from OGSA [15] compatible services) and reconfiguration is not
supported by the platform itself (it is left to each element to devise their own
strategy).

This rapid panorama of autonomic computing platform shows the limits of
the reconfiguration mechanisms provided to applications. Dynamic parameteri-
zation consists, at best, in choosing between alternative implementations among
a set predefined functionalities. Extensibility and modification of non-functional
properties are barely addressed.

2.2 Software Engineering Techniques

This limited flexibility of existing platforms leads us to consider the approaches
currently in use to address this issue. Two kinds of techniques are clearly put
forward: component systems and aspect-oriented programming.

Component Systems. Legacy component systems — .NET, CCM (Corba
Component Model) and EJB (Enterprise Java Beans) — are actually rather
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poorly adapted to the design of flexible architectures. Coarse component granu-
larity, static component binding, and the limited predefined set of non-functional
properties provided by the component containers contribute largely to this fact.
This has lead to the development of more lightweight systems, with higher per-
formance. Thus, the OpenCOM [7] platform (that builds on the COM component
model) allows for both component and bindings dynamic reconfiguration. This
is made possible by a fully reflexive interface that enables the platform to access
the entire state of the system (the component graph).

The approach followed by Gravity [16] is more original. Each component pub-
lishes a list of interfaces it provides and a list of those it requires. As components
get in and out of the system, bindings are dynamically established so that all
dependencies are satisfied. For our purposes, the main limitation of this tech-
nique is the lack of support for “simple” reconfigurations, like the modification
of a single parameter value.

Aspect-Oriented Programming. Aspect-oriented programming [6] promotes
separation of concerns. Cross-cutting functionalities that are common to several
modules of the same program are isolated (those are the aspects) and “weaved”
with the rest of the application at compile-time or at run-time. The flexibility
of these architectures comes from the relative independence between the various
entities involved (modules and aspects). It is then possible to modify any of them
without disturbing the other elements of the program.

The JAC [17] (Java Aspect Components) platform is the one that is closer
to our objectives. In this case, aspects are encapsulated inside components and
weaved at run-time (which allows dynamic reconfiguration). These components
are also statically configurable to adapt diverse environments. The main limita-
tion of this platform is the lack of support for the reconfiguration of the modules
themselves (those whose functionalities cannot be seen as aspects).

3 Architecture Model for Autonomic Applications

Pandora proposes an original architecture model to build autonomic applica-
tions. This model builds upon the notion of component and event-based com-
munication to provide the flexibility and the adaptability required by such ap-
plications.

3.1 Fine-Grained Independent Components

Autonomic applications are usually considered to be made of a set of relatively
independent modules [18]. Each module is supposed to be able to configure
itself, detect problems when they occur, and — ideally — solve them. Naturally,
all these decisions depend on the state of the system as a whole and modules
cooperate with and monitor each other. In the most recent platforms [12, 14]
modules are the smallest entities manipulated by the system.

We believe, however, that there are advantages in considering a finer subdivi-
sion of modules. In each module, both “business” logic and “autonomic” logic are
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present. These two aspects are very different by nature and should be clearly sep-
arated from each other. Moreover, a large part of the autonomic logic is generic
(threshold triggered alarms, rule processing engine, etc.) and could be reused in
different modules. Even business code benefits from being further divided into
smaller, cleanly bounded, entities. Having an intermediate granularity (coarser
than raw instructions and finer than modules), such entities are much easier to
monitor. With adequate support from the platform, the programmer is able to
easily indicate what are the meaningful variables to monitor and which are the
means to modify the component behavior. Besides, parts of the business code
consists in the implementation of non-functional properties (the cross-cutting
concerns identified by the aspect-oriented programming community) that are
essentially reusable from one module to another.

These considerations have led us to propose an architecture model for auto-
nomic applications based on three layers:

1. components : components are the basic and self-contained building blocks in
the system. Functional and non-functional business code, as well as auto-
nomic machinery, are encapsulated within these objects.

2. stacks: components are assembled to form stacks. A stack defines the nature
of components to be used and the order in which they are chained. This
corresponds to the notion of modules we have mentioned previously.

3. tasks: cooperating stacks form a task, which matches the notion of an appli-
cation, made of several cooperating modules.

Interactions between these three elements are summarized in Figure 1.

Besides, each component may specify a set of parameters, that we name
options, identified by their name and whose value can be configured at run-time
to adapt the behavior of the component. These options may be of different types
(numerical, boolean and character strings). However, we cannot represent every
parameter type with such basic types (e.g. file handles, set of values, etc.). This
is why the model makes it possible to associate a specific pre-processing step
before the parameter is given to the component (e.g. transforming a literal host

Task

Stack

Comp.

Fig. 1. Interactions between Pandora’s elements. Tasks (applications) are made of

loosely-coupled stacks (modules). Stacks are made of tightly-coupled components
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name into a numerical IP address). Having this step performed outside of the
component avoids paying the overhead of these transformations each time a new
component instance is created.

The entire independence of the components is an important characteristic
of the model, and it is worth considering its implications. A component ignores
totally the context in which it is going to be used and interactions with other
components are made anonymously. Thus, the reusability of the component is
strongly guaranteed. However, the main benefit of this aspect of the model for
autonomic applications is simply the very absence of (explicit or hidden) inter-
dependencies between components. This helps simplifying the traditionally hard
problem of the dynamic reconfiguration of the application. In this case, each
component may be safely adapted and modified without having to fear breaking
other components that would depend on him. It must be noted that the problem
is simplified, not solved, as the component continues to interact with others and
radically modifying its behavior might still impact its peers.

The specification of the chaining of components within stacks, together with
their initial parameterization, is made through a dedicated language. In order
to ease its usage and comprehension by the platform end-users, a compact stack
representation has been preferred. However, it would have been possible to use
graph description languages (such as dot [19]) or markup languages (such as
XML) to achieve similar results. It is beyond the scope of this paper to explain
it in details, a full description is available in a previous work [20].

3.2 Event-Based Interactions

Components need to interact with each other. In most legacy component models,
communication is performed through direct procedure invocations. This estab-
lishes a two-way communication channel: the caller chooses the actual method
to call and its arguments and, in the other direction, the callee chooses the value
to return. However, our component model uses one-way event-passing commu-
nication.

Following this approach offers several advantages. The first one is its con-
ceptual simplicity, which contributes largely to the reduction of the component
complexity. A component needs only to define a single interface, the one used
to receive an event. This also contributes to the flexibility, the extensibility
and the modularity of the platform, which is a primary concern when deal-
ing with autonomic applications. Components may be easily inserted within an
established event flow, either to modify it, or, at the opposite to provide, non-
functional properties to the whole stack. This could not be easily achieved with
an interface-based design. In the latter case, such a generic component would
need to implement a large set of interfaces to be composed with all other existing
components. When components are added or removed, generic ones should be
modified.

By favoring the independence of the components, this communication model
is complimentary to the component model we have chosen and helps reinforcing
its objectives of flexibility and reusability.
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Event forwarding between components is one-way, synchronous, and operates
in continuous flow. This means that two components, once the communication
is established, are durably connected to each other. At the opposite, communi-
cations between stacks, seen as a whole, are asynchronous: events are buffered
and consumed whenever the receiving stack decides to do so. It must be noted
that a stack, in itself, does not “communicate” with another stack. Rather it is
a component that chooses to send an event to a stack, rather than to a com-
ponent. Similarly, an event sent to a stack is actually processed by a specific
component in that stack. Having both communication modes available lets the
developer freely choose the best compromise for its application. The number of
stacks in the system is not limited and it is perfectly legal to encapsulate a single
component within a stack. Synchronous communications are much more efficient
(in terms of performance) than asynchronous ones. This is easily explained by
the fact that asynchronous communications provide thread-safe buffering sup-
port, while synchronous ones obviously do not. Another parameter to take into
consideration when choosing between these two modes is that inter-component
communications are anonymous, while inter-stack ones are named. Being en-
tirely stand-alone, a component cannot choose which components to communi-
cate with. This is entirely determined in the stack configuration. In the general
case, a component willing to transmit an event transmits it to its successor, with-
out knowing its identity. At the opposite, stacks are named (different instances
of the same stack are identified by a unique handle or an explicit alias), and a
component chooses the name of the stack it wants to communicate with.

Each component has a single input port and an arbitrary number of output
ports. The usual case for a component is to have one output port. For those with
several output ports, two (mutually exclusive) possibilities exist:

1. switch: switch ports are identified by a rank number and it is possible to con-
figure the stack so that components of different nature correspond to each
port. This matches roughly the switch statement found in most imperative
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Fig. 2. Representation of the different component connections modes. Event are rep-
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are sent to one of several alternative components
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programming languages. The choice of the branch in which to forward a
specific event is determined by the component itself according to its internal
logic.

2. demultiplexing : demultiplexing ports allow a component to classify events.
As soon as a new category is identified, a new port is dynamically created,
while events belonging to an existing category are forwarded to the port with
which it had been previously associated. All demultiplexing branches are of
the same nature (components of the same type are found in the same order)
but made of distinct component instances.

This leads to a wide range of possible component connections when constructing
a stack which are summarized and illustrated in Figure 2.

In modes that create multiple branches (i.e. all but serial), the actual length
and definition of the branches is specified in the stack definition. Events flowing
out of related branches (that is, those stemming from the same branch point)
are naturally merged in the input of the next component in the stack.

3.3 Flexibility and Reconfiguration

Systems manipulated by Pandora exhibit two degrees of flexibility: first, in com-
ponent parameterization and, second, in the chaining of these components. Pa-
rameterization flexibility relates to option usage to modify variables at run-time:
this is rather classical. However, its impact may be of great importance as it is
possible to use options to specify an alternative demultiplexing algorithm or
change an output port in a switch component, modifying the behavior of the
whole application.

The second degree of flexibility exposed by Pandora lies in the specification
of component chaining (the stack definition). When several components provid-
ing different implementations of the same functionality are available, this allows
to choose the solution that best fits the current environment (algorithms trad-
ing CPU utilization for memory utilization are quite common). Moreover, the
model authorizes (and even promotes) using non-functional components. Their
insertion in the stack does not modify the general behavior of the system but
might alter the way further events are processed or induce side-effects. One can
mention the examples of components managing the balance of processing stages
across several machines, the persistence of events they receive, application mon-
itoring, failure detection, synchronization, etc. This last issue is very close to the
approach followed in aspect-oriented programming: by modifying the application
(components in the original definition), it is possible to weave some aspects (by
inserting specific components in the definition).

4 Deployment, Execution and Control

Pandora’s architecture is organized around a micro-kernel in charge of stack ex-
ecution. This notion of micro-kernel references works in the operating system
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domain which gave birth to several generations of minimal kernels, like Cho-
rus [21], L4 [22] or, more recently, Think [23]. In these systems, functionalities
(or services) take the form of independent servers, and live outside the kernel
itself. Similarly, functionalities provided by the kernel of Pandora are as limited
as possible: their implementation within components has always been preferred.
This is the case, for example, of event demultiplexing, inter-stack and inter-
machine communications, access control, event persistence, etc. In consequence,
the main attributions of micro-kernel are to manage the deployment of the ap-
plications, supervise the execution of the stacks and implement the reflexive
interface of the platform.

4.1 Libraries and Resources Management

Pandora components come within standard dynamic libraries. To deploy an ap-
plication in Pandora consists in deploying the libraries containing all components
in the stack, together with the appropriate configuration files. Pandora uses two
kinds of configuration files: stack definitions and library descriptions. The first
one contains any number of textual stack specifications expressed in Pandora
architecture description language. The second one deals with libraries: it lets
Pandora know in which library each component is, and the location of each li-
brary. This location may refer either to a file in the local file system or be an
URL, which allows its loading from a remote location. Having these different
schemes to access library code allows to build and maintain organization-wide
component repositories without requiring participating nodes to share a single
remotely mounted file system. Library description files also contain information
to specify inter-library dependencies, which are automatically taken care of by
the platform.

The different configuration files (stack and library descriptions) are named
“resources”. In order to ease their management (many such files may be required
to run a single application), Pandora uses “meta-resource” files (or simply re-
source files) that contain a list of locations (file or URL) of other resources. Each
such resource is accompanied by a priority which tells the order in which they
should be visited. These resource files are considered as resources themselves.
This makes it possible to organize resources hierarchically by inserting locations
of other (sub-)resources in a higher level resource file. Then, one can build an
entire resource tree whose leaves would be stack and library descriptions while
resource descriptions would be its nodes. In this end, this means that it is pos-
sible to boot strap a whole system from one URL.

4.2 Execution

Stacks are the base entities considered by the platform regarding application
execution. To guarantee the integrity of the system, the platform performs a
verification stage before starting the actual execution of a stack. It checks the
correctness of the stack definition, together with the compatibility of component
bindings according to the event types they declare supported for input and
output (respectively).
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The execution phase starts with the creation of a thread in which the stack
will be executed. Each stack is run in its own thread and, respectively, each
thread contains at most one stack. This one-to-one mapping between stacks and
threads has two advantages. The first one is conceptual: the notion of thread
is entirely abstracted and the programmer does not have to worry about it.
If she wants her application executed in concurrent threads, she just needs to
put her components in separate stacks. The second advantage comes from the
guaranty that all components within a stack are executed in a single thread.
There is no need, then, to synchronize accesses to stack scoped resources: they
are made sequentially. As the number of stacks in the system is not limited, and
because stacks can be connected in an arbitrary way, it is perfectly legal to split
a single logical module into multiple stacks to allow intra-module concurrency
and asynchrony.

Tasks are not explicitely defined by the programmer but dynamically created
and managed by the platform to be the connected components of the undirected
graph whose nodes are stacks and edges are communication channels established
between stacks. For example as stack A sends its first event to stack B, the tasks
of A and B are merged. This notion of task is used by the platform to allow
specific communication modes (see below, in the next section, sensors and mon-
itors) and to collect dead stack cycles (in the garbage collection terminology). It
is clear from this operational definition of tasks that, like stacks, their number
is not limited in the system.

The kernel is also responsible for the management of each component life-
cycle. As events are produced and transmitted, next components are created
lazily, only when they first appear as the destination of an event. Pandora main-
tains access counters for each component so that it can terminate every com-
ponent that has become inaccessible after the breaking of a connection. This
mechanism, which builds on the explicit termination of component bindings, is
complemented by a timeout-based mechanism which collects components after
a configurable (possibly infinite) period of inactivity.

4.3 Introspection and Dynamic Reconfiguration

We have said how much needed was flexibility for autonomic applications. This
is expressed both in the ability to tune such applications as finely as possible,
but also in the possibility to reconsider choices as the environment in which the
applications are executed evolves.

The entire configuration of the platform and its current state are exposed by
the micro-kernel through a reflexive interface. Stack definitions, option values,
resource lists: every aspect of the system that is configurable in a configuration
file is accessible through this interface. Furthermore, for each element, it is possi-
ble to choose whether to modify the stored definition or its active representation
(dynamically modifying the platform behavior). Stack management is also ex-
posed, so that it is possible to know the list of running stacks or request to start
a new one or stop another one.
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Among these operations, the dynamic reconfiguration of a running stack must
be given special consideration. Contrary to all the others, this manipulation
implies modifying running component instances and bindings between them. As
Pandora components are considered stateful, by default, the platform must pay
attention to avoid removing components if not strictly necessary. Pandora does
so by computing the minimal set of transformations needed to go from the old
definition to the new one in terms of component additions and removals. After
a removal stage, remaining component are re-linked to each other inserting new
component instances as required by the definition.

A meta-object protocol makes these various reconfiguration operations ac-
cessible from applications external to the platform. Pandora provides an in-
terface for this protocol in several programming languages, including C, C++,
Perl and Guile. Guile [24] is an implementation of the Scheme language and
may be used to write scripts with all the standard construction of the original
language (procedure definition, flow control, etc.) augmented by primitives ac-
cessing the kernel reflexive interface. The ability to write such “control scripts”
is original to Pandora and eases the rapid prototyping of (partially) autonomic
applications.

However, for autonomic applications to analyze and reconfigure themselves,
the utilization of the above protocol is not optimal in terms of performance, as
it is designed to allow external applications to interact with the platform. When
accesses are made from within the autonomic application (the task in Pandora’s
terminology), much of the overhead required to locate the targeted option in the
system and to serialize the results in the response can be avoided. We have then
introduced a specific mechanism that allows a component to “publish” values
and make them accessible to all other components within the same task. This
operation is made through a dedicated object that we have called a sensor. Each
sensor is given a name and several component instances may update a single
sensor. Accesses are made through another object, called a monitor. Monitors
are initialized with a set of sensor names they are related to and with a function
to apply to the values in order to process them. When this function is actually
called depends on the access mode that was chosen for the sensors. There exist
two different access modes: a passive mode where monitors pull the values from
the sensors when they need it, and an active mode where sensors push the values
to the monitors as soon as they are modified. Choosing the best appropriate
mode depends on the relative read and write frequencies of monitors and sensors,
respectively. Finally, an automatic mode is provided that let the platform do this
choice according to access counters it maintains.

5 Implementation

A prototype of this architecture has been developed and has been used in several
applications. We present them here briefly.
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5.1 Prototype

We have developed a software platform that implements the architecture we
have described. It represents more than 50 000 lines of C++ code and, besides
the kernel, is made of about 100 components. Approximately a third of those
are “base” components: these are components that implement non-functional
properties and that may be used in any stack.

Pandora has been ported and tested on a large number of systems, including
Linux, FreeBSD, NetBSD, Solaris, Digital Unix (Tru64) and, for the kernel and
base components only, Win32. The platform is distributed in its most recent
version under an open-source license by INRIA (free for non-commercial use) at
the following URL: http://www-sor.inria.fr/projects/relais/pandora/.

5.2 Applications

The Pandora platform has already been used in several projects [20, 25–27].
However, the application that emphasizes most the flexibility of Pandora and
the features it offers to build autonomic applications is C/SPAN [28]. C/SPAN
is an autonomic Web proxy cache that builds, for the one part, on C/NN [29], a
flexible Web cache, and, for the other part, on a HTTP monitoring stack on top
of Pandora. In this system, C/NN and Pandora are in a tight interaction loop:
C/NN, according to its environment (disk space, request rate, etc.), tunes the
behavior of Pandora using its reflexive interface. Respectively, Pandora recon-
figures C/NN according to the traffic patters it observes.

6 Performance Evaluation

In this evaluation of the performance of the platform, we have focused on two
specific points: the overhead related to the application slicing into components
and that related to introspection operations.

All tests have been performed on the same machine which uses a 2.4 GHz
Pentium IV processor, running the version 2.6 of the Linux operating system.
The measurements that we present are computed from the average of 50 succes-
sive runs. The standard error associated with these averages has never gone over
1%. The various procedure execution time have been measured with a loop that
executes each one million times. Total execution time expressed in milliseconds
gives then the cost a single iteration expressed in nanoseconds.

6.1 Component Traversal

To evaluate the overhead related to the slicing into components, we have mea-
sured the time needed for an event to flow through one component, i.e. the time
needed to go from one component to its successor. Results presented in Fig-
ure 3 show that this time is about 50 ns. Given the other measurements we have
performed, we see that this time is superior to the one needed to make simple
library calls, but inferior to the one required to make a floating-point division
or a system call. This indicates that for non-trivial applications (those that ac-
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tually do something between each event transmission), the overhead related to
the slicing is rather limited, if not negligible.

6.2 Introspection Primitives

To monitor its own behavior, an autonomic application must permanently watch
the sensors it is provided with. At the opposite, reconfigurations are supposed
to happen only in exceptional circumstances. Then, the most performance crit-
ical operation for those applications is the reading of a sensor value, and this is
the one we have chosen to evaluate. For the sake of comparison, we have also
measured the time needed to read a standard variable when using the reflexive
interfaces of two languages commonly used to build flexible applications: Java
and C#. In each language, we have reduced the operation to its most simple ex-
pression: reading the value of an integer field of an object instance. In both cases,
the code used is a one-liner. For Java, we have used different virtual machines,
with and without dynamic compilation (Just In Time). We have also statically
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compiled the program into native code using the GNU compiler [30]. For C#,
we have used the Mono [31] environment whose virtual machine supports both
static and dynamic compilation. The results of these experiments are shown Fig-
ure 4. Rather than studying the relative performance of compilers and virtual
machines compared to each other, what we would like to focus on are orders of
magnitude. Pandora sensors (in passive mode) are about 20 times more efficient
than natively compiled Java code. The latter, however, corresponds roughly to
the time spent when using Pandora options through its external interface. Un-
surprisingly, the use of true virtual machine (no static compilation) degrades
performance further and the absence of dynamic compilation makes them really
catastrophic. This shows how Pandora, for an equivalent CPU load, can support
a much higher number (one or two orders of magnitude) of sensors, and thus of
applications compared to languages that have been usually used in this domain.
It is Pandora specialization in these tasks (the platform has been designed and
optimized for this exact purpose), as opposed to the necessary generic approach
of a high-level programming language, that explains those differences.

7 Conclusion

We have presented Pandora, a platform for the construction of autonomic ap-
plications. Pandora builds on an original programming model, the stacking of
components communicating with message exchanges, that provides a compro-
mise between flexibility and performance. The resulting Pandora component
model is much simpler than legacy approaches that proceed with standard func-
tion calls. The architecture of the system is organized around a micro-kernel
that is responsible for managing the system resources (configuration files) whose
hierarchical organization eases large-scale deployments. It is also responsible for
the chaining of the components according to specified configurations. Its last
role is to expose a reflexive interface and propose the necessary abstractions for
an application programmer to dynamically configure and reconfigure the entire
system. This architecture has been implemented — the prototype is available
freely on the Internet — and several applications have already used it. A per-
formance evaluation of the system has shown that its implementation backs up
our initial objective to reconcile flexibility and performance.

With Pandora, autonomic application developers needs only to concentrate
in implementing the “business logic” of their application. The platform indeed
factorizes out most non-functional aspects of the application and provides useful
abstractions to deal with monitoring. After some initial effort required to design
the application according to Pandora’s programming model, easy and powerful
deployment and administration support is provided by the system. More im-
portantly, Pandora also makes the application highly flexible and dynamically
reconfigurable, basically for free.
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Abstract. Spatial abstractions promise to be basic necessary ingredients for a 
novel “spatial computing” approach to distributed systems development and 
management, suitable to tackle the complexity of modern distributed computing 
scenarios and promoting self-organization and self-adaptation. In this paper, we 
analyze the key concepts underlying spatial computing and show how they can 
be organized around a sort of “spatial computing stack”, in which a variety of 
apparently very diverse mechanisms and approaches can be properly framed. 
Following, we present our current research work on the TOTA middleware as a 
representative example of a general-purpose approach to spatial computing. In 
particular, we discuss how TOTA can be exploited to support the development 
and execution of self-organizing and self-adaptive spatial computing applications.  

1   Introduction 

During the nineties, most researches in distributed computing have focused on the 
“network of workstations” scenario [7]. However, in the past few years, a number of 
novel scenarios have emerged including: (i) micro-networks, i.e., networks of low-
end computing devices typically distributed over a geographically small area (e.g., 
sensor networks [9], smart dusts [19] and spray computers [26]); (ii) ubiquitous net-
works, i.e., networks of medium-end devices, distributed over a geographically 
bounded area, and typically interacting with each other via short/medium range wire-
less connections (pervasive computing systems, smart environments and robot teams 
[10]); (iii) global networks, characterized by high-end computing systems interacting 
at a world-wide scale (the physical Internet, the Web, P2P networks [23] and multi-
agent systems [13]). 

Despite clear dissimilarities in structure and goals, one can recognize some key com-
mon characteristics distinguishing the above scenarios from more traditional ones: 

− Large Scale: the number of nodes and, consequently, the number of components 
involved in a distributed application is typically very high and, due to decentraliza-
tion, hardly controllable. It is not possible to enforce a strict control over their con-
figuration (consider e.g., the nodes of a P2P network) or to directly control them 
during execution (consider e.g., the nodes of a sensor network). 

− Network dynamism: the activities of components will take place in network 
whose structure derives from an almost random deployment process, likely to 
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change over time with unpredictable dynamics. This may be due to factors such as 
environmental contingencies, failures (very likely e.g., in sensor networks and per-
vasive computing systems), and mobility of nodes (as e.g. in robot teams and in 
networks of smart appliances). In addition, at the application level, software com-
ponents can be of an ephemeral or temporary nature (as e.g. the peers of a P2P 
network). 

− Situatedness: The activities of components will be strongly related to their loca-
tion in either a physical or a virtual environment. On the one hand, situatedness can 
be at the very core of the application goal (as e.g. in sensor networks and pervasive 
computing systems devoted to improve our interaction with the physical world). 
On the other hand, situatedness can relate to the fact that components can take ad-
vantage of the presence of a structured virtual environment to organize the access 
to distributed resources (as e.g., in P2P data sharing networks). 

The first two characteristics compulsory require systems to exhibit – both at the 
network and at the application level – properties of self-organization and self-
adaptation (or generally, “self-*” properties). In fact, if the dynamics of the network 
and of the environment compulsory require dynamic adaptation, the impossibility of 
enforcing a direct control over each component of the system implies that such adap-
tation must occur without any huma intervention, in an autonomic way. The last char-
acteristic calls for an approach that elects the environment, its spatial distribution, and 
its dynamics, to primary design dimensions. In any case, the three aspects are strictly 
inter-related, in that the enforcement of self-* properties cannot abstract from the 
capability of the system to become “context-aware”, i.e., to have components perceive 
the local properties of the environment in which they are situated and  adapt their 
behavior accordingly. 

In the past few years, a variety of solutions exploiting specific self-* properties to 
solve specific application problems for large-scale systems in dynamic networks are 
being proposed [8]. The question of whether it is possible to devise a single unifying 
conceptual approach, applicable with little or no adaptations to a variety of applica-
tion problems and to scenarios as diverse as P2P networks and networks of embedded 
sensors, is still open. In this paper, we identify the role that will be played in that 
process by spatial abstractions, and by their adoption as building blocks for a novel 
general-purpose “spatial computing” approach for distributed system development. A 
spatial computing approach – by providing application components with an explicit 
representation of their operational environment in terms of a space encoding some 
application-specific features, and by having application level activities expressed in 
terms of sensing the properties of space and navigating in it – can effectively deal 
with network dynamics in large scale systems, can facilitate the integration of variety 
of self-* properties in distributed systems, and also suit systems whose activities are 
situated in an environment. 

The remainder of this paper elaborates on spatial computing and is organized as 
follows. Section 2 introduces the basic concepts underlying spatial computing and 
discusses their relations with self-* properties. Section 3 proposes a framework 
around which to organize the basic abstractions and mechanisms involved in spatial 
computing. Section 4 presents our current research work on the TOTA middleware, as 
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a representative example of a general-purpose approach to spatial computing. Section 
5 concludes by sketching a rough research agenda in the area. 

2   Spatial Computing 

The key principles underlying spatial computing are that:  

− the central role of the network – a discrete system of variously interconnected 
nodes – evolves into a concept of space.  Applications components perceive and 
act on the basis of some spatial information, distributed across the network and en-
coding some properties of the components’ operational environment that are rele-
vant for a specific application task. Such spatial information decouples components 
activities from the underlying network structure; 

− all application-level activities are abstracted as taking place in such space, and rely 
on the capability of application components of locally perceiving (and possibly in-
fluencing) the local properties of space; 

In particular, in spatial computing, any type of networked environment is hidden 
below some space, mapped as an overlay data structure over the physical network. A 
space can in fact be represented as an overlay data structure encoding neighborhood 
and metric relations between nodes. Overlay data structures, realizing the concept of 
space, are distributed data structures that generalize the idea of overlay networks. 
Overlay networks are basically routing distributed data structures providing applica-
tion components with a suitable application-specific view of the network (i.e. they 
allow components to perceive a specific overlay topology of the network) [22, 24]. 
An overlay data structure generalizes an overlay network by encoding and providing 
components with any kind of application-specific spatial representation. In particular, 
the metric of the represented space defines neighborhood relation and spatial dis-
tances accordingly to some specific application need. The nodes of the network are 
assigned a specific area of the space, and are logically connected to each other accord-
ingly to the spatial neighborhood relations. In this way, components in the network 
become “space-aware”. On the one hand, they perceive their local position in space as 
well as the local properties of space (e.g., the locally available data and services) and 
possibly change them. On the other hand, the activities of components in that space 
are related to some sort of “navigation” in that space, which may include moving 
themselves to a specific different position of space or moving data and events in space 
according to “geographical” routing algorithms. The primary way to refer to entities 
in the network is thus by “position”, i.e., any entity is characterized by being situated 
in a specific position in the physical space. 

The above characteristics notably distinguish spatial computing from traditional 
distributed computing models. In transparent distributed computing models [6,7], 
components are identified by logical names, applications abstract from the presence 
of a distributed environment, and only a priori known interaction patterns can be 
effectively supported. This makes them unable to deal with large-scale systems and 
with network dynamics. In network-aware models [25], components are typically 
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aware of executing in a network and are identified by their location in it (e.g.., the IP). 
This enables dealing also with applications executing in large-scale networks, but still 
call for an explicit and complex handling of dynamic changes in the network or in the 
position of components. With regard to this point it is very important to emphasize 
that the structure of IP networks, although having a well structured hierarchical topol-
ogy, cannot be considered a space. IPs, in fact, do not relate to each other in such a 
way that it is possible to effectively exploit their structure for the sake of directing 
components activities towards a specific application goal. From the application point 
of view. IPs are just “random labels” attached to application components. 

Neither of the two promotes suitable abstractions of environment. Spatial comput-
ing overcomes the above limitations in a very effective way: 

− Large Scale: the size of a network does not influence the models or the mecha-
nisms, which are the same for a small network and for a dramatically large one. 

− Network Dynamics: the presence of a dynamic network is not directly perceived 
by components, being hidden behind a stable structure of space that is maintained 
despite network dynamism. From this perspective, it is effective to set-up interac-
tions and assign tasks on the basis of some space encoding application-related 
measures. In this way, network changes are automatically taken into account by a 
changing space representation that shields the application from such low-level 
events. 

− Situatedness: the abstraction of space is a conceptually simple abstraction of envi-
ronment, which also perfectly matches the needs of those systems whose activities 
are strictly intertwined with a physical or computational environment. 

In addition, as discussed in the following sub-section, spatial computing promotes 
and support self-* computing.  

2.1   Self-* Properties in Spatial Computing 

Self-* properties, including the capability of a distributed system of self-configuring 
its activity, self-inspecting and self-tuning its behavior in response to changed condi-
tions, or self-healing it in the presence of faults, are necessary for enabling spatial 
computing and, at the same time, are also promoted by the adoption of a spatial com-
puting model. 

On the one hand, to enable a spatial computing model, it is necessary to envision 
mechanisms to build the appropriate overlay spatial abstraction and to have such 
spatial abstraction be coherently preserved despite network dynamics. In other words, 
this requires the nodes of a network to be able to autonomously connect with each 
other, set up some sort of common coordinate systems, and self-position themselves 
in such space. In addition, this requires the nodes of the network to be able to self-
reorganize their distribution in the virtual space so as to (i) make room for new nodes 
joining the network (i.e., allocate a portion of the virtual space to these nodes); (ii) fill 
the space left by nodes that for any reason leave the network; (iii) re-allocate the spa-
tial distribution of nodes to react to node mobility. It is also worth outlining that, since 
the defined spatial structure completely shields the application from the network, it is 
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also possible for a system to dynamically tune the structure of the space so as enforce 
some sorts of self-management of the network, transparently to the higher application 
levels. As an example, load unbalances in the network can be dynamically dealt, 
transparently from the application  level, by simply re-organizing the spatial structure 
so as to have overloaded nodes occupy a more limited portion of the space. On the 
other hand, the so defined spatial structure can be exploited by application level com-
ponents to organize their activities in space in an autonomous and adaptive way. First 
of all, it is a rather assessed fact that “context-awareness” and “contextual activity”, 
i.e., the capabilities of a component to perceive the properties of the operational envi-
ronment and of influencing them, respectively, are basic ingredients to enable any 
form of adaptive self-organization and to establish the necessary feedback promoting 
self-adaptation. In spatial computing, this simply translates in the capability of per-
ceiving the local properties of space, which in the end reflect some specific character-
istics of either the network or of some application-level characteristics and of chang-
ing them. Second, one should also recognize that the vast majority of known phenom-
ena of self-organization and self-adaptation in nature (from ant-foraging to reaction-
diffusion systems, just to mention two examples in biology and physics) are actually 
phenomena of self-organization in space, emerging from the related effect of some 
“component” reacting to some property of space and, by this reaction, influencing at 
its turn the properties of space. Clearly, a spatial computing model makes it rather 
trivial to reproduce in computational terms such types of self-organization phenom-
ena, whenever they may be of some use in a distributed system. 

2.2   Examples of Spatial Computing Approaches 

The shift towards spatial computing is an emerging trend in diverse scenarios.  
As an example, consider a sensor network scenario with a multitude of wireless 

sensors randomly deployed in a landscape to perform some monitoring of environ-
mental conditions [9]. There, all activities of sensors are intrinsically of a spatial na-
ture. First, each sensor is devoted to local monitoring a specific portion of the physi-
cal space (that it can reach with its sensing capabilities). Second, components must 
coordinate with each other based on their local positions, rather than on their IDs, to 
perform activities such as detecting the presence and the size of pollution clouds, and 
the speed of their spreading in the landscape. All of this implies that components must 
be made aware of their relative positions in the spatial environment by self-
constructing a virtual representation of the physical space [18]. Moreover, they can 
take advantage of “geographical” communication and routing protocols: messages 
and events flow towards specific position of the physical/virtual space rather than 
towards specific nodes, thus surviving in an self-adaptive way the possible dismissing 
of some nodes [21]. 

Another example in which spatial concepts appear in a less trivial way is world-
wide P2P computing. In P2P computing, an overlay network of peers is built over the 
physical network and, in that networks, peers act cooperatively to search specific data 
and services.  In first generation P2P systems (e.g., Gnutella [23]), the overlay net-
work is totally unstructured, being built by having peers randomly connect to a lim-
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ited number of other peers. Therefore, in these networks, the only effective way to 
search for information is message flooding. More recent proposals [22] suggest struc-
turing the network of acquaintances into specific regular “spatial shapes”, e.g., a ring 
or an N-dimensional torus. When a peer connects to the networks, it occupies a por-
tion of that spatial space, and networks with those other peers that are neighbors ac-
cordingly to the occupied position of space. Then, data and services are allocated in 
specific positions in the network (i.e., by those peers occupying that position) depend-
ing on their content/description (as can be provided by a function hashing the content 
into specific coordinates). In this way, by knowing the shape of the network and the 
content/description of what data/services one is looking for, it is possible to effec-
tively navigate in the network to reach the required data/services. That is, P2P net-
works define a spatial computing scenario in which all activities of application com-
ponents are strongly related to self-positioning themselves and navigating in an ab-
stract overlay space. It is also worth outlining that recent researches promote mapping 
such spatial abstractions over the physical Internet network so as to reflect the geo-
graphical distribution of Internet nodes (i.e., by mapping IP addressed into geographi-
cal physical coordinates [24]) and, therefore  improve efficiency. 

In addition to the above examples, other proposals in areas such as pervasive 
computing [2] and self-assembly [14] explicitly exploit spatial abstractions (and, 
therefore, a sort of spatial computing model) to organize distributed activities. 

3   Framing Spatial Computing  

Let us now have a more systematic look at the basic mechanisms that have been ex-
ploited so far in distributed computing to promote self-* properties in distributed 
systems. We will show that most of these mechanisms can be easily interpreted and 
mapped into very similar spatial concepts, and that they can be framed in a unifying 
flexible framework. 

3.1   A Spatial Computing Stack 

In this section, we introduce the “space-oriented” stack of levels (see Figure 1) as a 
framework for spatial computing mechanisms. In each level of the stack, by introduc-
ing a new paradigm rooted on spatial concepts, it is possible to interpret a lot of pro-
posed self-* approaches, in different scenarios, in terms of mechanisms to manage 
and exploit the space (see Table 1). On this basis, it is likely that a simply unifying 
model for self-* distributed computing – leading to a single programming model and 
methodology and – can be actually identified. We want to point out that our stack is 
not intended to compete with the standard ISO protocol stack, in that it is much more 
application-oriented. 

The “physical level” deals on how components start interacting – in a dynamic 
and spontaneous way – with other components in the systems. This is a very basic 
expression of self-organizing behavior which is a pre-requisite to support more 
complex forms of autonomy and of self-organization at higher levels. To this end, 
one of basic mechanism exploited is broadcast (i.e. communicate with whoever is 
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available). Radio broadcast is used in sensor networks and in pervasive computing 
systems. P2P systems can relay on different forms of TCP/IP broadcast to find 
nodes already belonging to the P2P network to initiate a join-protocol. Whatever the 
case, this physical level can be considered as in charge of enabling a component of 
a dynamic network application to get into existence and to start interacting with 
each other. 

The “structure level” is the level at which a spatial structure is  built and main-
tained by components existing in the physical network. The fact that a system is able 
to create a stable spatial structure capable of surviving network dynamics and adapt-
ing the working conditions of the network is an important expression of self-
organizing and self-adapting behavior per se. However, such spatial structure is not a 
goal for the application, and it is instead used as the basic spatial arena to support 
higher levels activities. 

The various mechanisms that are used at the structure level in different scenarios 
are – again – very similar to each other. Sensor networks as well as self-assembly 
systems typically structure the space accordingly to their positions in the physical 
space, by exploiting mechanisms of geographical self-localization. Pervasive comput-
ing systems, in addition to mechanisms of geographical localization, often exploit 
logical spatial structures reflecting some sorts of abstract spatial relationships of the 
physical world (e.g., rooms in a building) [2]. Global scale systems, as already antici-
pated, exploits overlay networks built over a physical communication network. 

 

Fig. 1. A Spatial Computing Stack 

The “navigation level” regards to the basic mechanisms that components exploit to 
orient their activities in the spatial structure and to sense and affect the local proper-
ties of space. If the spatial structure is not associated to some kind of routing informa-
tion, the only navigation approaches are flooding and gossiping. However, if some 
sort of routing structure is defined at the structure level (as, e.g., in the geographical 
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spatial structures of sensor networks or in overlay networks) navigation approaches 
relate in following the routes defined at the structure level. For instance, navigation 
can imply the capability of components to reach specific points (or of directing mes-
sages and data) in the space based on simple geometric considerations as in, e.g., 
geographical routing [3]. 

Table 1. Spatial Mechanisms in Modern Distributed Computing Scenarios 

 MICRO NETWORKS 
Nano Networks, Sensor 
Networks, Smart Dust, 
Self-Assembly, Modular 
Robots  

UBIQUITOUS NETWORKS 
Home Networks, MANETs, 
Pervasive Environments, 
Mobile Robotics 

GLOBAL NETWORKS 
Internet, Web, P2P net-
works, multiagent sys-
tems 

“Application” 
Level 
(exploiting the spatial 
organization to achieve in a 
self-organizing and adaptive 
way specific app. goals)  

Spatial Queries 

Spatial Self-Organization 
and Differentiation of 
Activities 

Spatial Displacement 

Motion Coordination & 
pattern formation 

 

DATA: environmental data 

Discovery of Services 

Spatial Displacement 

Coordination and Distribu-
tion of Task and Activities 

Motion coordination & 
pattern formation 

 

DATA: local resources and 
environmental data 

P2P Queries as Spatial 
Queries in the Overlay 

Motion Coordination on the 
Overlay 

Pattern formation (e.g., for 
network monitoring) 

 

DATA: files, services, 
knowledge 

“Navigation” 
Level 
(dealing with the mecha-
nism exploited by the 
entities living in the space to 
direct activities and move-
ments in that space) 

Flooding 

Gossiping (random naviga-
tion) 

Geographical Routing 
(selecting and reaching 
specific physical coordi-
nates) 

Directed Diffusion (naviga-
tion following sorts of 
computational fields) 

Stigmergy (navigation 
following pheromone 
gradients) 

Computational fields 

Multi-hop routing based on 
Spanning Trees 

Pattern-matching and 
Localized Tuple-based 
systems 

Flooding 

Gossiping (random naviga-
tion) 

Metric-based (moving 
towards specific coordinates 
in the abstract space) 

Gossiping (random naviga-
tion) 

Stigmergy (navigation 
following pheromone 
gradients distributed in the 
overlay network) 

“Structure” 
Level 
(dealing with mechanisms 
and policies to adaptively 
shape a metric space and 
let components find their 
position in that space) 

Self-localization (beacon-
based triangulation) 

Self-localization (Wi-Fi or 
RFID triangulation) 

Definition and Maintenance 
of a Spanning Tree (as a 
sort of navigable overlay) 

 

Establishment and Mainte-
nance of an Overlay 
Network (for P2P systems) 

Referral Networks and e-
Institutions (for multiagent 
systems) 

“Physical” 
Level 
(dealing with the mecha-
nism to interact) 

Radio Broadcast 

Radar-like localization 
Radio Broadcast 

RF-ID identification 

TCP broadcast – IP identifi-
cation 

Directed TCP/UDP mes-
sages 

Location-dependent 
Directory services 

Starting from the basic navigation capability, is also possible to enrich the structure 
of the space by propagating additional information to describe “something” which is 
happening in that space, and to differentiate the properties of the space in different 
areas. One can say that the structure of space may be characterized by additional types 
of spatial structures propagating in it, and that components may direct their activities 
based on navigating these additional structures. In other words, the basic navigation 
capabilities can be used to build additional spatial structures with different navigation 
mechanisms. 
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Typical mechanisms exploited at these additional levels are computational fields 
and pheromones. Despite the different inspiration of the two approaches (physical 
versus biological), we emphasize that they can be modeled in a uniform way, e.g., in 
terms of time-varying properties defined over a space [15]. The basic expression of 
self-organization that arises here derives from the fact that the structures propagated in 
the space – and thus the navigation activity of application components – are updated and 
maintained to continuously reflect the actual structure and situation of the space. 

At the “application level”, navigation mechanisms are exploited by application 
components to interact and organize their activities. Applications can be conveniently 
built on the following self-organizing feedback loop: (i) having components navigate 
in the space (i.e., discriminating their activities depending on the locally perceived 
structure and properties of the space) and (ii) having components, at the same time, 
modifying existing structure due to the evolution of their activities. 

Depending on the types of structures propagated in the space, and on the way 
components react to them, different phenomena of self-organization can be achieved 
and modeled. For example, processes of morphogenesis (as needed in self-assembly, 
modular robots and mobile robotics), phenomena mimicking the behavior of ant-
colonies and of flocks, phenomena mimicking the behavior of granular media and of 
weakly correlated particles, as well as a variety of social phenomena, can all be mod-
eled in terms of:  

− entities getting to existence in a space explicitly representing some aspects of their 
operational environment that are relevant for the application task; 

− having a position in a structured space and possibly influencing its structure; 
− capable of perceiving properties spread in that space; 
− capable of directing their actions based on perceived properties of such space and 

capable of acting in that space by influencing its properties at their turn. 

3.2   Multiple Spaces and Nested Spaces 

In general, different scenarios and different application problems may require differ-
ent perceptions of space and different spatial structures. For instance, a world-wide 
resource-sharing P2P network over the Internet may require – for efficiency reason – 
a 2-D spatial abstraction capable of reflecting the geographical distribution of Internet 
nodes over the earth surface. On the other hand, a P2P network for social interactions 
may require a spatial abstraction capable of aggregating in close regions of the virtual 
space users with similar interests. Also, one must consider that in the near future, the 
different network scenarios we have identified will be possibly part of a unique huge 
network (consider that IPv6 addressing will make it possible to assign an IP address 
to each and every square millimeter on the earth surface). Therefore, it is hard to 
imagine that a unique flat spatial abstraction can be effectively built over such a net-
work and satisfy all possible  management and application needs.   

With this regard, the adoption of the spatial computing paradigm does not pre-
scribe at all to adopt the same set of mechanisms and the same type of spatial struc-
ture for all networks and for applications. Instead, being the spatial structure a virtual 
one, it is possible to conceive both (i) the existence, over the same physical network, 
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of multiple complimentary spatial abstraction independently used by different types 
of applications; and (ii) the existence of multiple layers of spatial abstractions, built 
one over the other in a multi-layered system. With regard to the former point, in addi-
tion to the example of the different types of P2P networks calling for different types 
of spatial abstractions, one could also think at how different problems such as Internet 
routing, Web caching, virtual meeting points,  introduce very different problems and 
may require the exploitation of very different spatial concepts. With regard to the 
latter point, one can consider two different possibilities. Firstly, one can think at ex-
ploiting a first-level spatial abstractions (and the services it provides) to offer a sec-
ond-level spatial abstraction enriching it with additional specific characteristics. For 
examples, one can consider that a spatial abstraction capable of mapping the nodes of 
the Internet into geographical coordinates can be exploited, within a campus, to build 
an additional overlay spatial abstraction mapping such coordinates into logical loca-
tion (e.g., the library, the canteen, the Computer Science department and, within it, 
the office of Prof. Zambonelli). Such additional spatial abstraction could then be used 
to build semantically-enriched location dependent services. Secondly, one could think 
at conceiving a hierarchy of spatial abstractions that provides different levels of in-
formation about the space depending on the level at which they are observed, the 
same as the information we get on a geographical region are very different depending 
on the scaling of the map on which we study it. As an example, we can consider that 
the spatial abstraction of a wide-area network can map a sensor network – connected 
to the large network via a gateway – as a “point” in that space, and that the distributed 
nature of the sensor networks (with nodes having in turn a specific physical location 
in space) becomes apparent only when some activity takes place in that point of space 
(or very close to it). 

4   TOTA: A Middleware Approach to Spatial Computing  

The ambitious goal of a uniform modeling approach capable of effectively capturing the 
basic properties of self-organizing computing, and possibly leading to practical and useful 
general-purpose modeling and programming tools, is far from close. Earlier in this paper we 
have strongly advocated the generality, flexibility, and modularity of a spatial computing 
approach. Although we have do not have the ultimate proof that spatial computing can be 
effectively put to practice and fulfill all its promises, our experience in spatial computing 
with the TOTA [16] middleware can support in part our claims. 

Upon the distributed space identified by the dynamic network of TOTA nodes, 
each component is capable of locally storing tuples and letting them diffuse through 
the network. Tuples are injected in the system from a particular node, and spread hop-
by-hop accordingly to their propagation rule. In fact, a TOTA tuple is defined in 
terms of a “content”, and a “propagation rule”. T=(C,P). The content C is an ordered 
set of typed fields representing the information carried on by the tuple. The propaga-
tion rule P determines how the tuple should be distributed and propagated across the 
network. This includes determining the “scope” of the tuple (i.e. the distance at which 
such tuple should be propagated and possibly the spatial direction of propagation) and 
how such propagation can be affected by the presence or the absence of other tuples 
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in the system. In addition, the propagation rules can determine how the content of a 
tuple should change while it is propagated. Tuples are not necessarily distributed 
replicas: by assuming different values in different nodes, tuples can be effectively 
used to build a distributed data structure expressing contextual and spatial informa-
tion. So, unlike traditional event based models, propagation of tuples is not driven by 
a publish-subscribe schema, but it is encoded in tuples' propagation rule and, unlike 
an event, can change its content during propagation (see figure 2). 
     Distributed tuples must be maintained coherent despite network dynamism. To this 
end, the TOTA middleware supports tuples propagation actively and adaptively: by 
constantly monitoring the network local topology and the income of new tuples, the 
middleware automatically re-propagates tuples as soon as appropriate conditions  occur. 
For instance, when new nodes get in touch with a network, TOTA automatically checks 
the propagation rules of the already stored tuples and eventually propa- gates the tuples 
to the new nodes. Similarly, when the topology changes due to nodes' movements, the 
distributed tuple structure automatically changes to reflect the new topology.  

High-level 
interaction and 
coordination 

Application 
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Fig. 2. The General Scenario of TOTA in the spatial computing stack: at the physical level 
there is the network, communication is broadcast of messages encoding TOTA tuples. At the 
structure level, the space is represented by means of the TOTA distributed tuples. At the navi-
gation level spatial structures can provide navigation directions. At the Application level coor-
dination tasks can be achieved 
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     The TOTA middleware supports the spatial computing stack introduced in section 
4. In fact, from the application components’ point of view, executing and interacting 
basically reduces to create distributed spatial structures in the network (inject tuples), 
navigate such spatial structures (sense tuples in a neighborhood), and act accordingly 
to some application-specific policy. 

To clarify and ground the discussion we introduce the following exemplary perva-
sive computing case study application: tourists with wireless PDAs visit a museum 
provided with an embedded computer network. We suppose that the PDAs and the 
embedded devices run the TOTA middleware and that they connect with each other 
forming a multi-hop mobile wireless network. In the following subsections, working 
on this case study application, we will detail how TOTA deals with all the levels in 
the spatial computing. 

4.1   Physical Level  

The physical level deals with how components find and start communicating with 
each other. At this level, the specific nature of the network scenario has an important 
role. Since our primary focus is pervasive computing, we mainly consider a wireless 
network scenario without long-range routing protocols available (like in a “bare” 
mobile ad-hoc network). In such scenario, it is easy to identify the node's neighbor-
hood with the network local topology (e.g. all the nodes within 10m, for a Bluetooth 
network). In this case, a TOTA node detects in-range nodes via one-hop message 
broadcast. 

Turning the attention to the case study, each PDA detects neighbor devices, by 
broadcasting and receiving “here I am” messages. Such discovery operations is exe-
cuted periodically to take into account the possible movements of users. Upon inject-
ing a tuple, the TOTA middleware broadcasts the tuple to its current neighbors. 

To support our experiments, we developed a first prototype of TOTA running on 
HP IPAQs 36xx equipped with 802.11b wireless card, Familiar LINUX and J2ME-
CDC (Personal Profile). IPAQs connect locally in the MANET mode (i.e. without 
requiring access points) creating the skeleton of the TOTA network. Tuples are being 
propagated through multicast sockets to all the nodes in the one-hop neighborhood. 
The use of multicast sockets has been chosen to improve the communication speed by 
avoiding 802.11b unicast handshake. By considering the way in which tuples are 
propagated, TOTA is very well suited for this kind of broadcast communication. We 
think that this is a very important feature, because it will allow in the future imple-
menting TOTA also on really simple devices (e.g. micro mote sensors [19]) that can-
not be provided with sophisticate communication mechanisms. 

It is important to remark that, despite our focus to wireless networks and pervasive 
computing, the TOTA mechanisms are general and independent from the underlying 
physical network. For example, in an Internet scenario (where a long-range routing 
protocol is available), TOTA identifies the neighborhood of a node with the nodes 
whose IP address is known (a node can communicate directly with another, only if it 
knows the other node's address). To realize neighbors discovery, TOTA can either 
download from a well-known server the list addresses representing its neighbors or it 
can start an expanding-ring search to detect close nodes [23]). Given that, the multi-
hop propagation of a tuple proceeds as previously described. 
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4.2   Structure Level 

TOTA tuples create a “structure of space” in the network. At the basic level, once a 
tuple is injected from a node and propagates across the network, it creates a source-
centered spatial structure identifying  some spatial features relative to the source. 

For example, a tuple incrementing one of its fields as it gets propagated identifies a 
spatial structure defining the network distances from the source. This kind of structure 
of space provides spatial awareness to application agents. In fact, an agent is both able 
to infer its approximate distance from the source (in terms of hops – i.e. network link 
range), and the direction of the source by looking at where the gradient of the tuple 
descends. 

Moreover, TOTA allows to combine different tuples to create more complex spatial 
representations. A particularly significant example of these mechanisms is the creation 
of shared coordinate systems in the network on the basis of mere connectivity. Localiza-
tion, in general, can rely on the (geometrically intuitive) fact that the position of a point 
on a surface can be uniquely determined by measuring its distance from at least three 
non-aligned reference points (“beacons”), via a process of “triangulation” [18]. Imple-
menting such localization mechanism in TOTA is rather easy. (i) A leader election 
algorithm can elect three beacons nodes. (ii) Each beacon “arbitrarily” locates at spe-
cific coordinates (without external location information the coordinate system can only 
be internally coherent [18]). (iii) Each beacon injects a TOTA tuple, increasing its con-
tent hop-by-hop and marked with the beacon coordinates. As previously pointed out, 
this tuple allows other nodes to estimate their distance from the beacon. (iv) After at 
least three beacons had propagated their ranging tuples, nodes can apply a triangulation 
algorithm to infer their coordinates. Moreover, since TOTA tuples self-maintain, the 
coordinate system remains up to date and coherent despite network dynamism. If upon a 
node movement the topology of the network changes, the tuples maintenance triggers an 
update in the coordinate system, making the latter robust. 

A shared coordinate system  provides a powerful spatial structure in a network and 
allows to realize complex navigation and coordination tasks (see later). 

In addition, although at the primitive level the space is the network space and dis-
tances are measured in terms of hops between nodes, TOTA allows to exploit a much 
more physically-grounded concept of space. 

This may be required by several pervasive computing scenarios in which applica-
tion agents need to interact with and acquire awareness of the physical space. For 
instance, one can bound the propagation of a tuple to a portion of physical space by 
having the propagation procedure - as the tuple propagates from node to node - to 
check the local spatial coordinates, so as to decide whether to further propagate the 
tuple or not.  In order to bound agents' and tuples' behavior to the physical space, 
nodes must be provided with some kind of localization mechanism [11]. From our 
perspective, such mechanisms can be roughly divided into two categories: 

− A GPS-like localization mechanism provides absolute spatial information (e.g. it 
provides latitude and longitude of a node in the network). An actual GPS (Global 
Positioning System) getting spatial coordinates from satellites naturally belongs to 
this category. Beacon-based signal triangulation (coupled with beacons actual 
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physical location) is anther example of this category (nodes get their coordinates in 
an absolute coordinate-frame defined by the beacons [18]). 

− A RADAR-like localization mechanism provides local information (e.g. relative 
distances and orientations between nodes). An actual radar or sonar device belongs 
to this category (radio and sound waves reflected by neighbor devices enable to in-
fer their distance and orientation). A videocamera installed on a node can serve the 
same purpose (processing the image coming from the camera, a node can infer 
where other nodes are). Also network roundtrip-time and signal-strength attenua-
tion may serve this purpose. 

The kind of localization mechanism being available strongly influences how nodes 
can express and use spatial information. GPS-like mechanism are more suitable at 
defining “absolute” regions. For example, they allow to easily create tuples that 
propagate across a region defined by means of the coordinates of its corners (e.g. 
propagate in the square area defined by (0,0) and (100,100)). RADAR-like mecha-
nism are more suitable at defining “relative” regions, where for example tuples are 
constrained to travel north form the source or within a specified distance. 

It is fair to report that a similar idea has been developed and exploited in the con-
text of a recently proposed language to program a vast number of devices dispersed in 
an environment [2]. The idea of this programming language is to identify a number of 
spatial regions relevant for a given application and to access the devices through the 
mediation of these regions (e.g. for all the devices on the “hill” do that). In [2], the 
definition of the regions is performed adopting GPS devices and distributed data 
structures similar to TOTA tuples. 

Other than the network and the physical space, one could think at mapping the 
peers of a TOTA network in any sort of virtual space. This space must be supported 
by an appropriate routing mechanism allowing distant peers to be neighbors in the 
virtual space. Such virtual spaces are particularly useful and enable the definition of 
advanced application such as content-based routing, as in CAN [22]. TOTA con-
cretely supports the definition of these kinds of applications. Also in this case it is fair 
to report that similar principles have been used in the Multilayered Multi Agent Situ-
ated System (MMASS) model [1]. In MMASS agents' actions take place in a multi-
layered environment. Each layer provides agents with some contextual information 
supporting agents' activities. The MMASS environment is thus a hierarchy of virtual 
spaces built upon one another, where lower layers provide the routing infrastructure 
for upper ones. 

4.3   Navigation Level 

TOTA defines a set of API to allow application components to sense TOTA tuples in 
their one-hop neighborhood and to locally perceive the space defined by them. Navi-
gation in the space consists in having agents act on the basis of the local shape of 
specific tuples. 

As a first simple example we can consider physical navigation. Turning the atten-
tion to our  case study, it is clear that a PDA injecting a hop-increasing tuple in the 
network, becomes immediately reachable by other users. Users, in fact, can move 



 Spatial Computing: The TOTA Approach 321 

 

following the gradient of the tuple downhill, to reach the tuple source. Moreover, 
since the tuple shape is maintained despite network dynamism, users can reach the 
source of a tuple even if it moves.  

Navigation is not related to physical movement only. TOTA allows to relate the 
propagation of a tuple to other tuples already propagated (e.g. a tuple can propagate 
following another tuple). This can be at the basis of the routing algorithm detailed in 
the following [20]. In very general terms, when a node “A” wants to send a message 
to a node “B”, it actually injects the network with a TOTA tuple, that holds: the 
source identifier i.e. “A”, the message, and the number of hops from the source of the 
message to the current node. Such structure not only trivially hand-off the message to 
“B”, but creates a path leading to “A” that can be exploited for further uses. If node “B” 
wants to reply, it can just send a message that follows the “A”-field downhill towards 
node “A”. In this case no flooding is involved. The field-like distributed data structures 
created in this process, can be used further also by other peers to communicate. 

Complex spaces enable advanced navigation strategies. A shared coordinate sys-
tem, like the one described in the previous section, allows, for example, to set-up 
geographic routing algorithm [3]. A geographic routing algorithm is a mechanism that 
takes advantage of the established coordinate frame to send messages to the node 
closer to a specific location. Such algorithm is suitable in a lot of application scenar-
ios because it inherently supports communication decoupling in that senders and re-
ceivers are decoupled by the coordinate frame. For example, a sender can send a mes-
sage to an unknown receiver located at a specific location and the message will be 
received by whoever is closer to that location. 

4.4   Application Level 

The spatial abstractions and tools promoted by TOTA enable to easily realize com-
plex coordination tasks in a robust and flexible way. 

Our research, up to now, has mainly focused on the problem of enabling a group of 
agents to coordinate their respective movements (i.e. distributed motion coordination).  

Specifically, considering our case study, we focus on how tourists can be sup-
ported in planning their movements across a possibly large and unfamiliar museum 
and in coordinating such movements with other, possible unknown, tourists. Such 
coordination activities may include scheduling attendance at specific exhibitions oc-
curring at specific times, having a group of students split in the museum according to 
teacher-specific laws, helping a tourist to avoid crowd or queues, letting a group of 
tourist to meet together at a suitable location, and even helping to escape accordingly 
to specific evacuation plans. 

An intriguing possibility to realize motion coordination is to take inspiration from 
the physical world, and in particular from the way masses in our universe move ac-
cordingly to the gravitational field. By interpreting (rather roughly) the General Rela-
tivity Theory, we can say that the gravitational field actually changes the structure of 
the space letting particles to globally self-organize their movements. Under this inter-
pretation, particles achieve their “tasks” by simply following the structure of the 
space. 
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Realizing this kind of idea with the spatial abstraction promoted by TOTA is 
rather easy. Under the assumption that users spread hop-counting tuples in the net-
work, it is possible to realize several coordination tasks. A group of tourist following 
downhill each other tuples will collapse in a single location allowing the tourists to 
meet somewhere in the building. Analogously, museum’s guides could decide to 
sense each other's tuples (i.e. spaces) so as to maintain a certain distance from each 
other to improve their reachability by tourists. If a guide has to go away, the same 
tuples would allows the others to automatically and adaptively re-shape their  
formation. 

Following this approach, agents achieve their goals not because of their capabili-
ties as single individuals, but because they are part of an auto-organized system that 
leads them to the goal achievement. Such characteristics also imply that the agents’ 
activities are automatically adapted to the environmental dynamism, which is re-
flected in a changing spatial representation, without forcing agents to re-adapt them-
selves. 

Motion coordination with spatial abstractions is by no means limited to the pre-
sented case study. It can be applied to a wide range of scenarios ranging from urban 
traffic management, mobile software agents on Internet and even self-assembly in 
modular robots (detailed in the following). A modular or self-reconfigurable robot is a 
collection of simple autonomous mobile robots with few degrees of freedom. A dis-
tributed control algorithm is executed by all the robots that coordinate their respective 
positions to let the robot assume a global coherent shape or a global coherent motion 
pattern (i.e. gait). 

From a methodological viewpoint, robots can exploit spatial abstraction and 
TOTA tuples to self-organize their respective positions in space. In particular, starting 
from any spatial configuration of robots: (i) robots start diffusing specific types 
TOTA tuples; (ii) robots react to locally perceived tuples by trying to follow them 
downhill/uphill, or by changing their activity state possibly depending on the per-
ceived values of the tuples (i.e. depending on their position in some abstract space); 
(iii) changes in the activity state of robots can lead to inhibiting the propagation of 
some tuples and/or to the diffusion of new types of tuples in the system, leading back 
to point (i). One can then apply this process several times, with new types of tuples 
being propagated in different phases, so as to incrementally have robots self-organize 
into the required shape [14].  

In all these application scenario, we verified that the spatial abstractions promoted 
by TOTA effectively support robust and flexible self-organizing behaviors. 

5   Conclusions 

By abstracting the execution of distributed applications around spatial concepts, spa-
tial computing promises to be an effective approach towards the identification of 
general and widely applicable self-* approaches to distributed systems development 
and management. Our experiences with the TOTA middleware confirm the effective-
ness of the approach.  
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However, besides the claims of this paper and our personal experience, much 
work is needed to asses the potentials of spatial abstractions in distributed computing, 
and to verify whether they can actually pave the way to a sound and general-purpose 
approach to self*- computing. In particular: 

− Is the spatial computing stack depicted in Table 1 meaningful and useful, or a bet-
ter and more practical framing can be proposed? 

− If and when such a unifying model will be found, will it be possible to translate it 
into a limited set of programming abstractions and lead to the identification of a 
practical methodology for developing self-organizing distributed computing sys-
tems? 

− Is a middleware-centered approach like that of TOTA the best direction to follow? 
− Several self-organization phenomena disregarded by this paper, deals with con-

cepts that can be hardly intuitively mapped into spatial concepts. Would exploring 
some sorts of spatial mapping be still useful and practical? Would it carry advan-
tages? 

− Possibly most important of all questions: is the search for a unifying model fueled 
by enough applications? Or it is rather the search for specific solutions to specific 
problems the best direction to follow? 

In our hope, further researches and a larger variety of studies about self-* properties 
in distributed systems will soon provide the correct answers to the above  
questions. 
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Abstract. Peer-to-peer systems that dynamically interact, collaborate
and share resources are increasingly being deployed in wide-area envi-
ronments. The inherent ad-hoc nature of these systems makes it difficult
to meet the Quality of Service (QoS) requirements of the distributed ap-
plications, thus having a direct impact on their scalability, efficiency and
performance. In this paper we propose adaptive algorithms to meet appli-
cations QoS demands and balance the load across multiple peers. These
comprise (a) resource management mechanisms to monitor resource loads
and application latencies and (b) self-organization algorithms to dynam-
ically select peers that maximize the probability of meeting the appli-
cations’ soft real-time and QoS requirements. Our algorithms use only
local knowledge and therefore scale well with respect to the size of the
network and the number of executing applications.

1 Introduction

In the last few years, the new emerging Peer-to-Peer (P2P) model has become
very attractive for developing large scale file systems [1, 2, 3, 4, 5, 6] and sharing
resources (i.e., CPU cycles, memory, storage space, network bandwidth) [7, 8]
over large scale geographical areas. This is achieved by constructing an overlay
network of many nodes (peers) built on top of heterogeneous operating systems
and networks. P2P systems present the evolution of the client-server model that
was primarily used to manage small-scale distributed environments. The most
distinct characteristic in the P2P overlays is that there is symmetric communi-
cation between the peers; each peer has both client and server role.

Many efforts have been made to improve resource usage, minimize network
latencies and reduce the volume of unnecessary traffic incurred in large-scale P2P
overlays. Two main approaches have emerged for constructing overlay networks:
Structured and Unstructured overlays. Structured overlay networks [4, 3, 5] are
organized in such a way that objects are located at specific nodes in the net-
work and nodes maintain some state information, to enable efficient retrieval of
the objects. These sacrifice atomicity by mapping objects to particular nodes
and assume that all nodes are equal in terms of resources, which can lead to
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bottlenecks and hot-spots. In unstructured overlay networks, on the other hand,
objects can be located at random nodes, and nodes are able to join the system
at random times and depart without a priori notification. Recent efforts have
shown that a self-organizing unstructured overlay protocol maintains an effi-
cient and connected topology when the underlying network fails, performance
changes, or nodes join and leave the network dynamically [9]. More advantages
of unstructured overlay networks include their ability for self-organization, for
adaptation to different loads, and for resiliency to node failures. Several efforts
have demonstrated that P2P systems can be used efficiently in the context of
multicast [10], distributed object-location [4, 3] and information retrieval [11].

However, hosting distributed, real-time applications with Quality of Service
(QoS) demands, such as predictable jitter and latency on P2P systems imposes
many challenges. These types of applications have distinctly different character-
istics from content-based or multicast applications traditional being deployed on
P2P systems. Examples of such applications include industrial process control
systems, avionics mission computing systems and mission-critical video process-
ing systems [12].

For example, consider a surveillance system that transfers public health, lab-
oratory, and clinical data over the Internet. In this example, both continuous
and discrete data (such as text, images, audio and video streams and control
information) needs to be collected from multiple nodes in the system. Person-
nel will then analyze the gathered data quickly and accurately to monitor dis-
ease trends, identify emerging infectious diseases or track potential bioterrorism
attacks. These have end-to-end soft real-time and QoS requirements on data
transmission, including fast and reliable transfer, and substantial throughput.
In addition, the audio and video streams may need to be transcoded to dif-
ferent formats or presentations (such as lower resolution) to transmit the data
over resource constrained links. To support the QoS demands of the distributed
applications, the P2P system must be flexible, predictable and adaptable.

Distributed and real-time applications have been successfully developed over
middleware technologies, such as OMG’s Common Object Request Broker Ar-
chitecture (CORBA)[13], Microsoft’s Distributed Component Object Model
(DCOM) [14]), Sun’s Java Remote Method Invocation (RMI) [15] and the Simple
Object Access Protocol (SOAP) [16]. These typically rely on local management
or the use of centralized managers that have a global view of the system [17],
[18], [19], [20], [21].

In our view, the inherent advantages of the P2P systems, including scala-
bility, decentralization and ease of use makes it feasible to develop large-scale
distributed and real-time applications. However, current P2P systems are lim-
ited in capability because of lack of automated and decentralized management
mechanisms. There are two main reasons for this limitation: (1) in a large scale
system, each node cannot have an accurate global view of the system at all
times, since the state of the system changes much faster than it can be commu-
nicated to the peers, and (2) the P2P infrastructure can encompass resources
with different processing and communication capabilities, therefore, distributed
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applications that execute over wide-area environments are subject to greater
variations due to unpredictable communication latencies and changing resource
availability.

QoS properties in the P2P systems can be enabled in two ways: statically,
where we must ensure that adequate resources are available before the appli-
cation execution, or dynamically, where the resource usage is adjusted based
on runtime system monitoring. Examples of static QoS properties include peer
geographic location or specific platforms and hardware resources available at
the peers. Examples of dynamic QoS properties include runtime resource re-
allocation and re-prioritization to handle resource failures or changes in the
CPU and network load.

The objective of this work is to build self-managing large-scale P2P systems
that are able to meet application QoS requirements. To achieve this, we pro-
pose to use self-organization algorithms that revise peer connections dynamically
to minimize application latencies and distribute the resource load. These work
together with local resource management mechanisms for managing CPU and
network bandwidth and prioritizing application requests, and system-wide man-
agement mechanisms that run across multiple peers to improve task execution
latencies.

Towards this view we present an architecture with two important compo-
nents:

– A resource management framework to meet the end-to-end soft real-time
and QoS requirements of the distributed applications. The framework con-
sists of mechanisms for managing the local resources, prioritizing application
requests and propagating resource and timing measurements system-wide.
These mechanisms are decentralized, adaptive and use only local informa-
tion.

– Adaptive self-organization algorithms that improve application latencies and
balance the load across multiple peers to meet their end-to-end soft real-time
and QoS requirements. The decisions are made in a decentralized manner,
thus achieving system scalability.

We implemented the resource management mechanisms and the self organi-
zation algorithms in our P2P middleware that uses an unstructured communica-
tion protocol to establish connections between the peers. We present empirical
results over our P2P system that demonstrate the adaptability, predictability
and performance of our resource management mechanisms.

The rest of the paper is organized as follows. Section 2 gives an overview
of our P2P architecture and presents the system model and metrics. In Section
3 we describe our self-organization algorithms. In Section 4 we discuss the ex-
perimental results. Section 5 presents related work and Section 6 concludes the
paper.

m
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Fig. 1. Our P2P System Architecture

2 Design and Implementation Overview

A P2P system is modeled as an overlay network of nodes (peers1) in which
each peer comprises a Connection Manager, a Resource Manager and a Local
Scheduler, as shown in Figure 1.

The Connection Manager is responsible to manage the peer connections. Each
node keeps a small number of connections to other peers; the number of con-
nections is typically limited by the network bandwidth at the peer. Typically,
a XP 2000 Athlon PC workstation behind a 100Mbit/s network connection can
easily support 20 concurrent peer connections, while the same machine behind
a modem 56kbit/s connection can support 1-2 connections. As a result, remote
peer invocations may take a long time to complete due to nodes with high la-
tencies or limited network bandwidth, affecting the end-to-end performance of
the distributed applications. Peer connections are established as a result of new
peers joining the system or are triggered by the self-organization algorithms in
which each node tries to connect to better peers. For each peer connection q,
the Connection Manager at node p maintains the Locationq that consists of the
network address and port number of the peer {IP address, port number} and
Peer typeq: whether the peer is immediate or indirect. The Connection Manager
creates and manages a number of connection threads for each peer connection
used to handle request and response messages coming from that peer. All the
requests coming from the peers, enter the Connection Manager’s receiving queue.

1 Two nodes p and q are called immediate peers if there is a direct connection between
the nodes. Two nodes p and q are called indirect peers if there exists a commu-
nication path between the nodes. Two peers may not communicate if the graph is
disconnected or the shortest path between them is more hops than the maximum
allowed TTL.
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The Connection Manager constructs and maintains a horizon-based state
graph that stores peer resource utilization and application timing measurements
and also captures the relationships between the peers. The Connection Manager
obtains this information either by propagating updates periodically between the
peers, or by recording the parameters carried along with the messages. Note,
that, because of the large scale and dynamic nature of the system, the state graph
is local at each node and captures only a partial (limited) view of the system.
This view is bound by the horizon of the peer. The state graph is constructed
and updated dynamically based on the applications executing in the system and
the connections established and torn down by the peers.

The Connection Manager works in concert with the Local Resource Manager
that controls and monitors the access to the node’s local resources (e.g., CPU,
memory and network bandwidth) and profiles the behavior of the applications as
they execute. For example, if the Resource Manager reports that the processor
is overloaded (receiving queue size is full), the Connection Manager does not
accept new requests. These requests will be propagated to the node’s peers. Our
previous measurements [22] indicate that such profiling can be done at run-time
with less than 1% overhead, by invoking the /proc interface, but (1) a history of
measurements must be maintained and (2) the profiling frequency must be care-
fully tuned dynamically to adequately capture the load fluctuations in the peer.

The Local Scheduler in the node is responsible for specifying a local ordered
list (schedule) for the application object invocations based on the scheduling
algorithm implemented in the system. Our scheduling algorithm is based on the
Least Laxity Scheduling (LLS) algorithm that allows us to capture timing delays
as the applications execute across multiple processors in the system [23, 24].

2.1 Application Tasks

Users request applications from the system that trigger the execution of tasks.
An application task is defined as a sequence of invocations of objects distributed
across multiple peers in the system. The execution of the task starts at the
user invocation and completes when a result is returned back to the user. A
task is executed by a single thread executing in sequence on one or more peers.
The execution times of the tasks are affected by the load on the peers and
the latencies on the communication links. If a node cannot execute the task
locally, it propagates the request to one of its peers. This process continues until
an appropriate node is found to execute the request. To provide a termination
condition so that requests are not propagated indefinitely in the network, we
associate a time to live (ttl) value with each task that determines the maximum
number of hops the task will propagate in the system. To avoid loops in task
propagation, we choose not to propagate requests that have previously arrived
at the same peer. When the execution finishes, a reply is generated that follows
the same path to be reported back to the user. Users may trigger the execution
of multiple tasks concurrently and asynchronously.

Each task t is characterized by the Task idt which is a unique identifier that
distinguishes each task from the others, generated by the peer initiator of the
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task. We represent as Task typet the type of task (to be executed), carried along
with the message. Deadlinet is the time interval, starting at user invocation
within which the task t must complete, specified by the user. Project latencyt

is the estimated amount of time required for the task to complete. This includes
queueing delays and the latencies on communication links. Laxityt is computed
as the difference between the deadline and the projected latency of the task. The
laxity value determines the order with which the task will be executed in the
system. The task with the smallest laxity value has the highest priority.

3 System Resource Management

In this section, we describe our self-organization algorithm that uses resource
and timing measurements monitored locally and collected from remote peers.

3.1 Resource and Timing Measurements

The Resource Managers at the processors monitor the execution of the tasks
across multiple peers and record the peer-to-peer messages exchanged. The P2P
communication protocol [2] enables interoperability across peers on different
nodes in a large scale system and implemented using different languages. The
Connection Managers communicate through five message types (ping, pong,
request, reply, update), of which the ping and pong messages are used to
establish connections with remote peers. Ping and pong messages act as the node
discovery service. The Connection Manager sends a ping message to discover
the IP address and port number of other nodes. Nodes receiving a ping message
forward it recursively to all their neighbors. If a node wants to accept new
connections it responds with a pong message. The decisions to which peers to
connect to or whether to accept an incoming connection, are made by our self-
organization algorithm.

For a remote task invocation, the Connection Manager constructs a request
message that carries the task operation. A request message includes the identifier
of the task task id, a descriptor id that uniquely characterizes the peer that
propagated the task last, and a hop count that determines the maximum number
of times the task will be propagated to the system before it expires. When the
task finishes execution, the Connection Manager will generate a reply message
that carries along the return value of the invocation. It uses the descriptor id
carried along with the messages, to propagate the result, through the same path,
back to the user. The Resource Manager attaches a timestamp with each of the
messages to measure peer connection times, local computation times and remote
task execution times.

The Resource Manager measures the local execution time of the tasks that
includes the processing time of the task at a peer and the queueing time at
the local Scheduler’s task queue. The processing time of the task depends on
the type of object to be executed, the parameters carried along with the task
and the speed of the processor. The queueing time is affected by the priority
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(laxity value) of the task and the number of tasks currently being waiting at the
Scheduler’s queue.

Upon the receipt of a reply message, the Resource Manager measures the end-
to-end latency of the task, as the time required for the task to complete, starting
at user invocation until the reply message is received back at the user. Thus,
the projected latency of the task includes the transmission times to propagate
the task from one peer to another and the local execution time of the task. The
transmission times are affected by the number of hops the task is propagated
and the available bandwidth on the communication links. The Resource Manager
measures the percentage of the processing load and the amount of memory used
during the task execution. It obtains this information by using system calls to
the /proc interface.

3.2 Resource and Timing Measurement Propagation

Self-organization is greatly affected by the frequency with which tasks execute in
the system and resource and timing measurements are propagated to the peers.
The Connection Manager triggers propagation of such measurements in two
cases: (1) as a result of the Resource Manager feedback that measures new re-
source loads and timing measurements at the peer, and (2) when the Connection
Manager detects an incoming or withdrawn peer connection. For example, when
a connection with a new peer is established, the Connection Manager propagates
its current resource and timing measurements to that peer.

Assuming that node p has m immediate peers, the Connection Manager at
p constructs an update message that carries an array of length l for each of the
m immediate peers. The array is constructed based on the measurements stored
at p’s horizon-based state graph which capture resource and timing informa-
tion up to l hops away. By bounding l to a small number, we can control the
amount of information propagated to the peers. Each entry in the array includes
the following information: (IP address, port num, CPU load, network bandwidth,
immediate peers). Further, to regulate the rate of update propagation, the Con-
nection Manager can choose to send an update only if the resource measurements
have increased above an upper bound HIGH or if the peer is underutilized (below
LOW bound). The advantage is that the amount of network traffic is minimized.

Upon the receipt of an update message from an immediate peer p, node q
updates its local horizon-based state graph with p’s most recent resource and
timing measurements. The Connection Manager detects a new indirect peer, if
the array has a new entry and thus updates its state graph. Similarly, if a peer
has disconnected, the Connection Manager marks the peer as disconnected and
updates the corresponding connection times in the graph.

There are two importance observations in the measurement propagation.
First, there is a trade off between the accuracy of the resource utilization infor-
mation maintained by the Connection Manager peers and the frequency of the
update propagation. The higher the propagation frequency, the more accurate
the measurements stored. However, a high propagation frequency incurs a high
penalty due to the large number of messages that have to be sent. Second, the
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accuracy of the information decreases as the number of hops between the peers
increases. To remedy this, we introduce levels of confidence through weights
(w0, w2, ..., wl−1),

∑
i=0,..,l−1 wi = 1, where the higher confidence goes to peers

one hop away.

3.3 Self- rganization

The goal in the peer-based organization algorithm is to improve task execution
times by connecting to faster or less loaded peers.

The Connection Manager uses the resource load measurements collected at
its horizon-based state graph, to estimate the projected latency of the tasks at
the immediate and indirect peers. Let ρp be the average load on peer p and
τtp be the mean processing time of task t on peer p. Assuming that ρc is the
average load on the communication link c and σtc is the mean transmission
time on each communication link c, the Connection Manager (using an M/M/1
queueing model) computes the projected latency of the tasks at peer p as:

Projected Latencyp =
∑

t

σtc

1− ρc
+

τtp

1− ρp

Once the projected task latencies have been estimated, the Connection Manager
evaluates the relative benefit of its peers. It uses a utility function based on
the resource loads and the task computation and communication latencies. Each
node computes the utility of both its immediate and indirect peers and tries to
connect to indirect peers with the highest utility. These are the peers that have
the highest probability of meeting the soft real-time requirements of the tasks.

The Connection Manager at node p estimates the effects on the task latencies
by considering the effects of increased or decreased processor loads and commu-
nication latencies on the times required to execute the tasks. The Connection
Manager estimates the increased latencies of the tasks currently executed at p as
a result of the new peer connection. A similar estimate is made for the reduced
times of the tasks run in the vicinity.

Thus, the Utility value of both its immediate and indirect peers, as follows:

Peer Utilp(t) = α ∗ Peer Utilp(t− 1) + β ∗ e−Proj Latencyp

where α and β are used to balance between new and previously computed utility
values (α + β = 1). By using exponentially weighted averaging it allows us to
track current behavior with a large value yielding rapid response to changing
conditions, and a small value yielding more smoothing and less noise. If the
types of the executing tasks are stable, our algorithm approximates good peers
accurately. If the behavior changes dynamically, the stability of the system is
affected by the rate with which each node evaluates its peers and tries to connect
to better ones.

o



333

The peer-based algorithm determines important indirect peers as peers with
high utility values. It identifies immediate peers with low utility values as those
where the projected latency of the tasks propagated through those peers in-
creases and the tasks start missing their deadlines. Thus, the Connection Man-
ager at p identifies the peer q with the highest Peer Utilq value for node p and
peer s with the lowest Peer Utils as a candidate for replacement. Then, it probes
peer q for a connection, by generating and sending a ping message. If the re-
mote peer q accepts the connection, it replies with a pong message including its
geographical information {IP address, port number} to allow peer p to connect
to. If the maximum number of connections at p has exceeded, the Connection
Manager chooses to disconnect from the least important immediate peer.

3.4 Dynamic System Operation

In a large-scale system, the availability of the resources changes as a result
of new nodes becoming available, existing nodes failing or disconnecting, and
new tasks executing in the system. For example, the execution of a new task
increases the load on the processors and requires new projections of the task
latencies, triggering self-organization. If the relative utility of an indirect peer
increases over time, the node attempts to move closer to that peer and connect
to it directly. If the connection is acceptable, it is actually performed. As the
maximum number of connections allowed is exceeded or the latency on a peer is
too long, then immediate peers with less utility are removed.

One issue in self-organization is how to tear down connections from peers.
If a node disconnects from a peer whose tasks are currently being executed to
remote peers, the return path of the tasks may be disconnected and the re-
sult cannot be propagated back to the source. To avoid this problem, we define
a prior disconnection period, during which two node temporarily remain con-
nected until the results from currently executing tasks are propagated back to
the source. During this time, the disconnected peer does not accept new tasks
for propagation or execution. Although this will incur some additional overhead,
it will allow all the tasks to complete.

The effectiveness of the system is affected by the frequency with which each
peer executes the self-organization algorithm to find peers with better utility
values. This can affect the stability of our system. To address this issue we
choose to restrict the maximum number of times per time interval that a peer
can make re-connections. This time interval is determined by considering the
characteristics of the tasks in the system.

4 Implementation and Experimental Evaluation

4.1 Experimental Setup

To evaluate the working and performance of our self-organization algorithms
we performed empirical experiments. The platform for our implementation con-
sisted of Athlon XP2000 processors and Intel Pentium IV processors with 1GB
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memory, running Mandrake Linux 9.0, over a 100Mbit/s network. We built a
P2P system running on these machines. The peers are implemented using the
C++ language and are multi-threaded. To simulate peers of different bandwidth
capabilities we limited the sending and receiving speed of the peers. Figure 2
illustrates the initial topology of the system. The thin lines represent peers with
slow communication links. The bandwidth on those slow peers was restricted
to 200KBytes, the bandwidth on the remaining peers was set to 1MByte. Slow
communication links introduce higher transmission overhead, especially when
the source sends messages at a high transmission speed. In those cases, self-
organization would be beneficial to both peers sending and receiving messages.

2 6source
0

1

3

4

5

7

Fig. 2. System topology for the peer-based organization algorithm

4.2 Application Tasks

We used soft real-time distributed multimedia tasks to drive the empirical eval-
uation of our system. In our scenarios, video streams were generated from the
sources and transmitted over the network from one peer to the other until they
reach the destination, where individual streams received from different sources
are assembled and displayed separately. The multimedia tasks needed to be
transcoded into a different format to reach resource-constrained client machines.
Examples of transcoding operations include changing video compression formats,
reducing video playback bit-rate and adjusting picture resolution.

The multimedia streams consist of a sequence of independent media units,
in the case of MPEG-1 format these are called Group of Pictures (GOPs). For
the experiments, our sources generated video streams of MPEG-1 format with
a resolution of 320x240 and a variable bit rate (VBR) of about 900Kbps, each
Group of Picture (GOP) consists of 12-13 frames which correspond to a 0.5
second playback time. The inter-arrival time between successive GOPs is 0.5
seconds. Transcoding services were implemented using the libavcodec library
[25], which is an open source media library.

In the experiment, our transcoding task was to reduce the bit-rate from
900Kbit/s to 150Kbit/s. The request generator fetches a GOP, encapsulates it
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into a request message and forwards it to a peer. When the task finishes execution
at a peer, the Connection Manager encapsulates the result in a reply message
and sends it back to the request generator, following the same path. The tasks
had to travel an average of 2 hops to get transcoded. The figure shows that the
average transmission time is 70ms and the average transcoding time is computed
to about 53 milliseconds. However, our experiments showed that the transmission
times increase rapidly when network connections are slow (e.g., 200Kbit/s) or
when the tasks have to propagate more hops in the system. For GOPs of larger
data size the transcoding time also increases, although the increase is small.

4.3 Performance Metrics

To evaluate the performance of our self-organization algorithms, we use the
following metrics:

– Miss ratio: represents the percentage of tasks that miss their deadlines. The
miss ratio is primarily affected by the utilization on the nodes and the com-
munication links. As the load on the nodes or the transmission times of the
tasks increase, the probability that the tasks miss their deadlines is higher.

– Task execution time: defined as the actual execution time of the task in the
system. The execution time depends on the computation time of the task that
includes transcoding time and queueing time, and the transmission latency
experienced at each hop along the path it travels.

– Estimated Projected Latency: this is the estimated amount of time for the
task to execute, projected by the Connection Manager at the peers. The
task’s projected latency depends on (1) the accuracy of the measurements
recorded by the Resource Managers, (2) the feedback they provide to the
Connection Manager and (3) the frequency with which Connection Man-
agers propagate these measurements to their peers. For example, if the up-
date frequency is low, the peers may not have recent resource information
about their peers and therefore fail to estimate the task projected latencies
accurately.

4.4 Self- rganization Algorithm

We conducted three experiments to measure the performance, accuracy and
predictability of our self-organization algorithm.

End-to-End Task Execution Times. In the first experiment, we measured
the average end-to-end task execution times as a function of the number of
transcoding tasks executed in the system. The initial topology is shown in Figure
2, where the dotted lines represent the connections established as a result of
the organization algorithm. In this experiment, each peer runs the peer-based
organization algorithm. Due to lack of space, we report results only for node
0. Note, that, node 0 is connected to one fast peer 2 and two slow peers 1, 3.
Transmission tasks are generated from node 0 with deadlines of 500ms. Resource
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Fig. 3. Measured and estimated end-to-end task execution times as a function of the

number of tasks being executed in the system

and timing measurements are propagated at a rate of 200ms and self-organization
is triggered every 3-5 seconds.

Figure 3 shows the average end-to-end execution times of the tasks. The
solid graph in the figure represents the actual execution times of the tasks,
measured by the Resource Managers. The dotted graph in the figure represents
the projected latencies of the tasks, estimated by the Connection Managers.

As tasks are generated, the execution times of the tasks increase. The reason is
that because node 0 has two slow peers, the tasks are not accepted for execution
at those peers, they are propagated to their own peers in the system. As a
result, their transmission latencies increase. The Connection Manager at node
0 observes the increase in the task execution times, and triggers the peer-based
organization algorithm. This will compute the relative utility values of the peers
and will select the peer 4 with the highest utility to connect to (as shown with
the dotted line in Figure 2). At this point, the maximum number of connections
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for the node has being exceeded, and the node chooses to disconnect from peer
1 that has low utility value. This reduces the end-to-end execution times of the
tasks (shown by the decline in Figure 3). At a latter point during the execution,
the Connection Manager discovers another peer 5 with a high utility value and
chooses to connect to that peer directly and disconnect from its immediate peer
3. This will further improve the projected latencies of the tasks.

An important observation in this experiment is that the Connection Managers
accurately estimates the projected latencies of the tasks at all times, even after
organization. The reason is that the Connection Manager propagates the new
resource measurements to their peers, which are stored in their horizon-based
state graphs and are used to compute the new projected latencies for the tasks.

Miss Ratio. Figure 4 shows the corresponding improvement to the miss ratio
of the tasks as a result of running the peer-based self-organization algorithm.
The figure shows that when the execution times of the tasks increase, tasks start
missing their deadlines. This is attributed to two factors: (1) the queueing delays
in the local Schedulers’ queues due to the large number of transcoding tasks
concurrently being executed in the system, and (2) the transmission latencies
experienced by the slow communication links and the number of hops that the
tasks are being propagated. For example, when the execution times are 600ms,
60% of the tasks miss their deadlines. After the first organization, the task miss
ratio drops to 35%. The second organization improves the task miss ratio even
further and eventually very few tasks miss their deadlines.

Effect of Propagation Frequency to Task Execution Times. In the last
experiment of the peer-based organization algorithm, we evaluated the effective-
ness of the resource and timing measurement propagation frequency to the task
execution times (Figure 5). In these, we varied the frequency with which Con-
nection Managers propagate feedback information to their peers from 200ms to
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2000ms. Upon the receipt of new resource and timing measurements, the Con-
nection Managers will use the new measurements to decide to which peers to
propagate tasks that cannot be executed locally, or whether they need to run
the self-organization algorithm to connect to better peers.

When the frequency is high (200ms), the Connection Managers capture load
fluctuations at their peers accurately, and therefore the queueing and transmis-
sion latencies of the tasks does not increase further. However, if the frequency is
low, the Connection Managers do not accurately capture the load fluctuations at
their peers. As a result, the end-to-end execution times of the tasks increase, and
most of the tasks miss their deadlines. The frequency of propagation depends
on the characteristics of the tasks (such as number and distribution of requests,
and typical computation times) and resource and communication capabilities of
the peers. Our experiments indicate that a frequency of 200ms is adequate to
capture load fluctuations and transcode tasks end-to-end without missing their
deadlines.

5 Related Work

The task of organizing a large network of peers for efficient data access is a
very interesting problem that only recently has been addressed [26], [27], [28],
[29], [30], [31]. However, the majority of this work has focused on file sharing
applications.

The first wave of the P2P systems [1], [32], [2], [33], [34] perform poorly
either because they rely on a centralized manager or they propose simplistic
routing mechanisms. For example, Gnutella [2] relies on flooding the network
with messages. Limewire [35] organizes the peers on static interest groups based
on their preferred music category.

Distributed hash tables (DHTs) have been proposed as an alternative
approach for organizing peer-to-peer systems [36], [4], [5], [3], [37], [38], [39] that
improve performance by minimizing the number of hops to find the data. These
consist of two components: (1) a consistent hashing over a one-dimensional
space, and (2) an indexing mechanism to quickly navigate the space. These have
the disadvantage that (a) assume that all peers are inherently equal in terms of
resources, and (b) impose a a structure in the network by mapping objects to par-
ticular nodes and therefore may require a slow connection to be heavily utilized
in order to discover a popular item. To the best of our knowledge, ours is the first
work, that proposes self-organizing algorithms based on the dynamic properties
of the peers to meet the distributed applications end-to-end QoS requirements.

Recent efforts recognize the need to improve the performance of the overlay
network by partitioning peers into groups based on the round-trip time (RTT)
of the messages. In these, peers in the same group are closes to each other in
terms of latency. [40] presents a binning scheme based on landmark nodes to
determine the relative latencies for the peer partitioning. In [41], the authors
propose to construct an auxiliary network on top of the overlay network using
BGP information, and choose neighboring peers based on some random land-
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mark nodes. Eugene et al [42] propose an approach that maps overlay peers
into individual points in Euclidean space and approximate the distances in IP
infrastructures using Euclidean distances. Other work proposes to incremen-
tally improve peer latencies by keeping a list of shortcuts in the routing table.
The shortcuts generally point to nodes with smaller latencies. These goals are
achieved either through interest-based locality [43], or through random sampling
techniques [44]. All of the above work only consider network connectivities and
may require extra services, such as node landmarks.

Several efforts have shown [45, 24, 46, 47] that to meet the applications’ end-
to-end QoS requirements, we need knowledge of real-time task information in-
cluding the task’s deadline, resource requirements and execution times. Most
of them have shown that least laxity scheduling is an effective algorithm for
distributed scheduling in soft real-time distributed systems.

6 Conclusions

In this paper we have proposed two self-organization algorithms that improve
task execution times and system scalability in P2P systems. When a peer is
discovered to frequently provide good execution times, the peer-based algorithm
attempts to connect directly to that peer. If an underutilized peer discovers slow
or overutilized processors, it attempts to move closer to those peers to improve
the task execution times and balance the load across multiple processors. The
experimental results show that our self-organization algorithms can effectively
reduce the task end-to-end execution times, improve task miss ratio, and are
able to dynamically adapt to changes in resource availability or peer connections
and disconnections.
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Abstract. Peer-to-peer networks have often been touted as the ulti-
mate solution to scalability. Although cooperative techniques have been
initially used almost exclusively for content lookup and sharing, one of
the most promising application of the peer-to-peer paradigm is to cap-
italize the bandwidth of client peers to quickly distribute large content
and withstand flash-crowds (i.e., a sudden increase in popularity of some
online content). Cooperative content distribution is based on the premise
that the capacity of a network is as high as the sum of the resources of
its nodes: the more peers in the network, the higher its aggregate band-
width, and the better it can scale and serve new peers. Such networks can
thus spontaneously adapt to the demand by taking advantage of avail-
able resources. In this paper, we evaluate the use of peer-to-peer networks
for content distribution under various system assumptions, such as peer
arrival rates, bandwidth capacities, cooperation strategies, or peer life-
times. We argue that the self-scaling and self-organizing properties of
cooperative networks pave the way for cost-effective, yet highly efficient
and robust content distribution.

1 Introduction

Peer-to-peer systems, in which peer computers form a cooperative network and
share their resources (storage, CPU, bandwidth), have attracted a lot of interest
lately. After the apparition of the first truly successful peer-to-peer systems [1,
2], and the significant amount of research conducted in Academia and in the
Industry, most researchers now agree that peer-to-peer systems are more than
just a fashion phenomenon. They offer great potential for building cooperative
networks that are self-organizing, efficient, scalable, and reliable.

Research in peer-to-peer networks has so far mainly focused on content stor-
age and lookup, but fewer efforts have been spent on its actual distribution. By
capitalizing the bandwidth of peer nodes, cooperative architectures offer great
potential for addressing some of the most challenging issue of today’s Internet:

� This work was performed while the author was at Institut EURECOM.

O. Babaoglu et al. (Eds.): SELF-STAR 2004, LNCS 3460, pp. 343–357, 2005.
c© Springer-Verlag Berlin Heidelberg 2005

o



344 P. Felber and E.W. Biersack

the cost-effective distribution of bandwidth-intensive content to thousands of si-
multaneous users both Internet-wide and in private networks, and the resilience
to “flash crowds”—a huge and sudden surge of request traffic that usually leads
to the collapse of the affected server, as happened to the Web sites of major
media companies during the events of 9/11.

Cooperative content distribution networks are inherently self-scalable, in that
the bandwidth capacity of the system increases as more peers arrive: each new
peer requests service from, but also provides service to, the other peers. The
network can thus spontaneously adapt to the demand by taking advantage of
the resources provided by every peer.

As an example of the self-scaling properties of cooperative content distribu-
tion, consider the situation where a server must replicate a critical file to a large
number of clients, e.g., an antivirus update, to all 100, 000 machines of a large
company. Given a file size of 4 MB, and a server (client) bandwidth capacity
of 100 Mb/s (10 Mb/s) with 90% link utilization, a classical client/server dis-
tribution protocol would distribute the file by iteratively serving groups of 10
simultaneous clients in u = 32 Mb

9 Mb/s = 3.55 seconds. Updating 100, 000 clients
would thus necessitate 100,000

10 u, i.e., almost 10 hours.
In contrast, cooperative distribution leverages the bandwidth of the nodes

that have already obtained the file, thus dynamically increasing the service ca-
pacity of the system as the file propagates to the clients. As each client that
has already received the file can serve another client while the server updates
10 new clients, we can compute the number of clients updated at time t as
n(t) = 2n(t−u)+10 = 2	t/u
10−10. Updating 100, 000 clients would thus neces-
sitate less than 1 minute, as can be observed in Figure 1. The exponential increase
of peer-to-peer distribution provides a sharp contrast with the linear progression
of traditional client/server distribution, and illustrates the self-scaling property
of cooperative networks.

We have studied in [3] the scalability of cooperative distribution architectures,
where each peer has equal upload and download rates of b, and there are no
failures. We have shown that it takes 1 + �logkN� · k

C rounds to serve N peers
organized in k spanning trees, where a round is the time needed to download
the complete file at rate b and c is the number of chunks the file is split into.
This result indicate that the number of peers that complete the download grows
exponentially in time and in the number of chunks (large numbers of chunks
allow all peers to busy most of the time). Obviously, such static and homogeneous
scenarios are rare in real-world systems, where the peers typically have different
(often asymmetric) bandwidth, can join and leave anytime, and have only a
limited view of the complete system insufficient for global optimizations.

In this paper, we discuss and evaluate the use of peer-to-peer networks for
content distribution under various system assumptions, such as peer arrival rates,
bandwidth capacities, cooperation strategies, or peer lifetimes. We argue that
a key property for the good scalability of content distribution architecture is
their ability to self-organize by letting each peer select dynamically which other
peers to cooperate with over time. This study exhibits the trade offs encountered
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when deploying a content distribution network and emphasizes that the choice
of a specific strategy strongly depends on the considered optimization criteria.

2 Cooperative Content Distribution

In order to maximize the participation of each of the peers in the network,
large content is typically split into many blocks (or “chunks”) that are directly
exchanged between the peers—a technique also known as “swarming.” The large
number and small size of the chunks are key to quickly create enough diversity
in the network for each of the peers to be useful to some other peers.

Cooperative networks are usually build incrementally, with joining peers dy-
namically connecting to existing peers to eventually create complex mesh topolo-
gies. In practice, a peer usually knows only a subset of other peers, and actively
trades with an even smaller subset. In addition to the actual structure of the
mesh (i.e., which and how many neighbors each peers has), two factors are crucial
to the global effectiveness of the content distribution process:

– Peer selection strategy: which among our neighboring peers will we actively
trade with, i.e., serve or request chunks from?

– Chunk selection strategy: which chunks will we preferably serve to, or request
from, other peers?

The popular BitTorrent [4] tool, which we have studied extensively in [5],
empirically selects the peers that offer the best upload and download rates to
trade with (“tit-for-tat” strategy). When a new peers joins the system, it initially
requests random chunks in order to quickly receive some data and become useful
to the system; thereafter, it requests the rarest chunks among those owned by
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its neighbors, because rare chunks have a higher “trading value” than common
chunks.

The main focus of our study is to evaluate several peer and chunk selection
strategies, and determine which ones perform best in various deployment sce-
narios. For the purpose of our evaluation, we only study the extreme case where
each peer knows all other peers (fully-connected mesh) and can potentially trade
with any of those peers during its lifetime, although we impose a limit on the
number of simultaneous active connections. This assumption allows us to observe
the asymptotic behavior of the various cooperative strategies.

2.1 Deployment Scenarios

We specifically focus on two deployment scenarios that correspond to real-world
applications of cooperative content distribution. In the first scenario, we assume
that some critical content need to be quickly replicated on a large number of
machines within the private network of a large company. This essentially corre-
sponds to a push model where all the peers are known beforehand and distribu-
tion stops once the content has been fully replicated on all the machines, which
typically have similar connectivity (homogeneous bandwidth).

The second scenario corresponds to the traditional Internet flash-crowd phe-
nomenon, where a large number of clients access almost simultaneously some
large popular content. This corresponds to a pull model with continuous ar-
rival of the peers. Distribution continues over several peer “generations,” with
some peers arriving well after the first peers have already left. The clients typ-
ically have heterogeneous bandwidth capacities, ranging from dial-up modems
to broadband access (asynchronous and synchronous).

2.2 Notation

We denote by C the set of all chunks in the file being distributed, and by Di and
Mi the set of chunks that peer i has already downloaded and is still missing,
respectively (with Mi ∪ Di = C and Mi ∩ Di = ∅). Similarly, di � |Di|/|C| and
mi � |Mi|/|C| correspond to the proportions of chunks that peer i has already
downloaded and is still missing, respectively. The function U(a, b) returns a
random number uniformly distributed in the interval [a, b].

2.3 Peer Selection

The peer selection strategy defines “trading relationships” between peers and
is the key factor to the network’s self-organization property. In our simplified
model, we assume that all the peers know one another. When a peer has some
chunks available and some free uplink bandwidth capacity, it will use a peer
selection strategy to locally determine which other peer it will serve next. In this
paper, we propose and evaluate the following peer selection strategies:

– Random: A peer is selected at random. This strategy is expected to achieve
good diversity in peer connectivity.
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– Least missing: Preference is given to the peers that have many chunks, i.e.,
we serve in priority peer j with dj ≥ di, ∀i. This strategy is inspired by the
SRPT (shortest remaining processing time) scheduling policy that is known
to minimize the service time of jobs [6].

– Most missing: Preference is given to the peers that have few chunks (new-
comers), i.e., we serve in priority peer j with dj ≤ di, ∀i. The rationale
behind this strategy is to evenly spread chunks among all peers to allow
them to quickly serve other peers.

– Random least missing: Similar to least missing, but with a random compo-
nent added in the selection process. We serve in priority peer j with the
lowest rank, computed as U(0, |Mj |2).

– Random most missing: Similar to most missing, but with a random com-
ponent added in the selection process. We serve in priority peer j with the
lowest rank, computed as U(0, |Dj |2).

– Adaptive-missing: Peers that have many chunks serve peers that have few
chunks, and vice-versa, with more randomness introduced when download
tend to be half complete. A peer i will serve in priority peer j with the lowest
rank rj , computed as:

rRnd
j = U(0, 1)

rDet
j =

{
dj : di ≥ 0.5

mj : di < 0.5

f = (1− |2di − 1|)2
rj = frRnd

j + (1− f)rDet
j

where rRnd
j and rDet

j are the random and deterministic ranks of peer j,
respectively, and f ∈ [0, 1] is a weight factor that controls randomness and is
maximal when peer i is exactly half-way through the download. A graphical
representation of rj as a function of di and dj is shown in Figure 2. This
strategy is expected to give good chances to newcomers without artificially
slowing down peers that are almost complete.

Although not shown in this paper because of space constraints, we have also
experimented with additional peer selection strategies that take into account the
free bandwidth capacities of the peers.

2.4 Chunk Selection

The chunk selection strategy specifies which chunks should preferably be traded
between the peers. Chunk selection can be performed by the receiver (which
requests specific chunks from its neighbors) or by sender (which decides which
chunk it will send next on an active connection). With both interaction models,
obviously, the chosen chunk must be held by the sender and not by the receiver.
In our simplified model, we assume that every peer knows the list of chunks held
by its neighbors (i.e., all peers with a fully-connected mesh topology) and that
the chunk selection strategy is applied on the sender’s side. In this paper, we
evaluate the following chunk selection strategies:
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– Random: The sending peer i selects a chunk c ∈ (Di∩Mj) at random among
those that it holds and the receiving peer j needs. This strategy ensures good
diversity of the traded chunks.

– Rarest: The sending peer i selects the rarest chunk c ∈ (Di ∩Mj) among
those that it holds and the receiving peer j needs. Rarity is computed from
the number of instances of each chunk held by the peers known to the sender.
This strategy is expected to maximize the number of copies of the rarest
chunk in the system.

3 Experimental Setup

For the purpose of evaluating cooperative content distribution, we have devel-
oped a simulator that models various types of peer-to-peer networks and allows
us to observe step-by-step the distribution of large files among all peers in the
systems, according to several metrics. Although we have taken extra care to re-
produce realistic operating conditions, we have yet made some assumptions in
order to simplify and speed up the simulations. In particular, we do not consider
failures (peer or network) nor link congestion in any of the experiments, and
we do not favor long-running connections overt short connections as real sys-
tems usually do. We also intentionally present here the results of the simulations
of extreme scenarios (little heterogeneity, limited server bandwidth) that best
exhibit the differences between the various aforementioned strategies; more mod-
erate scenarios have shown the same general trends, albeit with lower intensity.

Our simulator is essentially event-driven, with events being scheduled and
mapped to real-time with a millisecond precision. The transmission delay of
each chunk is computed dynamically according the link capacities (minimum
of the sender uplink and receiver downlink) and the number of simultaneous
transfers on the links (bandwidth is equally split between concurrent
connections).

Once a peer i holds at least one chunk, it becomes a potential server. It first
sorts its neighboring peers according to the specified peer selection strategy. It
then iterates through the sorted list until it finds a peer j that (1) needs some
chunks from Di (Di∩Mj �= ∅), (2) is not already being served by peer i, and (3)
is not overloaded. We say that a peer is overloaded if it has reached its maximum
number of connections and has less than 128 kb/s bandwidth capacity left. Peer
i then applies the specified chunk selection strategy to choose the best chunk to
send to peer j. Peer i repeats this whole process until it becomes overloaded or
finds no other peer to serve.

Our simulator allows us to specify several parameters that define its gen-
eral behavior and operating conditions. The most important ones relate to the
content being transmitted (file size, chunk size), the peer properties (arrival
rates, bandwidth capacities, lifetimes, number of simultaneous active connec-
tions), and global simulation parameters (number of initial servers or “origin
peers,” simulation duration, peer selection strategy, chunk selection strategy).
Table 1 summarizes the values of the main parameters used in our simulations.



Cooperative Content Distribution 349

Table 1. Parameters used in the simulations

Parameter Value
Chunk size 256 kB
File size 200 chunks (i.e., 51.2 MB)
Peer arrival rate

Simultaneous (push) 5000 peers at t0
Continuous (flash-crowd) Poisson with rate λ = 1

2.5 s
Peer bandwidth (downlink/uplink)

Homogeneous, symmetric 100% peers: 128/128 kb/s
Homogeneous, asymmetric 100% peers: 512/128 kb/s
Heterogeneous, asymmetric 50% peers: 512/128 kb/s

50% peers: 128/64 kb/s
Peer lifetime

Selfish Disconnects when complete
Altruistic Remains 5 minutes online

Active connections per peer 5 inbound and 5 outbound
Number of origin peers 1 (bandwidth: 128/128 kb/s)
Duration of simulation 12 h or more
Peer selection strategy Varies
Chunk selection strategy Varies

We have considered several metrics in our evaluation of cooperative content
distribution. We briefly outline below the major properties that we have observed
during the simulations:

– Download times: The duration of the file download as experienced by in-
dividual peers. In general, shorter times are better and variance should be
minimized.

– Download progress: The progress of the file download over time by each of
the peers. In general, regular progress is desirable (i.e., peers should not be
stalled for long periods of time).

– Chunk capacity: The evolution over time of the number of chunks in the
system. Larger numbers of chunks usually correspond to greater “service
potential.”

– Chunk distribution: The evolution over time of the frequency of the chunks
in the system. The variance of chunk frequencies should be minimized.

– Overall efficiency: The ratio of the effective throughput of the system to its
optimal throughput, computed as the sum of the bandwidth capacities of all
active peers. Higher values are better.

4 Simulation Results

We now present our simulation results. Due to space constraints, we only discuss
here a small selected subset of these results.
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4.1 Simultaneous Arrivals

The chunk selection strategy can have a significant impact on the effectiveness
of cooperative content distribution, especially when considering selfish peers.
As shown in Figure 3, several of the peer selection strategies need a long time
to replicate the file on all clients. First consider that the transmission of all
200 chunks of the file over a 128 kb/s connection requires 200·256·8 kb

128 kb/s = 3200
seconds, i.e., slightly less than one hour. If we could construct a linear chain, with
each client receiving the file from the previous peer in the chain and serving it
simultaneously to the next one, we could theoretically approach this asymptotic
limit. In practice, because we only consider the transmission of complete chunks
and we share bandwidth capacities between several connections, we expect to
experience lower efficiency.

We can explain the low performance of the least missing peer selection strat-
egy by the fact that the server will initially only serve the same 5 peers that are
closest to completion. These peers will in priority exchange chunks with each
other and then slowly propagate some chunks to the other peers, which remain
mostly idle because they have no rare chunks to trade. As completed peers leave
immediately the system, we essentially have one server (the initial peer) that
iteratively serves batches of 5 peers at a time, which explains the low efficiency
of the least missing strategy. One should note, however, that this strategy min-
imizes the download time of the first complete peer. Figure 4 shows, indeed,
that the download times have the highest variance with the least missing strat-
egy (each point represents the completion of a peer and 9/10 of the samples
have been omitted for clarity; the points for the most missing strategy form a
horizontal line at the bottom of the graph).

At the other extreme, the most missing peer selection strategy tries to make
all clients progress simultaneously, thus making them quickly and equally use-
ful to others. This results in a better utilization of the available resources, as
can be seen in Figures 5 and 6. By “artificially” delaying the departure of the
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peers, we always keep a large service capacity and ensure that all peers complete
approximately at the same time. In the case of simultaneous arrivals, we can
observe that the most missing strategy minimizes the download time of the last
complete peer.

The random peer selection strategy is expected to let all peers progress at
approximately the same rate, and thus to behave roughly like the most missing
strategy. We observe, however, that only one third of the peers complete simul-
taneously and the rest essentially follow the same pattern as the least missing
strategy. This problem can be tracked down to the random chunk selection. In-
deed, the chunks that were injected first in the system exist in many instances,
while the latter chunks are very rare, with the server doing nothing to correct
this imbalance. Most of the peers quickly reach near completion, as shown in
Figure 7, but many require much time to obtain the few missing chunks—often
just one—that are only held by the origin server.

This problem can be observed more clearly in Figure 8, which shows the
evolution of the number of copies of each chunk in the system over time (3/4 of
the samples have been omitted for clarity and the first, last, and middle chunks
have highlighted). We remark that the very first chunk on the right reaches a
maximum frequency of approximately 1, 200 copies after 1 hour and falls back
to zero after the first batch of peers have left. Thereafter, that extremely rare
chunk is served only by the origin peer, because clients behave selfishly and leave
as soon as they have downloaded the chunk. In contrast, the most missing peer
selection strategy ensures regular progress of all the peers and a quick and even
dissemination of the chunks after they have been injected in the system, as can
be seen in Figures 9 and 10. Indeed, the server gives rare chunks to peers that
are expected to remain online for some time and help to their dissemination. In
similar settings but with altruistic peers that remain online for some time after
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completion, this pathologic situation does not arise anymore under random peer
selection.

As previously mentioned, the download times of the least missing strategy
have a high variance, with some peers progressing very fast and other very slowly.
This can be clearly observed in Figures 11 and 12. The random variants of the
least missing and most missing peer selection strategies exhibit some of the
trends of their deterministic counterpart, but with less intensity. We will not
discussed them further in this paper. Finally, the adaptive missing strategy is
interesting because it seems to inherit some of the good properties of each of
the extreme least missing and most missing strategies. It initially quickly and
evenly replicates blocks in the system and, at the same time, does not artificially
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prevent near-complete peers to finish their download (this problem is of greater
important in the case of continuous arrivals, as we shall see shortly).

When switching to the rarest chunk selection strategy, we observe in Fig-
ure 13 significant performance improvements, particularly for the random peer
strategy that becomes as efficient as most missing, and the least missing strategy
that shows a seven-fold improvement. In contrast to the random chunk selec-
tion strategy, we do not experience the pathological situation where the origin
sequentially serves the rare missing chunks to almost-complete peers.

If we consider heterogeneous bandwidths with 128 and 512 kb/s downlink
capacities, we can clearly see in Figure 14 the two distinct classes of peers on the
basis of their download durations, best visible with the random peer selection
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strategy. The most missing strategy tends to diminish this gap by enforcing peers
to progress at approximately the same speed. Finally, the least missing strategy
behaves as for homogeneous bandwidths, with few peers completing very fast
and many peer much later.

4.2 Continuous Arrivals

We have studied the case of continuous arrivals and asymmetric bandwidth
(512/128 kb/s ADSL) with both selfish and moderately altruistic peers. We ob-
served interesting behaviors that were consistent across both settings but more
pronounced in the case of altruistic peers. We can see in Figures 15 and 17 that
the random and adaptive missing peer selection strategies keep up with the ar-
rival rate of the clients, with the latter looking empirically better initially. The
most missing strategy delays the completion of a first batch of clients, before
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following the same slope as the arrivals but with small steps, most notable with
altruistic peers. Finally, the least missing strategy shows an odd behavior: the
number of complete peers is slow to “take off,” then makes a big step to overtake
all other strategies, then stalls again for a longer period of time before another
even higher step, and so on. To better understand this behavior, consider that
the origin peer will iteratively serve groups of 5 peers until they complete their
download. The peers of a group will exchange chunks with each other in priority,
but also slowly propagate some chunks to other less-complete peers, which will
quickly disseminate them among all remaining peers (they cannot indeed serve
more-complete peers as the least missing strategy would require, because they
only have blocks that the more-complete peers also hold). Therefore, we have
few peers that complete very fast, and a large majority of peers that progresses
slowly but steadily and eventually complete all together.

We can better understand the behavior of the peer selection strategies by
considering the chunk capacity of the system with respect to time, shown in
Figures 16 and 18. The random and adaptive missing strategies maintain a
nearly constant number of chunks in the system. We can note that the latter
looks more efficient than the former in this deployment scenario, as it achieves
the same completion rate with a lower average chunk capacity. The most missing
strategy creates a higher chunk capacity by delaying peers until the first batch
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completes, which corresponds to the sharp drop of chunk capacity. Thereafter,
the capacity oscillates with a constant period, driven by the batches of peers that
progress and complete together. Finally, the least missing strategy exhibits the
highest volatility in chunk capacity. The system traverses phases during which
it builds an extremely large chunk capacity, and then completely empties it by
letting almost all peers terminate simultaneously. Interestingly, the frequency
and amplitude of the oscillations increase over time. This corresponds to the
steps that we have observed in Figures 15 and 17.

To better understand how each of the peer selection strategies lets the peers
progress through their download, one can consider Figure 19 that shows snap-
shots of the progress of the peers every 15 minutes from 45 to 120 minutes. We
see some clear trends: the random peer selection strategy lets all peers progress
uniformly; with the most missing strategy, a large proportion of peers are at the
same well advanced stage in their download; the least missing strategy pushes
a few peers quickly to completion, and maintains the majority of peers early
in their download; finally, with the adaptive missing strategies, we observe two
classes of peers with opposite completion status—early and late—and few peers
in between. The random variants of least and most missing are blends of the
random peer selection strategy and their deterministic counterpart.

4.3 Discussion

We can draw several conclusions from our simulation results. First, the peer
selection strategy, which drives the way the network self-organizes, has an huge
impact on the efficiency of content distribution. Further, the complexity of the
interactions between the peers, as well as the many factors to consider in real-
world networks (in particular dealing the dynamics and heterogeneity of the
peers) make it hard to develop analytical models. Our simulations raise many
open questions, and some of the observed behaviors will require further study
for being fully understood.

The peer selection strategies that we have studied have been kept intention-
ally very simple. In basic scenarios they can be shown to be optimal but, in more
complex environments, they need to be extended to take additional factors into
account. For instance, in homogeneous settings with simultaneous arrivals, the
most missing strategy will replicate content in the most efficient manner possi-
ble, with the number of copies of each chunk increasing exponentially in time
(see [7] for an in-depth analysis). If we now consider two populations of peers of
identical sizes but with widely different bandwidth capacities. It can easily be
shown that the fast peers should first replicate each chunk among them before
transferring it in parallel to the slow peers. This can be achieved by tuning the
most missing strategy so that it serves in priority, among the peers that have
fewest chunks, those with the highest bandwidth capacity. We should addition-
ally take into account dynamic factors such as the number of active connections
of each peer, the popularity of the chunks that it holds, or its age. BitTorrent, for
instance, uses a peer selection strategy that combines reciprocity (“tit-for-tat”)
and best experienced transmission rates, coupled with rarest chunk selection.
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It is therefore necessary to adapt the strategies to the real complexity of the
peer-to-peer network in order to optimize content distribution.

5 Conclusion

The self-scaling and self-organizing properties of peer-to-peer networks offer the
technical capabilities to quickly and efficiently distribute large or critical content
to huge populations of clients. Cooperative distribution techniques capitalize the
bandwidth of every peer to dramatically increase the service capacity of the
system. Based on the extensive simulations that we have performed, and the
limited set of results shown in this paper, it appears clearly that the deployment
scenarios and the cooperative strategies in use have strong influence on the
effectiveness of content distribution. In particular, the chunk and peer selection
strategies directly impact the delay experienced by the clients and the global
throughput of the system. There is no clear “best” strategy, as each of them offers
various trade offs and may prove most adequate for specific deployment scenarios.
Overall, the random and adaptive missing peer selection strategies coupled with
rarest chunk selection consistently deliver good performance and may be safely
utilized as general-purpose cooperative strategies for content distribution.
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Abstract. Decentralized peer to peer (p2p) networks like Gnutella are
attractive for certain applications because they require no centralized di-
rectories and no precise control over network topology or data placement.
The greatest advantage is the robustness provided by them. However,
flooding-based query algorithms used by the networks produce enormous
amounts of traffic and substantially slow down the system. Recently,
flooding has been replaced by more efficient k-random walkers and differ-
ent variants of such algorithms. In this paper, we report immune-inspired
algorithms for searching peer to peer networks. The algorithms use the
immune-inspired mechanism of affinity-governed proliferation to spread
query message packets in the network. Through a series of experiments,
we compare the proliferation mechanism with different variants of ran-
dom walk algorithms. The detailed experimental results show message
packets undergoing proliferation spread much faster in the network and
consequently proliferation algorithms produce better search output in
p2p networks than random walk algorithms. Moreover, theoretical results
by calculating the packet spreading speeds are reported which provide
an understanding of the improved performance of the proliferation based
search algorithm.

1 Introduction

Among different desirable qualities of a search algorithm for peer to peer (p2p)
networks, robustness is a very important aspect. That is, the performance of
a search algorithm should not radically deteriorate in face of the dynamically
changing condition of the network. As is known, the big share of Internet users,
consequently participants in p2p networks, still use slow and unreliable dial-up
modems and also leave the community at very short intervals. Thus in order to
give robustness a high priority, precise routing algorithms for forwarding query
message packets are generally avoided. Instead random forwarding of the mes-
sage packets is preferred [8]. The goal of this paper is to study more efficient
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Fig. 1. Immune system concepts used to develop search algorithms

alternatives to the existing k-random walk. In this connection, we draw our
inspiration from the immune system.

Our algorithm has been inspired by the simple and well known mechanism of
the humoral immune system where B cells upon stimulation by a foreign agent
(antigen) undergo proliferation generating antibodies. Proliferation helps in in-
creasing the number of antibodies while mutation implies a variety of generated
antibodies. Consequently the antibodies can efficiently track down the antigens
(foreign bodies). Fig. 1 provides an illustration explaining how we have mapped
immune system concepts to our search problem. In our problem, the query mes-
sage packet is conceived as antibody which is generated by the node initiating
a search whereas antigens are the searched items hosted by other constituent
members (nodes) of the p2p network. Like in the natural immune system, the
packets undergo proliferation based upon the affinity measure between the mes-
sage packets and the contents of the node visited which results in an efficient
search mechanism. The work presented here is further development of the works
reported in [1, 2, 3].

In the next section, we detail the modeling abstractions upon which the
algorithms are based. Moreover, we elaborate our algorithms as well as different
variants of k-random walk algorithms. Furthermore, the evaluation metrics used
to compare the different schemes is introduced. The experimental results are
noted next in Section 3. Section 4 provides a theoretical outline explaining the
rationale behind the experimental results.

2 Modeling and Evaluation Methodology

It is impossible to model the complete dynamics of a p2p system. In this paper,
we do not attempt to resolve small quantitative disparities between k-random
walk and proliferation algorithms, but instead are trying to reveal fundamental
qualitative differences. While our simple models do not capture all aspects of
reality, we hope they capture the essential features needed to understand the
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fundamental qualitative differences between k-random walk and proliferation
algorithms.

2.1 Model Definition

P2p networks are networks formed through associations of computers, each pro-
viding equivalent services, eg. search facility, to the network. Thus, each peer
can be conceived as both client and server of a particular service [8]. To model
a search service, we focus on the two most important aspects of a p2p system:
p2p network topology, query and data distribution. For simplicity, we assume
the topology and distribution do not change during the simulation of our algo-
rithms. For the purpose of our study, if one assumes that the time to complete a
search is short compared to the time of change in network topology and change
in query distribution, results obtained from the fixed settings are indicative of
performance in real systems.

Network Topology : By network
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topology, we mean the graph formed
by the p2p overlay network; each p2p
member has a certain number of neigh-
bors and the set of neighbor connections
forms the p2p overlay network. For our
studies, we use random graphs. Ran-
dom graphs are considered as the best
type of topology to represent the ma-
jority of the realistic network topolo-
gies formed in the Internet [4, 8]. In
the experiments reported in this pa-
per, we have considered different ran-
dom graphs each having 10000 nodes.
However, their mean node indegree dif-
fers. The random graphs have been gen-
erated with the help of the topology generator BRITE[6]. In Fig. 2, we show the
node degree distribution followed by one of the representative graphs. This par-
ticular graph has 10000 nodes and mean node indegree μnd = 4.

Data and query distribution : Files are conceived as conglomeration of key-
words [5]. Hence the data distribution is represented in terms of keywords. It is
assumed that there are 2000 different keywords in the system. Each node hosts
some keywords. The number of keywords (not unique) in each node follows a
Poisson distribution with mean μkw = 1000. The data profile (D) of each node
can therefore be represented as

D = < (δ1, n1), (δ2, n2), · · · > & n1 + n2 + · · · = N

where δi are each individual keywords and ni indicates their weights (number of
times they are present in the node), N represents the total number of keywords.
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The query comprises of single or multiple keywords and is represented as

M = < m1, m2, · · · >

where mi represents each individual keyword. For 95% of the cases, the query
length (say n) is ≤ 5 while it is between 6 to 10 in the rest 5% case. In the 95%
cases where the query length is ≤ 5, each length 1 to 5 is equiprobable. This is
similar for the rest 5% case.

Zipf’s distribution[10], is chosen to distribute each of the 2000 unique key-
words in the network. In Zipf’s distribution the frequency of occurrence of some
event (here keywords) t, as a function of the rank r, where the rank is deter-
mined by the above frequency of occurrence, follows a power-law ti ∝ 1

ra . In the
experimental setup, Zipf’s exponent (value of a) for both the query and the data
is 1. The ranking of keywords in terms of frequency is the same for both data
and query distribution.

2.2 Algorithms

In this section, we introduce two proliferation based as well as two random
walk based search algorithms. The important aspects of all these algorithms
are that although random walk or proliferation is exhibited by the message
packets, the algorithms are independently implemented by each node. And
coordinated behavior of the nodes produces the required packet dynamics. All
the algorithms can be expressed in terms of the following basic premise.

Basic Premise : The search in our p2p network is initiated from the user peer
(U). The user peer (U) emanates k (k ≥ 1) message packets (M) to its neighbors
- the packets are thereby forwarded to the surroundings. In the following we
present the search initiation process in algorithmic form.

Algorithm 1 InitiateSearch(U)
Input : Signal to initiate search.
Form Message Packet (M) = < m1, m2 · · · >; mi represents each individual keyword
Flood k message packets(M) to the neighbors of the user peer.

The message packets travel through the network and when a node (say A)
receives a message packet (M), it performs the following two functions.

Function 1 :- It checks whether any δi ∈ D of A is equal to any mi ∈ M
(incoming message). The number of successful matches Sm is represented by the
following equation.

Sm =
N∑

i=1

n∑
j=1

(mj ⊕ δi)× ni (1)

where mj ⊕ δi = 1, if mj = δi, else 0; N is the total number of keywords present
in the node while n represents the length of the search query. The node reports
the number of successful matches - Sm.
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Function 2 :- It forwards the content of the message packet in some defined
manner to its neighbor(s).

In algorithmic form, we can represent the functions as Reaction p2p:

Algorithm 2 Reaction p2p(A)
Input : Message packet(M)

Calculate Sm from D & M /*Function 1*/
Algorithm Message Forward(A) /* Function 2*/

Each of the proliferation and random walk schemes defines Algorithm Mes-
sage Forward(A) differently. Elaboration of the algorithms corresponding to each
of the schemes follows.

Proliferation P : In the proliferation scheme, the packets undergo proliferation
at each node they visit. The proliferation is guided by a special function, whereby
a message packet visiting a node proliferates to form Np message packets which
are thereby forwarded to the neighbors of the node.

Algorithm 3 P(A)
Input : Message packet(M)
Produce Np message packets(M)
Spread the Np packets to Np randomly selected neighbors of A

The function determining the value of ‘Np’ ensures that Np is < η(A), where
η(A) is the number of neighbors of A and ≥ 1.

Restricted Proliferation (RP ) : The restricted proliferation algorithm, sim-
ilar to P, produces Np messages. But these Np messages are forwarded only
if the node A has ≥ Np free neighbors. By ‘free’, we mean that the respective
neighbors haven’t been previously visited by message M . If A has Z ‘free’ neigh-
bors, where Z < Np, then only Z messages are forwarded, while the rest are
destroyed. However, if Z = 0, then one message is forwarded to a randomly
selected neighbor. The rationale behind the restricted movement is to minimize
the amount of message wastage. Because, two packets of message M visiting the
same peer essentially means wastage of the second packet.

Algorithm 4 RP (A)
Input : Message packet(M)
Produce Np message packets (M)
Z = No of ‘free’ neighbors
if (Z ≥ Np)

Spread the Np packets in Np randomly selected neighbors of A
else

if (Z > 0)
Spread Z packets in Z free neighbors of A
Discard the remaining (Np - Z) packets

else
Forward one message packet to a randomly selected neighbor of A
Discard the remaining (Np - 1) packets
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We now elaborate the function which controls the amount of proliferation.

Proliferation Controlling Function : The proliferation of message packets
at any node A is heavily dependent on the similarity between the message packet
(M) and the data profile (D) of A. In this connection, we define the measure
of similarity between the data profile (D) of the node and the message packet
(M).

Sim =
Sm

N

where the value of Sm is calculated through Eq. (1). [Note Sm ≤ N, so the value
of Sim ≤ 1.] The number of packets Np proliferated is defined on the basis of
Sm in the following manner

Np = 1 + Sim× (η − 1)× ρ

where η represents the number of neighbors the particular node has; ρ represents
the proliferation constant, it is ≤ 1. (ρ is set to 0.5 in all our experiments.) The
above formula ensures that 1 < Np ≤ N .

k-random walk (RW ) : In k-random walk, when a peer receives a message
packet after performing the task of comparison, as mentioned in Algo. 2, it
forwards the packet to a randomly selected neighbor.

Algorithm 5 RW (A)
Input : Message packet(M)
Send the packet M to a randomly chosen neighbor peer

Restricted Random Walk (RRW ): InRRW , instead of passing the message
(M) to any random neighbor, we pass on the message to any randomly selected
‘free’ neighbor. However, if there is no ‘free’ neighbor, we then pass on the
message to any randomly selected neighbor.

Algorithm 6 RRW (A)
Input : Message packet(M)
Send the packet M to a randomly chosen ‘free’ neighbor peer

If (no ‘free’ neighbor)
Send the packet M to a randomly chosen neighbor peer

2.3 Metrics

In this paper we focus on efficiency aspects of the algorithms solely, and use the
following simple metrics in our abstract p2p networks. These metrics, though
simple, reflect the fundamental properties of the algorithms.

(a) Success rate: The number of similar items found by the query messages
within a given time period.

(b) Coverage rate: The amount of time required by the messages to cover a
percentage of the network.

(c) Effectivity per message: The number of search items produced by a single
message.
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3 Simulation Results

The experimental results compare the efficiency of different algorithms (Algo.
3 - 6), with respect to the metrics defined in section 2.3.

As mentioned earlier, each of the above algorithms is distributed in nature
and the nodes perform the task independently of the others. However, to assess
the speed and efficiency of the algorithm, we have to ensure some sort of syn-
chronous operation among the peers. In this context we introduce the concept of
time whereby it is assumed that in one time unit, all the nodes in the network exe-
cute the algorithm once. That is, if a peer has some messages in its message queue,
it will process one message within that time frame. We believe although approxi-
mate, it is a fair abstraction of reality of p2p networks where each node is supposed
to provide equivalent services. The sequence of operation of the peers during one
time step is arbitrary. The length of the message queue is considered to be infinite.

In order to assess the efficiency of different algorithms, we have also to guarantee
fairness of ‘power’ among them which is explained next.

3.1 Fairness in Power

To ensure fair comparison among all the processes, we must ensure that each pro-
cess (P, RP , RW , RRW ) participates in the network with the same ‘power’. To
provide fairness in ‘power’ for comparison of a proliferation algorithm (say P) and
a random algorithm (sayRW ), we ensure that the total number of query packets
used is roughly the same in all the cases. Query packets determine the cost of the
search; toomanypackets causenetwork cloggingbringingdown the efficiency of the
system as a whole. It can be seen that the number of packets increase in the pro-
liferation algorithms over the generations, while it remains constant in the case of
random walk algorithms. Therefore the number of message packets - k in Algo. 1 is
chosen in a fashion so that the aggregate number of packets used by each individual
algorithm is roughly the same.

Besides the cost of themessage packets,during comparisonbetween a restricted
algorithm (sayRRW ) and a non-restricted algorithm (sayP), we also have to keep
in mind that checking ‘whether a node was earlier visited or not’ involves a cost;
this also should be taken into consideration when defining ‘fairness’. Therefore,
the composite cost1 for a restricted algorithm can be defined as Ccomp = X + α ·
L, where X is the average number of message packets, L is the number of neighbor
lookup, while α is the ratio of cost of lookup to cost of actually sending the message;
α normally ≤ 1. However, in this case, since message length is small, we consider
the worst case scenario of α = 1 to depict our results.

To ensure fairness in ‘power’ between two proliferation algorithms (say [P &
RP ]), we keep the proliferation constant ρ and the value of k the same for both
processes. The value of k for the proliferation algorithm is generally set as k = η(U),
where η(U) is the indegree of the initiator peer U .

1 Henceforth, cost or simple cost indicates the cost of message packets while composite
cost always means total cost of messages and neighbor lookup.
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Fig. 3. Graphs plotting the cost and network coverage time of P, RP , RRW , RW algo-

rithms in random network. The proliferation constant considered here is ρ = 0.5

3.2 Experimental Result – Network Coverage

As mentioned in Sec 2.1, we use a random graph, to evaluate the time taken by the
message packets to visit all the nodes of the network using different forwarding al-
gorithms. The particular random graph considered here has 10000 nodes and mean
node indegree μnd = 4. Its distribution is shown in Fig. 2. The experiment, network
coverage is detailed in the following two paragraphs.

COVERAGE : In this experiment, upon initiation of a search (Algo. 1), the
search operation (Algo. 2) is performed till the message packets cover the entire
network. The experiment is repeated 1000 times on randomly selected initial nodes.

During the experiment, we collect different statistic at every 10% of coverage of
the network that is, we collect statistic at [20%, 30% · · · 90%, 100%] of network cov-
erage. Since the message forwarding algorithms (Algo. 3 -6) are non-deterministic
in nature, message packets find it increasingly difficult to visit the last 10% of the
network. This is true for all the different variants ofmessage forwarding algorithms.
Consequently, in our results we avoid showing results from the last 10% as it only
depicts the aberration arising from the finite size of the network.

Fig. 3(a) shows the network coverage rate of different algorithmsP,RP ,RRW
and RW . The graph plots the % of network covered in the x-axis, while the time
taken to cover the corresponding % of network is plotted on the y-axis. It is seen
thatP andRP take almost identical time to cover up the network. The time taken
is,however,much less than that takenbyRRW andRW respectively.TheRRW is
much more efficient thanRW . We now assess the cost (both simple and composite)
incurred by each algorithm to produce the above mentioned performances.

Fig. 3(b) plots the increase in the average number of message packets present in
the network (also referred to as cost) in the y-axis with respect to the percentage
of network coverage for P, RP and RRW . For each RRW and RP , we show two
lines, one for simple and composite cost respectively. Comparing, RP and P, we
see thatRP uses a significantly smaller number of messages (about one-fifth) than
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P and achieves the same performance. Even composite cost is significantly lower
forRP (657 forRP and 818 forP). To ensure the fairness criterion,RRW initially
starts with the number of packets which RP has used on the average to cover the
entire network (361), so it stays constant throughout the experiment; however the
composite cost steadily increases. It is the same as for RP at the 90% coverage
ratio. The number of messagesRW uses (not plotted) is 1881. 1881 is the average
composite cost incurred byRRW to cover the entire network.

It is found thatRRW is much more efficient thanRW . Similarly,RP is better
than P. So, in our subsequent discussions, we drop P andRW and concentrate on
a comparison betweenRP andRRW .

The next experimental results highlight the search efficiency ofRP andRRW .

3.3 Experimental Results - Search Efficiency

To compare the search efficiency ofRP &RRW , we perform the time-step experi-
ment on the random graph forRP andRRW , each spanning over 100 generations.
We use the same random graph as in Sec 3.2.

TIME-STEP : In this experiment, upon initiation of a search (algorithm (1)),
the search operation is performed for N (= 50) time steps. The number of search
items (s) found within 50 time steps from the commencement of the search is cal-
culated. From algorithm (2), we know each visited node returns Sm search items
(calculation done through Eq. (1)); s is the summation of Sm over all visited nodes.
The experiment is repeated for one generation where one generation is defined as
a sequence of 100 searches. The search output (s) is averaged over one generation

(100 different searches), whereby we obtain S, where S =
∑100

i=1
s

100 . The value of S is
used to draw the graphs explained next. In this experiment,RRW always performs
the experiment with k packets where k is the average number of packets used by
RP over 100 generations.
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The graph of Fig. 4(a) shows the average value S against generation number
for RP and RRW . The x-axis of the graph shows the generation number while
the y-axis represents the average number of search items (S) found in the last 100
searches. In this figure, we see that the search results for bothRP andRRW show
fluctuations. The fluctuations occur due to the difference in the availability of the
searched items selected at each generation. However, we see that on the average,
search efficiency ofRP is almost 1.5-times higher than that ofRRW . (ForRP , the
number of hits ≈ 5 × 105, while it is ≈ 3.25 × 105 forRRW .)

Fig. 4(b) displays the effectivity per
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messages (metrics defined in Sec. 2.3) of
each scheme. As expected, the effectivity
of message packets forRP is much higher
than RRW (keeping in mind the fair-
ness criterion we follow to generate ex-
perimental results). However, one more
important point to be noted is that the
standard deviation is particularly small
in the case of RP . Considering σE/μE

(Std. of effectivity/mean effectivity), it is
0.1 forRRW while it is just 0.08 forRP .
This is because inRP , thepackets arenot
generated blindly, but are instead regu-
lated by the availability of the searched
item. Therefore, if a particular searched
item is sparse in the network, RP produces a lower number of packets and vice
versa.

We now describe how efficiency of the different algorithms gets affected when
the indegree of the random graph is increased.

3.4 Experimental Results: Changing Indegree

In this experiment, we perform the coverage experiment on random graphs each
with 10000 nodes, but their mean indegree steadily increases.

Fig. 5 plots the time taken to cover the network (y-axis) byRP , P,RRW and
RW against different indegree configurations of the random graph (x-axis). The
figure shows that as indegree increases each algorithm becomes faster. However, it
is tobenoted that the speed of randomwalk algorithms accelerates at amuch faster
speed. In fact, from around node indegree 12, RRW and P take almost identical
time. This happens because as indegree of the random graph increases, in effect the
dimension (d) of the graph also increases. That is, each node can reach each other
node within a shorter time span. Random walk is particularly smart at higher di-
mensions which consequently provides the result. However, maintaining high in-
degree in p2p environment typically is a problem [9]. So, at lower indegree level
proliferation algorithms are much more effective than random walk algorithms.

We now summarize the results obtained through the above mentioned experi-
ments.
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3.5 Summary

The following is the summarization of the results.
(a).RP is more effective than P.
(b).RP is more effective than any random walk algorithm.
(c).RP has an in-built cost regulatory mechanism.
(d). The search efficiency ofRP is roughly one and a half times higher thanRRW.
(e).RRW becomes more effective as the indegree of the graph increases.

4 Theoretical Justification

In this section, we provide insights into the reasons behind the better performance
of proliferation compared to random walk algorithms. We provide our explanation
in the framework of a continuum model to derive the macroscopic behavior from
knowledge about the individual microscopic behavior of the packets. Unlike the
model described in the previous sections, for sake of analysis we assume that the
system is synchronous in the sense that all nodes operate at the same time. The
network is abstracted as a d-dimensional space where the dimension grows with
the average node indegree.

We relate the random walk algorithms to a simple diffusive system where the
diffusion starts from the origin. The proliferation algorithms can be conceived as
reaction-diffusion systems [7], where besides diffusion of packets, new packets are
continuously produced by the existing ones. Each of the two processes (diffusion
and reaction-diffusion) spreads the message packets through the network. The in-
sights which we will provide are based upon estimates of the speed of packet spread-
ing in the radial direction.

Fig. 6 illustrates the basic features of the two processes. Fig. 6(a) refers to
diffusion, Fig. 6(b) to a reaction-diffusion system with unrestricted proliferation,
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whereas Fig. 6(c) corresponds to a reaction-diffusion system with restricted prolif-
eration. In all three graphs, we plot the density u(x, t) of message packets used to
conduct search versus the radial coordinate x. u can be conceived as a normalized
measure of the number of packets k. u and k is not quantitatively related in this
work, as that is not required to estimate the speed of packet spreading. Each of the
three systems is studied in detail below, here we discuss the figures one by one.

Fig. 6(a) shows three Gaussian curves at three different instances of time (t0,
t1, t2, where t0 < t1 < t2). As time increases, a particular density of packets (say ρ)
travels further away from the center. Moreover, since it follows a Gaussian distri-
bution, at time t→ 0, at distance x→∞, there is some concentration of packets u,
where u→ 0. However to cover all the nodes at distance x, a finite tangible concen-
tration of packets ρ should reach distance x. As can be seen from the figure, at time
t1, a concentration ρ covers distance x1 or more while at time t2 the same concen-
tration has covered ≥ x2 distance. Below we calculate the speed of diffusive packet
spreading for this finite density ρ.

On the other hand, in the case of reaction-diffusion systems (proliferation), the
movement of packets follows a traveling front pattern with a uniform front profile.
Figs. 6(b),(c) show such front profiles at time t1 and t2. For example, in Fig. 6(c),
we see that at time t1, till distance x2, the density u = 1, while beyond x1, it is zero.
The second curve at t2 is just a uniform shift of the first curve, hence characterized
by a front speed. We now elaborate each of the processes one by one.

A.RandomWalk(Diffusion):The randomwalkhas traditionallybeenmodeled
as diffusion in continuum systems for which the diffusion equation reads [7]

du

dt
= D · d2u

dx2
(2)

where D is the diffusion coefficient. We are considering a situation where at time
t = 0 all packets are concentrated at the origin from where they diffuse outwards.
Hence,u(x, t=0)= δ(x=0),where δ hasnon-zerovalueat0and0otherwise.There-
fore, solving the differential equation with the given initial condition, we obtain

u =
1

(2 · √D · π · t)d
· e− x2

4·D·t (3)

where d is the dimension of the system.
We transform this equation in order to express the position xρ of an arbitrarily

chosen fixed density ρ ! 1 as a function of time.

xρ(t) =

√
2 ·D · d · t · log

1
4 · ρ2/d ·D · π · t (4)

The speed c of diffusive packet spreading for any fixed density ρ is obtained by dif-
ferentiating xρ(t) with respect to time.

c =
2 ·D · d

2
√

2 ·D · d ·
log 1

4·ρ2/d·D·π·t − 1√
t · log 1

4·ρ2/d·D·π·t
(5)
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For most of the time, the logarithm in the numerator is much larger than 1 and we
can neglect the 1, hence obtain simplified

c =

√
D · d

2
·
√

1
t

log
1

4 · ρ2/d ·D · π · t (6)

The result shows that packet spreading due to random walk becomes faster in

higher dimensions as c ∝ √d and is slowing down with time as c ∝
√

1
t · log 1

t .

B. Proliferation (Reaction-Diffusion 1): The proliferation algorithm can be
modeled as a system which is undergoing diffusion as well as gaining new packets
as copies of existing ones at the rate α at each time step. Therefore, the dynamics
can be expressed by the following equation

du

dt
= D · d2u

dx2
+ α · u (7)

This equation resembles a variation of a well-studied reaction-diffusion equation,
the Fisher equation [7]. We therefore utilize the standard result obtained for the
front speed in a generalized Fisher equation with reaction term f(u) [7].

du

dt
=

d2u

dx2
+ f(u) (8)

has a uniformly moving front as solution and this motion proceeds with the front
speed

c = 2 · [f ′(u1)]
1
2 , (9)

where f ′(u1) denotes the derivative of f(u) with respect to the packet density u at
the position u1. u1 = 0 is the state of the system that has now yet been visited by
the front.

Considering the equation (7), we can rescale it by

t∗ = α · t; x∗ = x · ( α

D
)

1
2

dt∗ = α · dt; dx∗2
= dx2 · α

D
(10)

Therefore, the equation (7) becomes

α · [ du

dt∗
=

d2u

dx∗2 + u] (11)

Hence f ′(u)=1,which implies f ′(u1)=1.Therefore, the front speed c of the system
is given by

c =
Δx

Δt
=

Δx∗ ·
√

D
α

Δt∗ · 1
α

= 2 ·
√

α ·D (12)
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This result shows that the speed of packet spreading due to the proliferation
algorithm is constant, i.e. independent of time. The speed dependents on the pro-
liferation rate α and diffusion constant D but is independent of the dimension d.
Hence, the behavior of the proliferation algorithm drastically differs from that of
the random walk.

C. Restricted Proliferation (Reaction-Diffusion 2): In the model of re-
stricted proliferation, the number of packets initially increases at a rate α but the
packet production rate is lowered as packets encounter more and more packets,
i.e. density increases. We can conceive the function as logistic population growth
model, where f(u) can be modeled by the following equation

f(u) = α · u · (1− u) (13)

Therefore, the corresponding reaction-diffusion equation can be written as

du

dt
= D · d2u

dx2
+ α · u · (1− u) (14)

By using the same rescaling of space and time as above (10), we obtain

α · [ du

dt∗
=

d2u

dx∗2 + u(1− u)] (15)

Therefore, f ′(u) = 1 - 2 u and u1 = 0. Hence f ′(u1) = 1 and following the same
arguments as in case B. we find c = 2 · √α ·D. This result implies the same speed
of packet spreading and dependence on parameters as in the case of unrestricted
proliferation.

To sum up, the above theoretical calculations of speeds of packet spreading due
todifferent algorithms can explain the following observations of the coverage exper-
iments (see Fig. 3(a)) and their dependence on the average indegree of the network
(see Fig. 5).

1. Proliferation algorithms propagate packets faster through the network as their
speed is independent of time whereas for random walks packet spreading slows

down with time c ∝
√

1
t · log 1

t . This explains the differences between the
curves P,RP andRW ,RRW in Fig. 3(a).

2. Restricted proliferation is as fast as the simple proliferation algorithm, for both
the same speed c = 2 ·√α ·D was calculated. This result is consistent with our
finding in Fig. 3(a) that the restricted proliferation scheme works as good as
the proliferation scheme and both curves P,RP coincide.

3. Random walk becomes faster as the effective dimension d of the network in-
creases, i.e. the indegree increases. This explains the strong dependence of per-
formance on the network indegree for both random walk algorithms in Fig. 5.

However, the calculations of the package spreading speeds do not account for the
differences in cost effectiveness between the different algorithms.
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5 Conclusion

In this paper, we have produceddetailed experimental results showing that the sim-
ple immune-inspired concept of proliferation can be used to cover the network more
effectively than random walk. The proliferation algorithm can regulate the number
of packets to be produced during a search operation according to the availability
of the searched material, thus improving the efficiency of the search. Moreover, we
have provided theoretical results by calculating the packet spreading speeds which
explain many of the experimental observations and provide an understanding of
the improved performance of the immune-inspired search algorithm.
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Abstract. This paper presents and evaluates uncoordinated on-line al-
gorithms for simultaneous storage and replication load-balancing in DHT-
based peer-to-peer systems. We compare our approach with the classical
balls into bins model, and point out both the similarities as well as the
differences which call for new load-balancing mechanisms specifically tar-
geted at P2P systems. Some of the peculiarities of P2P systems, which
make our problem challenging are that both the network membership
and the data indexed in the network are dynamic, there is neither global
coordination nor global information to rely on, and the load-balancing
mechanism ideally should not compromise the structural properties and
thus the search efficiency of the DHT, while preserving the semantic
information of the data (e.g., lexicographic ordering to enable range
searches).

1 Introduction

Load balancing problems in P2P systems come along in many facets. In this
paper we report on our results on solving simultaneously a combination of two
important load balancing problems with conflicting requirements—storage and
replication load balancing–in the construction and maintenance of distributed
hash tables [1] (DHTs) to provide an efficient, distributed, scalable, and decen-
tralized indexing mechanism in P2P systems. The basic principle of distributed
hash tables is the association of peers with data keys and the construction of dis-
tributed routing data structures to support efficient search. Existing approaches
to DHTs mainly differ in the choice of topology (rings [2], multi-dimensional
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spaces[3], or hypercubes[4]), the specific rules for associating data keys to peer
keys (closest, closest in one direction), and the strategies for constructing the
routing infrastructure.

To use the available resources of peers best, a storage load balancing approach
is applied in all DHTs, i.e., associating keys to peers in a way so that the number
of data items each peer is associated with, is uniform in terms of storage con-
sumption. Most existing solutions achieve this by first mapping data keys and
peer identifiers into the same space using uniform hashing. Using this approach
storage load balancing essentially translates into the classical balls into bins prob-
lem [5], where peers are the bins (the peer identifier determines the data space)
and the data items are the balls. Adapting the classical load-balancing mech-
anisms in the context of P2P systems, such as load-stealing and load-shedding
schemes, in which peers share load with random peers, e.g., [6, 7], or power of
two choices [8], lead to the need of redirections which compromise the search ef-
ficiency, because keys become increasingly decoupled from the peers associated
with the corresponding key space and other structural properties are violated,
since routing needs additional redirections. The problem is further aggravated
with the growing recognition of the fact that uniform hashing to generate keys
which are uniformly distributed on the key space jeopardizes the possibility to
do searches on data using the data key semantics, typically the ordering of keys
to enable semantically rich queries like range queries.

The approach which we will follow in this paper is to have peers dynami-
cally change their associated key space (“bin adaptation”) decoupled from their
(unique and stable) identifier, and the routing between peers is based on the as-
sociated key space, rather than on the peer identifiers. Following this approach,
the partitioning of the key space dynamically adapts to any data distribution,
such that uniform distribution of data items over each partition of the key space
is achieved. This leads to uneven sizes of the partitions of the key space, which
can be viewed in the one-dimensional case analogously to having an unbalanced
search tree. This implies a risk of sacrificing search efficiency. However, we show
that due to the distributed and randomized routing process we propose (in P-
Grid), this risk can be contained, such that searches can be performed with
communication cost of O(log(|Π|)) with high probability where |Π| is the num-
ber of partitions of the key space, irrespective of the key space partitioning. This
satisfies the condition of efficient searches in the context of P2P systems under
the (standard) assumption that in a P2P network, local resources such as com-
putation and storage are cheap, but communication costs (messages or latency)
and network maintenance (routing) are expensive.

Beyond search efficiency, another important issue in P2P systems is resilience
against failures. The standard response to this problem is to introduce redun-
dancy. In the context of DHTs this corresponds to associating multiple peers
with the same partition of the search space, i.e., peers being replicas of each
other. A fair use of resources implies uniform replication of all data partitions,
which introduces the replication load balancing problem. Apart from providing
fault-tolerance, replication load balancing also provides query load distribution
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over several peers. The initial approaches to balance replication used a prede-
fined global constant number of replicas for each data partition [2, 3, 9, 10]. These
approaches lack adaptivity to available resources and dynamics in the system.

The challenge is thus to determine adaptively an appropriate replication fac-
tor in absence of global knowledge (e.g., total peer population size, total storage
space, total data load) in order to distribute the resources in a dynamic environ-
ment (change in the peer membership, or the data in the network) in a fair way.

An alternative approach, which we pursue, is to determine the number of
replicas for each data space partition dynamically (resource adaptive replication
balancing) which again induces a load balancing problem, i.e., how to assure
that each partition is associated with approximately the same number of replica
peers1. Here, the key space partitions are the bins, and the peers are the balls.
This problem could again be solved by standard distributed load balancing al-
gorithms if the key space partitions were known. However, as mentioned before
in the context of storage load balancing, determining key space partitions by
itself is a dynamic load balancing problem to solve. This shows that the two
problems of storage load balancing and replication load balancing are inherently
intertwined.

In this paper we provide decentralized algorithms for both maintaining stor-
age load balance and resource adaptive replication load balance in a self-
organizing manner. For storage load balance we use recursive partitioning of
the key space performed during bilateral interactions among peers in order to
adapt the key space partitioning to the data distribution to ensure storage load
balancing. This mechanism also addresses dynamic changes, such that, if over
time the data distribution changes, the key space partitioning will change as
well. The partitioning process does not ensure replication balancing, and hence
we propose a complementary replication maintenance algorithm which decreases
imbalance in replication factors. Note that even if the partitioning algorithm
were to achieve perfect replication balancing, we would still need the replication
maintenance mechanism in order to cope with changes in the peer population,
due to node joins and leaves. Since global coordination and knowledge cannot be
assumed in a decentralized environment, the replication maintenance algorithm
relies on each peer obtaining an approximate local view of the system based on
sampling, for example, piggy-backed onto normal query-forwarding, and making
an autonomous probabilistic decision to replicate an overloaded key space pri-
oritized according to the load-imbalance between two sub-partitions of the key
space.

Though there are some sophisticated data aggregation schemes like Astro-
labe [12], the overheads and latency for acquiring a global view at each peer
are not amortized. Instead we use partial information gathered by peers in local
interactions, such that, both the latency and overheads of partial information

1 Resource adaptive uniform replication of all data items does not provide load-
balancing with respect to data item access. For that a complementary query-adaptive
replication strategy is necessary, which we discuss separately [11].
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aggregation are much lower, and still decent load-balancing characteristics are
achieved.

Our approach has several advantages: We address multifaceted load-balancing
concerns simultaneously in a self-organizing manner without assuming global
knowledge, or restricting the replication to a predetermined number. We preserve
key ordering which is important for range queries, while retaining the logarithmic
search complexity. And we do not compromise structural properties of DHT.
Our approach is implemented in our DHT-based P-Grid P2P system which is
available at http://www.p-grid.org/.

2 The P-Grid Data Structure

We use our DHT-based P-Grid P2P system [13, 14] to evaluate the approach
described in this paper. We assume that the reader is relatively familiar with
the standard distributed hash table (DHT) approach [1] and thus only provide
P-Grid’s distinguishing characteristics.

In P-Grid, peers refer to a common underlying tree structure in order to
organize their routing tables (other topologies in the literature include rings [2],
multi-dimensional spaces [3], or hypercubes [4]). In the following, for simplicity
of presentation, we will assume that the tree is binary. This is not a fundamental
limitation as a generalization of P-Grid to k-ary structures has been introduced
in [15]. Note that the underlying tree does not have to be balanced but may be
of arbitrary shape, thus facilitating to adapt the overlay network to unbalanced
data distribution [16].

Each peer p ∈ P is associated with a leaf of the binary tree. Each leaf corre-
sponds to a binary string π ∈ Π. Thus each peer p is associated with a path π(p).
For search, a peer stores for each prefix π(p, l) of π(p) of length l a set of refer-
ences ρ(p, l) to peers q with property π(p, l) = π(q, l), where π is the binary string
π with the last bit inverted. This means that at each level of the tree the peer has
references to some other peers that do not pertain to the peer’s subtree at that
level. This enables the implementation of prefix routing for search.

Each peer stores a set of data items δ(p). Ideally for d ∈ δ(p) the key κ(d)
of d has π(p) as prefix. However, we do not exclude that temporarily other data
items are also stored at a peer, that is, the set δ(p, π(p)) of data items whose key
matches π(p) can be a proper subset of δ(p). In addition, peers also maintain
references σ(p) to peers having the same path, i.e., their replicas.

In a stable state (i.e. where no more maintenance operations are applicable)
the set of paths of all peers is prefix-free and complete, i.e., no two peers p and
q exist such that π(p) ⊂ π(q), i.e., π(p) is a proper prefix of π(q) and if there
exists a peer p with path π(p), then there also exists a peer q with π(p) = π(q).
This guarantees full coverage of the search space and complete partitioning of the
search space among the peers. All data stored at a peer then matches its path.

For search, P-Grid uses a prefix routing strategy. When receiving a search
message for key κ from peer p, a peer q checks whether its path is a prefix of κ.
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If yes, it checks whether it can return a query result from its data store. If not,
it randomly selects a peer r having a common prefix of maximal length with κ
from its routing table and forwards the request to peer r.

The algorithm always terminates successfully in the stable state: Due to the
definition of ρ(p, l), this prefix routing strategy will always find the location of a
peer at which the search can continue (use of completeness) and each time the
query if forwarded, the length of the common prefix of π(p) and κ increases. It is
obvious that this search algorithm is efficient (O(log(|Π|))) for a balanced tree,
i.e., all paths associated with peers are of equal length. Skewed data distributions
may imbalance the tree, so that it may seem that search cost may become non-
logarithmic in the number of messages. However, in [16] we show that due to the
probabilistic nature of the P-Grid approach this does not pose a problem. The
expected search cost measured by the number of messages required to perform
the the search remains logarithmic, independently how the P-Grid is structured.

Theorem 1. The expected search cost for the search of a specific key κ(d) using a
P-Grid network N that is randomly selected among all possible P-Grids, starting
at a randomly selected peer p with π(p) ∈ Π is less than log(|Π|).

Although this applies to the special case of prefix-free P-Grids, we have shown
by simulation that the result also applies to more general cases. A formal proof
of this theorem is given in [16]. Due to space limitations we can only provide
the intuition which is underlying the proof. Basically we show that the path
resolution in the forwarding process normally is not done bit by bit but for
longer bit sequences at the processing peers thus keeping the number of messages
required in the forwarding process logarithmic. Additionally, [16] shows that the
probability that a search does not succeed after k steps (1 ≤ k ≤ max(|π|, π ∈
Π)) is smaller than log(n|Π|)k−1

(k−1)! .

3 P-Grid Construction Algorithm

The construction and maintenance of P-Grid is based exclusively on local inter-
actions among peers in order to observe the principle of locality. In this section
we give an overview of the possible interactions that determine the behavioral
options of peers. As peers are autonomous they may use different strategies for
entering into such local interactions. The choice of concrete strategies will be
essential with respect to the global efficiency of the system and discussed later.

Interactions among peers are either performed actively by the peers (similar
to the peer discovery in Gnutella using the ping-pong messages) or are performed
reactively triggered by earlier interactions or search messages. For maintenance
purposes, the following interactions occur among two peers p and q:

– balancedSplit(p, q): The peers check whether their paths are identical. If
yes, they extend their paths by complementary bits, i.e., partition (split) the
key space they are responsible for. To maintain consistency they exchange
their data corresponding to their updated paths and add each other to their
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routing table. This enables the refinement of the indexing structure into
subspaces which are sufficiently populated with data.

– unbalancedSplit(p, q): The peers check whether π(p) is a proper prefix of
π(q). In the case π(p) is a proper prefix of π(q), p extends its path by one
bit complementary to the bit of π(q) at the same level. The peers exchange
their data corresponding to the updated paths and update their routing
table. This enables the refinement of the indexing structure into subspaces
as in the previous case, but covers the frequently occurring situation that
peers have already specialized to different degrees. The case where π(q) is a
proper prefix of π(p) is treated analogously.

– adoptPath(p, q): Peer p becomes a copy (replica) of peer q. In order to avoid
data loss peer p attempts to locate peers covering the same subspace and to
delegate any non-replicated data items there. If this is not possible it keeps
data items not matching the new path to delegate it at a later time.

– balancedDataExchange(p, q): The peers check whether their paths are iden-
tical. If yes, they replicate mutually all data pertaining to their common path
which increases resilience (availability of the data items).

– unbalancedDataExchange(p, q): The peers check whether π(p) is a proper
prefix of π(q) (or vice versa). If yes, data of p pertaining to π(q) is moved
to q.

– refExchange(p, q): The peers exchange entries from their routing tables up
to the level corresponding to the length of their common prefix randomly.
This interaction randomizes the contents of the routing tables which is essen-
tial to maintain routing efficiency, in particular in the unbalanced case [16].

– forwarding(p, q): If the peers’ paths are not in a prefix relationship the peer
q provides the peer p with an address of a peer r selected from its routing
table which shares a prefix of maximal length with π(p) (or vice versa). Then
peer p enters into an interaction with peer r.

The conditions under which these rules are applied determine the strategies
peers pursue in interactions. From these local interaction strategies a global
system behavior emerges. The following sequence of actions performed by peers
p and q entering into an interaction describes a possible strategy to construct
a P-Grid structure from an initial state where all peers store some initial data
and have empty paths and routing tables.

Algorithm 1
refExchange(p, q);
if |δ(p, π(p)) ∪ δ(q, π(q))| ≤ 2δmaxthen balancedDataExchange(p, q)
if |δ(p, π(p)) ∪ δ(q, π(q))| > 2δmax;then balancedSplit(p, q)
unbalancedSplit(p, q);
forwarding(p, q);

In this strategy, peers first exchange routing information if possible. Then
depending on the relationship among their paths and the current storage load
they select one of the four subsequent actions. (Note that we do not explicitly
repeat the necessary conditions on the path relationship for executing these
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actions). We observe that due to the forwarding action any initial interaction
will eventually lead to the enabling of one of the balanced or unbalanced split or
data exchange operations. For a uniform data distribution and provided that the
total number of data items is less than δmaxn, where is the total number of peers,
this algorithm will end up in a state where each peer carries at most 2δmax data
items, the P-Grid structure is (approximately) balanced and all replica peers
store the same data.

Theorem 2. If the total number of data items is less than δmaxn and data keys
are uniformly distributed Algorithm 1 results in a steady state in which the P-
Grid is prefix-free and complete and each peer p with replicas has a data load
smaller than 2δmax, all replicas store the same data and in expectation all data
items are equally replicated.

Proof Sketch: First we have to show that the steady state is reached. Prefix-
freeness follows from the fact that whenever a peer has a path that is a prefix
of another peer’s path, it eventually will encounter this peer and perform an
unbalanced split. Completeness follows from the fact that new paths can only
occur as the result of a balanced split. If a peer has a replica and the data load
is larger than 2δmax, it will eventually perform a split with its replica. If peers
with the same path have different data items then they will eventually perform
a balanced data exchange. Second, it is easy to see that once the steady state
is reached none of the rules can induce further changes to the paths or data
associated with the peers. �

The problem is that with this strategy peers preferably adapt shorter paths
and therefore even though peers try to balance their storage load, the distribution
of replicas over the different paths becomes unbalanced in the case of non-uniform
distribution of data keys: In a balanced split the same number of peers decide
for each side of the data space independent of the actual distribution of data
among the two subspaces, and in an unbalanced split peers decide for one side
with a probability proportional to the number of peers already specialized for
each side of the data space, but independent of the number of data items present
in the two subspaces. This has the further effect that fewer peers specialize on
paths with higher data load, and sooner end up without replicas. They thus lack
the capacity to further refine the path and thus reduce their data load.

To address this problem we consider a different strategy to improve replica
balancing already during construction of the P-Grid structure.

Algorithm 2
refExchange(p, q);
if |δ(p, π(p))∪δ(q, π(q))|≤2δmax∧γ([0, 1])<αthen balancedDataExchange(p, q)
if |δ(p, π(p)) ∪ δ(q, π(q))| > 2δmax;then balancedSplit(p, q)
if γ([0, 1]) < βthen unbalancedSplit(p, q)else adoptPath(p, q);
forwarding(p, q);

In this strategy two mechanisms work together to improve replica balancing.
First, balanced splits are not always performed eagerly, but with reduced prob-
ability α, where α may depend on the locally observed load distribution. Thus
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more unbalanced split situations occur. In those situations peers only either ex-
tend their path opposite to the path of the encountered peer or adopt the path.
The decision is based on a control parameter β which again may depend on the
locally observed load distribution. As a result, if α and β are properly chosen,
those subspaces will be populated by more peers that contain more data. Even
though, this heuristic approach does not necessarily induce a perfectly uniform
replica distribution, it substantially improves the state reached after the P-Grid
construction. The remaining balancing is then achieved by the sampling-based
replication maintenance algorithm, that we will introduce subsequently. Hav-
ing a more uniform initial replica distribution substantially reduces the effort
required from the maintenance algorithms in order to rectify the distribution.

The construction algorithm can be extended to a maintenance algorithm
(path retraction). The path retraction is dual to the path extension, such that if
two partitions do not have enough data (< δmax/2), then such partitions would
be merged.

4 Replication Maintenance Algorithm

To address the balancing problems discussed in the previous sections, we use a
reactive randomized distributed algorithm which tries to achieve globally uni-
form replication adaptive to globally available resources based on locally avail-
able (gathered) information. Before introducing the algorithm we introduce the
principles underlying its design.

Consider a P-Grid of leaves as shown in Figure 1(a). Let N1 > N2 be the
actual number of replica peers with paths 0 and 1. To achieve perfect replication
balancing N1−N2

2 of the peers with path 0 would need to change their path
to 1. Since each of the peers has to make an autonomous decision whether to
change its path, we propose a randomized decision: Peers decide to change their
paths with probability p0→1 = max(N1−N2

2N1
, 0) (no 0 → 1 transition occurs if

N2 > N1).

N1 N2

If N1 > N2

Path = 0* Path = 1*

p = (N1-N2)/2(N1+N2)

If N1 < N2

State transition probability

N2

Path = 10*

N
1

Path = 0*

N3

Path = 11*

Local region

 for paths 1*

Global region

 for paths 1*

Bit wise (local)

statistics and
load-balancing

decisions

(N
2
+N

3
)/2

Replication  for
path 1* as

perceived by
peers at 0*

Fig. 1. (a) P-Grid with two leaves, (b) P-Grid with three leaves

Now, if we set p0 = N1
N1+N2

as the probability that peers have path 0,
and similarly p1 = N2

N1+N2
, then the migration probability becomes p0→1 =
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max( 1
2 (1 − p1

p0
), 0). It is easy to see that with this transition probability on av-

erage an equal replication factor is achieved for each of the two paths after each
peer has taken the migration decision. In a practical setting peers do not know
N1 and N2, but they can easily determinate an approximation of the ratio N1

N2
by keeping statistics of the peer they encounter in (random) interactions.

Now consider the case of a P-Grid with three leaves, as shown in Figure 1(b),
with N1, N2 and N3 replicas for the paths starting with 0, 10 and 11 respectively.
This extension of the example captures the essential choices that have to be
made by individual peers in a realistic P-Grid. In an unbalanced tree, knowing
the count of peers for the two sides at any level is not sufficient because, even if
replication is uniform, the count will provide biased information, with a higher
value for the side of the tree with more leaves. On the other hand, knowledge of
the whole tree (shape and replication) at all peers is not practical but fortunately
not necessary either. For example, in the P-Grid with three leaves, peers with
path 0 will meet peers with paths 10 and 11. Essentially, they need to know
that there are on an average N2+N3

2 peers at each leaf of the other sub-tree,
but do not need to understand the shape of the sub-tree or the distribution of
replication factors.

Thus, while collecting the statistical information, any peer p counts the num-
ber of peers encountered with common prefix length l for all 0 ≤ l ≤ |π(p)|.
It normalizes the count by dividing it with 2|π(q)|−|π(p)∩π(q)|. Thus peers obtain
from local information an approximation of the global distribution of peers per-
taining to their own path. The latter aspect is important to maintain scalability.

In our example, peers with path 0 will count on an average N2+N3
N1

as many
occurrences of peers with path 10 or 11 than they will count with path 0, but
will normalize their count by a factor of 1

2 . Thus at the top level they will
observe replica balance exactly if on average N1 = 1

2 (N2 + N3). If imbalance
exists they will migrate with probability p0→1 = max( 1

2 (1− p1
p0

), 0), where, now

p0 = N1
N1+

1
2 (N2+N3)

and p1 =
1
2 (N2+N3)

N1+
1
2 (N2+N3)

.
Once balance is achieved at the top level, peers at the second level with

paths 10 and 11 will achieve balance as described in the first example. Thus local
balancing propagates down the tree hierarchy till global balance is achieved. The
peers with longer paths may have multiple migration choices, such that balancing
is performed at multiple levels simultaneously. For example, if N1 = N2 < N3

peers with path 11 can choose migrations 11 → 0 and 11 → 10 with equal
probability.

Note that Ni changes over time, and thus the statistics have to be refreshed
and built from scratch regularly. Thus the algorithm has two phases, (1) gath-
ering statistics and (2) making probabilistic decisions to migrate. It is easy to
verify, e.g. by numerical simulation, that this approach is effective in the basic
scenario discussed. Now we introduce the algorithms extending the principle idea
to the general situation.

Collecting Statistical Information at Peer p: In a decentralized setting, a
peer p has to rely on sampling to obtain an estimate of the global load imbalance:
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Upon meeting any random peer q, peer p will gather statistical information for all
possible levels l ≤ |π(p)| of its path, and update the number of peers belonging
to the same subspace Σp(l) = |{q s.t. |π(p)∩ π(q)| ≥ l}| and the complimentary
subspace Σp(l) = |{q s.t. π(p, l) = π(q, l)}| at any level l. When peers p and q
interact, statistics gathering is performed as follows

l := |π(p) ∩ π(q)|;
Σp‖q(l) := Σp‖q(l) + 21+l−|π(q‖p)|;
∀0 ≤ i < l Σp‖q(i) := Σp‖q(i) + 21+i−|π(q‖p)|;

where the meta-notation p‖q denotes that the operations are performed sym-
metrically both for p and q.

Choosing Migration Path for Peer p: A path change of a peer only makes
sense if it reduces the number of replicas in an underpopulated subspace (data).
Therefore, as soon as a minimum number of samples have been obtained, the
peer tries to identify possibilities for migration. It determines the largest lmax

such that Σp(lmax)

Σp(lmax)
> ζ where ζ ≥ 1 is a dampening factor which avoids migration

if load-imbalance is within a ζ factor. We set lmax := ∞ if no level satisfies the
condition.

If all peers try to migrate to the least replicated subspace, we would induce
an oscillatory behavior such that the subspaces with low replication would turn
into highly replicated subspaces and vice versa. Consequently, instead of greedily
balancing load, peers essentially have to make a probabilistic choice proportional
to the relative imbalance between subspaces. Thus lmigration is chosen between
lmax and |π(p)| with a probability distribution proportional to the replication
load-imbalance Σp(i)

Σp(i)
, |π(p)| ≥ i ≥ lmax. Thus the migrations are prioritized to

the least populated subspace from the peer’s current view, yet ensuring that the
effect of the migrations is fair, and not all take place to the same subspace. There
are subtle differences in our approach to replication balancing in comparison to
the classical balls into bins load balancing approach, because in our case there
are no physical bins, which would share load among themselves, and it is rather
the balls themselves, which need to make an autonomous decision to migrate.
Moreover, the load sharing is not among bins chosen uniformly, but is prioritized
based on locally gathered approximate global imbalance knowledge.

To further reduce oscillatory behavior, the probability of migration is re-
duced by a factor ξ ≤ 1. As migration is an expensive operation—it leads to
increased network maintenance cost due to routing table repairs, apart from the
data transfer for replicating a new key space—it should only occur if long-term
changes in data and replication distribution are observed and not result from
short term variations or inaccurate statistics. The parameters ζ and ξ are design
parameters and the impact of their choice on the system behavior will be further
explored in Section 5.

Migrating Peer p: The last aspect of replication load balancing is the action of
changing the path. For that, peer p needs to find a peer from the complimentary
subspace and thus inspects its routing table ρ(p, lmigration) (s.t. π(p) ∩ π(q) =
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lmigration). After identifying a peer q, p clones the contents of q, including data
and routing table, i.e., δ(p) := δ(q) and ρ(p, ∗) = ρ(q, ∗), and the statistical
information is reset in order to account for the changes in distribution.

5 Simulation Results

This section highlights some of the many experiments we performed using a simu-
lator implemented in Mathematica to evaluate the construction and maintenance
algorithms. The simulations aim at verifying the load balancing characteristics
of the algorithms, and do not model aspects related to the physical runtime
environment with different network topologies, communication latencies, or het-
erogeneity of resources of nodes.

Unless mentioned otherwise, simulations were performed with 256 peers. This
relatively low number was chosen to keep simulation time manageable. From the
design of the algorithms it is clear that the results will scale up to larger pop-
ulations. To support this, we will give one result for the complete maintenance
algorithm with changing peer population at the end. The data was chosen from
a Zipf distribution with parameter θ = 0.8614 such that the frequencies of keys
were monotonically increasing with decreasing size of the key. We set δmax = 50.

Replication Load Balancing Throughout Construction: In Section 3 we
discussed a possibility to maintain better replica load balancing while establish-
ing storage load balance during P-Grid construction, by reducing the probability
α of balanced splits of the key space (while choosing β = 1). In Table 1 we show
the results of an experiment in which each peer initially holds 15 data items.

Table 1. Influence of splitting probability α on distribution of replication factor

α Interactions Rμ Rσ2 Rmax

0.05 40,000 3.32 1.82 10
0.1 35,000 3.20 1.99 9
0.5 20,000 3.55 3.39 21
1.0 20,000 3.28 3.94 23

We see how a reduction of α reduces both the variance Rσ2 in the replication
factors for the key space partitions and the maximum replication factor Rmax,
where Rμ is the average replication factor with an expected value of 3.33.2 With
lower probabilities more interactions occur to reach a steady state.

Replication Load Balancing Throughout Maintenance: Given a P-Grid
that partitions the data space such that the storage load is (approximately) uni-
form for all partitions, migrations are used to establish simultaneous balancing

2 There are 256 ∗ 15 data items, on average 50 of them are stored at each peer. They
require 256∗15

50 partitions to be replicated among 256 peers, which results in 50
15 = 3.33

replicas on average.
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of replication factors for the different partitions without changing the data space
partitioning. For the experiments we chose the design parameters ζ = 1.1 (re-
quired imbalance for migration), ξ = 0.25 (attenuation of migration probability)
and a statistical sample size of 10. These parameters had been determined in
initial experiments as providing stable (non-oscillatory) behavior.

The performance of the migration mechanism depends on the number of key
space partitions and the initial number of peers associated with each partition.
Since the expected depth of the tree structure grows logarithmically in the num-
ber of partitions, and the maintenance is expected to grow linearly with the
depth of the tree (since each peer uses its local view for each level of its current
path), we expect the maintenance algorithm to have logarithmic dependency
between the number of partitions and the rate of convergence.

Figure 2 shows the reduction of the variance of the distribution of replication
factors compared with the initial variance as a function of the number of key
space partitions. The simulation was starting from an initially constructed, un-
balanced P-Grid network with replication factors chosen uniformly between 10
and 30 for each of the key space partitions. We compared the effect of an increas-
ing number of key space partitions (p = {10, 20, 40, 80}) on the performance of
the replication maintenance algorithm. One observed that the reduction of vari-
ance increases logarithmically with the number of partitions. For example, for
p = 80 the initial variance is reduced by approximately 80%. We conducted 5
simulations for each of the settings. The error bars give the standard deviation
of the experimental series.

The right part of Figure 2 shows the rate of the reduction of variance of
replication factors as a function of different numbers of peers associated with
each key partition. We used a P-Grid with p = 20 partitions and assigned to
each partition uniformly randomly between k and 3k peers, such that the average
replication factor was 2k. The other settings were as in the previous experiment.
Actually variance reduction appears to slightly improve for higher replication
factors. This results from the possibility of a more fine-grained adaptation with
higher replication factors.
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Fig. 2. Maintenance of replication load-balance

Simultaneous Balancing of Storage and Replication Load in a Dynamic
Setting: In this experiment we studied the behavior of the system under dy-
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namic changes of the data distribution. Both storage load balancing by restruc-
turing the key partitioning (i.e., extending and retracting paths) and replication
balancing by migration were performed simultaneously. We wanted to answer the
following two questions: (1) Is the maintenance mechanism adaptive to chang-
ing data distributions? (2) Does the combination of restructuring and migration
scale for large peer populations?

For the experimental setup we generated synthetic, unbalanced P-Grids with
p = 10, 20, 40, 80 paths and chose replication factors for each path uniformly
between 10 and 30. Thus, for example, for p = 80 the expected peer population
was 1600. The value δmax was set to 50 and the dataset consisted of approx-
imately 3000 unique Zipf-distributed data keys, distributed over the different
peers such that each peer held exactly those keys that pertained to its current
path. Since the initial key partition is completely unrelated to the data distribu-
tion the data load of the peers varies considerably, and some peers temporarily
hold many more data items than their accepted maximal storage 2δmax load
would be. Then the restructuring algorithms, i.e., path extension and retrac-
tion used for P-Grid construction and path migrations used for replication load
balancing, were executed simultaneously.

Table 2 shows the results of our experiments. We executed an average of 382
rounds in which each peer initiated interleaved restructuring and maintenance
operations, which was sufficient for the system to reach an almost steady state.
Rσ2 is the variance of the replication factors for the different paths and Dσ2 is
the variance of the number of data items stored per peer.

Table 2. Results of simultaneous balancing

Number of paths Rσ2 Dσ2
Number of peers

initial final initial final initial final

219 10 43 55.47 3.92 180,338 175

461 20 47 46.30 10.77 64,104 156

831 40 50 40.69 45.42 109,656 488

1568 80 62 35.80 48.14 3,837 364

The experiments show that the restructuring of the network as well as repli-
cation balancing was effective and scalable: (1) In all cases the data variance
dropped significantly, i.e., the key space partitioning properly reflects the
(changed) data distribution. Because of the randomized choices of the initial
P-Grid structure and the data set, the initial data variance is high and varies
highly. It actually depends on the degree to which the randomly chosen P-Grid
and the data distribution already matched. From the case p = 40 (number of
initial paths), we conclude that this has also a substantial impact on the conver-
gence speed since more restructuring has to take place. Actually, after doubling
the number of interactions, the replication variance dropped to 20.93, which is
an expected value. (2) With increasing number of replicas per key partition the
replication variance increases. This is natural as fewer partitions mean higher
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replication on average and thus higher variance. (3) With increasing peer popu-
lation the final data variance increases. This is expected as we used a constant
number of interactions per peer and the effort of restructuring grows logarith-
mically with the number of key partitions.

The algorithms do not require much computation per peer hence have a low
overhead. Simulating them, however takes considerable effort: A single experi-
ment with 3∗105 interactions for the results in this section took up to 1 full day.
Thus we had to limit the number and size of the experiments. Nevertheless they
indicate the feasibility, effectiveness and scalability of the algorithms.

6 Related Work

For data replication in P2P systems we can distinguish six different methods
(partially according to the classification from [17]): Owner replication replicates
a data object to the peer that has successfully located it through a query (Nap-
ster, Gnutella, Kazaa). Path replication replicates a data object along the search
path that is traversed as part of a search (Freenet, some unstructured P2P net-
works). Random replication replicates data objects as part of a randomized pro-
cess. [17] shows that for unstructured networks this is superior to owner and path
replication. Controlled replication replicates a data object a pre-defined number
of times upon insertion (Chord [2], CAN [3], and Pastry [9]). This approach
does not adapt replication to the changing environment with variable resource
availability. The replication balancing mechanism proposed in this paper (and
as used in P-Grid) is adaptive to the available resources in the system. This
mechanism tries to uniformly exploit the storage resources available at peers,
and thus achieve uniform distribution of the replicas of data objects. In addi-
tion, query adaptive replication [11] can be used in various structured overlays,
complementing controlled or available resource adaptive replication.

Replication of index information is applied in structured and hierarchical P2P
networks. For the super-peer approach it has been shown that having multiple
replicated super-peers maintaining the same index information increases system
performance [18]. Structured P2P networks maintain multiple routing entries to
support alternative routing paths if a referenced node fails. With respect to load
balancing in DHT based systems only a few recent works have been reported.
The application of uniform hashing and its limited applicability have already
been discussed in the introduction.

The load balancing strategy for Chord proposed in [7] uses multiple hash
functions instead of only one to select a number of candidate peers. Among those
the one with the least load stores the data item and the others store pointers to it.
This scheme does not scale in the number of data items due to the effort incurred
by redirection pointer maintenance. Moreover, using a predetermined number of
hash functions do not give any adaptivity according to the systems requirement.
Also Chord’s original search no longer works and essentially multiple Chord
overlays have to be maintained which are interconnected among themselves in a
possibly unpredictable manner.
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Another scheme for load balancing for Chord is suggested in [19] based on
virtual servers. Nodes are responsible to split the data space to keep the load
of each virtual server bounded. The splitting strategy is similar to the splitting
used in our storage load balancing strategy, however, this work does not consider
the effects on replication nor on search efficiency.

Online load-balancing has been a widely researched area in the distributed
systems domain. It has often been modeled as balls into bins [5]. Traditionally
randomized mechanisms for load assignment, including load-stealing and load-
shedding and power of two choices [8] have been used, some of which can partly
be reused in the context of P2P systems as well [7, 6]. In fact, from storage load-
balancing perspective, [6] compares closest to our approach because it provides
storage load-balancing as well as key order preservation to support range queries,
but in doing so, they no more provide any guarantee for efficient searches of
isolated keys.

As mentioned earlier, load-balancing in DHTs poses several new challenges,
which call for new solutions. We need to deal with the dynamic membership
(off-online behavior of peers) and dynamic content, and there is neither global
coordination nor global information to rely on, and the load-balancing mech-
anism should ideally not compromise the structural properties and the search
efficiency of the DHT, while preserving the semantic information of the data.
In [20], storage load-balancing is achieved by reassignment of peer identifiers in
order to deal with network churn, but this scheme is designed specifically for
uniform load distribution only. The dynamic nature of P2P systems is also dif-
ferent from the online load-balancing of temporary tasks [21] because of the lack
of global knowledge and coordination. Moreover, for replication balancing, there
are no real bins, and actually the number of bins varies over time because of
storage load balancing, but the balls (peers) themselves have to autonomously
migrate to replicate overloaded key spaces. Also for storage load balancing, the
balls are essentially already present determined by the data distribution, and it
is essentially the bins that have to fit the balls by dynamically partitioning the
key space, rather than the other way round.

Substantial work on distributed data access structures has also been per-
formed in the area of distributed databases on scalable data access structures,
such as [22, 23]. This work is apparently relevant, but the existing approaches
apply to a different physical and application environment. Databases are dis-
tributed over a moderate number of fairly stable database servers and work-
station clusters. Thus reliability is assumed to be high and replication is used
only very selectively [24] for dealing with exceptional errors. Central servers for
realizing certain coordination functions in the network are considered as accept-
able and execution guarantees are mostly deterministic rather than probabilistic.
Distributed search trees [25] are constructed by a full partitioning, not using the
principle of scalable replication of routing information at the higher tree levels,
as originally published in [1] (with exceptions [26]). Nevertheless, we believe that
at the current stage the potential of applying principles developed in this area
to P2P systems is not yet fully exploited.
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7 Conclusions

Existing uncoordinated online load-balancing mechanisms do not address the
requirements of DHT-based P2P networks. In this paper we compared the new
load-balancing problems of such systems with the standard model of “balls into
bins” so that wherever possible we can apply existing solutions. But more im-
portantly, we identified the new and specific requirements of this family of P2P
systems, and proposed new algorithms to efficiently achieve simultaneous stor-
age and replication load-balancing relying only on local information. Some of the
important novelties of our solution in comparison to other proposed P2P load-
balancing mechanisms are: Our mechanism allows the access structure to adapt
and restructure dynamically, but preserves its structural properties, unlike other
mechanisms which require extrinsic mechanisms like redirection pointers, that
make queries inefficient. The effort incurred by our load-balancing approach is
low because it requires no extra communication but we gather statistic data from
normal interactions and “piggy-back” the load-balancing into the standard in-
formation exchanges required by the DHT. We also preserve key ordering, which
is vital for semantically rich queries like range queries. Using randomized routing
choices, search efficiency is guaranteed with high probability, irrespective of key
distribution. Additionally, unlike some other proposals, our solution does not
require the peers to change identity which allows us to retain existing knowledge
and semantics, that may be exploited by higher level applications. The approach
presented in this paper is implemented in our P-Grid system which is available
at http://www.p-grid.org/.
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A A Construction Scenario

In the following we provide an elementary example to illustrate constructing and
maintaining a P-Grid. We assume 6 peers, each of them being able to store two
data items. Let us assume that initially 6 data items are stored by the peers.
The states of the peers are represented by triples [a, π(a), δ(a)]. Each peer stores
some data and initially all paths are empty (ε), i.e., no P-Grid has been built yet.
For the data items we assume that their corresponding keys have the following
2-bit prefixes: κ(Ai, 2) = 00, κ(Bi, 2) = 10, κ(Ci, 2) = 11 (i = 1, 2).

Action Resulting state.

Initial state. [P1, ε, {A1, B1}] [P2, ε, {B1, C1}]
[P3, ε, {A2, B2}] [P4, ε, {B2, C2}]
[P5, ε, {A1, C1}] [P6, ε, {A2, C2}]

P1 initiates a P-Grid network N1. P2 joins the
network by contacting P1. We assume that when-
ever at least 1 data item pertaining to a subspace
is available a peer attempts to specialize to that
subspace. Thus P1 and P2 can split the search
space.

N1 : [P1, 0, {A1}], [P2, 1, {B1, C1}]

Independently P3 starts a P-Grid network N2 and
P4 joins this network.

N2 : [P3, 0, {A2}], [P4, 1, {B2, C2}]

Next P5 joins network N1 by contacting P2. Since
π(P2) = 1, P5 decides to take path 0.

N1 : [P1, 0, {A1}], [P2, 1, {B1, C1}],
[P5, 0, {A1}]

Now P6 enters network N1 by contacting P5. Since
π(P5) = 0, P6 decides to adopt 1 as its path and
sends {d ∈ δ(P6)|κ(d) = 0} = {A2} to P5 which
stores it.

N1 : [P1, 0, {A1}], [P2, 1, {B1, C1}],
[P5, 0, {A1, A2}], [P6, 1, {C2}]

Next P3 contacts P1 and thus the two networks
N1 and N2 merge into a common P-Grid network
N . This shows that P-Grids do not require to start
from a single origin, as assumed by standard DHT
approaches, but can dynamically merge, similarly
to unstructured networks. Since π(P3) = π(P1) =
0 and they still have extra storage space, they can
replicate their data to increase data availability.

N : [P1, 0, {A1, A2}],
[P2, 1, {B1, C1}],
[P3, 0, {A1, A2}],
[P4, 1, {B2, C2}],
[P5, 0, {A1, A2}],
[P6, 1, {C2}]

In order to explore the network P2 contacts P4.
Network exploration serves the purpose of net-
work maintenance and can be compared to the
ping/pong protocol used in Gnutella. π(P2) =
π(P4) = 1 they can now further refine the search
space by specializing their paths and exchange
their data according to the new paths.

N : [P1, 0, {A1, A2}],
[P2, 10, {B1, B2}],
[P3, 0, {A1, A2}],
[P4, 11, {C1, C2}],
[P5, 0, {A1, A2}],
[P6, 1, {C2}]

Apparently all peers except P6 have now special-
ized to the maximum possible degree. So what will
happen to P6? It may eventually contact first P2

and decide to specialize to π(P2) = 11 and later
encounter P4 and obtain the missing data item
pertaining to path 11. This is the final state.

N : [P1, 0, {A1, A2}],
[P2, 10, {B1, B2}],
[P3, 0, {A1, A2}],
[P4, 11, {C1, C2}],
[P5, 0, {A1, A2}],
[P6, 11, {C1, C2}]
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The resulting P-Grid is now not only complete, but also prefix-free. The
storage load for all peers is perfectly balanced, as a result of the local decisions
made to exchange and replicate data and specialize paths. Globally, however, the
replication factors are not balanced. There exist three peers for path 0, two for
path 11, and only one for path 10. Consequently data items pertaining to path
0 are replicated more often and thus better available. This imbalance resulted
from the specific sequence of interactions performed. Other sequences would
have led to other, possibly more balanced replication. However, since no global
coordination can be assumed, we cannot exclude such “undesired” sequences of
events.

In the paper, we have introduced randomized algorithms requiring no central
coordination that reduce global imbalance of replication factors and at the same
time maintain local storage balance during construction of P-Grids. Moreover,
in case such imbalances occur as a result of the construction or due to changing
data distributions, they will re-balance the structure. In our example such re-
balancing could be achieved if one of the peers supporting path 0 decided to
replicate path 10 instead. The difficulty for the algorithms lies in determining
when and how to decide on such changes to the P-Grid structure, and how peers
can base their decisions only on locally available information. The heuristics
for taking these decisions need to be chosen very carefully so that the overall
load-balancing goal is supported and not hampered mistakenly.
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1 Introduction

Overlay networks that aim to share information are complex due to numerous
factors including scale, decentralization, dynamism, and failures. Deploying, op-
erating and maintaining such overlays can be not only very difficult, but also
very costly. In this paper we show how a dynamic overlay can be built and main-
tained in a cost efficient manner while achieving strong locality properties in a
decentralized, dynamic, and faulty environment. In our approach there is no cen-
tral entity that configures, organizes, and repairs the system. To the contrary, we
show that if each peer performs local cost efficient operations then by combining
the joint effort of all peers the network manages, configures, and repairs itself.

Building self-maintaining overlay networks for locating information in a man-
ner that exhibits locality-awareness is crucial for the viability of large internets.
It means that costs are proportional to the actual distance of interacting parties,
and in many cases, that load may be contained locally. At the same time, due to
scale and decentralization, these networks must cope with high dynamicity and
preserve their qualities in face of churn.

This paper presents the FTLAND approach for robust, locality-aware overlay
networks. It starts with a step-by-step decomposition of several locality-aware
networks that support distributed content-based location services. As a first con-
tribution of this paper, it explains their common principles and their variations
with simple and clear intuition on analysis. As the principles of locality-aware
solutions unravel, a significant drawback of all existing designs manifests itself:
These networks lose their locality properties in face of high churn. That is, pre-
vious overlay lookup schemes achieved either fault tolerance [15, 16, 12, 17, 20]
or provably good locality properties [18, 3] but not both. As a second contri-
bution, it presents FTLAND, a novel approach for robustifying locality-aware
overlays, that sustains locality qualities for participating nodes in face of high
churn. FTLAND deals extremely well with dynamic node departures, arrivals,
and temporary inavailabilities.
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Problem Statement. This paper considers the problem of forming a self-
organizing, self-maintaining overlay network that locates objects (possibly repli-
cated) placed in arbitrary network locations. Recent studies of scalable content
exchange networks, e.g., [11], indicate that up to 80% of Internet searches could
be satisfied by local hosts within one’s own organization. Therefore, in order for
the network to remain viable, it is crucial to consider locality awareness from
the outset when designing scalable, decentralized network tools.

More formally, consider that the network constitutes a metric space, with a
cost function c(x, y) denoting the “distance” from x to y. Let s = x0, x1, ..., xk =
t be the path taken by the search from a source node s to the object residing
on a target node t. The main design goal to achieve is constant stretch. Namely,
that the ratio c(x0,x1)+...+c(xk−1,xk)

c(s,t) is bounded by a (small) constant. Another
important goal is to keep node degree low, so as to prevent costly reconfigurations
when nodes join and depart. Thus, trivial solutions that connect all nodes to each
other are inherently precluded.

Bounded-Stretch Solutions. The problem of forming overlay routing networks
was considered by several recent works in the context of networks that are search-
able for content. Many of the prevalent overlay networks were formed for routing
search queries in peer-to-peer applications, and exhibit no locality awareness.

Bounded stretch network design is a fundamental problem [5], with several
important lower bounds [8, 21] and upper bounds [6, 7, 21, 4, 2, 1]. Recently, a
practical constant-bounded stretch design was proposed by Plaxton et al. [18] for
a limited class of networks. The approach was followed by several improvements
and deployments including [19, 22, 14, 3]. All of these solutions borrow heavily
from the PRR scheme [18], yet they vary significantly in their assumptions and
properties. Some of these solutions are designed for a uniform density space [14].
Others work for a class of metrics space whose growth rate is bounded both from
above and from below [18, 19, 22, 9], while others yet cope with an upper bound
only on the growth rate [3]. There is also variability in the guarantee provided on
the stretch: In [14], there is no bound on stretch (except the network diameter).
In [18], the stretch is an expected constant, a rather large one which depends on
the growth bound. And in [3], the stretch can be set arbitrarily small (1 + ε).
Diversity is manifested also in the node degree of the schemes.

A Step-by-Step Deconstruction. This paper offers a deconstruction of the prin-
ciples that underlie these locality-aware schemes step by step, and indicate how
and where they differ. It demonstrates the principles of locality awareness in a
simplistic, yet reasonable (see [9]) network model, namely, a network with power
law latencies. In our belief, the simplicity and the intuitive analysis may lead to
improved practical deployments of locality-aware schemes.

For clarity, our exposition describes the design of an N -node network.
It should be clear however, that this network design is intended to be self-
maintaining and incremental. In particular, it readily allows nodes to arrive
and depart with no centralized control whatsoever.
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Fault Tolerance. The main drawback of PRR-like networks is in their lack of
routing flexibility. In [10] it is shown that while hypercube and ring geometries
have about (log n)! different routes from a given source to a given target, PRR-
like networks have only one. Thus the basic architecture of [18, 22, 13, 19, 3] is
fragile and must be augmented with some form of robustness.

In a recent paper, Hildrum and Kubiatowicz [12] make an important con-
tribution for PRR like networks. They show how networks like Tapestry [22]
and Pastry [19] can be made robust against random failures. When there are no
failures, the construction in [12] can guarantee low stretch. However, when there
are random failures, their construction can guarantee reaching the destination,
but it cannot bound the stretch to a constant.

In this paper we present the first overlay network that has both a provable low
latency for paths and a high fault tolerance. Moreover, we show that these two
properties can be combined. Thus our low stretch is achieved even in the presence
of constant failure probability of all nodes. The novel technique for achieving the
combination of these two properties is general, but we exemplify it by augmenting
the basic LAND architecture of Abraham et al. [3]. Our techniques are based
on the goal of dramatically increasing the routing flexibility to (log n)log n while
still maintaining a provably good proximity selection mechanism.

2 Preliminaries

The network consists of N nodes, and an associated metric c(x, y) denoting the
“distance” from x to y. The set of nodes within distance r from x is denoted
N(x, r). We assume a network model with power law latencies, |N(x, r)| = Γr2 ,
for some known constant Γ . For convenience, we define neighborhoods Ak(x) =
N(x, 2k). Thus, we have that |Ak(x)| = Γ4k.

For the purpose of forming a routing structure among nodes, nodes need to
have addresses and links. We refer to a routing entity of a node as a router,
and say that the node hosts the router. Thus, each node u hosts an assembly of
routers.

Each router u.r has an identifier denoted u.r.id, and a level u.r.level. Iden-
tifiers are chosen uniformly at random. The radix for identifiers is selected for
convenience to be 4. This is done so that a neighborhood of radius 2k shall
contain in expectation constant number of routers with a particular length-k
identifier. Indeed, the probability of a finding a router with a specific level and
a particular prefix of length k is 1/4k. According to our density assumption, a
neighborhood of diameter 2k has Γ4k nodes. Hence, such a neighborhood con-
tains in expectation Γ routers matching a length-k prefix.

Assume a network of N nodes, and let M = log4 N . Identifier strings are
composed of M digits. The level is a number between 1 and M . A level-k router
has links allowing it to ‘fix’ its k’th identifier digit. Routers are interconnected in
a butterfly-like network, such that level-k routers are linked only to level-(k +1)
and level-(k − 1) routers.
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Let d be a k-digit identifier. Denote d[j] as the prefix of the j most-significant
digits, and denote dj as the j’th digit of d. A concatenation of two strings d, d′

is denoted by d||d′.

3 Locality-Aware Solutions

3.1 Step 1: Geometric Routing

The first step builds geometric routing, whose characteristic is that the routing
steps toward a target increase geometrically in distance. This is achieved by
having large flexibility in the choice of links at the beginning of a route, and
narrowing it down as the route progresses. More specifically, each router r of
level k has four neighbor links, denoted L(b), b ∈ {0..3}. Each one of the links
L(b) is selected as the closest node within Cb(r), where Cb(r) = {u ∈ V |
∃s, u.s.id[k] = v.id[k − 1]||b, u.s.level = k + 1}. The link L(b) ‘fixes’ the k’th bit
to b, namely, it connects to the closest node that has a level-(k+1) router whose
identifier matches v.Rk[k − 1]||b.

Routing from a source to a target is done by fixing the target digits one by
one, making up to M hops to completion.

Geometric routing alone yields an expected routing cost which is proportional
to the network diameter: The expected distance of fixing one digit is 1. Fixing two
digits has expected cost 2. And in general, fixing k digits has expected distance
no more than 2k. The total cost of fixing all M digits of a targets is therefore
O(Δ), where Δ is the network diameter, and so a ball of radius Δ contains all
nodes. The designs in [14, 9] make use of this type of geometric routing to bound
their routing costs by the network diameter.

3.2 Step 2: Shadow Routers

The next step is unique to the design of LAND in [3]. Its goal is to turn the
expectation of geometric routing into a worst-case guarantee. This is done while
increasing node degree only by a constant expected factor. The technique to
achieve this is for nodes to emulate links that are missing in their close vicinity
as shadow nodes. In this way, the choice of links enforces a distance upper
bound on each stage of the route, rather than probabilistically maintaining it.
If no suitable endpoint is found for a particular link, it is emulated by a shadow
node.

The idea of bounding the distance of links is very simple: If a link does not
exist within a certain desired distance, it is emulated as a shadow router. More
precisely, for any level 1 ≤ k ≤ M let r be a level-k router hosted by node v
(this could itself be a shadow router, as described below). For b ∈ [0..3], if Cb(v)
contains no node within distance 2k, then node v emulates a level-(k+1) shadow
router s that acts as the v.r.L(b) endpoint. Router s’s id is s.id = v.r.id[k−1]||b
and its level is (k + 1).

Since a shadow router also requires its own neighbor links, it may be that the
j’th neighbor link of a shadow router s does not exist in Cj(s) within distance
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2k+1. In such a case v also emulates a shadow router that acts as the s.L(j)
endpoint.

Emulation continues recursively until all links of all the shadow routers em-
ulated by v are found (or until the limit of M levels is reached).

With shadow routers, we have a deterministic bound of 2k on the k’th hop of
a path, and a bound of

∑
i=1..k 2i = 2k+1 on the total distance of a k-hop path.

A different concern we have now is that a node might need to emulate many
shadow routers, thus increasing the node degree. Using a standard argument on
branching processes, we may obtain that hosting show routers increases a nodes
degree only by an expected constant factor.

Shadow emulation of nodes is employed in LAND [3]. In all other algorithms,
e.g., [18, 19, 22], a node’s out-degree is a priori set so that the stretch bound
holds with high probability (but is not guaranteed). Hence, there is a subtle
tradeoff between guaranteed out-degree and guaranteed stretch. We believe that
it is better to design networks whose outliers are in terms of out-degree than
in terms of stretch. Additionally, fixing a deterministic upper bound on link
distances results in a simpler analysis than working with links whose expected
distance is bounded.

3.3 Step 3: Publish Links

The final step in our deconstruction describes how to bring down routing costs
from being proportional to the network diameter (which could be rather large)
to being related directly to the actual distance of the target. This is done via a
technique suggested by Plaxton et al. in [18], that makes use of short-cut links
that increase the node degree by a constant factor. With a careful choice of the
short-cut links, as suggested by Abraham et al. in [3], this guarantees an optimal
stretch.

The technique that guarantees a constant stretch is to ‘publish’ references to
an object in a slightly bigger neighborhood than the regular links distance. The
intuition on how to determine the size of the enlarged publishing-neighborhood
is as follows. The route that locates obj on t from s starts with the source s,
and hops through nodes x1 . . .xk until a reference to obj is found on xk. The
length of the route from s to xk is bounded by 2k+1. The distance from xk to
t is bounded (by the triange inequality) by 2k+1 + c(s, t). In order to achieve a
stretch bound close to 1, we should therefore guarantee that a reference to obj
is found on xk, where 2k is proportional to εc(s, t). This will yield a total route
distance proportional to (1 + ε)c(s, t).

The outgoing publish links for a routing r are as follows: There are 4 sets
r.publish0, . . . , r.publish3. For each k, r.publishk contains all of the nodes within
distance 2k+δ+1 that host a router s such that s.level = r.level+1 and s.id[r.level]
= s.id[r.level − 1]||k. As explained above, the parameter δ is determined so as
to capture all relevant level-k routers xk (the exact formula is provided in [3]).

Therefore, by selecting the range of publish links from to cover xk, the stretch
of any search path is bounded by 1 + ε. The total number of outgoing links per
node increases only by an expected constant factor.
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The increased neighborhood for publishing provides a tradeoff between out-
degree and stretch. Setting it large, so as to provide an optimal stretch bound,
is unique to the design of LAND [3]. The designs in [18, 19, 22] fix the size of
publish neighborhoods indepedently of the network density growth. This yields
a stretch bound that depends on the density growth rate of the network.

4 A Robust Low Stretch Lookup Network

Pervious lookup solutions achieved either fault tolerance [12, 17, 20] or provably
good locality properties [18, 3] but not both. In this section, we present a res-
olution of these two important goals. We provide FTLAND, the first lookup
network that has, with high probability, low stretch even in the presence of a
failure model, where all nodes may have a constant probability of failure. Al-
though our techniques are applicable to general PRR-like networks, FTLAND
instantiates them by augmenting the basic LAND architecture of Abraham et
al. [3] with novel, locality-aware fault tolerance techniques. The techniques are
based on the goal of dramatically increasing the routing flexibility to (log n)log n

while still maintaining a provably good proximity selection mechanism.

Overview. In order to have fault tolerance, a node must increase the number
of outgoing links it may use for routing. Doing so naively, e.g., as in [15, 16,
17, 12], by simply replicating each link to log n suitable destinations instead of
one, compromises locality. More specifically, in PRR-like networks, hops have
geometrically increasing distances. If the closest link happens to be down and a
replacement link is used, there is no guarantee on the distance, and locality is
lost.

The crucial difference in FTLAND from previous approaches is the use of
multiple routing entities per host. In FTLAND, every node hosts at each level
O(log n) routers (instead of one). Each router has links to appropriate routers
within its vicinity. However, because each host now has O(log n) routing iden-
tities, a router finds in its vicinity w.h.p. O(log n) outgoing links (instead of an
expected constant) for each desired destination.

Herein lies the main idea. Since each node in the network has log n routers at
each level, whose identifiers are independently and uniformly selected, a router
finds all O(log n) replicated destinations at a distance no greater than the dis-
tance to the closest router in the LAND scheme. Hence, locality is preserved
when using any of these links. The total number of links increases by a poly-log
factor (for each of the O(logn) levels there are O(log n) routers in place of one,
each of which has O(log n) replicated links w.h.p.).

Another important feature of FTLAND is that routing over the (log n)log n

possibilities is done deterministically, with no backtracking. At each hop, one
live link is followed, and with high probability, it can lead to the target.

Given the redundancy in links and paths, dealing with failures in FTLAND
can be done in a very lazy manner, since the network can maintain a successful,
locality-aware service in face of a linear fraction of unavailabilities. This prop-
erty is crucial for coping well with churn, as a sustained quality of service is
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guaranteed through transitions. It also serves well to cope with transient dis-
connections and temporary failures, since there is no need for the network to
reconfigure itself in response to small changes.

4.1 The FTLAND Scheme

Assume that every node has an independent probability f to fail. Given that
we would like our routing protocol to succeed with probability proportional to
1−n−α, we fix c such that c = O( 1

− log4 f ), as determined precisely by Equation 1
in Lemma 5. Each node v has three types of links: closest, publish, and next, as
follows:

Closest Links: Let v.closest be the set of the M24δ+2 nodes to v (recall that
δ is set in Step 3 of the deconstruction above).

The rest of the links of v depend on the routers it hosts. Each node v hosts
a set of cM(M + 1) routers. The routers are denoted v.r(i, j) for 1 ≤ i ≤
M + 1 , 1 ≤ j ≤ cM . Router v.r(i, j) has level i. The identifiers of routers are
all chosen uniformly and independently. For a given router r = r(i, j) and digit
k ∈ [0, . . . , 3] let SAMEk(r) be the set of all nodes that host a router s such
that s.level = r.level + 1 and s.id[r.level] = s.id[r.level − 1]||k.

Publish Links: Let r = r(i, j) be a router hosted by node v. The outgoing
publish links of r are divided into 4 sets r.publish0, . . . , r.publish3. For each k,
let r.publishk be the set of the 3

2cM4δ+2 closest nodes from SAMEk(r). In ad-
dition denote r.publish =

⋃
k r.publishk.

Next Links: The outgoing next links are defined as follows: Denote r.nextk as
the set of the 1

2cM closest nodes in r.publishk (thus r.nextk ⊆ r.publishk).

Every node hosts O(log2 n) routers, and every router has O(log n) links, there-
fore:

Lemma 1. Every node has O(log3 n) links.

Robust Routing Protocol. We now define the basic routing building block. The
Robust Routing Protocol (RRP) is given two parameters: An initial node u and
a target identifier id. The goal of RRP is to route in a fault tolerant manner
from u to a nearby node which hosts a router of level M + 1 and identifier id.
Routing is done in M − 2 log(cM) hops. Let x(2 log(cM)), . . . , xM+1 denote the
sequence of nodes taken, s.t. xM+1 hosts a level M + 1 router with identifier id.
Let xi.r denote the router in xi that is involved in the protocol. RRP maintains
the invariant that xi.r.level = i and xi.r.id[i − 1] = id[i − 1]. The first hop is
done by using u.closest to reach node x(2 log(cM)) that hosts a router r such
that r.id[2 log(cM)] = id[2 log(cM)]. We will later show that such a node exists
w.h.p. Then, at each intermediate node xi the router xi.r may use any link from
r.nextj such that j is the ith bit of the target identifier id (formally j = idi).
The analysis of the Robust Routing Protocol appears in Lemma 5.
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Robust Publish Protocol. When a node t wants to store an object obj, it performs
the RPP protocol. In the first step, all nodes in t.closest are sent a message to
store a pointer of the form 〈obj; t〉 directly to t. In the second step, the publishing
of an object obj residing on a node t uses the basic RRP protocol as a building
block. Essentially, node t executes RRP with the target identifier being H(obj).
In addition, nodes along the route store references to obj. These references are
of the form 〈obj;U〉 where obj is the name of the object and U is a set of 1

2cM
different routers that are the next hop towards the location of the object. More
specifically, at each step i > 2 log(cM) of RRP, router xi.r stores a reference
on xi and on all the nodes in xi.r.publish. The reference is of the form 〈obj;U〉
where U is the 1

2cM nodes in xi−1.r.publish that are closest to t.

Lemma 2. The amount of auxiliary memory for each object is O(log2 n) refer-
ences each with a label of O(log2 n) bits.

Proof. An object is published to O(log2 n) closest nodes. In addition there are
O(log n) steps in RRP. At each step, every node in xi.r.publish stores a reference
this adds O(log n) references for every step. Each reference 〈obj;U〉 contains
O(log n) node names each requiring O(log n) bits.

Robust Lookup Protocol. A lookup operation of an object obj ∈ A can be ini-
tiated by any node in the system, and its purpose is to find the closest node
storing obj. The lookup operation from a node x proceeds in three stages:

1. Check if x contains a direct pointer to obj. If it does then use the pointer to
reach obj.

2. Otherwise, use RRP to route to H(obj) until a node with a reference to obj
is found.

3. Once a reference 〈obj;U〉 is found, go to a non-failed node in U . Continue
this process recursively until the object is found.

4.2 Analysis

The low stretch analysis of FTLAND is based on the analysis provided in [3],
and is explained in the simple model of this paper above. In this section, we
focus only on the differences.

First, in order to carry the stretch analysis, we need to show that the 1
2cM

links of a level-i router r all reside w.h.p. within Ai(r). Likewise, we need to
prove that the 3

2cM4δ+2 publish links of a r cover all suitable nodes within
Ai+δ+2(r). Second, we must show fault tolerance in face of independent failure
probability f of all nodes. We begin by analyzing the probability that a node
contains a relevant router.

Lemma 3. Given a node u the probability that u ∈ SAMEj(r) is at least

cM

4r.level
− cM(cM + 1)

2 (4r.level)2
.
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Proof. Node u has cM routers of level r.level. The probability that all of them
do not have a prefix r.id[r.level − 1]||j is (1 − 4−(r.level))cM . We can bound
this probability using the Taylor polynomial as follows: Pr[u ∈ SAMEj(r)] =
1− (1− 1

4r.level

)cM ≥ cM
Br.level − cM(cM+1)

2(4r.level)2
.

For any node v, router v.r of level i, digit j and integer x, Let Z(v, r, i, j, x) be
a random variable that equals |SAMEj(r)∩Ar.level+x(v)|. In words, Z(v, r, i, j, x)
counts the number of nodes suitable as r’s links within Ar.level+x(v). We now
show that Z is centered around its expected value.

Lemma 4. For r.level ≥ 2 log(cM) with high probability,

1
2
cM4x ≤ Z(v, r, i, j, x) ≤ 3

2
cM4x .

Proof. We begin by showing that when r.level ≥ 2 log(cM) the expected size
of Z is roughly cM4x. Note that Ar.level+x(v) contains 4r.level+x nodes. Us-
ing Lemma 3 and the linearity of expectation, for r.level ≥ 2 log(cM) we have
E[Z] ≥ cM4x − 1 and clearly E[Z] ≤ cM4x. Applying the Chernoff bounds
completes the proof of the Lemma: Pr

[|Z − E[Z]| > 1
2E[Z]

]
< 2e−cM4x/12.

Corollary 1. W.h.p. any node v, router v.r with r.level ≥ 2 log(cM), and digit
j ∈ [0, . . . , 3] :

(i) r.nextj ⊆ Ar.level(v).
(ii) SAMEj(r) ∩Ar.level+δ+2(v) ⊆ r.publishj.

The following lemma shows that RRP is a fault tolerant routing protocol.
Lemma 5. If each node has an independent probability f to fail, then with high
probability, RRP will reach its target.

Proof. For the first hop, note that there are M24δ+2 nodes in u.closest. Thus
using the same argument as in Lemma 4 there are at least 1

2cM nodes that have
a router with the same 2 log(cM) digits as the target. The probability that all
of them have failed is

f
1
2 cM = n

c log4 f
2 ≤ 1/n3α , (1)

where the last inequality follows by an appropriate choice of c. For the following
levels i, router xi.r may use 1

2cM different nodes. For a given i and j ∈ [0, . . . , 3],
the probability that all relevant nodes in xi.r.nextj have failed is again f

1
2 cM .

The Lemma is proven by choosing a large enough constant c, and using the union
bound for all sources, targets, and routing steps.

The following Lemma is proven in [3]. Using Corollary 1 the same proof shows
that the lemma holds in this network w.h.p.
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Lemma 6. [3] Let xi be the ith step of RRP initiated at node u then xi ∈
Ai(xi−1) ⊆ Ai+1(u).

Lemma 7. If each node has an independent probability f to fail, then with high
probability, RLP will reach the desired object.

Proof. Let t denote the closest node containing the target object obj. Thus t
published obj with the RPP. Let xi denote the ith node in RPP, then from
Corollary 1 every node in Ai+δ+2(xi) that has a router r such that r.id[i] =
H(obj)[i] has a reference 〈obj;Ui〉. From Lemma 6 and the growth bounded
assumptions this means that every node in Ai+1(t) that has a router r such that
r.id[i] = H(obj)[i] has a reference 〈obj;Ui〉. In addition due to Corollary 1 the
set Ui that is written by xi is a set of nodes that are all inside Ai(t). Thus every
node in Ui will have a reference 〈obj;Ui−1〉. Therefore we have shown that once
a node containing 〈obj;U〉 is found then there is a path leading to t. In addition
at each step there is a flexibility of 1

2cM different nodes at each step thus a next
hop exists w.h.p. even in the presence of an independent probability f of failure
for every node.

The proof of the stretch factor and exact choice of δ is an adaptation of the
proof in [3] thus we only state the main theorem:

Theorem 1. The routing stretch is w.h.p. 1 + ε.
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Abstract. We consider the problem of assigning transmission powers
to the nodes of a wireless network in such a way that all the nodes
are connected by bidirectional links and the total power consumption is
minimized.

We present a distributed protocol, obtained by extending a con-
nectivity protocol recently appeared in the literature. The new ex-
tended protocol is obtained by using in a local, distributed fashion, well-
known centralized techniques for power minimization. The result is a
self-organization framework where a set of rules, implemented locally
at each node, guarantees global properties, i.e. connectivity and power
expenditure minimization.

Preliminary computational results are finally presented. They show
that the new extended protocol guarantees a substantial saving in the
total transmission power.

1 Introduction

Wireless sensor networks have received significant attention in recent years due
to their potential applications in battlefield, emergency disasters relief, and other
application scenarios (see, for example, Blough et al. [2], Chu and Nikolaidis [3],
Kirousis et al. [6], Lloyd et al. [8], Ramanathan and Rosales-Hain [13], Singh
et al. [15], Wan et al. [16] and Wieselthier et al. [17]). Unlike wired networks
of cellular networks, no wired backbone infrastructure is installed in wireless
sensor networks. A communication session is achieved either through single-hop
transmission if the recipient is within the transmission range of the source node,
or by relaying through intermediate nodes otherwise.

We consider wireless networks where individual nodes are equipped with om-
nidirectional antennae. Typically these nodes are also equipped with limited
capacity batteries and have a restricted communication radius. Topology con-
trol is one of the most fundamental and critical issues in multi-hop wireless
networks which directly affects the network performance. In wireless networks,
topology control essentially involves choosing the right set of transmitter power
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Fig. 1. Communication model

to maintain adequate network connectivity. Incorrectly designed topologies can
lead to higher end-to-end delays and reduced throughput in error-prone chan-
nels. In energy-constrained networks where replacement or periodic maintenance
of node batteries is not feasible, the issue is all the more critical since it directly
impacts the network lifetime.

In a seminal paper on topology control using transmission power control in
wireless networks, Ramanathan and Rosales-Hain [13] approached the problem
from an optimization viewpoint and showed that a network topology which mini-
mizes the maximum transmitter power allocated to any node can be constructed
in polynomial time in a centralized fashion, i.e. with the assumption that the
network is fully known to the centralized optimizer. This is a critical criterion
in battlefield applications since using higher transmitter power increases the
probability of detection by enemy radar. In this paper, we attempt to solve the
minimum power topology problem in wireless networks. Minimizing the total
transmit power has the effect of limiting the total interference in the network.

For a given set of transmitters spatially located in the network’s area (nodes),
the minimum power topology (MPT ) problem, sometimes also referred to as the
min-power symmetric connectivity problem, is to assign transmission powers to
the nodes of the network in such a way that all the nodes are connected by bidi-
rectional links and the total power consumption over the network is minimized.
Having bidirectional links simplifies one-hop transmission protocols by allowing
acknowledgement messages to be sent back for every packet (see Althaus et al.
[1]). It is assumed that no power expenditure is involved in reception/processing
activities.

Unlike in wired networks, where a transmission from i to m generally reaches
only node m, in wireless sensor networks with omnidirectional antennae it is
possible to reach several nodes with a single transmission (this is the so-called
wireless multi-cast advantage, see Wieselthier et al. [17]). In the example of Fig-
ure 1 nodes j and k receive the signal originated from node i and directed to
node m because j and k are closer to i than m, i.e. they are within the transmis-
sion range of a communication from i to m. This property is used to minimize
the total transmission power required to connect all the nodes of the network.
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Althaus et al. [1], Das et. al [4] and Montemanni and Gambardella [9], [10]
proposed exact algorithms for the problem. We refer the interested reader to
Montemanni et al. [12] for an overview, comprehensive of theoretical and ex-
perimental comparison, of these methods. All of these approaches are based on
mixed integer programming models, and all of them are designed to be run in a
centralized fashion, on a single computer with full knowledge of the network, i.e.
all the information about the network are assumed to be available at a central
processor (e.g. power required by each node to reach every other node of the
network). Turning into real world, it is very unlikely that all this knowledge is
available at the central processor, and even if this is true, there would be the
practical problem of transmitting optimal transmission powers to the nodes. For
these reasons distributed protocols, i.e. protocols that run at each node of the
network, with a partial knowledge of the network - namely the set of neighbors
of each node - have to be developed.

Some distributed protocols aiming to guarantee connectivity while minimiz-
ing the number of neighbors of each node (an indirect measure of the required
transmission power) have been proposed in the literature (see Glauche et al [5]
and Krause et al [7]). The aim of this paper is to extend these protocols ( that
will be briefly described in Section 4.1) in order to preserve connectivity, while
directly minimizing the total transmission power over the network.

The MPT problem is formally described in Section 2. Section 3 summarizes
an efficient method to solve the problem in a centralized fashion. This method is
embedded in the distributed protocol proposed in Section 4. This new protocol
can be seen as the power-aware extension of the protocol described in Glauche
et al. [5]. Experimental comparison of the original and extended versions of the
protocol can be found in Section 5, while Section 6 contains conclusions and
future work.

2 Problem Description

To represent the MPT problem in mathematical terms, a model for signal prop-
agation has to be selected. We adopt the model presented in Rappaport [14], and
used in most of the papers appeared in the literature (see, for example, Wieselth-
ier et al. [17] and Montemanni et al. [11], [12]). According to this model, signal
power falls as 1

dκ , where d is the distance from the transmitter to the receiver
and κ is a environment-dependent coefficient, typically between 2 and 4. Under
this model, and adopting the usual convention (see, for example, Althaus et al.
[1]) that every node has the same transmission efficiency and the same detection
sensitivity threshold, the power requirement for supporting a link from node i
to node j, separated by a distance dij , is then given by

pij = (dij)κ (1)

Technological constraints on minimum and maximum transmission powers of
each node are usually present. In particular they state that for each node i, its
transmission power must be within the interval [Pmin

i , Pmax
i ].
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The MPT problem can be formally described as follows. Given the set V
of the nodes of the network, a range assignment is a function r : V → R+.
A bidirectional link between nodes i and j is said to be established under the
range assignment r if r(i) ≥ pij and r(j) ≥ pij . Let now B(r) denote the set
of all bidirectional links established under the range assignment r. The MPT
problem is the problem of finding a range assignment r minimizing

∑
i∈V r(i),

subject to constraints on minimum and maximum transmission powers and to
the constraint that the graph (V,B(r)) must be connected.

As suggested in Althaus et al. [1], a graph theoretical description of the MPT
problem can be given as follows. Let G = (V,E, p) be an edge-weighted graph,
where V is the set of vertices corresponding to the set of nodes of the network and
E is the set of edges containing all the possible pairs {i, j}, with i, j ∈ V , i �= j,
that do not violate technological constraints on transmission powers. A cost pij is
associated with each edge {i, j}. It corresponds to the power requirement defined
by equation (1).

For a node i and a spanning tree T of G, let {i, iT } be the maximum cost
edge incident to i in T , i.e. {i, iT } ∈ T and piiT

≥ pij ∀{i, j} ∈ T . The power
cost of a spanning tree T is then c(T ) =

∑
i∈V piiT

. Since a spanning tree is
contained in any connected graph, the MPT problem can be described as the
problem of finding the spanning tree T with minimum power cost c(T ).

3 Centralized Approach

The approach discussed in this section aims to solve the MPT problem in a
centralized fashion, i.e. the full network is supposed to be known. When the
problem has been solved, the results (and the respective transmission powers for
all the nodes) would have to be communicated all around the network. This is
clearly impractical.

Notwithstanding the assumption about the full network knowledge, that can
appear very strong, and somehow unrealistic, the method remains of our in-
terest since it will be embedded within the distributed protocol described in
Section 4.1.

3.1 An Integer Programming Formulation

A weighted, directed graph G′ = (V,A, p) is derived from G by defining A =
{(i, j), (j, i)|{i, j} ∈ E} ∪ {(i, i)|i ∈ V }, i.e. for each edge in E there are the
respective two (oriented) arcs in A, and a dummy arc (i, i) with pii = 0 is
inserted for each i ∈ V . Power pij is defined by equation (1) when i �= j. In
order to describe the new integer programming formulation for MPC, we also
need the following definition.

Given (i, j) ∈ A, we define the ancestor of (i, j) as

ai
j =

{
i if pij = min{i,k}∈E{pik}
arg maxk∈V {pik|pik < pij} otherwise

(2)
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According to this definition, (i, ai
j) is the arc originated in node i with the

highest cost such that piai
j

< pij . In case an ancestor does not exist for arc (i, j),
vertex i is returned, i.e. the dummy arc (i, i) is addressed.

In formulation IP a spanning tree (eventually augmented) is defined by z
variables: zij = 1 if edge {i, j} is on the spanning tree, zij = 0 otherwise.
Variable yij is 1 when node i has a transmission power which allows it to reach
node j, yij = 0 otherwise.

(IP ) Min
∑

(i,j)∈A

cijyij (3)

s.t. yij ≤ yiai
j

∀(i, j) ∈ A, ai
j �= i (4)

zij ≤ yij ∀{i, j} ∈ E (5)
zij ≤ yji ∀{i, j} ∈ E (6)∑
i∈S,j∈V \S,{i,j}∈E

zij ≥ 1 ∀S ⊂ V (7)

yij = 1 ∀(i, j) ∈ A s.t. pij ≤ Pmin (8)
yij = 0 ∀(i, j) ∈ A s.t. pij ≥ Pmax (9)
zij ∈ {0, 1} ∀{i, j} ∈ E (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)

In formulation IP an incremental mechanism is established over y variables
(i.e. transmission powers). The costs associated with y variables in the objective
function (3) are given by the following formula:

cij = pij − piai
j
∀(i, j) ∈ A (12)

cij is equal to the power required to establish a transmission from node i
to node j (pij) minus the power required by node i to reach node ai

j (piai
j
).

In Figure 2 a pictorial representation of the costs arising from the example of
Figure 1 is given.

Constraints (4) realize the incremental mechanism by forcing the variable
associated with arc (i, ai

j) to assume value 1 when the variable associated with
arc (i, j) has value 1, i.e. the arcs originated in the same node are activated in
increasing order of p. Inequalities (5) and (6) connect the spanning tree variables
z to transmission power variables y. Basically, given edge {i, j} ∈ E, zij can
assume value 1 if and only if both yij and yji have value 1. Equations (7) state
that all the vertices have to be mutually connected in the subgraph induced by z
variables, i.e. the (eventually augmented) spanning tree. Constraints (8) and (9)
model minimum and maximum possible transmission powers. Constraints (10)
and (11) define variable domains.

In Montemanni and Gambardella [10] a set of facet defining valid inequali-
ties is presented. These inequalities, that are strongly based on the incremental
mechanism described by equations (2), (3) and constraints (4), are able to better
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Fig. 2. Costs for the mathematical formulation IP

define the polytope associated with the linear relaxation of IP , which is obtained
by substituting constraints (10) and (11) with the following ones:

0 ≤ zij ≤ 1 ∀{i, j} ∈ E (13)
0 ≤ yij ≤ 1 ∀(i, j) ∈ A (14)

Since methods to solve integer programs are based on the iterative refinement
of the solution of the linear relaxation, a tighter relaxation usually produces a
speed up. In Montemanni and Gambardella [10] it is shown that for the MPT
problem the speed up factor can reach 1200. For this reason it is convenient to
incorporate these extra inequalities into formulation (IP ).

3.2 The Exact Algorithm IEX

In this section we describe an algorithm which efficiently solves to optimality the
integer program IP (i.e. the minimum power symmetric connectivity problem).

It is very difficult to deal with constraints (7) of formulation IP , because
they are in a huge number. For this reason some techniques which leave some of
them out have to be considered. We present an iterative exact algorithm (IEX)
which in the beginning does not consider constraints (7) at all, and then adds
them step by step only in case they are violated.

In order to speed up the approach, the following inequality should also be
added to the initial integer problem IP :∑

{i,j}∈E

zij ≥ |V | − 1 (15)

Inequality (15) forces the number of active z variables to be at least
|V | − 1 - this condition is necessary in order to have a spanning tree - already
at the very first iterations of the algorithm.

The integer program defined as IP without constraints (7) but with inequal-
ity (15), is solved and the values of the z variables in the solution are examined.
If the edges corresponding to z variables with value 1 form a spanning tree then
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the problem has been solved to optimality, otherwise constraints (16), described
below, are added to the integer program and the process is repeated.

At the end of each iteration, the last available solution is examined and, if
edges corresponding to z variables with value 1 generate a set CC of connected
components with |CC| > 1, then the following inequalities are added to the
formulation: ∑

i∈C,j∈V \C, {i,j}∈E

zij ≥ 1 ∀C ∈ CC (16)

Inequalities (16) force z variables with value 1 to connect the (elsewhere
disjoint) connected components in CC to each other.

The IEX algorithm is summarized by the pseudo-code presented in
Figure 3:

IEX()
Build integer program IP;
sol := optimal solution of IP;
CC := connected components defined by

variables z of sol;
While (|CC| > 1)

Add inequalities (16) to IP;
sol := optimal solution of IP;
CC := connected components defined by

variables z of sol;
EndWhile
return sol.

Fig. 3. Pseudo-code for the centralized exact algorithm IEX

It is important to observe that the exact method discussed in this section is
able to solve to optimality, in reasonable time, problems with up to 50 nodes.
When the method is used in a distributed fashion - e.g. when it is used within
the protocol we will describe in Section 4.2 - the practical problems of interests
are sensibly smaller.

4 Distributed Protocols

Glauche et al. [5] conducted a detailed study showing that there is a very close
correlation between the (minimum) number of neighbors of the nodes of a net-
work and the probability of the network to be fully connected. In particular
they observed that this indicator (number of neighbors) is more interesting than
transmission power when connectivity issues are studied. Following this observa-
tion they propose a simple protocol able to provide full connectivity (with high
probability) with a much smaller total transmission power expenditure than
methods working directly on power.
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This protocol will be extended in order to locally optimize transmission pow-
ers while maintaining the good theoretical properties of the original protocol.
The original protocol is sketched in Section 4.1, while the new extended version
is presented in Section 4.2.

4.1 Protocol LMLD (Glauche et al. [5])

The LMLD (Local Minimum Link Degree) protocol has been originally proposed
in Glauche et al. [5]. It has been inspired by the following observation, motivated
by reasonings based on percolation theory. By exchanging so-called hello and
hello-reply messages each ad hoc node is able to access direct information only
from its immediate neighbors, defined by its links. The simplest local observable
for a node is the number of its links, which is equal to the number of its one-hop
neighbors. Based on this observable alone, a simple strategy for a node would
be to decrease/increase its transmission power once it has enough neighbors.
Consequently the target node degree should be defined by a parameter, that we
will refer to as ngb. A value of the latter has to be chosen such that all nodes
are part of one connected network and reflects the only external input to this
otherwise fully local link rule.

The simple protocol just lined out has two main drawbacks. The first one
is that the value of ngb must be very conservative in order to guarantee full
connectivity in case of clustered networks (with an undesired high density of
links in density populated areas as a side effect). The second drawback is that
the protocol does not take into account that links have to be bidirectional.

The idea introduced in Glauche et al. [5] elaborates on the protocol described
above, aiming to eliminate these drawbacks. In particular, upon setting up the
communication links to the other nodes, a node attaches to its hello message
information about its current link neighborhood list and its current transmis-
sion power. Starting with Pmin, the node increases its transmission power by a
small amount once it has not reached a minimum link degree ngbmin. Whenever
another node, which so far does not belong to the neighborhood list, hears the
hello message of the original node for the first time, it realizes that the latter
has too few neighbors, either sets its power equal to the transmission power of
the hello-sending node or leaves it as before, whichever is larger, and answers
the hello message. Now the original and new node are able to communicate back
and forth and have established a new link. The original node adds one new node
to its neighborhood list. Only once the required minimum link degree is reached,
the original node stops increasing its power for its hello transmissions. At the
end each node has at least ngbmin neighbors. Some have more because they have
been forced to answer nodes too low in ngb; their transmission power is larger
than necessary to obtain only ngbmin neighbors for themselves.

In Glauche et al. [5] it is shown that small values of parameter ngbmin (e.g.
10) already guarantee, from a theoretical and practical point of view, full con-
nectivity with probability almost 1 for very large networks (e.g. 1600 nodes).
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4.2 Protocol LMPT

Our aim here is to enrich the LMLD protocol described in the previous section
by introducing explicit transmission power minimization. In order to do this, we
need a little bit more of local information about neighbors, and a slightly more
articulated protocol. We will refer to this new protocol as the LMPT protocol,
which stands for Local Mimimum Power Topology protocol.

Similarly to the LMLD protocol sketched in Section 4.1, where each node is,
in turn, in charge of establishing links with ngbmin neighbors, here each node
is, in turn, in charge of local optimization. We will refer to this node as the
(temporarily) head node. It needs to know the list of neighbors (at the time
of the local optimization) for each of its ngbmin potential neighbors. Moreover,
each node has to send to the head node the power required to reach each one of
its neighbors (it collected these information while it incrementally increased its
power in order to reach a minimum number of neighbors or when it receives a
connection request by another node).

Once the head node has collected these information for the ngbmin nodes
(same parameter of LMLD protocol) closest to it, it solves the local optimization
problem involving itself and these nodes (details about the constructions of the
local problem are given below). In the meantime the nodes in its neighborhood
wait for the optimization to be concluded. At these point, according to the
solution of the optimization, the head node distributes the new neighbors lists
and the new transmission powers for its (current) neighbors. Once they receive
this information they update their state and lists.

The overhead introduced for information exchange (and for solving the local
optimization problem) is justified by the efficiency gained in terms of transmis-
sion power expenditure.

It is very important to stress that when the new protocol LMPT is applied, all
the theoretical results of Glauche et al, that guarantee connectivity “almost for
sure” for proper values of ngbmin, are still completely valid, since after the local
optimization has been concluded, each node is able to reach at least ngbmin

nodes, although now a multi-hop transmission could be necessary. The power
saving we guarantee is consequently directly related to the acceptance of multi-
hop transmission instead of direct one-hop transmissions only.

Figure 4 illustrates the algorithmic implementation of the distributed rule
in more detail. Initially, all nodes come with a minimum transmission power
Pi = Pmin and an empty neighborhood list Ni = ∅ (with the respective list of
required transmission powers Ii empty as well). All of them start in the receive
mode. Then, at random, one of the nodes switches into the discovery mode.
By subsequently sending Ask4Info messages and receiving replies, the picked
node increases its power until it has discovered enough neighbors to guarantee
connectivity with high probability. At this point it uses the collected information
to set up the optimization problem IP (see below) and solves it.

Once IP has been solved, the optimal solution of IP is distributed to the
set of neighbors that sent their information in order to set up problem IP . The
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LMPT()
Pi := P min

i ;
Ni := ∅;
ReceiveMode();
DiscoveryMode();
ReceiveMode();

DiscoveryMode()

P disc
i := P min

i ;
N disc

i := ∅;
Ii := ∅;
While ( P disc

i ≤ P max
i and |N disc

i | < ngbmin )

P disc
i := P disc

i (̇1 + Δ );
Ask4Info(i, P disc

i , N disc
i );

(j1, infoj1 , i), . . . := ReceiveInfo();
N disc

i := N disc
i ∪ {j1, . . . } ;

Update Ii according to infoj1, ...;
EndWhile
Create IP according to Ii;
Sol := Optimal solution of IP;
SendSol(i, N disc

i , sol);
Set Pi, Ni and Ii according to sol;

ReceiveMode()
(j, Pj , Nj) := ReceiveReq4Info();
If ( i /∈ Nj )

Pi := max(Pi, Pj);
infoi := combination of Ni and Ii;
SendInfo(i, infoi, j);
sol := ReceiveSol();
Set Pi, Ni and Ii according to sol;

EndIf

Fig. 4. Pseudo-code for the Local Minimum Power Topology (LMPT) protocol

head node can now set up its new transmission power Pi, its set of neighbors Ni

with the respective required transmission powers Ii.
The other nodes will use the information received to set up their power and

their new neighbor lists. The node returns then into the receive mode.
For simplicity we assume that only one node at a time is in the discov-

ery mode; furthermore, we assume the maximum transmission power Pmax to
be sufficiently large, so that each node is able to discover at least ngbmin

neighbors.
In the receive mode a node listens to incoming Req4Info messages. Upon

receipt of such a message, the node first checks whether it already belongs to
the incoming neighborhood list. If yes, the requesting node has already asked
before with a smaller discovery power and there is no need for the receiving
node to react. Otherwise, it updates its transmission power to max(Pi, Pj). Then
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it sends back information about its neighbors and the respective transmission
powers required to reach them. The node then waits for the head node j to solve
IP and collects the results. These results are used to update transmission power
Pi, the set of neighbors Ni and the respective transmission powers Ii.

Construction of the local mixed integer program IP. The set of nodes V
of the local IP for head node i is given by the elements of N disc

i , while power
requirements between nodes are set according to the following rule: if j ∈ V ∩Ni

then pij is given by the respective power requirement (contained in Ii), otherwise
pij := +∞. This last assignment is equivalent to state that node i will never
reach node j in the optimal solution of IP (since they are not aware of each
other and do not know the required power to reach each other). Another issue
has to be taken into account while setting up problem IP . In case there exists
a node j ∈ Nk\V, k ∈ N disc

i (j is not a neighbor of i, but j is a neighbor of
k, that in turn is a neighbor of i), we have to force k to keep transmitting to
j in order to ensure global connectivity. This can happen when k has already
been replying to Ask4Info messages before the current round. In the situation
depicted we have to force node k to reach (at least) node j. We then add the
following constraints to IP .

ykl = 1 ∀(k, l) ∈ A s.t. pkl ≤ pkj (17)

Constraints (17) are enough to keep the valid global properties that guarantee
connectivity with high probability for appropriate values of parameter ngbmin. It
is interesting to observe that they also reduce the complexity of IP (new facets
are added), making it easier to solve.

5 Preliminary Experimental Results

In this section we aim to compare the results obtained by the distributed protocol
described in Glauche et al. [5] with those of the power-aware LMPT protocol,
discussed in Section 4.1.

The following three indicators are taken into account for the comparison:

– Total transmission power: the sum of the transmission power of all the
nodes of the network;

– Average number of neighbors: the average number of connections each
node has to maintain in the solution generated by the protocols. This indi-
cator is important because having too many neighbors leads to problematic
communications due to the resulting high noise over the network;

– Maximum number of neighbors: the maximum number of connections
a node within the network has to maintain.

Is is important to stress that in the comparison we do not take into account
the overhead generated by the extra operations carried out by the new LMPT
protocol. This overhead is however marginal, and can be reduced to the extra
transmission power dissipated when information about (old and new) neighbors
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Table 1. Homogeneous networks. Averages over 50 networks

LMLD ([5]) LMPT Gain (%)

Total transmission power 2.547 1.403 44.92
Average number of neighbors 7.085 2.879 59.36

Maximum number of neighbors 12.317 7.683 37.62

Table 2. Multifractal networks. Averages over 50 networks

LMLD ([5]) LMPT Gain (%)

Total transmission power 4.311 2.047 52.44
Average number of neighbors 8.320 3.393 59.22

Maximum number of neighbors 14.146 9.334 34.02

Table 3. Manhattan networks. Averages over 50 networks

LMLD ([5]) LMPT Gain (%)

Total transmission power 3.417 0.618 81.91
Average number of neighbors 11.890 3.514 70.45

Maximum number of neighbors 24.789 12.684 48.83

are exchanged within the local neighborhood of each node. However this overhead
is very marginal, since the extra operations are carried out only once when the
network is established.

The network topologies considered are those already adopted in Glauche et
al. [5]. Namely, we consider homogeneous, multifractal and Manhattan topolo-
gies. We refer the interested reader to Glauche et al. [5] for details about these
topologies and how to generate the networks. All the networks considered here
have 1600 nodes, path loss exponent κ = 2 and are generated according to [5].
Parameter ngbmin, that defines the minimum number of neighbors of each node,
has been set to 6 for homogeneous networks, to 7 for multifractal networks and to
10 for Manhattan networks. These value are those suggested in [5] and guarantee
full connectivity with probability almost 1.

Average results of the indicators over 50 networks are summarized in Tables
1, 2 and 3 for the three families of networks considered. Percentage gains achieved
by the extended protocol LMPT also appear in the tables.

For all the experiments reported in Tables 1, 2 and 3 the use of the extended
protocol LMPT brings a substantial gain over protocol LMLD, in terms of
both the total transmission power and the number of neighbors (average and
maximum).

In particular the most impressive results have been obtained on Manhattan
networks (Table 3), where the gains for the three indicators are in the order of
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81.91 %, 70.45 % and 48.83 % respectively. These results are due to the intrinsic
characteristics of these networks, that in fact are critical cases for the original
protocol presented in [5].

We can conclude that the results are indeed very encouraging and they com-
pletely justify the marginal overhead generated by the extra operations carried
out by the extended protocol LMPT .

6 Conclusions and Future Work

In this paper we have considered the problem of assigning transmission powers
to the nodes of a wireless network in such a way that all the nodes are connected
by bidirectional links with probability almost 1 and the total power consumption
is minimized.

We have presented a distributed protocol, which can be seen as the power-
aware extension of a protocol recently appeared in the literature. The extended
protocol uses a well-known centralized technique for power minimization in a
local, distributed fashion. An important characteristic of the new protocol is
that all the nice theoretical and experimental properties about connectivity of
the original protocol, can be directly transferred to it.

Preliminary computational results are very encouraging, and our future work
will be in the direction of assessing more in detail the potentialities of the new
approach, both from a theoretical and experimental point of view. In particular
it will be very interesting to compare the quality, in terms of power consumption,
of the solution computed by the power-aware distributed protocol we propose,
with the theoretical optimal solution, obtained by assuming full knowledge of
the network at a centralized location.
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Abstract. Virtual path management in dynamic networks poses a num-
ber of challenges related to combinatorial optimisation, fault and traffic
handling. Ideally such management should react immediately on changes
in the operational conditions, and be autonomous, inherently robust
and distributed to ensure operational simplicity and network resilience.
Swarm intelligence based self management is a candidate potentially able
to fulfil these requirements. Swarm intelligence achieved by cross entropy
(CE) ants is introduced, and two CE ants based path management ap-
proaches are presented. A case study of a nation wide communication in-
frastructure is performed to demonstrate their abilities to handle change
in network traffic as well as failures and restoration of links.

Keywords: Cross-entropy, Swarm intelligence, Ant-based optimisation,
elite CE ants, Network management, Resilience.

1 Introduction

Paths between all source destination pairs in a communication network should
be chosen such that an overall good utilisation of network resources is ensured,
and hence high throughput, low loss and low latency achieved. At the same time
the set of paths chosen must enable utilisation of the available spare capacity in
the network in such a manner that a failure results in a minimum disturbance
of the directly affected traffic flows as well as other traffic flows in the network.
The combinatorial optimisation aspects of this task are typically NP-hard, see for
instance [1]. Nevertheless, considerable knowledge has been acquired for planning
paths in networks [2]. Establishment of virtual path layouts and deployment of
backup paths are issues discussed in this paper. Insight and practical methods
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for obtaining such paths by mathematical programming are available. For an
overview, see the recently published book by Piro and Medhi [2] and references
therein. Several stochastic optimisation techniques which may be used to address
these kinds of problems, have been proposed [3, 4, 5, 6]. However, common to
these are that they deal with path finding as an optimisation problem where the
“solution engine” has a global overview of the problem and that the problem is
unchanged until a solution is found. This differs from the requirement that path
management should be truly distributed and adaptive. On the other hand, one
should be aware that applying truly distributed decision-making typically yields
solution which are less fine tuned with respect to optimal resource utilisation.

In addition to finding good paths, proper path management requires that: a)
the set of operational paths should be continuously updated as the traffic load
changes, b) new paths should become almost immediately available between
communication nodes when established paths are affected by failures, and c)
new or repaired network elements should be put into operation without unnec-
essary delays. Near immediate and robust fault handling advocates distributed
local decision-making on how to deal with failures. This is reflected by the com-
monly applied protection switching schemes in today’s telecommunication net-
works, e.g. in SDH and ATM [7, 8]. Typically two (or more) disjoint paths are
established, one serving as a backup for the other. Protection switching requires
preplanning, is rather inflexible and is not very efficient in utilising network re-
sources. Shortest path, distance vector and policy based routing as applied in the
Internet, is distributed, have local decision-making and applies to some degree
planning inherent in the network, see for instance [9]. However, routes (paths)
are restored after a failure, which may incur a substantial delay before traffic
flows along a route are fully reestablished. Furthermore, it is not unusual that
Internet operators use static link weights. This requires preplanning and lessens
the adaptivity. In general, making plans that are able to cope efficiently with
every combination of traffic load and network state is difficult, if at all possible.

Schoonderwoerd & al. introduced the concept of using multiple agents with a
behaviour inspired by ants to solve problems in telecommunication networks [10].
The concept is known as swarm intelligence [11] and has been pursued further
by others, see for instance [12, 13, 14] and references therein. Self-management by
swarm intelligence is a candidate to meet the aforementioned requirements and
to overcome some of the drawbacks of the current path and fault management
strategies. This is elaborated further in Section 2. For dealing with path manage-
ment in communication networks we have developed the CE ants (cross-entropy
ants) which are based on Rubinstein’s method for stochastic optimisation [6].
CE ants and their application in two path management approaches are presented
in Section 3. The first approach, adaptive paths, presented for the first time in
this paper, applies a stochastic routing scheme and is promising with respect
to robust and adaptive forwarding. In Section 4, a case study demonstrates the
adaptive abilities of the two CE ants based path management approaches. The
approaches are confronted with a changing traffic load as well as failures and
restorations of links in the network. This demonstration is one of the original
contributions of the paper. Some concluding remarks are given in Section 5.
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2 Position on Path Management

Being able to transfer addressed information between sources and destinations
is the prime function of a communication network, and hence, how to find a way
for the information through the network is one of the most salient issues in net-
work architecture and operation. How this has been done throughout history is a
trade-off between requirements and available technology. We raise the question:
is self-management by emergent behaviour a viable approach to path finding in
future networks, meeting the requirement of an integrated multi-service trans-
port network? Paths are in this context both explicit paths as virtual connections
realized for instance by multiprotocol label switching (MPLS), [15], and implicit
paths given by for instance open shortest path first (OSPF) routing tables, [9].

To substantiate our position on this question we first introduce the main
objectives of routing/path management in networks, discuss basic architectural
issues and outline two alternative algorithms and their rationale with respect
to management. Details and the performance of these algorithms are presented
later in the paper.

By path management we address medium length temporal characteristics of
network, i.e., how to use the available network resources to establish paths that
best meet the requirements of the offered traffic on a time scale in the range
from 100 ms to some hours. Long term planning, involving installation and
rearrangement of physical equipment, is outside the scope of path management
together with the short term management issues dealing with the real time
characteristics of the individual flows. The objective of path management may
be summarised by the following obviously interrelated items.

Path Finding Ability. This is the obvious objective; if a path exists between
a source and a destination in a network, it should be found. There may be
additional objectives to find multiple node and/or link disjoint paths for better
resource utilisation and resilience.

Resource Utilisation. The network resources should be used efficiently. The
exact interpretation of efficiency will depend on the QoS objectives of the net-
work, e.g., be close to some optimal value with respect to traffic carried (or
operator income) when constrained by QoS requirements. The efficiency should
be maintained under changes in the loading of the network, in the topology
and in the capacities of the network elements, i.e., adaptivity is mandatory for
efficient resource utilisation.

Resilience. If feasible, the dependability requirements of the service provided
should be met in terms of availability, reliability and down time. In some services,
the temporal aspects, e.g. continuity of service or negligible down times, are
of great importance. A prerequisite for resilient services is the resilience of the
management system itself, i.e., it should be robust to failures of network elements
as well as loss of management information due to failures and overload.

Priorities and Fairness. Common to most networks is that they should pro-
vide a fair service, i.e., all users (or traffic flows) having the same “status”,

m
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should statistically receive the same QoS. Future networks will carry a vari-
ety of services with highly differing dependability requirements and importance
(end-users’ willingness to pay). In these networks, the management system has
to implement priorities to deal with an offered load exceeding the capacity and
with failures, while maintaining a generally high resource utilisation.

There are two major design axis for management systems, a spatial axis, i.e.,
degree of centralisation or distribution, and a temporal axis, i.e., the degree of
preplanning. It would be too lengthy to go into detail on various solutions, so
the discussion is limited to establishing the main pros and cons of the various
options.

Centralisation has the advantage that decisions may be based on a global
view, and hence, in theory, better decisions with respect to resource utilisation
and priorities may be made. Its drawback is that it is vulnerable since central-
isation yields a single point of failure, and since these systems have to rely on
a potentially partially overloaded or failed network for extraction of measure-
ments and status information, as well as for dissemination of control information.
Centralised decision-making may also be slow due to a long decision cycle. Dis-
tribution tends to yield poorer resource utilisation, but has a potentially better
resilience. preplanning is needed to be able to rapidly respond to network element
failures, e.g. by protection switching, and may be used to deal with anticipated
changes in the load, e.g. daily variations. For long term preplanning, it is im-
possible to plan for all eventualities making it necessary to plan for ranges of
eventualities which may result in more costly solutions. On the other end of the
scale, we have the reactive systems. Their drawback is the restoration time, i.e.
the inability to provide continuity of service shortly after a failure. To avoid
the extremes we advocate short term planning, dynamically making contingency
plans for the current network state and load, or a pro-active preparation for a
fast restoration, cf. Section 3.1.

In the public telecom networks, primarily designed for telephony, preplanned
protection switching schemes (with a distributed implementation) is typically
used to achieve fast fault management. This scheme is rather inflexible and
costly in terms of spare equipment. It is combined with otherwise centralised
management to obtain high resource utilisation and control of delays and loss.
The Internet, which has its architecture governed by the requirement to survive
a nuclear attack, has an inherent robustness in part achieved by distributed path
finding. Resilience is the prime objective, while QoS is less focused. The major
drawback of the Internet approach is the relative long time needed for restoration
after failures, which results in missing ability to provide continuity of service
when failures occur. Another issue is that fixed link costs are typically used in
the routing algorithms, and hence, the ability to adapt the flows in the network
to changes in the load is restricted. MPLS and the generalised multiprotocol label
switching (GMPLS) for management of underlaying circuit switched networks,
have been introduced as means that may be used to overcome these drawbacks.
However, the tendency is toward using (G)MPLS based on “off-line” centralised
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preplanning and thereby missing some of Internet’s inherent robustness and
adaptivity.

It is our research hypothesis that self-management of path finding by emer-
gent behaviour has the potential to provide the advantages of both these ap-
proaches, inherent robustness and adaptivity, a good resource utilisation as well
as continuity of service by protection-like schemes or pro-active path routing
schemes. A drawback is that in order to achieve this, determinism is sacrificed. To
support this hypothesis we have developed an emergent path finding algorithm
based on the CE ants approach to stochastic optimisation [6], and performed
extensive experiments on two variants of self-management algorithms with de-
creasing “designedness” in order to meet the continuity of service objective. The
primary backup scheme has as its prime objective to establish disjoint pri-
mary and backup (MPLS) paths for (all) source destination pairs. The primary
and backup paths are to be established such that backup-paths reuse network
resources without preventing (due to overload) the scheme to provide continuity
of service when a network element fails. Its main pro is the explicit knowledge
of the immediately restorable traffic. Its scalability for increasing network sizes
and complex priority schemes is not yet investigated. The other approach is the
adaptive path scheme, which has stochastic paths for all source destination
pairs in all nodes of the network. This approach will pro-actively provide alter-
native paths in case of failure. Its main pros are simplicity and fast adaption
to major chances in the network. It lacks, however, the ability to give explicit
indication of the fraction of traffic that will experience continuity of service. Dif-
ferentiation or priority is also difficult to provide. In order to substantiate our
position, the remainder of the paper will present, compare and discuss these two
schemes in the context of the objectives listed at the beginning of this section.

3 Cross Entropy Ants (CE Ants)

The CE ant system which forms the foundation for the work presented in this
paper, is a swarm intelligent system originally inspired by the foraging behaviour
of ants, as outlined in the introduction. The overall idea is to have a number
of simple ant-like mobile agents iteratively search for paths in a network. An
ant, having found a path, backtracks and leaves markings, denoted pheromones,
resembling the chemicals left by real ants during ant trail development. The
strength of the change in markings depends on the quality of the path found.
Hence, nodes hold distributions of pheromones pointing toward their neighbour
nodes. A new ant in its searching phase visiting a node selects the next node
to visit stochastically based on the pheromone distribution seen in the visited
node. Using such trail marking ants, together with evaporation of pheromone, the
overall process converges quickly toward having the majority of the ants follow
a single trail that tends to be a near optimal path. The behaviour of the cross
entropy ants, to be presented in Sections 3.2 to 3.4, is in addition to mimicking
ants in nature, founded in Rubinstein’s method for stochastic optimisation [6].

Self- anagement of Virtual Paths in Dynamic Networksm
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Due to space limitation, the rest of this section presents only an outline of the
CE ant system. For details readers are referred to [14].

The path management strategy implemented by the ants is governed by how
the “quality of a path found” is determined. We denote this quality (or the
lack of quality) cost. Traffic streams between pairs of nodes in the network is
indexed by m. A path for this stream found by the t’th ant is denoted πm

t . A link
connecting two adjacent nodes i, j has a link cost Lij . The link cost is chosen
to a measure appropriate for the problem at hand. It may for instance be in
terms of incurred delay by using the path, ”fee” paid to the operator of the link,
a penalty for using a scare resource like free capacity, etc., or a combination of
such measures. The link cost may depend on the traffic stream to be carried and
when the cost is observed. If this is the case the cost observed by the t’th ant is
denoted Lm

t,ij . The cost function, L, of a path is the sum of the link costs, i.e.

L(πm
t ) =

∑
ij∈πm

t

Lm
t,ij (1)

3.1 Management Strategies

The management strategy should be reflected in the cost function determining
the cost for the individual ants. Below two such strategies and their correspond-
ing cost functions are presented.

Primary Backup. This strategy is designed to provide soft guarantees for re-
taining service under single link failures. This is done by finding pairs of mutually
disjoint primary and back-up paths. Hence, the ants seeking primary paths and
backup paths should detest each other. The capacity of the primary paths will
be used in fault free operation, and ants finding primary paths should detest
each other if using a common link would cause overload. The capacity on the
back-up paths will be allocated and shared with other backup paths. Backup
paths having primary paths with common links should also avoid using common
links in the backup path that may be overloaded if the common primary link
fails. The cost function should give high penalty to the primary backup paths
where the accumulated traffic demand exceeds the capacity of at least one link.
Hence, a penalty related to the approximate expected potential link overload,
including the above mention detestation, is chosen as the link cost. The primary
backup link cost expression relating to stream mr,where r indicates rank of path
(r = 0 ⇒ primary and r = 1 ⇒ backup), has the following structure:

Lmr
t,ij = S

⎡⎣am +
∑

∀ns: ij∈πns
t

Pns
t,ij V ns

t,i Qns
t,mr

an − cij

⎤⎦ (2)

where am, and an represent the load put by streams m and n, and cij capacity
available on link ij. Pns

t,ij is the probability that an ant ns of rank s (s = 0 ⇒
primary and s = 1 ⇒ backup) for stream n will follow link ij when it visits
node i, and V ns

t,i is the probability that ant ns visits node i. The factor Pns
t,ijV

ns
t,i
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indicates the likelihood, at the current state of the emerging process, that the
actual link will be chosen as a path for stream n. These quantities are derived
directly from pheromone levels in node i. Qns

t,mr
is a weight function controlling

the intensity of the detestation. S[...] is a smoothening function ensuring Lmr
t,ij >

0. For details see [13].

Adaptive Path. This strategy is designed for fast restoration and adaptivity
to both link failures and change in traffic loads. Hence, the cost function should
be sensitive to the carried traffic, which makes a delay based link cost measure a
natural choice. The link cost measure includes both the queueing and processing
delay in a node, and the transmission delay of a link. The link cost measure for a
link in a path for stream m is therefore Lm

t,ij = dm
t,ij , where dm

t,ij is average delay
induced by the link ij measured in the short time period between ant tand the
succeeding ant traversing linkij.

3.2 The Cross Entropy Method

In [6] Rubinstein presents an algorithm for iteratively finding optimal solutions
to hard combinatorial problems. It stems from the recognition of that finding the
optimal solution by random selection is an extremely rare event. For instance,
the probability of finding the shortest Hamiltonian cycle in a 26 node network is
1

25! ≈ 10−26. Hence, a successive importance-sampling-like technique is used to
increase the probabilities of finding good solutions. In our context, his approach
may be regarded as a centralised search for a single best path in a network. For
the sake of presentation, the cross entropy (CE) method is summarised with the
above “ant terminology” with the modification that t is now interpreted as a
batch of N ants rather than a single ant, cf. step 2 below. Hence Rubinstein’s
algorithm is batch oriented.

The total allocation of pheromones in a network is represented by a prob-
ability matrix Pt where an element Pt,ij reflects the normalised intensity of
pheromones pointing from node i toward node j. An ant’s stochastic search for
a sample path resembles a Markov Chain selection process based on Pt. By im-
portance sampling in multiple iterations Rubinstein alters the transition matrix
(Pt → Pt+1) and increases, as mentioned, certain probabilities such that ants
eventually find near optimal paths with high probabilities. Cross entropy is ap-
plied to ensure efficient alteration of the matrix. To speed up the process further,
a performance function weights the path qualities such that high quality paths
have greater influence on the alteration of the matrix, cf. step 2 below. Rubin-
stein’s CE algorithm has 4 steps. The indexes m and r are omitted since a single
path and single kind of ant is considered:
1. At the first iteration t = 0, select a start transition matrix Pt=0 (e.g. uni-

formly distributed).
2. Generate N paths from P t. Calculate the minimum parameter γt, denoted

temperature, to fulfil average path performance constraints, i.e.

min γt s.t. h(Pt, γt) =
1
N

N∑
k=1

H(πk, γt) > ρ (3)

Self- anagement of Virtual Paths in Dynamic Networksm
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where H(πk, γt) = exp(−L(πk)/γt) is the performance function returning
the quality of path πk. L(πk) is the cost of using path πk as in Section 3.1,
and 10−6 ≤ ρ ≤ 10−2 is a search focus parameter. The minimum solution
for γt implies a certain reinforcement (dependent on ρ) of high quality paths
and produces a minimum average h(Pt, γt) > ρ over all path qualities in the
current batch of N paths.

3. Using γt from step 2 and H(πk, γt) for k = 1, 2..., N , generate a new transi-
tion matrix Pt+1 which maximises the “closeness” (i.e. minimises distance)
to the optimal matrix, by solving

max
Pt+1

1
N

N∑
k=1

H(πk, γt)
∑

ij∈πk

lnPt+1,ij (4)

where Pt+1,ij is the transition probability from node i to j at iteration t+1.
The solution of (4) is shown in [6] to be

Pt+1,ij =
∑N

k=1 I({i, j} ∈ πk)H(πk, γt)∑N
l=1 I({i} ∈ πl)H(πl, γt)

(5)

where I(X) = 1 if X = true, 0 otherwise. (5) results in a minimised cross
entropy between Pt and Pt+1, and ensures an optimal shift in probabilities
with respect to γt and the performance function.

4. Repeat steps 2-3 until H(π̂, γt) ≈ H(π̂, γt+1) where π̂ is the best path found.

3.3 Distributed Cross Entropy Method

In [16] a distributed and asynchronous version of Rubinstein’s CE algorithm is
developed, today known as CE ants. By a few approximations, (5) and (3) may
be replaced by autoregressive counterparts based on

Pt+1,ij =
∑t

k=1 I({i, j} ∈ πk)βt−kH(πk, γt)∑t
l=1 I({i} ∈ πl)βt−lH(πl, γt)

(6)

and
min γt s.t. h

′
t(γt) > ρ (7)

where

h
′
t(γt) = h

′
t−1(γt)β + (1− β)H(πt, γt) =

1− β

1− βt

t∑
k=1

βt−kH(πk, γt)

and where β ∈ 〈0, 1〉 (typically close to 1) controls the history of paths re-
membered by the system (i.e. replaces N in step 2). See [16] for details on the
auto-regression. Step 2 and 3 in the algorithm can now be performed immedi-
ately after a single new path πt is found (i.e. t again represents the t’the ant),
and a new probability matrix Pt+1 can be generated. Hence CE ants may be
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viewed as an algorithm where search ants evaluate a path found (and calculate
γt by (7)) right after they reach their destination node, and then immediately
return to their source node backtracking along the path. During backtracking,
pheromones are placed by updating the relevant probabilities in the transition
matrix, i.e applying H(πt, γt) through (6).

Due to the compact autoregressive schemas applied in a CE ant system,
the system becomes both computationally efficient, requires limited amounts of
memory and is simple to implement.

3.4 Elite CE Ants

In [17] elitism is introduced in the CE ants system. The new system, denoted elite
CE ants, performs significantly better in terms of the number on path traversals
required to converge toward a near optimal path. The kind of contribution an
ant makes depends on the cost of the path it has traversed relative to the cost
of paths found by other ants. All ants contribute in updating the temperature
γt as in (7). However, a limited set of ants, denoted the elite set, updates a
different temperature γ∗

t . Only ants belonging to the elite set backtrack their
paths and update pheromones applying H(πk, γ∗

t ) in (6), and hence, reducing
the total number of backtracking traversals and pheromone updates.

The criterion for determining if an ant is in the elite set is based on the fact
that the best solutions in the CE ants method relates to ρ through e−L(πt)/γt > ρ,
cf. step 2 in Section 3.2. The elite criterium of (8) is a rearrangement of this
relationship. An ant is considered an elite ant if the cost of the path found by
the ant satisfies

L(πt) < −γt ln ρ (8)

Note that the temperate γt updated by all ants is applied in (8). Hence, when
removing parts of the search space which enables elite ants to find their paths,
e.g. by a link breakdown in the best path found, the temperature γt will increase
and allow ants with higher path costs to perform pheromone updates. Hence
dynamic network conditions are handled. Note also that the elite criterium does
not introduce any additional parameters. It is self-tuning.

4 Case Studies of a National-Wide Internet Topology

In order to demonstrate the effect of the swarm-based path management ap-
proaches, case studies are carried out based on a topology extracted from a
national-wide Norwegian Internet provider. In this section the simulation cases
are described, and results are given from the studies of adaptivity and robust-
ness of the primary-backup and adaptive path strategies. A few comments on
the efficiency, i.e. the management overhead relative to its reactiveness, are also
included. As previously mentioned, relative to more traditional centralised path
finding schemes under static conditions, we expect to loose some “performance”,
but not necessary too much [16].

Self- anagement of Virtual Paths in Dynamic Networksm
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Fig. 1. The network topology in case studies

4.1 The Simulation Case Description

The network in Figure 1 consists of a core network with 10 core nodes in a
sparsely meshed topology, ring based edge networks with a total of 46 edge nodes,
and dual homing access network with 160 access nodes. The relative transmission
capacities are 1, 1/4 and 1/16 for core, edge and access links, respectively. In
the processing delay in the nodes only includes the variable queueing delay as a
function of the load level.

The path management of 10 separate paths is studied in details. The paths are
exposed to network link failures, drops of management information, and changes
in offered traffic loads. The terminal nodes, i.e. the ingress and egress nodes, of
the 10 paths are all access nodes. Each path is routed through an edge and the
core network. The average load, ρ, is the link utilisation of every link of the
paths through the network. The traffic is routed according to the (multi) paths
provided by the management algorithm. This traffic represents the background
traffic and is added to study how the algorithm reacts to load variations. In
order to stress the algorithm and create instabilities, the load changes are in
significant steps, see Table 1. All results in the following are from 10 simulation
replications.

The objective is to study the transient behaviour, i.e. the adaptivity and ro-
bustness, of this distributed management approach. Hence, the dynamism sim-
ulated are specific, and abrupt, changes in the network environments. The main
observations from these experiments are given in the following.
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4.2 Adaptivity

In order to test the adaptivity of the path management approach, a scenario
with changes in traffic pattern and load level, and changes in structure (link
failures and restorations) is defined. The details of the 9 phases of the scenario
are given in Table 1.

Adaptive Path Strategy. The results presented in Figure 2 are the average
cost values from 10 simulation replications over the 9 phases. The results are
from 3 of the 10 paths, selected from the paths that are affected by at least
one of the changes in network conditions given in Table 1. There are three main
observations from the series of simulation experiments.

1. The adaptive path strategy will switch to an alternative path almost im-
mediately. This will in some cases cause a transient decrease in the quality
(e.g. delay) but not necessary an interruption of the transport service. As
an example, follow the path VC1. When a core link fails (phase 5 to 6), a
sudden increase in the cost value of VC1 is observed because the preferred
path is no longer available. An alternative path is immediately available.
The elite CE ants continue to search for better paths. In this experiment the
alternative eventually found in phase 6 has the same cost value as the best
in phase 5. If a prescribed upper bound on the delay of the transport service
relying on the VC, the service will not be conform with the requirements
and hence unavailable. E.g. if this delay bound is 200 ms (see horizontal grid
line in Figure 2), the VC2 will at start of phase 3 and 5 experience a short
interruption of the transport service. Measuring the unavailability, U , as the
relative time with delay above 200, this gives UV C1 = 0.036, UV C2 = 0.022,
and UV C3 = 0.0 for this simulation experiment. This unavailability can be
reduced by increasing the number of updating messages per time unit, but
this will increase the overhead of the management function.

2. If the increase in traffic load causes an overload on a link, the load sharing
property of the adaptive path strategy will resolve this rather quickly. E.g.

Table 1. Dynamic scenario for testing of adaptivity

Phase Average load, ρ Link events Comments
- 0 - Exploration phase

1 0 - Initial topology

2 0.3 - Increased load

3 0.6 - Increased load

4 0.3 - Decreased load

5 0.9 - Sign. increase in load

6 0.9 Down [4,8], [6,8], [1,2] Core links failed

7 0.9 Down [3,20], [1,42], [7,55], [3,22] Edge links failed

8 0.9 Down [19,86] Access link failed

9 0.9 Restored [19,86] Access link restored

Self- anagement of Virtual Paths in Dynamic Networksm
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Fig. 2. Adaptive path strategy: adaptivity in dynamic environment

the sudden increase in traffic load of VC2 from 30 to 90% (phase 4 to 5)
will cause a sudden peak in the cost value because one of the access links is
overloaded. But, after a while (during phase 5), a new and good solution is
found.

Primary Backup Strategy. Figure 3 shows the results from the most illustra-
tive simulation out of 10 replications applying the primary backup strategy for
the scenario describe above. The cost of the operational paths for three selected
VCs during the phases 5-9 are plotted. An operational path is either a primary
or a backup path. The cost value function for the primary backup strategy is
not sensitive to the carried load and hence the phases 1-5 from Table 1 are in-
distinguishable and represented by phase 5 in Figure 3. The cost value indicated
at the y-axis is the loss penalty, as specified in Section 3.1. Note that the loss
penalty is greater than 0 even if no traffic is lost. This is due to smoothening
function in (2). Two lessons learned from the experiments are emphasised.

1. A switch-over from a disconnected operational path to an alternative path,
either by protection switching (primary to backup) or by restoration (pri-
mary to a new primary), will cause an interruption of service. E.g. observe
the behaviour of VC2. After the core link failure at the beginning of phase 6,
the primary path of VC2 is disconnected and VC2 is broken (regarded as
down time). After a short period, the backup path takes over and is made
operational. The backup path, which has a higher cost value, is operational
until a new good primary path is found (primary is restored) at the end
of phase 6. For VC1, the failed primary path at the beginning of phase 6
is quickly restored to a new primary path of equal cost (hence no shift in
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the curve in Figure 3), i.e. the restoration mechanism reacts faster than the
protection switching mechanism. Again, from phase 7 to 8, the operational
primary path becomes unavailable, but is very quickly restored to a new
primary path (space between the vertical start-line of phase 8 and the cost
curve for VC1 is almost not observable). Again restoration is faster than
protection switching. The reason is that the nodes contains (in pheromone
values) alternative primary paths that are almost immediately available, at
least quicker than switching to the protection, or backup, path. The cost
value is increased because the new best path needs extra hops to establish
a path from the ingress to the egress node. Also for VC3 restoration works
faster than protection switching, however as observed in the beginning of
phase 7 a more significant (and visible) delay is experienced, i.e. a down
time, before a new primary path is found.

2. Explicit link failure notification will improve the path availability by making
the protection switching mechanism more reactive. In the current implemen-
tation, no explicit notification of link failure is given to the ingress node of
the path. The switch-over from primary to backup is triggered by a signif-
icant increase in the elite selection criterion from E.g.. (8) in Section 3.4.
This type of “ant driven” failure reporting is robust, but may be inefficient
because more than one ant is required to trigger and update. Even so, down
times for VC1, 2 and 3 are short. The unavailabilities are UV C1 = 0.0003,
UV C2 = 0.012 , and UV C3 = 0.018.

4.3 Robustness

To test the robustness of the strategies two critical kinds of events are studied.
First, loss of information packages (i.e. ants), and secondly, loss of information
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(i.e. pheromone values) in a node Nc along a specific primary path. As in previous
experiments, we have studied the performance of the 10 paths using both the
adaptive and primary backup path strategies.

In the first series of experiments, the management information was lost in
all phases of the experiments, also in the exploration and transient phases. The
strategies performed as if the number of ants where reduced and therefore the
convergence rate was reduced, which is a desired and very robust behaviour in-
deed. The second series of experiments introduced failures after a path is estab-
lished. These results for both loss of information packages and loss of information
in a node are reported in this section.

Loss of Information Packages. The ants are dropped on a specific interface
that is a part of the preferred path for ingress node 194 and egress node 84. One
of the interfaces of this path drops packets with a probability pd. When pd = 1
this is similar to a link failure and the method reacts as described in previous
section. When pd < 1 at least some of the searching (forward) and updating
(backward) ants will get through and the pheromone values are updated. For
the adaptive path strategy, if a single best path exists, it will remain the best
even with pd > 0. The reason is that the cost function does not reflect this
performance degradation. However, when there are several paths with the same
best value, the paths with packet loss will be updated less frequent than the
paths without failure, and hence their pheromones will evaporate relative to the
paths with less, or no, loss of ants.

Loss of Information. The second simulated failure mode is deleting all the
pheromone values, i.e. removing all routing information in a specific node. This
means that all interfaces of this node are affected. The specific node studied is a
core node with 9 edges (interfaces). This node holds routing information about
the preferred paths for 2 out of 10 VCs. When the routing information is removed,
it means that an ant (and the data traffic) will be routed randomly according to
a uniform distribution over the 9 available interfaces. The probability of deleting
pheromones is pf = 0.05, which corresponds to that on average every 20th ants
will meet an empty routing tables in this node. The main observation is that
the best paths are retained and that loosing all routing information in one single
node only causes minor problems. After very few ants (less than the average
20 in between node failures) the routing table is restored. This is because the
neighbour nodes contain sufficient information to avoid an extensive exploration
to re-establish the routing tables again. The adaptive strategy is more robust
than the primary backup strategy because no explicit resource reservation and
establishment of path is necessary. The primary backup strategy will suffer from
the same problems as standard MPLS LSP management with respect to loss of
soft state establishment (LSP) messages.

Based on the experiments in this section, it seems that both methods are robust
to random loss of information packages (ants) and to loss of routing information
(pheromones). In both cases, the paths are retained or restored quickly, without
loss of consistency. As a general comment, the adaptive strategy seems robust to
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the random loss of any management information. This strategy is less sensitive
to loss of specific control packets like the routing updates messaged, or LSP
establishment messages you find in primary backup path strategy and in MPLS.
The adaptive path strategy relies on small but redundant pieces of information.
However, this redundancy comes with a price, and good and adaptive rules for
managing the overhead must carefully be looked into.

5 Concluding Remarks

In this paper, we look at virtual path management in dynamic networks that
poses a number of challenges related to combinatorial optimisation, fault and
traffic handling. We claim that swarm intelligence based self-management is a
promising candidate which reacts immediately to changes in the operational con-
ditions, is autonomous, inherently robust and distributed, all necessary condi-
tions to achieve operational simplicity and network resilience. Swarm intelligence
achieved by elite CE ants is introduced and two path management strategies
based on these are presented, denoted adaptive path and primary backup. A case
study of a nation-wide communication infrastructure is presented to demonstrate
the ability to handle change in network traffic as well as failures and restoration
of links. The adaptive path strategy is designed to react quickly to loss and
overload of resources. This reaction is demonstrated through the case study, in
addition to a slower observable reaction when resources become available or un-
derloaded. The latter is dependent on the number of ants used, i.e. the overhead.
Note, however, that it is acceptable to operate on a sub-optimal solution for a
short period as long as the prescribed QoS requirements are fulfilled. The pri-
mary backup is designed to guarantee, by establishing link disjoint primary and
backup paths, that sufficient bandwidth is available if an arbitrary link fails. The
case study demonstrates that fast switch-over to backup paths as well as fast
restoration of primary paths is possible. The case study also demonstrated that
both methods are robust to loss of management state and updating information.

Further work includes continued work on the principles of applying emergent
behaviour for managing QoS in networks, as well as dealing with engineering
issues for introduction of these principles in operational networks.
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Abstract. One way of approaching the engineering of systems with
self-* properties is to examine naturally occurring systems that appear
to have such properties. One line of work examines biological theories
and phenomena. Ideas from the social sciences are less well explored as a
possible source of self-* techniques. We briefly overview some recent work
that follows this latter approach and consider some specific prospects for
future work.

1 Why Social Science?

Human social systems appear to be scalable, self-repairing and self-regulating
and often robust. They spontaneously form, and emerge apparently functional
structures, institutions and organisations.

Much social scientific research has been produced concerning why and how
social phenomena occur and social science itself has numerous sub-discplines,
sub-schools, methodologies and approaches.

We believe that many of the deep engineering problems inherent in the self-*
approach can be thought of as sociological questions.

Recently, new computational approaches have been applied to explore the
complex processes of emergence that often characterise social phenomena. This
approach forces a new kind of rigour on social theory construction and offers the
prospective self-* engineer a possible source of ideas to plunder.

2 Computational Social Science

It is only very recently, with the arrival of cheap, fast, desktop computers and
social science researchers who know how to program them, that a new area of
‘computational social science’ has begun to emerge.

There has been an explosion of published work concerning sociologically mo-
tivated computational models [5, 6, 7, 14]. In contrast to early equation-based
‘high-level’ models, in which there was no space of individual behaviours, much
of these models are described as ‘agent-based’.

O. Babaoglu et al. (Eds.): SELF-STAR 2004, LNCS 3460, pp. 433–445, 2005.
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Agent-based modelling in these contexts means a discreet, individual and
event-based approach. Individual behaviours of agents (representing people,
groups or institutions) are programmed explicitly as a computer program. A
population of such agents (or programs) inhabiting a shared environment are
then allowed to interact over time and the emergent results and outcomes are
observed. It is therefore a prerequisite of such work that agent behaviours must
be specified algorithmically.

The emphasis of much computational social science is on the emergent proper-
ties of these ‘artificial societies’. By experimentation and observation researchers
attempt to gain general insights into mechanisms of social emergence and then
to relate these to real human societies.

It should be noted that the relationship between real social systems and
computer models is, and probably always will be, highly controversial — human
social systems are so complex, fluid and political (by definition) that debates
about what constitutes adequate validation and verification of models rarely
converge to agreement. However, these kinds of debates do not need to trouble
an engineer looking for new techniques to construct self-* systems.

3 A Brief Note on Game Theory

Some branches of economics, particularly classical game theoretical approaches,
formalised their subject matter, analytically, some time ago. This was due, in
part, to the advances made by von Neumann and Morgenstern’s seminal work
[23] and early pioneers such as Nash [18].

However, due to the focus and strong assumptions of classical game
theory — quite proper for the original focus and application of the work —
a lot of results are hard to apply to typical self-* scenarios (e.g. noisy, dynamic
and with little information concerning the possible behaviour of other units in
the system). The classical approach gives analytical proofs of the ‘best’ way
to act in a given situation under the assumption that each actor or agent has
complete information and infinite computational resources.

Despite these qualifications, classical game theoretical analysis has many pos-
sible areas of application [3] — but we will not concentrate on these here. Also
the abstracted scenarios (games) constructed by game theorists to capture cer-
tain kinds of social interactions are useful as a basis for evaluating other kinds of
modelling techniques (as we shall see later with the Prisoner’s Dilemma game).

Interestingly, within economics there are now many researchers using agent-
based modelling to concentrate on issues, such as emergence, using agents em-
ploying simple heuristics or evolutionary learning algorithms — this area is often
termed ‘Agent-based Computational Economics’ (ACE) [16].

We contrast the ‘sociologically inspired’ approach we overview in this paper
with a classical game theoretic approach — specifically we are more interested
in dynamics than equilibrium and in the development of algorithms that can
function in noisy environments with incomplete information.
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4 Example: BitTorrent and World War I

A general issue explored by much computational sociological work is that of max-
imising the collective performance of a group while allowing individual agents
reasonable levels of autonomy. In many situations there arises a contradiction
between these two aspects. This kind of thing happens in human societies all
the time, for example, when someone decides to not to pay on a short train ride
(free-ride) or evade tax by not declaring income.

One way to stop these anti-social behaviours is to impose draconian measures
via centralised government control — ensuring all individuals behave for the
common good stopping free-riders. However, this is costly and hard to police and
raises other issues such as: who polices the police? In the parlance of distributed
systems engineering — the method does not scale well, is sensitive to noise and
has a high computational overhead.

In the context of actually deployed massively distributed software systems,
Peer-2-Peer (P2P) file sharing applications (such as the KaZaA and eDonkey
systems) have similar problems — most users only download files rather than
sharing them [1]. This limits the effectiveness of such systems. Even when the
P2P client software is coded to force some level of sharing, users may modify
and redistribute a hacked client. It has been noted that P2P file sharing is one of
the applications in which only a small number of altruists are needed to support
a large number of free riders [1]. Consequently it can be argued that this might
be why popular P2P applications tend to be limited to only file sharing rather
than, say, processor or distributed storage for example.

These sort of cases can be seen as examples of a more fundamental issue:
how can one maintain cooperative (socially beneficial) interactions within an
open system under the assumption of high individual (person, agent or peer)
autonomy. An archetype of this kind of social dilemma has been developed in
the form of a minimal game called the Prisoner’s Dilemma (PD) game.

In the PD game two players each selected a move from two alternatives and
then the game ends and each player receives a score (or pay-off). Figure 1 shows
a so-called ‘pay-off matrix’ for the game. If both choose the ‘cooperate’ move
then both get a ‘reward’ — the score R. If both select the ‘defect’ move they
are ‘punished’ — they get the score P. If one player defects and the other co-
operates then the defector gets T (the ‘temptation’ score), the other getting S
(the ‘sucker’ score). When these pay-offs, which are numbers representing some
kind of desirable utility (for example, money), obey the following constraints:
T > R > P > S and 2R > T + S then we say the game represents a Prisoner’s
Dilemma (PD). When both players cooperate this represents maximising of the
collective good but when one player defects and another cooperates this repre-
sents a form of free-riding. The defector gains a higher score (the temptation)
at the expense of the co-operator (who then becomes the ‘sucker’).

A game theoretic analysis drawing on the Nash equilibrium solution concept
(as defined by the now famous John Nash [18]) captures the intuition that a util-
ity maximising player would always defect in such games because whatever the
other player does a higher score is never attained by choosing to cooperate. The
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Cooperate Defect

Cooperate R, R S, T

Defect T, S P, P

Fig. 1. A payoff matrix for the two-player single round Prisoner’s Dilemma (PD)

game. Given T > R > P > S ∧ 2R > T +S the Nash equilibrium is for both players to

select Defect but both selecting Cooperate would produce higher social and individual

returns. However, if either player selects Cooperate they are exposed to Defection by

their opponent — hence the dilemma

Nash Equilibrium (NE) might be a partial explanation for why there is so much
free-riding on existing P2P file-sharing systems users are simply behaving to
maximise their utility. However, do we have any way to solve this problem with-
out going back to centralised control or closed systems? The NE analysis gives
us a good explanation for selfish behaviour but not for altruistic behaviour. As
stated earlier, even in P2P file sharing systems there are some altruists (keeping
the show on the road).

It has been argued by many researchers from the social and life sciences that
human societies produce much more cooperation than a Nash analysis would
predict. Consequently, various cooperation promoting mechanisms (often using
the PD as their test case) have been proposed by social scientists.

BitTorrent, designed by Bram Cohen [4], employs a strategy popularised in
the 1980’s by computer simulation tournaments applied to the PD. Researchers
were asked to submit programs (agents if you like) that repeatedly played the
PD against each other [2]. The result of all these tournaments was that a simple
strategy called ‘Tit-For-Tat’ did remarkably well against the majority of other
submitted programs.

Tit-for-tat (TFT) operates in environments where the PD is played repeat-
edly with the same partners for a number of rounds. The basic strategy is simple:
an agent starts by cooperating then in subsequent rounds copies the move made
in the previous round by its opponent. This means defectors are punished in
the future: the strategy relies on future reciprocity. To put it another way, the
”shadow” of future interactions motivates cooperative behaviour in the present.
In many populations and scenarios this simple strategy can outperform pure
defection in the repeated PD.

In the context of BitTorrent, while a file is being downloaded between peers,
each peer maintains a rolling average of the download rate from each of the
peers it is connected to. It then tries to match it’s uploading rate accordingly.
If a peer determines that another is not downloading fast enough then it may
‘choke’ (stop uploading) to that other. Additionally, peers periodically try new
peers randomly by uploading to them testing for better rates [4].

Axelrod used the TFT result to justify sociological hypotheses such as un-
derstanding how fraternisation broke out between enemies across the trenches
of World War I. Cohen has applied a modified form of TFT to produce a decen-
tralised file sharing system resistant to free-riding, robust against a number of
possible exploitative strategies and scalable.
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However, TFT has certain limitations and it is not guaranteed to always
be the best way of avoiding free-riding strategies, but its simple to implement
and performs ‘well enough’ (currently at least) — BitTorrent traffic currently
constitutes a major portion of bandwidth usage on the Internet.

The Tit-For-Tat (TFT) strategy employed by BitTorrent works well when
agents exchange many file parts over a period of time (repeat the game interac-
tion many times) but is next to useless if interactions follow a single interaction
(such as a single game of the Prisoner’s Dilemma). This tends to limit it’s use
to the sharing of very large files where mutual co-operation can be established.

But how might ”strangers” who interact only once come to co-operate? We
discuss a recent technique developed from socially motivated computer models
in the next section.

5 Example: File Sharing and the ‘Old School Tie’

Recent work, drawing on agent-based simulations of cooperative group formation
based on ‘tags’ (surface features representing social labels or cues [13]) suggests
a novel co-operation mechanism which does not require reciprocal arrangements
[8, 19]. It is based on the idea of a kind of ‘cultural group selection’ and the
well known social psychological phenomena that people tend to favour those
believed to be similar to themselves even when this is based on seemingly
arbitrary criteria (e.g. wearing the same coloured tie). Like TFT, the mechanism
is refreshingly simple. Individuals interact in cliques (subsets of the population
sharing the same tags). Periodically, if they find another individual who is getting
higher utility than themselves they copy them — changing to their clique and
adopting their strategy. Also, periodically, individuals form new cliques and / or
randomly change their strategies.

Defectors can do well initially, suckering the co-operators in their clique —
but ultimately all the co-operators leave the clique for pastures new — leaving
the defectors alone with nobody to free-ride on. Those copying a defector (who
does well initially) will also copy their strategy, further reducing the free-riding
potential in the clique. So a clique containing any free-riders quickly dissolves
but those containing only co-operators grow.

Given an open system of autonomous agents all cliques will eventually be
invaded by a free-rider who will exploit and dissolve the clique. However, so long
as other new cooperative cliques are being created then co-operation will persists
in the population as a whole.

In the sociologically oriented models, cliques are defined as those individuals
sharing the same labels and their interpretation is as some kind of socially ob-
servable marking attached to individuals. There is no population structure other
than the cliques themselves and the population changes over time by employing
a population level evolutionary algorithm employing replication and mutation
[8, 19].

In the context of application to P2P systems the clique to which a node
belongs is defined by it’s immediate neighbourhood. Movement between cliques
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Fig. 2. An illustration of ‘replication’ and ‘mutation’ as applied in the Evolutionary

Rewiring Algorithm (ERA) from [12]. Shading of nodes represents strategy. In (a) the

arrowed link represents a comparison of utility between A and F. Assuming F has

higher utility then (b) shows the state of the network after A copies Fs links and

strategy and links to F. A possible result of applying mutation to As links is shown in

(c) and the strategy is mutated in (d)

Fig. 3. The chart shows the number of cycles required before high file-sharing be-

haviour is attained. Ten independent runs for each network size are shown. Note that

increasing the network size does not increase the time to high performance — from [12]

and copying of strategies follows a process of network ‘re-wiring’ which brings
a form of evolutionary process into the network — an Evolutionary Rewiring
Algorithm (ERA). Figure 2 gives an example of this simple re-wiring process
followed by each node over time.

The adapted tag mechanisms have been shown to be effective in a simulated
P2P file-sharing scenario [12] based on that given by Sun et al [22]. The mech-
anism demonstrates high scalability with zero scaling cost i.e. it does not take
longer to establish cooperation in bigger populations (see figure 3). Although
there are outstanding issues to be addressed before the technique can be deployed
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it offers applications beyond file sharing (such as load sharing or co-operative
routing). The ERA algorithm bears some comparison with the SLIC algorithm
[22] which makes use of incentives. The ERA appears to achieve similar results
by producing an emergent incentive structure.

The tag-based process has been likened to ‘old school tie’ in-group effects [20,
9] that appear to permeate many human societies. It offers a possible explanation
for why individuals may behave more altruistically towards perceived in-group
members, even if they have never met before — a puzzle for self-interest based
social theory. Here we have given an overview of how the same mechanism was
adapted and applied within a simulated file-sharing P2P scenario to control
free-riding when nodes act selfishly [12].

6 Prospect: Specialisation with ‘Foraging Tribes’

Specialisation between individuals is the basis of human society. Agents come
to specialise in particular tasks and then use methods of exchange or communal
ownership to meet the needs of the collective. But how can agents with only local
knowledge and simple learning rules come to specialise in this way — particularly
if they behave selfishly?

Some models have demonstrated how group processes similar to those dis-
cussed previously (i.e. tag-based) can produce internally specialised co-operative
groups [10, 11, 21]. Instead of agents evolving behaviours relating to just co-
operation or non-co-operation they evolve discreet skill-types in addition to al-
truistic giving behaviour.

In [10, 11] a resource foraging and harvesting scenario is modelled. Agents
forage for resources and then harvest them to gain energy. Different resources
require different skills but agents can only posses one skill at a time and are
therefore only able to harvest those resources that match their specific skill. An
agent may pass a resource it can not harvest to a fellow agent at a cost to itself
(an altruistic act) or it may simply ignore such resources (act selfishly). When
an agent harvests a resource it attains energy (utility) which can be considered
as a form of ‘fitness’. Figure 4 gives a schematic of the scenario.

If agents follow a tag-based evolutionary algorithm (similar to that previously
described) then they form groups (which can be thought of as cliques or ‘tribes’)
that contain a diversity of skills within them and sharing becomes high.

Figure 5 gives some results from [10]. The main result worth noting is that
donation rates are high even when the cost of giving is high to the donating
agent. The cost values given are as a proportion of the the harvest value of a
resource (one unit of energy).

As can be seen, even when donation costs half as much as a harvested re-
source, donation rates are still high if the environment is sufficiently ‘resource
rich’ and a ‘smart’ method of locating recipients is used (the smart method sim-
ply means that agents are able to locate others within their group directly rather
than search randomly in the population for them — we do not concern ourselves
hear with this issue).
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Fig. 4. A schematic representation of how resources are passed to an in-group with the

required skill at a cost to the passing agent and hence making use of in-group altruism

(from [11])

Fig. 5. The chart shows averaged results from a number of runs where there are five

skills associated with five unique resource types. The x-axis indicates how ‘resource

rich’ the environment is. The y-axis indicates the amount of altruistic donation within

groups. The comparison of dumb and smart agents refers to the method of locating a

recipient for the donation and the cost indicates the cost to the donating agent (from

[10])

We can envisage prospects for application of this technique to the formation
of internally specialised cliques within P2P networks. The skills would become
different kinds of services that nodes could offer (e.g. processing, query answer-
ing, storage) and resources could represent job requests submitted at nodes.
Figure 6 shows a schematic of this.

The process of translation from the abstract sociologically oriented models
previously produced [10, 11] to a P2P type application is a non-trivial exercise —
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Fig. 6. The specialisation mechanism could be applied within a peer-to-peer network.

The above schematic shows an example network fragment. Jobs are submitted at nodes

and may require services (or resources) from other nodes. Using a similar mechanism

to the ERA algorithm described previously, the network could be made to self-organise

into functional clusters to satisfy job requests

for example, the previous exercise of applying ‘tag’ models of co-operation to P2P
file-sharing involved a four stage process in which an abstract model was adapted
towards an application domain [12]. At each stage a simulation model needed
to be extensively explored to ensure that the desirable emergent properties had
not been lost.

However, we are given confidence that specialisation can be generated within
working systems since recent work, applied to simulated robotics, applying sim-
ilar techniques based on tags (combined with genetic programming) produced
specialised and altruistic behaviour within in-groups (or ‘tribes’) [21].

7 Prospect: Power, Leadership and Hierarchy

A major area of interest to social scientists is the concept of power — what kinds
of process can lead to some individuals and groups becoming more powerful
than others? Most explanations are tightly related to theories of inequality and
economic relationships, hence this is a vast and complex area.

Here we give just a brief very speculative sketch of recent computational
work, motivated by sociological questions, that could have significant import into
understanding and engineering certain kinds of properties (e.g. in peer-to-peer
systems), in which differential power relationships emerge and may, perhaps, be
utilised in a functional way.

Interactions in human society are increasing seen as being situated within
formal and informal networks [16]. These interactions are often modelled us-
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Fig. 7. Forms of ‘hiearchy’, ‘leadership’ and unequal wealth distribution have been

observed to emerge in simulated interaction networks (from [24]). Nodes play PD-

like games with neighbours and break connections based on a simple satisfaction rule.

Hierarchies are produced in which some nodes are more connected and hence can effect

the network dramatically by their individual actions — a form of ‘topological power’

ing the abstraction of a game capturing interaction possibilities between linked
agents [24]. When agents have the ability to change their networks based on past
experience and some goals or predisposition, then, over time, networks evolve
and change.

Interstingly, even if agents start with more-or-less equal endowments and
freedom to act, and follow the same rules, vastly unequal outcomes can be pro-
duced. This can lead to a situation in which some nodes become objectively
more powerful that other nodes through topological location (within the evolved
network) and exploitative game interactions over time.

Zimmerman et al found this in their simulations of agents playing a version
of the Prisoner’s Dilemma on an evolving network [24]. Their motivation and
interpretation is socio-economic: agents accumulate ‘wealth’ from the payoffs of
playing games with neighbours and make or break connections to neighbours
based on a simple satisfaction heuristic (based on a rule discussed in [15]).

Figure 7 (from [24]) shows a an example of an emergent stable hierarchi-
cal network structure. Interestingly, it was found that, over time, some nodes
accumulate large amounts of ‘wealth’ (through exploitative game behaviour)
and other nodes become ‘leaders’ by being at the top of a hierarchy. These
unequal topological and wealth distributions emerge from simple self-interested
behaviour within the network. Essentially, leaders, through their own actions,
can re-arrange significantly the topology of the network — those on the bottom
of the hierarchy have little ‘topological power’.
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The idea of explicitly recognising the possibility of differential power between
sub-units in self-* systems and harnessing this is an idea rarely discussed in
engineering contexts but could offer new ways to solve difficult co-ordination
problems.

Considering P2P applications, one can envisage certain kinds of task in which
differential power would be required for efficient operation — e.g. consider two
nodes negotiating an exchange on behalf of their ‘group’ or ‘follower’ nodes.
This might be more efficient than individual nodes having to negotiate with
each other every time they wished to interact. Or consider a node reducing
intra-group conflict by imposing a central plan of action.

We mention the notion of engineering emergent power structures, briefly and
speculatively here, because we consider power to be an under-explored phe-
nomena within evolving information systems. Agents, units or nodes are often
assumed to have equal power. It is rare for human societies to possess such egal-
itarian properties and perhaps many self-* like properties are facilitated by the
application of unequal power relationships. We consider this a fascinating area
for future work.

8 Conclusion and Summary

Here we have provided some examples and prospects of sociologically inspired
approaches to engineering self-* systems. Rather than attempt an extensive
overview we have focused on a few encouraging specific results and possible
P2P-type applications.

We believe that the computational social science literature can be a potential
source of new techniques and ideas for prospective self-* engineer because social
phenomena are generally self-organising, robust and scalable — all desirable
properties for self-organising information systems.

Computational social science tries to reverse engineer general properties at a
fairly abstract level whereas self-* engineers need to apply techniques to specific
concrete problem domains. As we have hoped to show, however, it is possible
to import useful techniques (see [12] for a case study in applying a technique to
realistic domain) from the one approach to the other.

The idea of using social metaphors and approaches for the construction of
smart information systems is far from new [17]. What is new is that distributed
systems engineers are increasing asking sociological questions (even if they are
unaware of it!) and social scientists are increasingly turning to algorithmic spec-
ification and computer simulation to explore their theories. We hope that ad-
vances from both areas can be brought together and used to reinforce each other.
Experience so far indicates this not to be an unreasonable hope.
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