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Preface

Context-awareness is one of the drivers of the ubiquitous computing paradigm.
Well-designed context modeling and context retrieval approaches are key pre-
requisites in any context-aware system. Location is one of the primary aspects
of all major context models — together with time, identity and activity. From
the technical side, sensing, fusing and distributing location and other context
information is as important as providing context-awareness to applications and
services in pervasive systems.

The material summarized in this volume was selected for the 1st International
Workshop on Location- and Context-Awareness (LoCA 2005) held in coopera-
tion with the 3rd International Conference on Pervasive Computing 2005. The
workshop was organized by the Institute of Communications and Navigation of
the German Aerospace Center (DLR) in Oberpfaffenhofen, and the Mobile and
Distributed Systems Group of the University of Munich.

During the workshop, novel positioning algorithms and location sensing tech-
niques were discussed, comprising not only enhancements of singular systems,
like positioning in GSM or WLAN, but also hybrid technologies, such as the
integration of global satellite systems with inertial positioning. Furthermore, im-
provements in sensor technology, as well as the integration and fusion of sensors,
were addressed both on a theoretical and on an implementation level.

Personal and confidential data, such as location data of users, have pro-
found implications for personal information privacy. Thus privacy protection,
privacy-oriented location-aware systems, and how privacy affects the feasibility
and usefulness of systems were also addressed in the workshop.

A total of 84 papers from 26 countries were submitted to LoCA 2005, from
which 26 full and 7 short papers were selected for publication in the proceed-
ings. The overall quality of the submissions was impressive, demonstrating the
importance of this field. The Program Committee did an excellent job — all
papers were reviewed by at least 3 referees, which left each member with up to
18 papers to be reviewed within a very tight schedule.

May 2005 Thomas Strang
Claudia Linnhoff-Popien
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Privacy

Context Obfuscation for Privacy via Ontological Descriptions
Ryan Wishart, Karen Henricksen, Jadwiga Indulska . . . . . . . . . . . . . . . . 276

Share the Secret: Enabling Location Privacy in Ubiquitous
Environments

C. Delakouridis, L. Kazatzopoulos, G.F. Marias, P. Georgiadis . . . . . . 289

Filtering Location-Based Information Using Visibility
Ashweeni Beeharee, Anthony Steed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306

Location- and Context-Aware Applications

Introducing Context-Aware Features into Everyday Mobile Applications
Mikko Perttunen, Jukka Riekki . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 316

Predicting Location-Dependent QoS for Wireless Networks
Robert A. Malaney, Ernesto Exposito, Xun Wei, Dao Trong Nghia . . . 328

Location-Based Services for Scientists in NRENs
Stefan Winter, Thomas Engel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341



XII Table of Contents

Hybrid Positioning and User Studies

Towards Smart Surroundings: Enabling Techniques and Technologies
for Localization

Kavitha Muthukrishnan, Maria Lijding, Paul Havinga . . . . . . . . . . . . . . 350

Proximation: Location-Awareness Through Sensed Proximity and GSM
Estimation

Aaron Quigley, David West . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 363

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 377



Location Awareness:
Potential Benefits and Risks

Vidal Ashkenazi

Nottingham Scientific Ltd, United Kingdom
vidal.ashkenazi@nsl.eu.com

Abstract. The development of the European Satellite Navigation Sys-
tem, Galileo, the modernisation of GPS, and the recent advances in High
Sensitivity GNSS technology have opened up new horizons, leading to
new location and context based applications. Nevertheless, these satellite
based technologies may not always deliver the necessary navigation and
positioning information in a number of difficult environments, as well
as when there is accidental or intentional interference with the satellite
signals.

Underground car parks and railway tunnels are two examples of dif-
ficult environments, where the reception of satellite signals is affected.
Similarly, the malicious jamming of satellite signals near landing sites at
airports, or the intentional or unintentional uploading of incorrect orbit
predictions will render the satellite derived navigation and positioning in-
formation unusable. The risk of such interference may be low, but difficult
environments are always present in a number of safety-critical transport
applications, as well as in a variety of commercial location-based-services,
involving the continuous tracking of goods or individuals.

This is when there is a requirement to combine satellite derived nav-
igation and positioning data with other positioning technologies, such
as inertial navigation, cellular telephone networks, such as GSM/GPRS,
and Wireless Local Area Networks (WLAN). Clearly, the specific combi-
nation of a hybrid system will depend on the required accuracy, integrity
and extent of geographical coverage of the corresponding application.

The wide variety of tracking applications, involving persons, vehi-
cles, devices or merchandise, for safety, convenience, security, marketing
and other purposes, presents multiple challenges, not only with respect
to technology development and service provision, but also in terms of
what is legally and ethically acceptable. Many of the proposed com-
mercial applications would create few problems regarding general public
acceptance. These include the tracking of motor vehicles for congestion
monitoring, taxation and insurance purposes, and the tracking of vul-
nerable individuals, such as the very young or individuals suffering from
a debilitating infirmity such as Alzheimer.

Some of these technologies could also be exploited not only by govern-
ments for national and internal security purposes, but also by criminals.
Clearly, there is a fine boundary between what is ethically acceptable
and what is not. Therefore, there is a need for raising public awareness
of these issues and starting a debate involving the public at large as well
the relevant government, legal and political institutions.

T. Strang and C. Linnhoff-Popien (Eds.): LoCA 2005, LNCS 3479, p. 1, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Context Modelling and Management in 
Ambient-Aware Pervasive Environments 
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Abstract. Services in pervasive computing systems must evolve so that they 
become minimally intrusive and exhibit inherent proactiveness and dynamic 
adaptability to the current conditions, user preferences and environment. Con-
text awareness has the potential to greatly reduce the human attention and inter-
action bottlenecks, to give the user the impression that services fade into the 
background, and to support intelligent personalization and adaptability features. 
To establish this functionality, an infrastructure is required to collect, manage, 
maintain, synchronize, infer and disseminate context information towards ap-
plications and users. This paper presents a context model and ambient context 
management system that have been integrated into a pervasive service platform. 
This research is being carried out in the DAIDALOS IST Integrated Project for 
pervasive environments. The final goal is to integrate the platform developed 
with a heterogeneous all-IP network, in order to provide intelligent pervasive 
services to mobile and non-mobile users based on a robust context-aware envi-
ronment. 

1   Introduction 

Pervasive computing is about the creation of environments saturated with computing 
and communication capabilities, yet having those devices integrated into the envi-
ronment such that they disappear [1]. In such a pervasive computing world [2], ser-
vice provisioning systems will be able to proactively address user needs, negotiate for 
services, act on the user’s behalf, and deliver services anywhere and anytime across a 
multitude of networks. As traditional systems evolve into pervasive, an important 
aspect that needs to be pursued is context-awareness, in order for pervasive services 
to seamlessly integrate and cooperate in support of user requirements, desires and 
objectives. Context awareness in services is actually about closely and properly link-
ing services, so that their user is relieved from submitting information that already 
exists in other parts of the global system. In this manner services are expected to act 
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in a collaborative mode, which finally increases the user friendliness. Yet, context 
awareness cannot be achieved without an adequate methodology and a suitable infra-
structure. In this framework, the European IST project DAIDALOS1 works on the 
adoption of an end-to-end approach for service provisioning, from users to service 
providers and to the global Internet. DAIDALOS aims to design and develop the 
necessary infrastructure and components that support the composition and deploy-
ment of pervasive services. The middleware software system currently being devel-
oped provides, amongst others, the efficient collection and distribution of context 
information. Eventually, DAIDALOS will offer a uniform way and the underlying 
means that will enable users to discover and compose services, tailored to their re-
quirements and context, while also preserving their privacy.  

Quite a few articles in the research literature on context awareness have outlined 
the benefits of using context and have proposed various, albeit similar to each other, 
context definitions. Most popular is the definition of Dey [3]: “Context is any infor-
mation that can be used to characterise the situation of an entity.” Evidently, context 
comprises a vast amount of different data sources and data types. Thus, collection, 
consistency, and distribution of context data is challenging for the development of 
context aware systems. This paper presents how the DAIDALOS middleware ad-
dresses these challenges in pervasive computing environments. The rest of the paper 
is structured as follows. Section 2 gives a short overview of context-aware approaches 
known from research literature and outlines their advantages and shortcomings. Sub-
sequently, in Section 3 the DAIDALOS context data model is described and Section 4 
proposes a context management infrastructure. Sections 5 and 6 present how DAI-
DALOS captures context information and ensures the consistency of the data. Finally, 
Section 7 concludes the paper and gives an outlook towards future work. 

2   Context-Aware Systems Overview 

In this section, a short overview of the most important context-aware systems is pro-
vided, while the wide variety of fields where context can be exploited is identified. 

Early work in context awareness includes the Active Badge System developed at 
Olivetti Research Lab to redirect phone calls based on people’s locations [4]. Subse-
quently, the ParcTab system developed at the Xerox Palo Alto Research Center in the 
mid 90’s could be considered as an evolution of the active badge that relied on PDAs 
to support a variety of context-aware office applications [5]. A few years later, Cy-
berdesk [6] built an architecture to automatically integrate web-based services based 
on virtual context, or context derived from the electronic world. The virtual context 
was the personal information the user was interacting with on-screen including email 
addresses, mailing addresses, dates, names, URLs, etc. While Cyberdesk could handle 

                                                           
1 This work has been partially supported by the Integrated Project DAIDALOS (“Designing 

Advanced network Interfaces for the Delivery and Administration of Location independent, 
Optimised personal Services”), which is financed by the European Commission under the Sixth 
Framework Programme. However, this paper expresses the authors’ personal views, which are 
not necessarily those of the DAIDALOS consortium. 
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limited types of context, it provided many of the mechanisms that are necessary to 
build generic context-aware architectures. The Cyberguide application [7] enhanced 
the prevailing services of a guidebook by adding location awareness and a simple 
form of orientation information. The context aware tour guide, implemented in two 
versions for indoor and outdoor usage, could give more precise information, depend-
ing on the user’s location. In general, tour guidance is a popular context-aware appli-
cation, which has been explored by several research and development groups. 

The Ektara architecture [8] is a distributed computing architecture for building con-
text-aware ubiquitous and wearable computing applications (UWC). Ektara reviewed 
a wide range of context-aware wearable and ubiquitous computing systems, identified 
their critical features and finally, proposed a common functional architecture for the 
development of real-world applications in this domain. At the same time, Mediacup 
[9] and TEA [10] projects tried to explore the possibility of hiding context sensors in 
everyday objects. The Mediacup project studied capture and communication of con-
text in human environments, based on a coffee cup with infrared communication and 
multiple sensors. Using the Mediacup various new applications were developed ex-
ploiting the context information collected. The TEA project investigated “Technolo-
gies for Enabling Awareness” and their applications in mobile telephony, building a 
mobile phone artefact.  

Other interesting examples of context management are provided by Owl context 
service, Kimura System and Solar. Owl [11] is a context-aware system, which aimed 
to gather, maintain and supply context information to clients, while protecting peo-
ple’s privacy through the use of a role-based access control mechanism. It also tack-
led various advanced issues, such as historical context, access rights, quality, extensi-
bility and scalability [12]. Kimura System [13], on the other hand, tried to integrate 
both physical and virtual context information to enrich activities of knowledge work-
ers. Finally, Solar [14] is a middleware system designed in Dartmouth College that 
consists of various information sources, i.e., sensors, gathering physical or virtual 
context information, together with filters, transformers and aggregators modifying 
context to offer the application usable context information. 

A quite promising approach to context-awareness was introduced by the Context 
Toolkit [3] that isolated the application from context sensing. The proposed architec-
ture was based on abstract components named context widgets, interpreters and ag-
gregators that interact, in order to gather context data and disseminate it to the appli-
cations. On the other hand, the Aura Project [15] at Carnegie Mellon University 
(CMU) investigated how applications could proactively adapt to the environment in 
which they operated. A set of basic “contextual services” was developed within Aura, 
in order to provide adaptive applications with environmental information. While the 
Context Toolkit focused on developing an object oriented framework and allowed use 
of multiple wire protocols, Aura focused on developing a standard interface for ac-
cessing services and forced all services and clients to use the same wire protocol. This 
sacrificed flexibility, but increased interoperability. 

HotTown [16] is another project that developed an open and scalable service archi-
tecture for context-aware personal communication. Users and other entities were 
represented by mobile agents that carried a context knowledge representation reflect-
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ing the capabilities of the entity and associated objects and relations between them. In 
HotTown, entities could exchange context knowledge, merge it with existing knowl-
edge, and interpret context knowledge in the end devices. The Cooltown project by 
HP labs attempted to solve the problems of representing, combining and exploiting 
context information, and by introducing a uniform Web presence model for people, 
places and things [17]. Rather than focusing on creating the best solution for a par-
ticular application, Cooltown concentrated on building general-purpose mechanisms 
common to providing Web presence for people, places, and things. The Cooltown 
architecture was deployed for real use within a lab. 

Other current research activities include the CoBrA, SOCAM, CASS and 
CORTEX projects. CoBrA (Context Broker Architecture) [18] is an agent based ar-
chitecture supporting context-aware computing in intelligent spaces populated with 
intelligent systems that provide pervasive computing services to users. CoBrA has 
adopted an OWL-based ontology approach and it offers a context inference engine 
that uses rule-based ontology reasoning. The SOCAM (Service-oriented Context-
Aware Middleware) project [19] is another architecture for the rapid prototyping and 
provision of context-aware mobile services. It is based on a central server that re-
trieves context data from distributed context providers, processes it and offers it to its 
clients. Third party mobile services are located on top of the architecture and use the 
different levels of available context information to adapt their behavior accordingly. 
SOCAM also uses ontologies to model and manage the context data and has imple-
mented a context reasoning engine. Another scalable server-based middleware for 
context-aware mobile applications on hand-held and other small mobile computers is 
designed within the CASS (Context-awareness sub-structure) project [20]. CASS 
enables developers to overcome the memory and processor constraints of small mo-
bile computer platforms while supporting a large number of low-level sensor and 
other context inputs. It supports high-level context data abstraction and separation of 
context-based inferences and behaviours from application code, thus opening the way 
for context-aware applications configurable by users. The CORTEX project has built 
context-aware middleware based on the Sentient Object Model [21]. It is suitable for 
the development of context-aware applications in ad-hoc mobile environments and 
allows developers to fuse data from disparate sensors, represent application context, 
and reason efficiently about context, without the need to write complex code. It pro-
vides an event-based communication mechanism designed for ad-hoc wireless envi-
ronments, which supports loose coupling between sensors, actuators and application 
components. 

Finally, one of the most recent projects that focused on context-awareness is the 
IST CONTEXT project [22]. Its main objective is the specification and design of 
models and solutions for an efficient provisioning of context-based services making 
use of active networks on top of fixed and mobile infrastructure. CONTEXT has 
proved that active networks are also powerful in context-aware systems for tackling 
the issues of context distribution and heterogeneity. Furthermore, via the CONTEXT 
platform it has been demonstrated that gathering and disseminating context using 
active networks is efficient with regards to traffic and delay parameters. 
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3   A Context Model for Pervasive Systems 

An efficient context model is a key factor in designing context-aware services. Rele-
vant research efforts have indicated that generic uniform context models are more 
useful in pervasive computing environments, in which the range and heterogeneity of 
services is unique. In [23] a survey of the most important context modelling ap-
proaches for pervasive computing is provided. These approaches have been evaluated 
against the requirements of pervasive services and the relative results are presented in 
the following table [23]. 

Table 1. Evaluation of the existing context modelling schemes against the pervasive computing 
requirements 

In DAIDALOS, we developed a context model adequate for the pervasive service 
platform designed, which demonstrates features of both the graphical and the object 
oriented models, while it can be extended to incorporate a context ontology. The 
DAIDALOS Context Model (DCM) addresses, to some degree, all the pervasive 
computing requirements in Table 1. 

A simplified class diagram of the DCM is depicted in Figure 1. This approach is based 
on the object-oriented programming principles. The DCM is built upon the notion of an 
Entity, which corresponds to an object of the physical or conceptual world. Each Entity 
instance is associated with a specific EntityType, e.g., person, service, place, terminal, 
preferences, etc, modelled by the homonymous class. Entities may demonstrate various 
properties, e.g., “height”, “colour”, “address”, “location”, etc, which are represented by 
Attributes. Each Attribute is related to exactly one Entity, and belongs to a specific 
AttributeType. An Entity may be linked to other Entities via DirectedAssociations 
(DirAs), such as “owns”, “uses”, “located in”, “student of”, etc, or UndirectedAssoca-
tions (UndirAs), such as “friends”, “team-mates”, etc. The DirAs are relationships 
among entities with different source and target roles. Each DirA originates at a single 
entity, called the parent entity, and points to one or more entities, called child entities. 
The UndirAs do not specify an owner entity, but form generic associations among peer 
entities. All Entities, Attributes and Associations are marked with a timestamp indicating 

    Pervasive  
   Computing 

Context           Req/ments 
Modelling 
Approach 

distributed 
composition

partial 
validation 

richness & 
quality of 

information

incomplete-
ness and 

ambiguity 

level of 
formality 

applicability 
to existing 
environ-

ments 

Key-Value Models - - - - - - - - + 
Mark-up Scheme Models + + + - - + + + 

Graphical Models - - - + - + + 
Object Oriented Models + + + + + + + 

Logic Based Models + + - - - + + - - 
Ontology Based Models + + + + + + + + + 
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their most recent update time. The Attributes and Associations also have an activation 
status boolean parameter, which indicates whether or not these instances are currently 
activated. In the set of Attributes of the same type that belong to a specific Entity, only 
one may be activated at a given time. All Entities, Attributes and Associations implement 
an XML interface, which enables them to be (de)serialised for the purpose of remote 
communication. 

 

Fig. 1. The DAIDALOS Context Model 

The advantages of the DCM are outlined in the following. First, it is sufficiently 
generic and extendable in order to capture arbitrary types of context information. 
Second, via the timestamp property, it addresses the temporal aspects of context, a 
quite critical feature in pervasive computing systems as context information may 
change constantly and unpredictably. Third, it supports activation/deactivation func-
tionality to indicate the current context value or user selection. Fourth, it addresses the 
fact that context information is usually highly interrelated, introducing various types 
of associations between entities. Fifth, it could be seen as a distributed model, where 
each entity contains its own information and the type of relationship with other enti-
ties. Sixth, it is flexible and scalable, as the addition/deletion of an entity does not 
require the modification of the content or status of the existing entities. 

Future plans involve the extension of the DCM in order to support multiple repre-
sentations of the same context in different forms and different levels of abstraction, 
and should be able to capture the relationships that exist between the alternative rep-
resentations. New classes will be added, derived from the Attribute base class, which 
will be used to add logic to the context data.  These classes will serve as “context data 
translators”, e.g., a class TemperatureAttribute will provide methods for accessing 
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temperature information encoded either in Celsius or Fahrenheit degrees. Further-
more, in future versions the DCM will be extended to express the fact that context 
may be imperfect, i.e., outdated, inaccurate, or even unknown. To this effect, context 
quality parameters will be included and stochastic modelling principles will be used. 

4   A Context Awareness Enabling Architecture 

The Context Management Subsystem (CMS) establishes the context-awareness re-
lated functionality in the DAIDALOS pervasive services platform thoroughly de-
scribed in [24]. It provides context consumers with a uniform way to access context 
information, thus hiding the complexity of context management. Furthermore, it of-
fers streamlined mechanisms for large-scale distribution and synchronization of per-
sonal repositories across multiple administrative domains. The set of the software 
components that constitute the CMS and offer the above functionality are depicted in 
Figure 2 and are briefly described in the following paragraphs. 
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Fig. 2. The Context Management Subsystem architecture 

The Context Broker (CoB) answers context requests and serves as the access point 
to the context data. A context consumer requests context from the broker that handles 
the subsequent negotiation. This negotiation is based on the requestor’s context re-
quirements (e.g., type, accuracy, cost, time of update, priorities), the context owner’s 
authorization settings (e.g., access rights for privacy) and the available context and its 
quality parameters. Based on this information, it decides on the most appropriate 
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context source among multiple sources and providers. It may retrieve the context 
information from the local Context Store, from the inference engine, from peer CoBs 
or from another appropriate context provider. CoBs are also responsible for maintain-
ing the consistency of replicated context entities, an issue further examined in a sub-
sequent section. Finally, upon addition, update or removal of context data, the CoB 
triggers the pertinent subscribed context events using the designed notification 
mechanisms. 

The Inference Engine (IE) infers additional and not directly observable context in-
formation. It enhances the intelligence of the system as it produces useful information 
and extracts patterns that have high added value for both consumers and providers. A 
chain of components is set up to allow the enrichment of context, by combining, con-
verting, or refining context. The functionality of the IE is very important for pervasive 
services provision, as it greatly contributes to the minimisation of user interaction 
with the pervasive computing system. A typical example of inference is that of esti-
mating the activity of a person given some lower level sensor data. 

The Context Store retrieves context from the Sensor Manager (raw data) and the 
Inference Engine (context data inferred), processes this data, stores it to the appropri-
ate repositories and updates the context databases. Context retrieval implies pulling 
data or receiving pushed data and converting the data in the context system’s uniform 
format. The Context Store provides context to the CoB on demand.  

The Sensor Manager keeps track of the sensors which are associated with or at-
tached to the local host, configures them according to the device’s requirements, and 
updates new sample data in the context system. Since the functionality of the Sensor 
Manager is quite important for the support of context-awareness in pervasive envi-
ronments, this entity will be studied in more detail in the following section. 

Two main interfaces are offered to actors or other entities outside the CMS by the 
CoB: the User Context Management Interface and the Enabling Services Interface. 
The User Context Management Interface allows a context consumer (user, service, 
content and context provider) to configure any data previously defined. The Enabling 
Services Interface is offered to the rest of the components in the pervasive system 
architecture in order to support and control access to the context data maintained by 
the platform. The designed CMS interacts and cooperates with peer systems in foreign 
domains via service level agreements and federation mechanisms negotiating the 
provision/acquisition of additional context information. 

Both the presented DCM and a simplified version of the described CMS architec-
ture have already been evaluated in a prototype implementation of the DAIDALOS 
pervasive service platform. This prototype was built on an OSGi Service Platform 
[25]. The OSGi™ specifications define a standardized, component oriented, comput-
ing environment for networked services. For remote communication SOAP [26] was 
used, while the discovery of services and components was based on the SLP protocol 
[27]. 

5   Sensor Management Supporting Context-Aware Services 

Primarily, dynamic information is collected by sensors that monitor the state of re-
sources or the environment at regular intervals. In general, sensors are either attached 
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to a device (e.g., a mobile terminal’s CPU load sensor), or are at least associated with 
a device (e.g., a location or temperature sensor). Since devices may have different 
configuration requirements with respect to sensors, each CMS has a Sensor Manager 
(SM). The SM keeps track of the sensors which are associated with or attached to the 
local host, configures them according to the device’s requirements, and updates new 
sample data in the CMS. Consequently, when a new sensor is activated it must first 
register with a SM. On receiving a registration request, the SM adds the sensor’s 
identification to the set of active sensors. Subsequently, it retrieves a suitable sensor 
configuration from the CMS and forwards it to the sensor. A sensor configuration 
comprises the required sample rate, the accepted sample types (given that the sensor 
samples different types of data), or some thresholds. Generally, the SM requires that 
sensors send sample data at regular intervals, allowing the SM to keep track of the 
sensor state. When the SM does not receive sample data within a certain time frame, it 
considers the sensor to be inactive and updates its state in the CMS database accord-
ingly. In that sense, the SM is also a data source and can be considered to be a virtual 
sensor. On receiving sample data updates the SM inspects the sample source and its 
type and stores it in the CMS database. To this end, each sensor has a corresponding 
entity data object in the CMS database. Moreover, the SM fires an event and dis-
patches it to the Inference Engine to inform it about the update. On receiving the 
event the Inference Engine must decide whether other entity objects must be updated 
as a consequence. 

In general, a sensor (e.g., temperature or GPS sensor) is attached and thus associ-
ated with a single device. Obviously, there is also a strong semantic and functional 
association between the device and the sensor. That is, the sample data is used pre-
dominantly by the local CMS and rarely retrieved by remote ones. Yet there is an-
other kind of sensor which is characterised by its association with multiple devices. A 
location sensor located in the supporting environment which samples location infor-
mation of mobile devices based on signal strength measurement or on the cell of ori-
gin is associated with multiple devices. Such a sensor is also registered with multiple 
SMs and has thus multiple configurations. To this end, this sensor implements han-
dlers which keep track of the state information of individual SMs. When a device 
location should be determined with the help of a sensor which serves multiple de-
vices, the SM must look-up a suitable location sensor. Sensor look-up is supported by 
the DAIDALOS service discovery mechanism. Once a suitable sensor reference has 
been determined, the SM registers with it. Based on the two sensor concepts, the SM 
gains the flexibility required for capturing the different data types from various in-
formation sources. 

6   Consistency of Context Data 

The research activity in the field of context awareness is very intense, while various 
context-aware application paradigms have been introduced to the wide market. The 
supply and demand for context-aware services are now considerable and are estimated 
to increase significantly in the years to come. Due to the existence of geographically 
wide business domains and the extended inter-domain activities, context management 
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systems are expected to collect, store, process, and disseminate context information 
from data generated at geographically dispersed sites. In such large-scale distributed 
systems the cost of remote communication is sufficiently high to discourage the sys-
tem relying on a context entity hosted at just a single store. Thus, the maintenance of 
multiple context entity replicas across several administrative domains may improve 
the system performance with regards to the context retrieval delay. Nevertheless, the 
existence of entity replicas requires the adoption of appropriate synchronisation 
mechanisms to ensure data consistency. To enforce concurrency control, update 
transactions must be processed on all entity replicas upon the update of any single 
replica. 

The problem of strong [28] or weak [29] replica consistency maintenance has been 
studied in various domains since the introduction of digital information. The algo-
rithms and protocols designed to solve this problem may be classified in two main 
categories: the pessimistic and optimistic ones [30]. Pessimistic strategies prevent 
inconsistencies between replicas by restraining the availability of the replicated sys-
tem, making worst-case assumptions about the state of the remaining replicas. If some 
replica operation may lead to any inconsistency, that operation is prevented. Thus, 
pessimistic strategies provide strong consistency guarantees, while the replicated 
system’s availability is reduced, as any failure of some replica broker or node freezes 
the distributed (un)locking algorithms [31]. On the other hand, optimistic strategies do 
not limit availability. All requests are served as long as the replica broker is accessi-
ble, as the requestor does not have to wait for all replicas to be locked before perform-
ing the update operation. However, this results in weaker consistency guarantees, and 
in order to restore replica consistency, replica brokers must detect and resolve con-
flicts [32]. 

The DAIDALOS CMS prototype deals with update control of context information 
replicas across multiple remote repositories. The mechanism used to synchronise 
context information in the distributed CMS databases (DBs) is based upon the em-
ployment of “locks”, and bears close resemblance to the “single writer multiple read-
ers” token protocol [33], a quite popular pessimistic strategy. In the designed scheme, 
a single master copy of each context entity exists, while every CMS has to store a list 
of references to the entity replicas of all the master entity copies it maintains. Each 
time a request for a non-locally available context entity is performed, the local CMS 
contacts the affiliated site holding the master entity, which then stores the requestor 
CMS’s address and delivers a replicated copy. Following the GSM principles [34], 
the home location (HL) concept has been used to signify the CMS of the master en-
tity. The HL address (i.e., the CMS URL) has been encapsulated in the context infor-
mation identifier. Thus, the HL of the master copy is obtained by interrogating the 
context identifier. Each context entity has a single associated token or lock, which 
allows only the replica holding it to update the entity’s master copy, while CoB’s of 
several CMSs can simultaneously access a particular entity master copy (get/read 
operation) without any restriction. If many CoBs are interested in updating a specific 
context entity, they have to wait until the entity lock is released. This locking mecha-
nism is essential in distributed context management systems, as it ensures the concur-
rent synchronisation of context updates originating from various and heterogeneous 
sources such as sensors, network, users and applications. The lock management cur-
rent implementation is quite simple, and the update mechanism addresses all replicas 
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irrespective of the context properties and context consumers/sources profiles. We are 
currently working on exploiting consistency control and replica dissemination algo-
rithms originating in the distributed DB domain, but considering the specific nature of 
context information. 

Maintaining entity replicas in distributed context aware systems involves tradeoffs 
between storage, processing, communication, and outdated information costs, and it 
should consider the anticipated rate of incoming context update & retrieval requests. 
Designing competent schemes for consistent replication of context entities distributed 
throughout the network becomes imperative, considering the dynamic nature and other 
inherent features of context. For instance, the location information of people travelling 
on high speed trains is so frequently updated, that the cost of constantly updating the 
relative entity replicas is prohibitively high. To reduce the respective overall context 
update & retrieval cost, efficient algorithms should be employed in distributed context 
management systems, before they are introduced in the wide market. 
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Fig. 3. Context update actions 

In our framework, two optimisation problems can be distinguished, that aim to 
minimise the distributed context management costs (Figure 3). The first one deals 
with the decision making in the entity-replica-holding CMS, where the context update 
request is originated. If an update request of context entity i is triggered in the jth  
CMS domain (CSRij) that holds a replica of i, the problem is reduced to deciding 
whether or not it is more efficient to propagate the updated value of i to the master 
copy (CSMi), given the estimated retrieval and update requests per time unit, the 
communication cost, the outdated information cost, and the current and former values 
of context information (Master Copy Selective Update Problem). Given the same 
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parameters, the second problem is reduced to the minimisation of cost during the 
dissemination of updated context information by the master-copy-holding CMS 
(CSMi), to the CMSs maintaining the entity replicas (CSRik) (Replica’s Selective Up-
date Problem). In future versions of the CMS prototype, we plan to study, design, 
evaluate and enhance algorithms that solve the combination of the aforementioned 
problems (End-to-End Selective Update Problem). To this respect, epidemic propaga-
tion [35], lazy update techniques [36], gossip algorithms [37], and antientropy 
schemes [38] will be considered. 

7   Conclusions and Future Work 

In this paper a context management architecture has been presented, adequate for 
large scale ambient systems that have a strong relation to heterogeneous and distrib-
uted networks. Since the system is embedded in a larger framework comprising ser-
vice discovery and composition, configurable networks, distributed event handling 
and sensor networks, we have aligned the architecture to provide accessible interfaces 
to both the context consuming services and the context providers. An object oriented 
context model has been developed, which addresses the main requirements for con-
text representation, distribution and validation, as well as requirements for the provi-
sion of pervasive services and applications. The architecture supports context refine-
ment, uniform access to context data by context consumers, finely grained privacy 
restrictions on context access, as well as federation of context repositories. 

Future plans mainly focus on two research areas. The first will address the context 
model itself and the inclusion of suitable context ontologies. On the one hand we will 
need to provide the flexibility to include any kind of domain specific ontologies on 
behalf of the system operator and/or end-users. On the other hand the scenarios we 
intend to demonstrate at a project wide level need the support of suitable ontologies 
which have to be selected and possibly modified. We also plan to extend the model to 
support multiple representations of essentially the same context information and to 
treat different levels of abstraction. This is an essential element to support features 
such as inference. Finally, the model needs to be enhanced so as to represent uncer-
tain, partial or outdated context information, also an important precondition for infer-
ence. Our second field will be that of enhancing the interrelation and functions of the 
context management systems, such as improved and cost aware context synchronisa-
tion, issues on the performance of large scale context deployment serving potentially 
millions of active entities and countless sensors. This task aims to provide a solid base 
on which future operators can build robust and scalable context systems. As indicated 
above, the topic of context inference will be addressed allowing existing and future 
inference algorithms to be employed uniformly. 
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Abstract. Service-centric systems are highly dynamic and often complex sys-
tems, with different services running on a distributed network. For the design of 
context-aware service-centric systems, paradigms have to be developed that 
deal with the distributed and dynamic nature of these systems, and with the un-
reliability and unavailability problems of providing information on their con-
text. This paper presents a context architecture for the development of context-
aware service-centric systems that provides the context information and deals 
with these challenges. 

1   Introduction 

Building software from services is emerging as the new software paradigm [1], [2], 
[3]. These service-centric systems consist of multiple services, possibly from different 
service providers. Service-centric systems are highly dynamic systems, as service dis-
covery and binding happen at runtime. To exploit the full potential of software ser-
vices, we need to be able to rapidly develop flexible, dependable service-centric sys-
tems that can adapt dynamically to their context [4]. The context of a software system 
is any environment information that influences the functional and non-functional be-
havior of the system.  

A service provider deploys services, describes their functionality and Quality of 
Service (QoS), and publishes the description to enable its discovery. When develop-
ing service-centric systems, a choice has to be made to determine which services to 
integrate in the system. Often different service providers offer services that all provide 
the required functionality, but have different QoS characteristics. A choice for a cer-
tain service will therefore not only depend on the functional requirements for that ser-
vice, but also on the QoS requirements. Furthermore, service-centric systems live in a 
dynamic environment, with different services of the same system distributed over a 
network. Changes in the system’s context (like a change in bandwidth) will often oc-
cur. To keep fulfilling the system’s requirements, a changing context causes the need 
for finding new services – optimal for the new context – resulting in a reconfiguration 
of the system. Thus, service-centric systems need to be context-aware. 

The development of context-aware software systems is not a new research area [5], 
[6]. However, creating context-aware service-centric systems provides some new 
challenges:  
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Distribution: the services of which the service-centric system is composed are highly 
distributed. Each service may have a different context, and the context of the entire 
system is highly distributed. It is not possible to locate the sensors that monitor the 
system context at one central location; the sensors may have to be placed all around 
the world (or even further away, when considering space systems). This is the case for 
all context-aware distributed systems, of which service-centric systems are a specific 
type. 

Dynamism: Service-centric systems are highly dynamic, frequently unbinding ser-
vices and binding with new services, provided by different providers and with differ-
ent contexts. Services built after deployment of the system are just as easily incorpo-
rated in the system, making it impossible to have sensors in place to measure the 
context of every possible service the system may bind.  

To cope with the distribution and dynamism problems, in a service-oriented world 
a system’s context information will often be entirely or partly provided by other ser-
vices.  

Reliability: How can we know if the context information provided by the services is 
always reliable? Simply trusting a service to always provide correct context informa-
tion may not be safe. Reliability of context information is a much bigger issue for ser-
vice-centric systems than for systems that have all their parts combined and tested by 
one and the same party.  

Availability: Since a service-centric system is dependent on other services to provide 
context information, the availability of the context information cannot be controlled 
by the system, as would be the case if the context information provision is part of the 
system itself. Relying on a service to always send the context information in time will 
cause major problems when the service fails.  

A developer of a context-aware service-centric system will have to deal with these 
extra challenges.  

A software architecture provides a global perspective on the software system in 
question. Architecture-based design of software systems provides major benefits [7], 
as it shifts the focus away from implementation details towards a more abstract level. 
Most research on context-aware systems, however, focuses on ad-hoc solutions at the 
implementation level, as designers lack abstractions to reason about context-aware 
systems [6], [8]. This hinders the reuse of design paradigms and ideas. The part of the 
software architecture that obtains context information and presents it to the applica-
tion is the context architecture. It should relieve the application developer of the prob-
lem of retrieving context information [9].  

In this paper we present a context architecture for service-centric systems. This ar-
chitecture explicitly deals with distribution, dynamism, reliability and availability of 
context information, which are typical for service-centric systems. 

The remainder of the paper is organized as follows: in the next section we present 
related work. The elements of the context architecture are discussed in Section 3, and 
further research and a summary of the paper is given in the last section. 
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2   Related Work  

Examples of application-specific context-aware systems are the Active Badge project 
[10], which provides a phone redirection service based on the location of a person in 
an office, the Cyberguide [11], which is a context-aware tour guide to visitors, and the 
Context Awareness Subsystem (CAS) [12], where the mobile phone is used to gather 
data about the context. 

The Context Toolkit [6] consists of domain-independent, reusable context widgets, 
interpreters, aggregators, and context-aware services. In [13] an architecture is dis-
cussed that uses probes, gauges and gauge consumers. The probes are deployed in the 
‘target’ system, they measure and report data to the gauges. Gauges interpret the data 
and translate the data into a higher level syntax. The gauge consumer uses the data 
from the gauges to update models, alert the system, etc. One of the biggest disadvan-
tages about this system is the lack of control on the measurements of the probes; no 
information is kept about the time of measurement, the error probability, etc.  

The Service-oriented Context-Aware Middleware (SOCAM) [14] architecture fo-
cuses on providing context to different services. A service can send a request for spe-
cific context information to the service locating service, and the service locating ser-
vice matches the provided context information with the needed context information. 
Then a reference to the context provider is returned to the requesting service.  

None of the above approaches provide support for the unreliability and unavailabil-
ity of context information of service-centric systems. 

3   Context Architecture 

In this section we present the context architecture for service-centric systems.  The ar-
chitecture provides separation of concerns while developing context-aware service-
centric systems. Fig. 1 shows the complete context architecture for service-centric 
systems. The architecture contains collectors for measuring the context, a context 
source for the storage of the context information, a context engine for the analysis of 
the context information, and an actor for enacting changes in the application system.  

3.1   Collectors 

Collectors are responsible for retrieving data about the context of the system. They 
can be located anywhere, and in the case of service-centric systems will be highly dis-
tributed. Collectors can be intrinsic, extrinsic, or foreign.  

Intrinsic collectors determine the local context of a software system, by measuring 
information available inside the system itself (e.g. memory consumption). Extrinsic 
collectors measure the context outside the system. Foreign collectors do not belong to 
the system itself, but to a different context-aware system or to external services pro-
viding context information. The context information gathered by foreign collectors is 
available through external context information sources (CISs), which are described 
further on. 
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Two types of collectors exist: simple and intelligent collectors. Simple collectors 
do not perform any processing on the data, and immediately send the data to the con-
text source. Using simple collectors results in a higher bandwidth and memory usage, 
because the data is not filtered. Furthermore, all the interpretation needs to be per-
formed by the context engine, placing a larger burden upon that part of the system.  

 

Fig. 1. The context architecture for service-centric systems consists of collectors, a context 
source, a context engine, and an actor 

Intelligent collectors do analyse the context data they measure. Due to this filter- 
ing intelligent collectors produce less data; this is useful in systems with limited 
bandwidth or memory. Furthermore, the context engine has less processing to per-
form. A disadvantage of intelligent collectors is that (valuable) information may be 
lost.  

When the collector sends the context data to the context source, the collector pro-
vides additional information. This additional information consists of the identity of 
the collector and the time the measurement took place, and may be extended with 
domain-specific information.  
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3.2   Context Source 

The context source stores the context data from the collectors. The context engine 
analyzes the data from the context source, and in certain situations adds data to the 
context source. The context source with all its components is shown in Fig. 2. 
  

 

Fig. 2. The context source, with internally a context data source and a context information 
source, and a subscription to an external context information source 

The context source exists of an internal and an external part. The internal part on 
its turn consists of a context data source (CDS) and a context information source 
(CIS). The external part consists of one or more external CISs, which belong to the in-
ternal parts of context architectures of different systems. The context information 
stored in these external CISs is retrievable through a subscription.   

The CDS is a database that contains the measurements of the collectors. This in-
formation is accessible by the context engine. The context engine analyses the data 
from the CDS, and the results of the analysis are stored in the CIS. The CDS is only 
locally available and cannot be imported from other systems, nor can it be exported to 
other systems. This is because the data in the CDS of other systems is analyzed by 
their context engines, and placed in their CIS. If every system would analyse the same 
context data, a lot of redundant data transport and processing would be the result, 
causing unnecessary system load. Therefore, the data in the CDS is only locally avail-
able, and the information placed in the CIS is publicly available. 

The CIS is used to make context information publicly available and to store con-
text information imported from other systems. This way the context data from foreign 
collectors can be used. Access to certain information on an external CIS is imple-
mented through a subscription policy. Whenever the CIS is updated, it broadcasts the 
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new information to all its subscribers. This way the system can use the context infor-
mation measured by other systems or special context information services. This re-
lieves the burden of having to place and move many collectors to deal with the disper-
sal and dynamism of service-centric systems. 

A problem with storing context data is to determine when to remove data. To im-
plement garbage collection different policies can be used: 

1. FIFO: the oldest data is removed first. 
2. Longest unused: the data that has not been used for the longest period is re-

moved first. 
3. Least referenced: the data that has been referenced least (maybe in a certain pe-

riod of time) is removed first. 

Each data element stored in the CDS or in the CIS is called a context element. 
Context elements have the following properties: 

− Collector ID: The ID of the collector responsible for fetching the data this element 
contains. This information is used to discover which collector is responsible for 
measuring the data and what its type is (i.e. simple or intelligent). 

− Related Context Elements: Description of the context elements containing the same 
type of context information. If the data represented in one context element contains 
errors or is too old, another context element with possibly better data can be found. 
Related collectors can be defined in multiple ways, two of which are: 
• Reference; the collected data elements have a reference to other data elements 

providing the same data. This can be, for example, a linked list or a web where 
each data elements points to all other date elements providing the same data. 

• Record with multiple collectors; records that contain a collection of data ele-
ments representing the same information.  

− Update: This flag indicates that the item has been updated. This way the context 
engine can determine if it will be useful to read the context element. After a read 
from the context engine the flag set to false. 

− Error probability: This field indicates the probability that the measured data is 
faulty. When a selector in the context engine finds an error or determines that the 
measurement was wrong, it increases the probability that the element contains er-
rors. If a selector deems a specific element to be correct, it decreases the error 
probability. Depending on the intensity of errors or the error probability can be in-
creased or decreased in bigger steps. 

3.3   Context Engine 

The context engine is responsible for analyzing the context data stored in the CDS. 
After analysis the resulting information on the context is stored in the CIS and used to 
adapt the application system to its current context. 

Context Estimator 
In the CDSs the measurements of the context collectors are saved. The context esti-
mators use these measurements to estimate the context situation. This means that an 
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estimator translates the measurement data from the collectors into more useful infor-
mation. For example, an estimator translates (e.g. by using fuzzy logic) the light in-
tensity measured in lux to values like “day”, ”sunny”, ”cloudy”, “night”, “clear night” 
etc. Other techniques for translating the data are decision trees, neural networks, and 
ontologies. The knowledge that a context estimator uses for translation is represented 
by the Estimation Intelligence (see Fig. 3). The estimator can also pass through the 
data from the context source without translation. 

The estimator collects data from the CDS by requesting for a specific type of con-
text information. Multiple ways of requesting the data are: 

 

Fig. 3. The data from the context source is processed by the context estimator, the context se-
lector, and the context evaluator, before it is sent to the actor 

• Request by collector: The estimator request data from a specific collector. The 
CDS returns the context elements provided by the requested collector. 

• Request by context type: The estimator requests a specific type of context on a cer-
tain moment (in the past or the present). It receives all the context elements for the 
specific context type. 

The estimator can request multiple types of context elements, and aggregating 
these elements results in a more abstract representation of the context. By aggregating 
for example the time of day, the processor load of the system, and the number of 
processes running, the conclusion can be reached that it is night and that the system 
has enough processing power left for a full system scan or backup. 

The abstracted context information is saved in the CIS, as back-up and to provide 
this information to other context-aware systems. 

Context Selector 
The purpose of the context selector is to make sure that only the right context infor-
mation is used by the context evaluator. To make sure that the context evaluator re-
ceives the right information, the selector determines which context estimator performs 
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the best estimation for a specific context type. When the evaluator requests the best 
estimator for a specific type of context; the selector looks up the possible estimators 
and passes through the best context estimation to the evaluator. 

The alternatives for determining the best estimator are: 

• Error probability: estimators can output the error probability of the context ele-
ments they use; the best choice is the estimator with the lowest error probability. 

• Combine context estimations: Another method is to combine context estimations. 
One way to combine context estimations is to compare the different estimations 
and choose the one that occurs most (i.e. count how many estimators produce the 
same value). Another way is to determine the current context from different types 
of estimators.  

The strategy for the selection of the best estimator is stored in the Estimation Se-
lection Criteria. The above alternatives can be used to create a list of preferred estima-
tors, reducing the number of estimators used. 

When the selector notices errors coming from a certain context element, it will 
provide feedback to the context source, which adjusts the error probability of the con-
text element (and its representative context estimators) accordingly. 

Context Evaluator 
After the selector has provided the context evaluator with the best context estimation, 
the evaluator will use the information to determine the best configuration of the appli-
cation system. When the context has changed, the evaluator decides to either keep the 
system running as it is or to reconfigure the system. If the latter is the case, then it is 
also the evaluator’s task to decide what to change. This decision is based on the cur-
rent context and on the current configuration. 

The first necessity for making such a choice is the knowledge of which choices are 
available. Therefore the evaluator needs to know all the possible variations of the sys-
tem, and have a mapping with how suitable they are for the given context situation. A 
first mapping will have to be made during development, but it can evolve dynamically 
during operation. Due to the fact that this lies beyond the scope of this research we 
will not go into more detail on the methods for doing so.   

After the evaluator chooses the best new configuration for the new context, it 
makes sure that the changes are enacted by invoking the actor. 

3.4   Actor 

The actor is responsible for enacting changes in the running application system. The 
actor performs as the link between the implementation of the context architecture, the 
application system, and possibly the user. As most users will first want to control the 
changes in the system, it is possible to let the context evaluator propose changes, 
which the user can then overrule if desired. After a while the involvement of the user 
can be decreased until finally the context-aware system is completely self-adaptive.  

It is also possible to combine multiple implementations of the context architecture 
at the actor, see Fig. 4. The actor uses a weight factor to decide which of the proposi-
tions for change will be invoked and which will be ignored.  
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Fig. 4. The actor uses the input of one or more implementations of the context architecture and 
possibly the user to enact changes in the application system 

4   Conclusion and Further Research 

The context architecture proposed in this paper is tailored to deal with the characteris-
tics of service-centric systems. Context information coming from context providing 
services or context architectures of other systems can easily be integrated, solving the 
distribution and dynamism problems of service-centric systems. Unreliable context 
information can be detected and ignored by using the error probability and related 
context element properties of the context elements, and by combining context estima-
tions. Possible unavailability of context information will not cause system crashes, as 
the context information is stored as back-up and related context elements providing 
the same type of context information are listed.  

As the architecture is very general, it can be developed separately from the soft-
ware system, enabling separation of concerns. The few points where direct interven-
tion with the software system is needed are the collectors monitoring the internal con-
text of the application system, and the actor, which is responsible for reconfiguration.  

The next challenge is to further define the context evaluator, i.e. the mapping be-
tween the context information and the possible configurations of the application sys-
tem. Currently, this mapping is always application-specific, defined by the systems 
developer.  

The actor allows the connection of multiple context architectures to the software 
system. Another interesting research topic is the policy for conflicting advices from 
the different evaluators.  
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Abstract. Context-aware systems are systems that use context information to
adapt their behavior or to customize the content they provide. Prior work in the
area of context-aware systems focused on applications where context sources,
Context-Aware Services (CASs), and users are in each other’s spatial proxim-
ity. In such systems no scalability problem exists. However, other relevant CASs
are subject to strong scalability problems due to the number of users, the geo-
graphical distribution of the context sources, the users, and the CAS as well as
the number of organizations that participate in the provision of the context-aware
system.

In this paper, we classify CASs according to their scalability needs and review
context provision and service provision infrastructures with regard to their scal-
ability. For building large-scale context-aware systems it is not sufficient to Zuse
large-scale service provision and context provision infrastructures. Additionally
an integration layer is needed that makes the heterogeneous access interfaces of
the context provision infrastructures transparent for the CASs. We outline our
proposal for such an integration layer and describe how it can be combined with
an infrastructure that allows handhelds themselves to gather context information
in their immediate vicinity via wireless technologies.

1 Introduction

Context-aware systems are systems that use context information to adapt their behavior
or to customize the content they provide. In these systems three main types of entities
can be distinguished: Context Sources (CS), Context-Aware Services (CASs) and users.

Early research in ubiquitous computing focused on applications where all entities
involved in a user session are located in each other’s spatial proximity like figure 1(a)
illustrates. In such a setting there is no scalability problem. [1] coined the term ”local-
ized scalability” for this principle. Localized scalability is reached ”by severely reduc-
ing interactions between distant entities” [1] or by locally restricting the distribution of
information [2].

However, there are applications where the context sources, the CASs and the users
are not colocated. Thus, interactions between distant entities are needed. In these situa-
tions the question arises how global scalability in context-aware systems can be reached.
The key to this lies in replicating and distributing CASs as well as context information.

T. Strang and C. Linnhoff-Popien (Eds.): LoCA 2005, LNCS 3479, pp. 26–39, 2005.
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The paper is structured as follows: In section 2 we argue under which conditions a
need for global scalability exists and give examples for applications. Section 3 reviews
approaches for context provision as well as for service provision. In section 4 we discuss
how the existing approaches can be combined and show which components are still
missing in order to build large-scale context-aware systems. We describe our proposals
for these components in section 4.1 and 4.2. In section 5 we outline directions for future
research.

2 From Local Towards Global Scalability

In this section we will define classes of CASs with different scalability needs and will
provide examples for these classes. To be able to discuss the scalability of the different
application classes we first need to define what scalability is. According to [3] scale
consists of a numerical, a geographical, and an administrative dimension. The numeri-
cal dimension refers to the number of users, deployed objects like e.g. context sources
and services in a system. The geographical dimension means the distance between the
farthest nodes, while the administrative dimension consists of the number of organiza-
tions that execute control over parts of the system. A large administrative dimension
in general leads to heterogeneity. The various organizations are likely to use different
hardware, software, protocols, and information models. In such an environment service
interoperability becomes a problem. The interoperability problem is classically divided
into a signature level, a protocol level, and a semantic level [4]. The syntax of the in-
terface of a service is described on the signature level. It includes in general the name
of any operation and the type and sequence of any parameter of the interface. On the
protocol level the relative order in which methods of a service are called is specified.
The problem of divergent understanding and interpretation is dealt with on the semantic
level. [3] defines a system to be scalable if users, objects and services can be added, if
it can be scattered over a larger area, and if the chain of value creation can be divided
among more organizations without the system ”suffering a noticeable loss of perfor-
mance or increase in administrative complexity.”

Locally scalable CASs (figure 1(a)): Most CASs that were built so far colocated the
CAS, the context sources, and the users (see e.g. [5] for a survey). Typical examples
are shopping and conference assistants. In these systems scalability is not an issue. All
ways between the entities are short. The number of context sources and users is low.
Moreover, the physical context sources were known when the CAS was developed.
Thus, the CASs as well as the context sources were designed to interoperate.

CASs with heightened scalability needs (figure 1(b)-(d)): Recently, some CASs have
been built where only two of the three types of entities are colocated and the third is far
away. For example, many health surveillance applications [6] assume that sensors are
attached to the body of persons with health problems. The gathered data is transmitted
via the mobile Internet to a central database where it is analyzed by a physician or by a
data-mining process that alerts a doctor if something is wrong (see figure 1(b)). Other
applications colocate the user and the CAS (figure 1(c)), but receive context information
from distant locations. An example are on-board navigation systems in cars that receive
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Fig. 1. Depending on the application context-aware services, context sources and users may be
colocated or far apart

information about traffic jams via radio technologies. Surveillance of remote areas with
the help of sensor networks is an application where in general the context sources and
the CAS are colocated. When something interesting happens the user that is far away is
informed (figure 1(d)). These types of CASs cause moderate scalability problems.

CASs with potentially global scalability needs (figure 1(e)): The largest scalability
problems arise when the context sources, the CASs, and the users are far apart from
each other. Examples are context-based push information services, contextualized yel-
low pages services, and server-based navigation applications. A context-based push
information services for example is a friend-finder (cp. [7]). A friend-finder constantly
tracks all members of a community within a large area. Whenever two members with
similar interests enter each others vicinity, they are informed if their current activity
does not forbid this (if e.g. one must not be disturbed because he is in a meeting). An-
other example is an application that reminds people to buy e.g. milk when they are
near a supermarket. Contextualized yellow pages services (cp. [7]) help people to find
nearby sights, restaurant, gas stations etc.. Scalability problems arise especially if dy-
namic properties of target objects (target context) and of objects between the user’s
current position and the target’s position (transition context) are included into the rec-
ommendations given to the user. For example, a tour guide might incorporate the current
waiting times at major sights into the proposed tour or a restaurant finder might suggest
only places that can be reached within 15 minutes and still have seats available. To de-
termine which restaurants are reachable within a certain time, the CAS finds out which
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bus stops are near the user and when the next bus will arrive including all known current
delays. If the user is within a car, the current traffic situation is taken into account. A
server-based navigation system keeps all maps on the server and calculates routes based
on the user’s position, the point he wants to reach and dynamic information like traffic
jams, weather condition, and road works.

The scalability problem of these applications is mainly caused by three properties of
the overall system: 1. The CAS can be invoked from within a very large area. 2. Many
persons might want to use the CAS. Thus, it must be ready to cope with a high workload.
Moreover, the context of a plethora of entities must be accessible for the CAS. 3. The
context sources will have different access interfaces in different regions and will be
operated by different organizations. For example, a navigation system that uses traffic
information for its recommendations will have to address that this information will be in
a different language and format in Germany and France. Standards can partly solve this
problem. However, many competing standards exist. For example, a traffic information
system in the USA will express distances in miles and feet, while in Europe kilometers
are used. For all these problems solutions must be found to allow for scalable context-
aware services.

After having outlined for which classes of CASs global scalability is needed, we
will review approaches for context provision and CAS provision with regard to their
suitability for building globally scalable context-aware systems.

3 Approaches for Context Provision and CAS Provision

In order to build globally scalable context-aware systems the context provision process
as well as the provision of the CAS must be scalable. We will address both subsystems
in turn.

3.1 Scalable Context Provision

Scalability research in ubiquitous computing so far has mainly focused on the question
how the context provision process can be made scalable. Figure 2 classifies the context
provision approaches.

Context Provision approaches can be divided intoinfrastructureless andinfrastructure-
based approaches. If no infrastructure is employed, the CAS retrieves information from
the context sources directly via wireless links or a multi-hop routing scheme is used.
Multi-hoping is used in Wireless Sensor Networks (WSN) [8] where context sources
collaborate and in Data Diffusion Systems [9, 10] where context sinks interact to dis-
tribute information. These technologies are only suitable if the distance between the
context source and the context sink is not too large (limited geographical scalability).

Early infrastructure-based systems directly linked CASs with sensors that were at-
tached to a Local-Area Network (tight coupling). To loosen the coupling two main
approaches can be distinguished. Service-centric approaches provide a homogeneous
interface for context retrieval from sensors. The Context Toolkit [11] (CTK) was the
first representative of this school of thought. It encapsulates sensors in so called wid-
gets that provide a unified interface to the CAS. The heterogeneity is diminished, but
application-specific code still needs to interact directly with context sources, i.e. sen-
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Fig. 2. Classification of context provision approaches

sors plus widgets. Other representatives are Solar [12] and iQueue [13, 14]. Data-centric
systems introduced a data repository (e.g. a tuple-space) between the context sources
and the CASs (e.g. [2]). The context sources provide context information to the data
repository. CASs can query the repository via a query language. In these systems the
CASs only need to comply to the service interface of the data repository and the used
information model of the context sources.

Many proposals were made how geographically scalable context provision infras-
tructure can be built using the loose coupling paradigm, e.g. ConFab [7, 15], Solar
[12], GLobal Smart Space (GLOSS) [16], Strathclyde Context Infrastructure (SCI)
[17, 18, 19], IrisNet [20, 21], and iQueue [13, 14]. All these approaches connect the sen-
sors to a local server that either acts as a data repository (ConFab, GLOSS, IrisNet), as
an execution environment (Solar, iQueue), or as both (SCI). Some systems assign sen-
sors to local servers merely based on geographical proximity (Solar, GLOSS, IrisNet,
iQueue). Others make the data repositories a representative of entities in an environ-
ment (like people, places, and things) (ConFab, SCI). Data repositories are in general
based on tuple-space technology (ConFab, GLOSS, SCI), but also XML-databases are
employed (IrisNet). The large-scale context provision infrastructures must be able to
answer queries that require data from many local servers. Thus, the local servers need
to be confederated in some way. Many systems use Peer-to-Peer routing technology
for this purpose (Solar, GLOSS, SCI). Others use XML hyperlinks between the data
repositories (ConFab) or employ the Domain Name System (IrisNet). The information
models that the approaches specify to express queries are very heterogeneous, though
most of them are XML-based. Some describe context sources and chains of operators
for the generation of context information. Others define functions that calculate the re-
quested context information based on context data that is described in an attribute-based
manner.

3.2 Scalable CAS Provision

Scalable context provision infrastructures are a very important building block for scal-
able context-aware systems. However, even if perfectly scalable context provision were
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given, there would still be some challenges left to allow for completely scalable context-
aware systems:

1. Numerical dimension: Large-scale CASs may have millions of users that collec-
tively cause a workload that is much too high for a single server. Thus, replicating
and distributing the CAS must be considered.

2. Geographical dimension: Large-scale CASs may have users that are spread over a
very large area. In this case also relevant context sources will be strongly distributed.
Since many interactions especially between the CAS and the context sources, but
also between the user and the CAS will be needed, there is a potential that the long
ways will lead to large response times of CASs. A solution is to distribute replicas
of the CAS to servers that are close to the user and to the context sources.

3. administrative dimension: The large-scale context provision infrastructures pos-
sess heterogeneous access interfaces. Especially interoperability on the semantic
level is a problem. Either a CAS must be able to deal with all of them or an infras-
tructure must be in place that makes the heterogeneity transparent for the CAS.

Little work has been done on the question how scalable CASs can be built. The
only works we are aware of are [6], [22], and [23]. These works suggest to expose
context sources and context repositories to the system as grid services. A grid service
is a Web Service that conforms to a set of conventions [24]. By using grid technology
interoperability on the signature level is reached and the scalability properties of grids
can be reused. Besides grids other technologies for scalable service provision exist.
They are classified in figure 3.

Fig. 3. Classification of CAS provision approaches

If too many requests need to be answered by a web-based application, one of the
most often used approaches is to employ a server farm. The application is replicated
and installed on many servers that are interconnected by a common high-speed Local-
Area Network (LAN). The workload is evenly distributed among the servers by an
intelligent switch. Computing clusters are similar to server farms. Computing problems
that are too large for a single server are divided into many parts that are solved in
parallel by many CPUs. Since the execution of one session of a CAS in general does
not overcharge a single server, server farms are more suitable for CASs than computing
clusters. Server farms address the numerical dimension, but the geographical dimension
of the scalability remains unsolved.
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Infrastructures that solve the numerical and geographical scalability problem are
grids [25], peer-to-peer (P2P) networks [26], and Content Delivery Networks (CDNs)
[27]. All these technologies are able to coordinate globally distributed servers. All three
infrastructures have their specific strengths. Grids excel at monitoring resources and
balancing load. P2P networks perform content-based routing in a very scalable manner
and CDNs are especially good at assigning client requests to nearby servers. The three
technologies are converging. Grids will use P2P routing. Recent proposals for P2P net-
works allow for routing to nearby servers and CDNs use the Apache Tomcat container
like the Globus Toolkit [28] (the most widely used toolkit for grid technology) as an
execution environment for applications.

To build globally scalable context-aware systems the best choice is to use one of
these three numerically and geographically scalable infrastructures to dynamically dis-
tribute replicas of CASs and to combine it especially with large-scale context provi-
sion infrastructures. However, coupling the CAS provision infrastructures with the var-
ious context provision systems poses some challenges like we will discuss in the next
section.

4 Components for Scalable Context-Aware Systems

In order to build globally scalable context-aware systems it is necessary to dynami-
cally replicate and distribute CASs on the servers of one of the three numerically and
geographically scalable service provision infrastructures that were outlined in the last
section. This infrastructure forms the upper layer in figure 4. In this way the numerical
and geographical scalability of the CAS is assured.

The replicas of the CASs that are placed on the geographically distributed servers re-
trieve context information from regional Context Information Services (CIS) (see lower
layer in figure 4). A CIS is an abstraction. It is any service that provides context infor-
mation. In most cases it will be a large-scale context provision infrastructure, but it can
also be a single sensor or a user’s handheld that provides context information. By com-
bining a large-scale service provision infrastructure with large-scale context provision
infrastructures numerical and geographical scalability is reached.

However, the administrative dimension is still a problem: The CISs in the various
regions may possess different access interfaces, even if they provide the same type of
context information. Figure 4 illustrates this with diversely shaped symbols. Since the
developer of a CAS does not know at design time on which servers his CAS will be
deployed and which CISs will be used, he cannot anticipate what the access interface
of needed CISs will be like. This is a major problem. The replicas of a CAS need an
execution environment that is the same on every server. This means that also the access
to context information must be identical on every server. Thus, the CAS distribution in-
frastructure needs to provide an integration layer that binds to the heterogeneous access
interfaces of CISs, maps the retrieved information to a standard information model,
and provides it to the CASs in a unified way. Such an integration layer is our CoCo
infrastructure. It will be outlined in section 4.1.

The CoCo infrastructure resides on each server and binds to local or regional CISs.
In general this CISs are large-scale context provision infrastructure. However, for some
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Fig. 4. Combining a scalable service provision infrastructure with large-scale context provision
infrastructures provides numerical and geographical scalability. However, the administrative di-
mension of the scalability problem is yet to be solved

applications it might also be useful that the user’s handheld itself looks for context in-
formation in its immediate vicinity via wireless technologies and passes the context
information to the CoCo infrastructure when it invokes the CAS via e.g. UMTS or
GPRS. For example, somebody might be looking for restaurants that can be reached
within 15 minutes with public transportation means and that are not overly crowded.
The information which bus stations are near the user is probably most efficiently re-
trieved via wireless multi-hoping methods. To find out which candidate restaurants still
have free seats available, however, is an information that is generated too far away from
the user to be accessible wirelessly. For the wireless gathering of context information
in the user’s immediate vicinity we developed an infrastructure that will be described
in section 4.2.

4.1 Context Composition Infrastructure

The Context Composition (CoCo) infrastructure [29] is a set of collaborating compo-
nents that generate requested context information. It solves the following problems: It
binds to regional CISs and can translate the provided context information into the stan-
dard information model. Moreover, it is able to execute workflows that are needed to
generate higher-level context information from low-level context information. These
workflows and needed pieces of context information are specified in a CoCo document
using the CoCo-language which is based on XML. It can be represented as a graph.
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Figure 5 shows an example for the generation of context information that a restaurant
finder might need. CoCo documents are mainly composed of factory nodes that spec-
ify which pieces of context information are needed and operator nodes that describe
how context information needs to be adapted, selected, aggregated, or processed in any
other way. A directed edge between two nodes stands for a context information flow. In
the example the user is looking for nearby restaurants or beer gardens (if the weather is
fine) that match his preferences he specified in a profile. He invokes the CAS and passes
his phone number. The CAS dynamically adds this phone number to the CoCo docu-
ment that describes the general context information needs of the restaurant finder. This
document is given to the CoCo infrastructure. Based on the phone number the user’s
profile and his current location can be found out. Not until the user’s position has been
retrieved, the temperature and the likelihood that it will rain can be requested because
these pieces of context information are dependent on the location. Since the CAS is
not interested in the temperature and the likelihood of rain directly, an operator node
is invoked that uses the former information to determine whether the weather can be
considered as good. The retrieved user preferences, the user’s location and the decision
if the weather is good are given back to the CAS.

Fig. 5. Example of a CoCo-Graph

The infrastructure that executes the CoCo-Graph consists mainly of a CoCo-Graph
Controller, a Context Retriever, the CoCo Processor and two caches like depicted in
figure 6.

The CoCo-Graph Controller receives the CoCo document from the CAS and exe-
cutes the specified steps. Thus, the CoCo-Graph Controller is the component that is in
charge of flow control. Whenever it parses a factory node, it sends the corresponding
information to the Context Retriever that responds with the respective context informa-
tion. Operator nodes result in a call to the CoCo Processor. When the output node is
reached, the results of the execution of the CoCo document are returned to the CAS.



Towards Realizing Global Scalability in Context-Aware Systems 35

Fig. 6. CoCo Infrastructure

The Context Retriever discovers CISs, selects the most appropriate one and returns
the retrieved context information to the CoCo-Graph Controller. Both, the descriptions
of discovered CISs and the context information, are cached for later reuse.

The CoCo Processor executes explicit operations that are needed to derive a specific
piece of context information from one or many other pieces of context information.
For example, the CoCo Processor would process the operator node ”isWeatherGood”
to decide if the weather is good or bad, based on the retrieved temperature and the
likelihood of rain. The CoCo-Graph Controller also delegates implicit instructions to
the processor. These are conversion operations between different scales, i.e. formats,
of the same context information item. In our scenario, the CoCo Infrastructure locates
the user and passes his position to the factory node needed to retrieve the temperature
at the user‘s position. The position might be expressed in WGS84-coordinates, while
there might be only CISs available that accept coordinates exclusively in UTM-format.
At this point, the CoCo-Graph Controller invokes the CoCo Processor to try to convert
the information. For its task the CoCo Processor needs semantic information about the
information model and requires conversion operations between the various scales of
the same types of context information. This knowledge and functionality is stored in
the Information Model Library.

The CoCo infrastructure was conceived as an integration layer between large-scale
context provision infrastructures and execution environments for CASs. In the next sec-
tion we will describe how the CoCo infrastructure can be combined with wireless con-
text provision methods.
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4.2 Context Diffusion Infrastructure

We assume that when a user subscribes to a CAS, he downloads a thin client to his hand-
held. This thin client uses a Context Diffusion Infrastructure that is already installed on
the handheld to gather context information. The main principle of Context Diffusion
is that static server nodes announce information via local wireless radio technologies
like Bluetooth or IEEE 802.11. Mobile nodes listen to this information and cooperate
to disseminate the information by word of mouth.

The core of our Context Diffusion Infrastructure is our data diffusion protocol [30].
It is executed whenever two nodes come into radio range. These can either be two
mobile nodes or an immobile and a mobile node. The protocol works as follows:

1. First, profiles are transmitted between the peers. The profiles specify in which types
of context information the profile owner is interested.

2. The peer’s profile is used to search through the handheld’s cache of formerly ob-
tained pieces of context information.

3. All cached pieces of context information that might be of interest for the exchange
partner according to his profile are transmitted and are then stored on the receiver’s
side.

Since each handheld frequently executes a cache invalidation scheme that deletes
all pieces of context information that have become outdated or invalid because the user
has moved out of the region where the specific piece of context information could be
useful, only valid information that refers to the current region is exchanged.

The Context Diffusion Infrastructure offers an API for thin clients to add entries
to the profile. Depending on the application’s collection strategy, it can either add its
profile during its installation phase or when it is invoked. In the former case, the hand-
held scans continuously its environment for available context information, in the latter
case, context information collection is initiated on demand. The infrastructure allows
for push notification and for a request mode. Push notification means that the thin client
is informed everytime an interesting piece of context information is received. Alterna-
tively, the thin client can search the cache for relevant entries using the request mode.
Our favorite configuration is that the thin client initiates the context retrieval when it is
invoked. After a fixed amount of time it searches through the cache for relevant context
information, invokes the backend of the CAS via GPRS or UMTS and transfers the
context information to it.

Whenever the backend of a CAS is invoked by a client, it analyzes the request to
see whether context information was passed. If this is the case, the provided context
information is given to the CoCo infrastructure. The CoCo infrastructure receives the
information, transforms it into the standard information model if needed, and writes it
into the context information cache. The CAS operates in the normal way and requests
context information from the CoCo infrastructure with a CoCo document. Since the
Context Retriever within the CoCo infrastructure always starts looking in the cache
whether needed context information is already stored, the context information provided
by the client is very naturally introduced into the standard process of CoCo. The func-
tionality that is in place to check whether cached context information is usable for a
certain problem is reused to validate context information that was passed by the client.
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Additionally, the information that was gathered by one client is potentially reusable
for others. By writing the context information that was gathered by the client into the
CoCo cache instead of directly using it, it becomes transparent for the CAS in which
way context information was retrieved.

5 Conclusion and Future Work

In this article we have shown that some Context-Aware Services (CASs) need to be
globally scalable. We have outlined approaches for context provision and CAS provi-
sion and evaluated them with regard to their scalability. Good candidates as a suitable
CAS provision infrastructure are grids, P2P networks, and CDNs. These systems need
to be coupled with large-scale context provision infrastructures. To provide a homoge-
neous access interface to context information for replicas of CASs the CAS provision
infrastructures need to provide an integration layer that makes the heterogeneity of the
access interfaces of the context information services transparent for the CASs. The
CoCo infrastructure is such an integration layer. It can be combined with an infrastruc-
ture that allows to gather context information in the immediate vicinity of a user. These
approaches allow to build globally scalable context-aware services.

Currently, we are working on the development of efficient, but easily applicable
heuristics for the distribution of CASs in CDNs. We are developing a simulation that
allows to evaluate the resource consumption and improvements of user-perceived la-
tencies that are incurred by the various heuristics. Furthermore, we are refining our
infrastructures. Especially, the development of a generic model for context information
remains one of the hard research questions.
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Abstract. Navigation for and tracking of humans within a building usu-
ally implies significant infrastructure investment and devices are usually
too high in weight and volume to be integrated into garments.

We propose a system that relies on existing infrastructure (so requires
little infrastructure investment) and is based on a sensor that is low
cost, low weight, low volume and can be manufactured to have similar
characteristics to everyday clothing (flexible, range of colours).

This proposed solution is based on solar modules. This paper inves-
tigates their theoretical and practical characteristics in a simplified sce-
nario. Two models based on theory and on experimental results (empir-
ical model) are developed and validated.

First distance estimations indicate that an empirical model for a par-
ticular scenario achieves an accuracy of 18cm with a confidence of 83%.

1 Introduction

Solar cells and modules are usually applied to the conversion of radiant to elec-
trical energy. However, as we show in this paper, such energy flows may also be
considered as data flows, thus extending solar module functionality to a form
of receiver. Data can be transmitted for reception by solar modules via IR [1]
as well as via fluorescent tubing [2]. In the concept proposed here, the solar
modules are used only to track the intensity of indoor radiation (e.g. lights) as a
form of context information. By using existing lights infrastructure, investment
is minimised. Taking the taxonomy of position estimation approaches of Fox [3],
we therefore have a local (e.g. single building) and passive (not transmissive) ap-
proach. Conceptually, the solar cells are “outward looking” and measure multiple
beacons in the environment.

To the authors’ knowledge, such a use of solar modules as a component of a
location tracking system has not been previously investigated. Optical location
investigations have previously considered various technologies including infra
red [4, 5], laser [6, 7] and video [8, 9, 10, 11]. Further location technologies [12],
include inertial [13], ultrasound [14], RF [15] and magnetic [16]. It has also been
shown that such technologies can be used in tandem [17, 18]. A solar powered
location system is the MIT Locust [19].
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Fig. 1. LuxTrace concept: Wearable location tracking by solar cells

In this paper, a scenario of an office worker walking in a corridor is considered
with solar modules integrated into the shoulder area of their clothing. Such
modules can have similar characteristics to textiles e.g low cost (2$), low weight
(20g), low volume (2cm3) and with a range of colours. A potential concept is
shown in Figure 1 in which the flexible solar module system on the shoulder (1)
transmits one or more RF pulses only when there is sufficient energy to do so
i.e. beneath a light source. This data is collected and processed by the belt worn
computer (3) [20]. The environment is assumed to be static [3] as the lights in
the corridor are always on during office hours. Whilst it is necessary to process
the data from the solar modules, their relatively low bit rate is well adapted
to on body processing such as with a body worn computer. Sensors other than
solar cells may also be necessary for satisfactory location tracking.

This paper is structured as follows. The investigation of the office worker
scenario firstly considers radiant energy received by a solar module from a the-
oretical perspective. A single fluorescent light tube is modelled from which the
radiant energy in a number of interconnected corridors is extrapolated. This
model is then validated using a solar module mounted on a wheeled vehicle. The
same vehicle is then used to collect training data from which a second model
is developed that is specific to similar corridors. The second model is then val-
idated using further data. In the discussion the LuxTrace concept is analysed.

2 Simulation

2.1 Irradiance Modelling

Typical office buildings have windows, varying room architecture, colouring and
various ambient light sources, which influence the light intensity and frequency
components. These parameters may provide information for location estimation,
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when included in a radiant energy map and used as reference during indoor
navigation. In this first approach, we rely on information extracted from artificial
light sources only. More precisely, we consider in this analysis a hallway scenario
equipped with regular fluorescent light tubes installed in the ceiling at 2.5 meters
from the floor.

Theoretical Model. The source of radiant energy (emitter) creates a field
of radiant flux. Many emitters can be modelled as a point source at sufficient
distance. The total received flux per area is called Irradiance (W/m2). For the
following model, a fluorescent light tube will be approximated as a bounded
concatenation of point sources.

As the distance between fluorescent light tube and photovoltaic solar cell
(receiver) changes, so does the light intensity received at the cell (irradiance).
Irradiance IRPS at a distance r from a point source emitting radiant energy with
intensity I0 is related by the inverse square law [21]:

IRPS =
c ∗ I0

r2
with c = const. and I0 = const. (1)

For positioning in three-dimensional space the coordinate system x, y, z shown
in Figure 2 will be used, with its origin at the centre of the tube 0(x0, y0, z0).

Fig. 2. Schematic for the theoretical model

In the particular case, where a receiver is positioned on a plane with zS =
const. near to the light tube, the irradiance is at maximum, if xS = x0 and
yS = y0. This can be described as the total planar irradiance ITPS . In the
general case, for the irradiance at the solar cell sensor ISPS an arbitrary angle
ϕ must be considered, with −90◦ ≤ ϕ ≤ 90◦ between the point source emitter
and the receiving sensor, related by the cosine law: ISPS(ϕ) = IRPS ∗ cos(ϕ).

The distance r can be decomposed in the coordinate system by the three
coordinates positioning the solar cell S(xS , yS , zS) (Figure 2) depending on the
position along the light tube (y-coordinate):
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r(y) =
√

xS
2 + (yS − y)2 + zS

2 (2)

The cell irradiance from a point source ISPS can be directly related to the
coordinate system, by inserting equation 2 into equation 1:

ISPS(y) =
c ∗ I0 ∗ zS

(xS
2 + (yS − y)2 + zS)3/2

(3)

This relation can be used to simulate the irradiance from a solar cell move-
ment in any direction under light sources at arbitrary heights. The total irra-
diance IS for a fluorescent light tube is found by integrating over the chain of
point sources (equation 4) in y-direction:

IS =

yL∫
−yL

ISPS dy =

yL∫
−yL

c ∗ I0 ∗ zS

(xS
2 + (yS − y)2 + zS)3/2

dy (4)

The distance to the light source, e.g. z-component zS of S is assumed as
being constant. From the perspective in x-direction, the model assumes the light
tube as a point source. Hence, xS is constant. The total length of the light tube
is denoted by l. Hence, the integration limits are described by yL = l/2. IS is
derived in units of W/m.

Practical Data Acquisition. The change in irradiance when varying the dis-
tance of a photovoltaic solar cell to the light emitter can be monitored by current
or voltage variation. Whilst current is directly proportional to irradiance, voltage
is less affected. It varies with the log of intensity:

V ∝ ln(IS)

For convenience of signal acquisition, solar cell voltage across a 10kΩ resis-
tance was tracked. This resistance is sufficient in our case to ensure that voltage
was almost directly proportional to current (and irradiance) [22].

The log correction made does not change the general shape of the waveforms.
The resulting simulation graphs are depicted in Figure 3. For the simulation,
c = 1 and I0 = 5W/m2 is used. These values are fitted with real measurements
to reflect size and type of the solar cells in the model. Since for this simula-
tion example the y-component of the movement is Δy = 0, the light tubes are
approximated as point sources.

Detection of Light Emitter. Figure 3 shows the expected waveform for a
straight trajectory equidistant to the walls down a corridor. The light tubes are
oriented at right angles to the trajectory and regularly distributed (see Figure
2). Assuming a typical office building height of about 2.5 meters, the distance
zS from an adult shoulder to the ceiling mounted light sources will be about one
meter or less. The regular distance dL between the light tubes is greater than 2.5
meters. Using the theoretical model for the case of dL = 2.5m and zS = 0.8m
there is a difference of 20% in the log irradiance from the minimum to maximum
value. Such a difference is sufficient to detect when the solar module is beneath
the tube.
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Fig. 3. Log corrected irradiance from three point sources at different ceiling heights

2.2 Environment Effects and Theoretical Model Limitations

The theoretical model does not consider indirect light, such as reflections at walls
and cupboards. Fortunately indirect light generally has an order of magnitude
less intensity than direct light, so this component of radiant energy has not been
included in the theoretical model.

The case of occluded direct light is familiar because it creates distinct shadows
hindering radiant energy reaching a sensor. For the intended application using
overhead light sources, the possible obstruction area is limited to objects in direct
connection with the light source, e.g. the box frame supporting the fluorescent
light tube or objects in the line of sight above the solar cell. As this model
does not cover human aspects in detail, the head as a possible obstacle is not
considered.

2.3 Theory Based Distance Model

In a second modelling step, a 3-dimensional environment for configurable light
distributions has been built for the majority of the corridors of our offices. With
this approach it is possible to simulate various building scenarios. It is used here
exclusively for a section of the corridor scenario.

For the following analysis a distribution of fluorescent light tubes according to
the simulated irradiance map in Figure 4 has been chosen. This situation reflects
part of a hallway from an existing office building. The scene consists of one long
walkway leading to offices and a connecting passage. The section has 3 identical
light tubes, equidistant with both walls, oriented in a perpendicular direction to
the main corridor access. The distance between the lights is dL = 3.7m. There
are no windows or other significant sources of artificial light in the the scenario.



Towards LuxTrace: Using Solar Cells to Measure Distance Indoors 45

Fig. 4. Example of a simulated irradiance distribution as 3D plot for the scenario

3 Experiments

The initial goal of the experiments was to verify the waveforms calculated in the
simulation. At the same time, measurement data were acquired for creating and
validating a trained model. This section details the measurement system used
and the data sets acquired. Experiments were carried out within the corridor in
which radiant energy had been simulated.

3.1 Sensing System

A measurement system based on a trolley (see Figure 5) was built that allows
acquisition of the voltage from solar cells. The same set up was used for all
experiments. The solar module was positioned in a horizontal plane on top of
the trolley. Furthermore, a relatively constant distance zS between cell and flu-
orescent light tubes could be maintained, varying by a few millimetres due to
ground roughness under the wheels of the trolley for example.

The photovoltaic solar module used for the experiments is an amorphous
silicon thin film deposited on glass1. The voltage of the solar cells was acquired
at 1kHz and 12 bit resolution using a standard data acquisition system.

To associate the acquired waveforms with actual distance down the corri-
dor, two approaches have been used: By using markers on a precisely measured
straight trajectory, the waveforms have been tagged. This measurement is con-

1 Manufacturer: RWE SCHOTT Solar, model: ASI 3 Oi 04/057/050.
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Fig. 5. Measurement trolley used for acquiring solar cell voltage

Fig. 6. Experiment setup: Movement on straight line under light tube centre

sidered as being relatively precise but limited in resolution, since data could only
be collected practically every 50cm. Therefore a second distance measurement
method based on a bicycle dynamo and bicycle wheel appropriate was used. A
peak detection of the acquired voltage waveform from the dynamo generator was
used to determine the system speed. The accuracy of the wheel measured dis-
tance compared with the actual distance was always over 98%. Since this result
indicates satisfactory accuracy, the second method was used to acquire ground
truth for subsequent experiments.
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3.2 Description of Experiments

The experiments were performed pushing the trolley at constant walking speed
(0.55ms−1). A straight trajectory was taken below the middle of the light tubes
as shown in Figure 6. The distance between the horizontal solar cell and the
fluorescent light tubes was zS = 73cm, the distance between the light tubes was
dL = 3.7m.

Irradiance at the solar module was measured over trajectories with distances
in the range of 2m to 10m. Each time the solar module passed under a tube, a
waveform peak was measured. A total of 14 such peaks were recorded.

4 Results

4.1 Theoretical Model Validation

The theoretical model used varied over the range of 0.4V to 3.3V whilst the
average of the measured values was in the range 0.1 to 2.7V. The error for
ten peak waveforms (see Figure 7) was less than 0.3V with a confidence level
of 81%. Part of the error can be attributed to the theoretical model being for
a bare fluorescent light tube rather than the measured data which was for an
installed light tube including a reflective housing.

4.2 Distance Estimation

Distance information can be extracted from the amplitude of the waveform by
using a mapping between voltage and known distance from training data. To
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build the model, training data sets were segmented into single peak waveforms
and scaled to the known light to light distance of dL = 3.7m. This empirical
model was used in a simple mapping function which relates observed voltages
from the solar cell and the average distance under the light source.

Since the minimum and maximum amplitude of the test data varied in the
range of ±10%, the empirical model did not provide information if the amplitude
was greater or less than the average curve. To improve the estimation, the last
available averaged speed information obtained with the same model was used
in these periods, without information from mapping, to support the distance
estimation. The average distance estimation error obtained with this method is
less than 18cm with a confidence of 83% over a distance of 7.4m (see Figure 8).

5 Discussion

The assessment of whether solar modules could contribute to a location tracking
system can be based on relatively standardised topics. A location system assess-
ment taxonomy proposed by Hightower [23] includes scalability, cost, recognition
and limitations.

Scalability of the solar module system will depend on a number of factors
including amount of area with no distinct light source and superposition of ra-
diant energy from different sources. Another aspect that we consider as part of
scalability is the number of sensors. Given the relatively low cost of the solar
cells, it can be anticipated that a number of sensors could be used for each user.
It would then be possible with non co-planar solar modules positioned on the
user to support trilateration.
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The cost of the solar module system is a function of installation and mainte-
nance. Indoors, lights and on body computers (e.g. mobile phone) are generally
available; therefore the incremental hardware will only be the sensor node(s).
Installation software costs might include a location tracking program and a sim-
plified map of the building including light source locations. Incremental mainte-
nance costs of the system would be zero assuming that lighting infrastructure is
not changed and bulb replacement service(s) exist.

Recognition of the user context may be enhanced both by collecting further
data from the solar modules (e.g. light sources can be distinguished by frequency
and spectra) as well as including complementary sensors. A simple example of
a complementary sensor is an accelerometer or pedometer that would provide
information about user movement when he or she is not under sufficient incident
radiant energy.

Limitations of using solar modules for optical measurements compared with
using a charge coupled device (CCD) camera are much lower pixel rates. These
rates may be partly mitigated by the use of lateral effect photo-diodes [24,25].
Another mitigating factor with solar modules is their lower response times com-
pared with CCDs. Sensor response time can be important in virtual reality
applications for avoiding user nausea [26]. Further limitations are mentioned
in [22].

6 Conclusion and Future Work

In this paper, the LuxTrace concept of using solar cells as sensors has been
presented and one kind of solar cell characterised. For a scenario representative
of an office worker walking down a corridor, distance moved has been determined
within 18cm with a confidence level of 83%. The results provide evidence that
distance travelled and therefore instantaneous speed of a moving object can be
estimated satisfactorily using only the output of solar cells and a model based
on theory or acquired waveforms (empirical model). Indirectly these results also
support the case that a garment integrated location tracking system will be
achievable.

Based on these encouraging results, we intend to investigate a number of fur-
ther avenues. Both models are rudimentary and could be improved or replaced by
models based on probabilistic algorithms for example. Also, as solar modules are
low cost, a number of them could be used simultaneously in future experiments
to allow the estimation of orientation for example. Experiments with alternative
(flexible) solar cells, such as manufactured by VHF technologies [27], integrated
into clothing would enable location systems embedded into garments as well
as allow the influence of gait to be investigated. Finally, whilst the physical
limits of what can be achieved with solar modules are an intrinsically valuable
result, solar modules could also be combined with further (location tracking)
technologies.
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Abstract. This paper discusses a three step procedure to perform high 
definition positioning by the use of low cost Bluetooth devices. The three steps 
are: Sampling, Deployment, and Real Time Positioning. A genetic algorithm is 
discussed for deployment optimization and a neural network for real time 
positioning. A case study, along with experiments and results, are finally 
discussed dealing with a castle in Sicily where many trials were carried out to 
the end of arranging a positioning system for context aware service provision to 
visitors.  

1   Introduction 

Many pervasive computing applications rely on real time location to start and manage 
interaction with people in a detected area. Time and space information are therefore 
basic elements in arranging mobile context aware services which take into account 
context factors such as who, why, where, when. Dealing with wide areas, multiple 
interaction devices, such as remote multi-displays, could be available in one service 
hall. In such cases a pervasive system can start interaction with who explicitly 
addresses a selected device by means of some manual action on a touch screen or a 
mouse, or by means of some voice sound. Nevertheless, there are some kinds of 
application, as for instance advertising messages, which require interaction to start 
autonomously. People who are around should be attracted by some customized 
message exactly arranged on his personal profile and current position in a display 
neighborhood. 

We may feel some worry in looking at a pervasive system as a big brother; 
however there is some convenience for us in customized services and furthermore, 
such an interaction modality could be the one preferred by people, because it does not 
require any manual action to be performed. Once preserved the not invasive 
requirement of pervasive applications, it is undoubted that system proactive behavior 
could be a general suitable approach to mobile human computer interaction. 

Besides the problem of selecting the nearest interaction device, position aware 
services may need to rely on position data which must be more accurate than simple 
location. There are several pervasive applications indeed, which require a maximum 
error in position coordinates to be kept very low, less than one meter for instance. 
This is the case of a security system, which is arranged to protect an area around a 
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precious artifact. There are also some cases which require additional position data, 
like the human body compass angle. People who are looking at an object, as for 
instance visitors who are looking at an artifact, or factory operators who are checking 
some manufacturing process could be provided with context aware information which 
take into account who is looking at what. 

The above two basic positioning elements are to be used in conjunction with a 
higher level point of view to allow a system to arrange those services someone may 
expect in a given reality [1], [2], [3]. 

2   Why Bluetooth 

We used Bluetooth (IEEE802.15.1) in our positioning experiments because of two 
main reasons. One is that Bluetooth technology is widely implemented in 
cellular/smart phones, thus being something quite chip and wearable, and therefore 
very easy to own. The other reason is that the Bluetooth (BT) technology embedded 
in cellular phones, allows distances to be estimated by link quality values within a BT 
covered area which we can suppose to be a 30~40 m. circle approximately. We have 
also to mention some problems encountered in using cellular embedded Bluetooth 
devices which mostly deal with BT service implementation by different brand 
factories. In many cases we had to deal with compatibility problems or service 
restrictions. 

However, given the Bluetooth amazing commercial success, we can hope in near 
future to deal with standardized Bluetooth services. 

Actually, WiFi (IEEE802.11x) can also be used for positioning, as well as any 
other RF communication technology which provides link quality values. 
Nevertheless, most of positioning problems which come from link quality measure 
unreliability, can be discussed with similar considerations for a class of technologies. 
Therefore, apart some different featuring specifications, discussions on Bluetooth can 
be considered as representative of a group of communication technologies which are 
capable of providing positioning information. 

 

 
 

Fig. 1. An Iso-LQ curve 
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An actual problem of positioning by RF communication technologies comes from 
estimating distances on link quality measurements, which are affected by a high 
degree of uncertainty. Measured RF link quality equal values actually draw a region 
which is very unlikely to be a circle because of obstacles and noises. Therefore, 
position estimation by triangulation, even performed on more than three reference 
nodes, cannot be accurate. An irregular-shaped region around a RF terminal (Fig. 1) is 
a more realistic case to be tackled by means of methods which are capable of dealing 
with uncertainty and site depending solutions. 

Distance estimation between a mobile device and a number of reference devices 
whose location is known is a research topic of several approaches [4]. Some 
contributions can be found in literature with the end of arranging solutions to be free 
from site noises. 

Among these, ActiveBats [5] and Cricket [6] are based on ultrasound time-of-flight 
lateration, with an accuracy of few cm or less. The time-of-flight method estimates 
distance between a moving object and a fixed point by measuring the time a signal 
takes to travel from the object and the fixed point at a known speed. This method 
could be a good one because time of flight and distance have a reliable relationship. 
The actual problem is in clock accuracy requirement. A 1 μs error in timing leads to a 
300 m error in distance estimation.  

The Ascension Technology MotionStar system [7] is based on magnetic sensors 
moving in a magnetic field around their source. This system provides a very high 
accuracy but needs very expensive hardware. 

RX power level positioning method is quite similar to TOA positioning. Both 
methods locate mobile devices on the intersection of three (or more) circles. The 
circles radius is evaluated on the measured strength of received signals, thus assuming 
a direct relationship between signal strength and distance which unfortunately, as said 
above, can be affected by obstacles and noises.  

The Angle Of Arrival (AOA) method processes the direction of a received signal. 
Position is estimated by triangulation when two reference devices at least measure the 
signal angle of arrival from a mobile device [8]. This method obviously requires some 
expensive hardware to evaluate angles of arrival. 

The Cell Identity (CI) method looks at the network as divided into cells, each cell 
being the radio coverage area of a single reference device. A mobile device connected 
to a given reference device is assumed to be inside its cell. Cells overlapping and 
connectivity-induced geometric constraints can improve accuracy [8]. One more time, 
as mentioned above, radio coverage cannot be assumed to be a circle and therefore 
accuracy cannot be high. 

3   Bluetooth Positioning 

Hallberg et al. [9] developed two different methods based on BT Received Signal 
Strength Indicator (RSSI) values: the direct method, which requires a BT device to be 
programmed, and the indirect method, without any programming being needed. The 
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first one gives a good accuracy by programmable hardware. The second one is 
cheaper, but its accuracy is very poor, with a worst-case error of 10 meters. 

SpotOn [10] and MSR RADAR [11] are based on RF signal power level 
measurement. They process the RSSI (Received Signal Strength Information) value to 
give an accuracy of 3-4 meters or more. 

The BT Local Positioning Application (BLPA) [12] uses RSSI values to feed an 
extended Kalman filter for distance estimation. A good accuracy is achieved only by 
theoretical RSSI values, while unreliability of actual values gives unreliable distance 
estimation. The BT Indoor Positioning System (BIPS) [13] is designed for tracking 
mobile devices in motion inside a building. The BIPS main task is real-time tracking 
of visitors in a building. This led researchers to deal mainly with timing and device 
discovering, thus achieving an accuracy of 10 meters. 

Finally, Michael Spratt [14] proposed the Positioning by Diffusion method based 
on information transferred across short-range wireless links. Distance estimation is 
achieved by geometric or numeric calculations. 

4   Three Step BT Positioning 

BT devices measure RX power level by using both RSSI and Link Quality (LQ) 
parameters. These are implemented in the BT module and can be read through HCI 
(Host Controller Interface) commands [15]. LQ is a quite reliable parameter for 
distance estimation, differently RSSI only allows to know whether a device is in a 
given base station power range or not [16]. The use of LQ is recommended by the BT 
standard specifications, so it is available on most commercial devices. LQ represents 
the quality of a link in a range from 0 to 255, and a correlation can be assumed 
between distances and LQ values. We know LQ values are not reliable in measuring 
distances. Therefore, we need to avoid geometrical concerns and let a BT positioning 
system to take advantage from LQ values to be processed according to their site 
depending specificity. Here we discuss a three step procedure which turned out to be 
capable of providing high definition positioning by the use of low cost BT devices. 
The three steps are: site LQ sampling, BT base station deployment, and finally, real 
time positioning. 

4.1   Positioning Step 1: Site Sampling 

The end of this step is to collected a first sample of LQ measures to allow us to attach 
a set of LQ ranges to each cell. A range is a set of three values: the lowest, the highest 
and the mean value of all LQ values measured in a cell from a given BT base station 
in one point. 

The site we investigated is the Manfredi’s Castle in Mussomeli - Italy (Fig. 2a), 
whose map is sketched in Fig. 2b. We split the tourist area in a number of cells, which 
are rooms, roads, and areas around artifacts. There are two cell types: cells that 
represent rooms, parts of large rooms, or parts of roads; and cells which represent 
sub-areas around columns, portals, or other artifacts. We assumed an irregular  
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Fig. 2a. Manfredi’s Castle in Mussomeli (Italy) 

 
Fig. 2b. Castle map 

 
 
 

1. External wall door 
2. Stable 
3. Castle entrance 
4. Courtyard 
5. Big arc 
6. Vestibule 
7. Gothic portal 
8. Barons Hall 
9. Destroyed bodies 
10. Three women room 
11. Chimney hall1 
12. Cross vault halls 
13. Semicircular Turret 
14. Maid lodging 
15. Male 
16. Chapel 
17. Polygonal external wall 
18. External wall stable 
19. Hayloft 
20. Defense fencing 
21. Double lancet windows  
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Fig. 3. Cells layout 

quadrilateral shape for the first kind of cell, a width (typically a diagonal), and a 
maximum error of 1 meter. Differently, we assumed a circular shape for the second 
type, a diameter of 2 meters, and a maximum error of 0.5 meters. 

Fig. 3 sketches the cells layout. Blue points are centers of circular cells; red points 
are places where Bluetooth base stations (BT-BS) are allowed to be put. 

The analysis of this first set of measures suggested us some considerations. One is 
that is very hard to find any correlation between obstacles and link quality. Some 
walls turned out to stop BT coverage; other walls seemed to be glass or air. Only very 
deep walls or floors turned out to completely stop BT coverage. For instance, BT-
BS’s which were placed in lower floor areas, did not read any LQ value from mobile 
terminals (BT-MT) moving on higher floor areas, and vice-versa. 

Mainly due to the end of dealing with indoor and outdoor areas separately, we 
decided to split the site area in two sub-areas (green dotted line in Fig. 3). The results 
of these measurements are in a matrix whose generic (i,j) element contains a LQ 
values range measured from the BT-BS at the ith position to the BT-MT moving 
within the jth cell. A range can also be read as an estimation of the maximum 
theoretical accuracy in a cell (8 LQ units in a 2 m. cell cannot give an accuracy 
greater than 2/8 m.). A generic (i,j) range set to [0,0] tells us that the BT-BS placed at 
the ith position cannot detect any BT-MT in the jth cell. Table 1 shows part of the 
output file, where rows are for NS possible stations, and columns are for NA areas.  
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Table 1. LQ Ranges 

4.2   Positioning Step 2: BT Base Station Deployment 

Several BT positioning experiments were carried out according to different 
positioning methods, namely triangulation [16], fuzzy logic [17] and neural network. 
A common result of these experiments is that positioning accuracy can be heavily 
affected by erroneous arrangements of the available base stations. Actually, we are 
unlikely to be allowed to put a base station in the middle of a room, for instance, and 
further constraints may come when dealing with a heritage site; base stations should 
be invisible and only selected places are available. Therefore, a relevant step in 
arranging a BT positioning system should be to optimize BT-BS deployment in a 
subset of places which are the only ones permitted by site specific constraints. The 
problem can be enounced in the following terms: given the total number of places 
where a base station can be put, select a minimal subset which allows the system to 
evaluate the position of a BT mobile terminal in any part of the site, with the highest 
accuracy degree.  

Many optimization methods can be used to this end; we used a genetic algorithm 
because of its easy scalability. Each possible deployment is represented by an 
individual chromosome of a population. A chromosome has as many genes as places 
where BT-BS can be put. Each gene represents a possible BT-BS position, which can 
be set either to true if a BT-BS is placed in that position, or to false.  

f t f f f t t f t - - - - t f f t t f t f 

Fig. 4. Deployment Chromosome 

An acceptable solution has to return a deployment layout whose coverage is unique 
for all areas, also achieving a required accuracy.  

An optimal solution maximizes coverage quality, and minimizes the number of 
BT-BS required. The quality index of each station-area couple (s,a) is defined by the 
ratio (1) with na being the number of sub-areas to be singled out by positioning. 
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Each deployment chromosome includes a number of BT-BS, along with their qs,a 

value. The chromosome quality takes into account all qs,a values, which represent the 
contribution of each BT-BS s to the whole chromosome quality. 

4.2.1   Some Genetic Algorithm Details 
We start generating a population of 50 chromosomes and assigning each gene a 
probability p to be included in a chromosome. Each chromosome is checked for 
acceptability and fitness value. 

Once the initial population is generated, evolution starts. A maximum of 10 
chromosomes are killed each step (20% of population) depending on age. Each 
chromosome has a percentage probability to die which is equal to its age. So, if a 
chromosome is 20, it has a 20% probability to die. A constant number of surviving 
chromosomes are then coupled to generate new chromosomes thus replacing the 
killed ones. Coupling is performed according to a one-point-crossover and alternating 
gene exchange (one time the initial part and one time the final part). The evolution 
steps are repeated 1000 times.  

A best solution is detected at each evolution step, and eventually it replaces the 
previous one if better. At the end of the process an absolute best solution is singled 
out. 

4.2.2   Experiment Results  
Here we discuss the experiments carried out in the upper area of the Mussomeli’s 
castle. We split the area in 16 quadrilateral cells and 6 circular cells (Fig. 5). Results 
 

 

 

Fig. 5. Castle’s upper area layout and coverage. Areas in different levels  are sketched side by 
side 
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Table 2. Upper Area BT-BS Deployment Selection 

 
are shown in Table 2. First column lists the probability for a gene in a chromosome to 
be “t”; second column lists the maximum allowed error (in meters) for each cell type, 
third column lists fitness values, and fourth column lists the number of BT-BS’s 
deployed by a solution. 

Table 2 tells us that a minimal number of ten BT base stations could be effective 
for the investigated area, thus achieving an accuracy of 1 m. for rooms and 0.5 m. for 
cells around artifacts. Some better accuracy can be achieved at the cost of deploying a 
greater number of base stations. 

4.3   Positioning Step 3: Real Time Positioning by Neural Network  

The high degree of uncertainty entailed by LQ values leads to the high complexity of 
their relationships with mobile device position. As previously remarked, positioning 
needs most to relay on site dependent solutions and not to deal with geometric laws. 
Each site has its own obstacles and environment noises which affect LQ measures; 
therefore, we need to assume each LQ value as specific for a given place. A 
positioning system need to learn LQ values as they are, without any concern with 
distances between BT-MT and BT-BS. 

A Neural network is a solution in such a direction. A neural network can learn the 
LQ distribution, tune its weights, and then, be ready to provide real time position fast 
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estimates. We also carried out some experiments by means of fuzzy logic which gave 
good results in terms of accuracy. Unfortunately, fuzzy algorithm computational 
complexity turned out to be high for real time positioning. Differently the neural 
network turned out to be very fast. 

Experiments were carried out on a single-layer neural network with n inputs, one 
output, a linear activation function and no hidden layer. This simple network gives its 
output as (2) , where xj are inputs and wj are weights. Input is a m-dimensional array 
of LQ raw values, and no preliminary processing is required. We started our 
experiments with 10 base stations which we placed within the castle upper area 
according to a deployment given by the genetic algorithm.  

           

+=
j

jj xwy θ
 

                          (2) 

 
The training set is given by the LQ values read by mobile devices placed in 5 

known positions. Once trained, the network gives a good accuracy with a maximum 
relative error of 3% of the theoretical accuracy produced by the deployment 
optimization step. 

5   Conclusions 

This paper demonstrates the relevance of arranging a Bluetooth positioning system 
according to a three step procedure: sampling, deployment optimization, and neural 
network real time positioning. The first step suggested us to avoid geometrical 
strategies because of the unpredictability  of how obstacles and noises can affect link 
quality. The second step demonstrates that a theoretical accuracy can be set according 
to an optimal base station deployment. The third step proved the effectiveness of a 
neural network especially as far as real time positioning is concerned. 

Our best result, in a case study on positioning in a castle, was 10 base stations and 
accuracy better than 0.5 meters. Even better accuracy can be achieved according to 
different problem setup, for instance, by increasing the number of base stations to be 
deployed. The used approach gave solutions which were specific for the castle 
problem; nevertheless, the same approach can be used for detecting optimal 
arrangements of Bluetooth base stations for positioning in any area, as well as for 
using any other RF communication technology which is capable of providing link 
quality values. 

Layout optimization should be considered an unavoidable step for positioning. 
Once base station deployment has been optimized, various methods can be adopted 
for actual positioning. 
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Abstract. In this paper, we present a robust, decentralized approach to RF-based
location tracking. Our system, called MoteTrack, is based on low-power radio
transceivers coupled with a modest amount of computation and storage capa-
bilities. MoteTrack does not rely upon any back-end server or network infras-
tructure: the location of each mobile node is computed using a received radio
signal strength signature from numerous beacon nodes to a database of signa-
tures that is replicated across the beacon nodes themselves. This design allows
the system to function despite significant failures of the radio beacon infrastruc-
ture. In our deployment of MoteTrack, consisting of 20 beacon nodes distributed
across our Computer Science building, we achieve a 50th percentile and 80th

percentile location-tracking accuracy of 2 meters and 3 meters respectively. In
addition, MoteTrack can tolerate the failure of up to 60% of the beacon nodes
without severely degrading accuracy, making the system suitable for deployment
in highly volatile conditions. We present a detailed analysis of MoteTrack’s per-
formance under a wide range of conditions, including variance in the number of
obstructions, beacon node failure, radio signature perturbations, receiver sensi-
tivity, and beacon node density.

1 Introduction

Using radio signal information from wireless transmitters, such as 802.11 base stations
or sensor network nodes, it is possible to determine the location of a roaming node with
close to meter-level accuracy [1, 2]. Such RF-based location tracking systems have a
wide range of potential applications. We are particularly concerned with applications
in which the robustness of the location-tracking infrastructure is at stake. For example,
firefighters entering a large building often cannot see due to heavy smoke coverage and
have no a priori notion of building layout. An RF-based location tracking system would
allow firefighters and rescuers to use a heads-up display to track their location and
monitor safe exit routes [3]. Likewise, an incident commander could track the location
of multiple rescuers in the building from the command post. Such capabilities would
have greatly improved FDNY rescue operations on September 11, 2001, according to
the McKinsey reports [4].

T. Strang and C. Linnhoff-Popien (Eds.): LoCA 2005, LNCS 3479, pp. 63–82, 2005.
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We note that our system needs to be installed and calibrated before it can be used.
We consider this part of bringing a building “up to code”, similar to installing smoke
detectors, fire and police radio repeaters in high-rise buildings, and other such safety
devices. For scenarios where an offline calibration is infeasible (e.g. because the emer-
gency is in a remote location such as a field, highway, etc.), our scheme as described in
the paper is not appropriate. It remains an open research question how to address this
issue, and we provide some suggestions in the future work section.

RF-based location tracking is a well-studied problem, and a number of systems have
been proposed based on 802.11 [1, 5, 6, 2, 7] or other wireless technologies [8]. To date,
however, existing approaches to RF-based localization are centralized (i.e., they require
either a central server or the user’s roaming node, such as PDA or laptop, to compute
the user’s location) and/or use a powered infrastructure. In a fire, earthquake, or other
disaster, electrical power, networking, and other services may be disabled, rendering
such a tracking system useless. Even if the infrastructure can operate on emergency
generator power, requiring wireless connectivity is impractical when a potentially large
number of wireless access points may themselves have failed (e.g., due to physical
damage from fire).

In addition, most previous approaches are brittle in that they do not account for
lost information, such as the failure of one or more transmitters, or perturbations in RF
signal propagation. As such, existing approaches are inappropriate for safety-critical
applications, such as disaster response, in which the system must continue to operate
(perhaps in a degraded state) after the failure of one or more nodes in the tracking
infrastructure.

In this paper, we present a robust, decentralized approach to RF-based localization,
called MoteTrack. MoteTrack uses a network of battery-operated wireless nodes to mea-
sure, store, and compute location information. Location tracking is based on empirical
measurements of radio signals from multiple transmitters, using an algorithm similar to
RADAR [1]. To achieve robustness, MoteTrack extends this approach in three signifi-
cant ways:

– First, MoteTrack uses a decentralized approach to computing locations that runs on
the programmable beacon nodes, rather than a back-end server.

– Second, the location signature database is replicated across the beacon nodes them-
selves in a fashion that minimizes per-node storage overhead and achieves high
robustness to failure.

– Third, MoteTrack employs a dynamic radio signature distance metric that adapts to
loss of information, partial failures of the beacon infrastructure, and perturbations
in the RF signal.

In our deployment of MoteTrack, consisting of 20 beacon nodes distributed over
one floor of our Computer Science building, we achieve a 50th percentile and 80th per-
centile location-tracking accuracy of 2 meters and 3 meters respectively, which is simi-
lar to or better than other RF-based location tracking systems. Our approach to decen-
tralization allows MoteTrack to tolerate the failure of up to 60% of the beacon nodes
without severely degrading accuracy, making the system suitable for deployment in
highly volatile conditions. We present a detailed analysis of MoteTrack’s performance
under a wide range of conditions, including variance in the number of obstructions,
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beacon node failure, radio signature perturbations, receiver sensitivity, and beacon node
density.

2 Background and Related Work

A number of indoor location tracking systems have been proposed in the literature,
based on RF signals, ultrasound, infrared, or some combination of modalities. Our goal
is to develop a system that operates in a decentralized, robust fashion, despite the fail-
ure of individual beacon nodes. This robustness is essential in order for the system to
be used in disaster response, firefighting, or other critical applications in which a cen-
tralized approach is inappropriate.

As mentioned previously, RF-based location tracking has been widely studied [1, 9,
10, 11, 8, 12, 5, 6, 2]. Given a model of radio signal propagation in a building or other
environment, received signal strength can be used to estimate the distance from a trans-
mitter to a receiver, and thereby triangulate the position of a mobile node [13]. However,
this approach requires detailed models of RF propagation and does not account for vari-
ations in receiver sensitivity and orientation.

An alternative approach is to use empirical measurements of received radio signals
to estimate location. By recording a database of radio “signatures” along with their
known locations, a mobile node can estimate its position by acquiring a signature and
comparing it to the known signatures in the database. A weighting scheme can be used
to estimate location when multiple signatures are close to the acquired signature. All of
these systems require that the signature database be collected manually prior to system
installation, and rely on a central server (or the user’s mobile node) to perform the
location calculation.

Several systems have demonstrated the viability of this approach. RADAR [1] ob-
tains a 75th percentile location error of just under 5 meters, while DALS [12] obtains an
87th percentile location error of about 9 meters. These basic schemes have also been ex-
tended to improve accuracy for tracking moving targets [9]. MoteTrack’s basic location
estimation uses a signature-based approach that is largely similar to RADAR. Our goal
is not to improve upon the accuracy of the basic signature-based localization scheme,
but rather to improve the robustness of the system through a decentralized approach.

Ultrasound-based systems, such as Cricket [14, 15] and the Active Bat [16], can
achieve much higher accuracies using time-of-flight ranging. However, these systems
require line-of-sight exposure of receiver to ultrasound beacons in the infrastructure,
and may require careful orientation of the receiver. Such an approach is acceptable for
infrequent use by unencumbered users in an office environment, but less practical for
rescue workers. A multimodal system would be able to achieve high accuracy when
ultrasound is available and well-positioned, and fall back on less-accurate RF signal
strength otherwise. Infrared-based systems, including the Active Badge [17], can lo-
calize a user to a specific area with direct line-of-sight exposure to the IR beacon, but
suffer errors in the presence of obstructions and differing light and ambient IR levels
(as in a fire).
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2.1 MoteTrack Goals and Challenges

We first define what we mean by robustness with respect to location tracking. Signature-
based localization schemes require a set of base stations, generally at fixed locations,
to either transmit periodic beacon messages or receive signals from mobile nodes. One
form of robustness, then, is graceful degradation in location accuracy as base stations
fail (say, due to fire, electrical outage, or other causes).

Another form of robustness is resiliency to information loss. For example, a mobile
node may be unable to communicate with an otherwise active base station, due to poor
antenna orientation, multipath fading, interference, or other (perhaps transient) effects.
If the tracking system assumes complete information when comparing RF signatures,
this partial information loss may lead to large errors.

A third type of robustness has to do with perturbations in RF signals between the
time that the signature database was collected and the time that the mobile node is using
this information to estimate location. Due to the movement of base stations, furniture,
opening or closing of doors, and other environmental conditions, an RF signature may
no longer be valid after it has been initially acquired. The tracking system should work
well even in the presence of this kind of variance in the received RF signals.

The final type of robustness has to do with the location estimation computation it-
self. As mentioned before, most of the previous work in this area has employed a central
server to collect RF signatures and compute a mobile node’s location. This approach
is clearly undesirable since this server is a single point of failure. Traditional fault-
tolerance schemes, such as server failover, are still susceptible to large-scale outages of
electrical power or the wired network infrastructure.

Given these goals, a number of challenges arise that we wish to address through
MoteTrack. First, the collection of RF signatures and location calculation must be re-
silient to loss of information and signal perturbation. This requires a signature distance
metric that takes loss into account, avoiding explosion of error when one or more base
stations cannot be contacted.

Another set of challenges has to do with decentralizing the location tracking system.
One approach is to allow the base station nodes themselves to perform location estima-
tion, rather than relying on a central server. This leads to questions about the required
resources and cost of the base stations, and whether they can be readily programmed to
provide this functionality. An alternative is to allow the mobile device to perform loca-
tion estimation directly. In its simplest form, the entire RF signature database could be
stored on the mobile node. In cases where a mobile user only carries a small RF beacon
or listener (e.g., embedded into a firefighter’s equipment), this may not be feasible.

3 MoteTrack Overview

In this section we give an overview of the MoteTrack system, shown in Figure 1. Mote-
Track is based on low-power, embedded wireless devices, such as the Berkeley Mica2
sensor “mote.” The advantages of this platform over traditional 802.11 base stations
are that Mica2 motes are inexpensive, small, low-power, and (most importantly) pro-
grammable — we can easily push new programs and data to each device via their radio.
However, the MoteTrack approach could be readily applied to other wireless networks
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Fig. 1. The MoteTrack location system. B1, B2, and B3 are beacon nodes, which broadcast
beacon messages at various transmission powers (p1, p2, etc.). Each beacon node stores a subset
of all reference signatures. M is a mobile node that can hear from all three beacon nodes. It
aggregates beacon messages received over some time period into a signature. The areas marked
by red perimeters indicate the reachability of beacon messages from the corresponding beacon
node

based on 802.11, Bluetooth, or 802.15.4, given the ability to program base stations ap-
propriately.

In MoteTrack, a building or other area is populated with a number of Mica2 motes
acting as beacon nodes. Beacon nodes broadcast periodic beacon messages, which con-
sist of a tuple of the format {sourceID, powerLevel}. sourceID is the unique identifier
of the beacon node, and powerLevel is the transmission power level used to broadcast
the message. Each mobile node that wishes to use MoteTrack to determine its location
listens for some period of time to acquire a signature, consisting of the set of beacon
messages received over some time interval. Finally, we define a reference signature as
a signature combined with a known three-dimensional location (x, y, z).

The location estimation problem consists of a two-phase process: an offline col-
lection of reference signatures followed by online location estimation. As in other
signature-based systems, the reference signature database is acquired manually by a
user with a laptop and a radio receiver. Each reference signature, shown as gray dots
in Figure 1, consists of a set of signature tuples of the form {sourceID, powerLevel,
meanRSSI}. sourceID is the beacon node ID, powerLevel is the transmit power level
of the beacon message, and meanRSSI is the mean received signal strength indication
(RSSI) of a set of beacon messages received over some time interval. Each signature is
mapped to a known location by the user acquiring the signature database.

In MoteTrack, beacon nodes broadcast beacon messages at a range of transmission
power levels. Using multiple transmission power levels will cause a signal to propagate
at various levels in its medium and therefore exhibit different characteristics at the re-
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ceiver. In the most extreme case, a slight increase in the transmission power may make
the difference between whether or not a signal is heard by a receiver. Varying transmis-
sion power therefore diversifies the set of measurements obtained by receiving nodes
and in fact increases the accuracy of tracking by several meters in our experiments (see
Section 6.4).

3.1 Location Estimation

Given a mobile node’s received signature s and the reference signature set R, the mobile
node’s location can be estimated as follows. (In this section, we discuss the approach as
though it were centralized; in Section 4 we present our decentralized design.) The first
step is to compute the signature distances, from s to each reference signature ri ∈ R.
We employ the Manhattan distance metric,

M(r, s) =
∑
t∈T

|meanRSSI (t)r − meanRSSI (t)s|

where T is the set of signature tuples represented in both signatures, and meanRSSI (t)r

is the mean RSSI value in the signature tuple t appearing in signature r. Other dis-
tance metrics, such as Euclidean distance, can be used as well. In our experiments,
the Manhattan and Euclidean distance metrics both produced very similar results, and
the Manhattan distance is very efficient to compute on nodes with low computational
capabilities.

Given the set of signature distances, the location of a mobile node can be calculated
in several ways. The simplest approach is to take the centroid of the geographic location
of the k nearest (in terms of signature space) reference signatures. By weighting each
reference signature’s location with the signature distance, we bias the location estimate
towards “nearby” reference signatures. While this method is simple, using a fixed value
for k does not account for cases where the density of reference signatures is not uniform.
For example, in a physical location where few reference signatures have been taken,
using the k nearest reference signatures may lead to comparison with signatures that
are very distant.

Instead, we consider the centroid of the set of signatures within some ratio of the
nearest reference signature. Given a signature s, a set of reference signatures R, and the
nearest signature r� = arg minr∈R M(r, s), we select all reference signatures r ∈ R
that satisfy

M(r, s)
M(r�, s)

< c

for some constant c. The geographic centroid of the locations of this subset of reference
signatures is then taken as the mobile node’s position. We find that small values of c
work well, generally between 1.1 to 1.2 (see Section 6.9). In this paper, we choose a
specific, empirically-determined value for c. An interesting future research question is
how this parameter can be determined automatically.
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4 Making RF-Based Localization Robust

In this section, we describe our approach to making RF location tracking robust to
beacon node failure and signal perturbations. MoteTrack must ensure that there are no
single points of failure and that the location estimation algorithm can gracefully handle
incomplete data and failed nodes.

We address the first requirement by making our system completely decentralized.
The location estimation protocol relies only on local data, local communication between
nodes, and involves only currently operational nodes. The reference signature database
is carefully replicated across beacon nodes, such that each beacon node stores a sub-
set of the reference signatures that is carefully chosen to maximize location tracking
accuracy.

We address the second requirement by using an adaptive algorithm for the signature
distance metric that accounts for partial failures of the beacon node infrastructure. Each
beacon node dynamically estimates the current fraction of locally failed beacon nodes
and switches to a different distance metric to mitigate location errors caused by these
failures.

4.1 Decentralized Location Estimation Protocol

Given a mobile node’s signature s and a set of nearby beacon nodes contained in s,
the first question is how to compute the mobile node’s location in a way that only
relies upon local communication. We assume that each beacon node stores a slice of
the reference signature database (which may be partially or wholly replicated on other
nodes). Using Mica2 motes as the beacons, the limited storage capacity (128KB ROM
and 4KB of RAM) implies that the entire database will not generally be replicated
across all beacon nodes.

In MoteTrack, a mobile node first acquires its signature s by listening to beacon
messages, and then broadcasts s, requesting that the infrastructure send it information
on the mobile node’s location. One or more of the beacon nodes then compute the
signature distance between s and their slice of the reference signature database, and
report either a set of reference signatures to the mobile node, or directly compute the
mobile node’s location. Each of these designs is discussed in turn below.

k Beacon Nodes Send their Reference Signature Slice. In this first design, the mobile
node broadcasts a request for reference signatures and gathers the slices of the reference
database from k nearby beacon nodes. The mobile node then computes its location using
the received reference signatures. While this approach can be very accurate, it requires
a great deal of communication overhead. An alternative is to limit the amount of data
that is transferred by contacting only n < k nearby beacon nodes, requesting that each
one only send the m reference signatures that are closest (in terms of signature distance)
to s. For example, the mobile node can query the n beacon nodes with the largest RSSI
value in s.

k Beacon Nodes Send their Location Estimate. An alternative to the previous design
allows each of the k beacon nodes to compute its estimate of the mobile node’s location
using its own slice of the reference signature database. These k location estimates are
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then reported to the mobile node, which can compute the “centroid of the centroids”
according to its RSSI to each beacon. The mobile node simply transmits its signature s
and receives k location estimates.

While this version has reasonable communication overheads, our initial evaluations
indicated that it does not produce very accurate location estimates. The problem is that
for k greater than one or two, some of the beacon nodes are too far from the mobile
node and therefore do not store a very relevant set of reference signatures. Since this
design does not seem to perform well, we abandoned it for the design described in the
next section.

Max-RSSI Beacon Node Sends its Location Estimate. Our third and final design
combines the advantages from the first two to obtain both low communication overhead
and accurate location estimates. In this design, we assume that the most relevant (closest
in signature space) reference signatures are stored on the beacon node with the strongest
signal. The mobile node sends a request to the beacon node from which it received the
strongest RSSI, and only that beacon node estimates the mobile node’s location. As
long as this beacon node stores an appropriate slice of the reference signature database,
this should produce very accurate results. The communication cost is very low because
only one reply is sent to the mobile node containing its location coordinates.

4.2 Distributing the Reference Signature Database to Beacon Nodes

Using the decentralized protocol described above, beacon nodes estimate locations
based on a partial slice of the entire reference signature database. Therefore it is crucial
that the reference signatures are distributed in an “optimal” fashion. In addition, we
wish to ensure that each reference signature is replicated across several beacon nodes
in case of beacon node failures. We use two algorithms for database distribution, which
we refer to as greedy and balanced.

Greedy Distribution Algorithm. The greedy algorithm has one parameter:
maxRefSigs, which specifies the maximum number of reference signatures that each
beacon node is willing to store locally. The algorithm operates by iteratively assign-
ing reference signatures to beacon nodes as follows. For each signature, a given beacon
node accepts and stores the signature if (1) it is currently storing fewer than
maxRefSigs or if (2) the new reference signature contains a greater RSSI value for
the beacon node in question.

The advantages of the greedy approach are simplicity and no requirement for global
knowledge or coordination between nodes. For example, beacon nodes can be updated
individually without affecting the signatures stored on other beacon nodes.

Balanced Distribution Algorithm. One of the problems with the greedy algorithm is
that some reference signatures may never get assigned to a beacon node, while others
may be replicated many times. The balanced algorithm tries to strike a balance between
pairing each beacon node with its closest reference signature, while evenly distributing
reference signatures across beacons. This is a variant of a stable marriage algorithm. To
ensure that no reference signature is paired with too many beacon nodes, the algorithm
prevents the match if either the current reference signature or beacon node have been
assigned two more times than any other reference signature or beacon node.
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The advantage of the balanced algorithm is that it can ensure balanced distribution
of reference signatures while attempting to assign reference signatures to their closest
beacon nodes. The disadvantage is that it requires global knowledge of all reference
signature and beacon node pairings, and is therefore only appropriate for an offline,
centralized initialization phase. If one wishes to update a small set of the beacon nodes,
a complete reassignment involving all nodes and reference signatures may have to take
place.

The pseudocode for both algorithms can be found in the technical report [18].

4.3 Adaptive Signature Distance Metric

Given that we do not expect the set of signature tuples represented in the reference
signature r and mobile node’s signature s to be identical, there is a question about how
to account for missing data in one signature or the other. If r contains a signature tuple
not found in s, this can be due to s being taken at a different location in the building,
or the failure of a beacon node. Taking the intersection of the beacon set in r and s
is not appropriate, because we wish to capture the low intersection in cases where one
signature is largely dissimilar to another.

First, we consider the case with no beacon node failures. In this instance, missing
tuples between two signatures indicates that they are at different locations. We define
the bidirectional signature distance metric as:

Mbidirectional (r, s) = M(r, s) + β
∑

t∈(s−r)

meanRSSI (t)s + β
∑

t∈(r−s)

meanRSSI (t)r

That is, each RSSI tuple not found in (r ∪ s) adds a penalty to the distance that
is proportional to that signature’s RSSI value. We determined empirically that value
between 0.95 and 1.0 work well for β.

This distance metric is appropriate when few beacon nodes have failed, since it
penalizes for all RSSI tuples not found in common between r and s. In case of beacon
node failures, however, a larger number of RSSI tuples will appear in the set (r − s),
leading to an explosion of error. To minimize the errors introduced from failed nodes,
we define the unidirectional distance metric:

Munidirectional (r, s) = M(r, s) + β
∑

t∈(s−r)

meanRSSI (t)s

which only penalizes tuples found in s (the mobile node’s signature) and not in r (a
reference signature). Assuming that the reference signatures were acquired while all
beacon nodes are operational, the unidirectional metric only compares signatures be-
tween operational nodes.

As an example, consider the following signatures:

r s
BN 1, RSSI 20 BN 1, RSSI 45

BN 2, RSSI 15
BN 3, RSSI 70
BN 4, RSSI 90 BN 4, RSSI 60

Mbidirectional = |20 − 45| + |90 − 60|
+15 + 70

Munidirectional = |20 − 45| + |90 − 60|
+15
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For simplicity, we do not show multiple power levels in this example. As we will
see in Section 6.9, when few beacon nodes have failed, the bidirectional distance metric
achieves greater accuracy than the unidirectional metric, because its comparison space
is larger. With the unidirectional metric, only operational beacons are considered, but
overall accuracy is diminished when few beacon nodes have failed.

Therefore, we employ an adaptive scheme that dynamically switches between the
unidirectional and bidirectional metrics based on the fraction of local beacon nodes that
have failed. Beacon nodes periodically measure their local neighborhood, defined as
the set of other beacon nodes that they can hear. This neighborhood is compared to the
original neighborhood (measured shortly after the system has been installed or recon-
figured). If the intersection between the current and original neighborhoods is large, the
bidirectional distance metric is used, achieving higher accuracy. If the fraction of failed
nodes exceeds some threshold, the unidirectional distance metric is used instead.

This approach makes two assumptions. The first assumption is that the connectivity
between beacon nodes does not change substantially over time. To mitigate this prob-
lem, we only include a beacon node in the original neighborhood if its RSSI is above
some threshold. However, for the current neighborhood we include all beacon nodes
regardless of RSSI, and that exist in the original neighborhood. Note that we only in-
clude a beacon node if it exists in the original neighborhood. This will eliminate cases
when a beacon node’s signal temporarily reaches more nodes. The second assumption
is that there are no beacon node failures between the time that the reference signature
database is collected and the system is deployed for normal operation. We believe this is
a valid assumption for most installations and can be readily addressed by reinitializing
the original neighborhood set of each node.

5 Implementation and Data Collection

MoteTrack is implemented on the Mica2 mote platform using the TinyOS operating
system [19]. We chose this platform because it is designed for low-power operation, is
relatively small, and can be deployed unobtrusively in an indoor environment. In addi-
tion, the motes incorporate a low-power 433/916 MHz FSK radio, the Chipcon CC1000,
which provides both programmable transmission power levels and direct sampling of
received signal strength. We expect that MoteTrack could be readily ported to use forth-
coming 2.4 GHz 802.15.4 radio chips. We note that MoteTrack runs entirely on the mote
devices themselves and does not require a supporting infrastructure, such as back-end
servers or PCs, in order to operate. A laptop connected to a mote is used to build the
reference signature database, but thereafter the system is self-contained.

The total code size for the beacon and mobile node software is about 3,000 lines of
NesC code. In our implementation, the reference signatures for each beacon node are
loaded into program memory on the mote storing that segment of the database. This
could be readily modified to use a combination of RAM and serial flash or EEPROM.
Recall that each beacon node stores a different set of reference signatures depending on
the distribution mechanism used.
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5.1 Deployment

We have deployed MoteTrack over one floor of our Computer Science building, mea-
suring roughly 1742m2, with 412m2 of hallway area and 1330m2 of in-room area.
Our current installation consists of 20 beacon motes (Figure 2).

We collected a total of 482 reference signatures. Each signature was collected for 1
minute, during which time every beacon node transmitted at a rate of 4 Hz, each cycling
through 7 transmission power levels (from −20 to 10 dBm in steps of 5 dBm).

We note that in a normal deployment, a much smaller dataset is required and the
amount of time spent collecting a signature can be on the order of several seconds rather
than 1 minute. The large number of reference signatures was gathered in order to eval-
uate the system under various conditions and parameters. Likewise, we collected many
samples for each beacon message transmission power pair, because we suspected the
RSSI to vary across samples; however, we discovered that there is very little variation
between samples and therefore we only need on the order of 2 to 3 samples.

A beacon message consists of a three-byte payload: 2 bytes for the source node ID
and one byte representing the transmission power level. Therefore, all beacon messages
from a source node ID require 2+T bytes: 2 bytes for the ID and T ∗1 bytes for each of
the T power levels, i.e. {sourceID, RSSIp=1, ..., RSSIp=T }. A complete reference
signature consists of 6 bytes for the location size (3 coordinates time 2 bytes per coordi-
nate), 2 bytes for the ID, and up to N beacon nodes with T power levels each. The stor-
age overhead for one reference signature is therefor 6+2+N ∗(2+T ) = 8+2N +TN
bytes. In our deployment, N = 20, T = 7, for a total of 188 bytes per reference sig-
nature. The code size for MoteTrack is about 20 KB, leaving 108 KB of read-only
SRAM on each beacon node for storing a partition of the reference signature database.
Therefore each beacon node can store up to 588 reference signatures. In Section 6.3 we
discuss the impact of limiting the amount of per-beacon storage to estimate the effect
of much larger reference signature databases.

We divided the collected signatures into two groups: the training data set (used to
construct the reference signature database) and the testing data (used only for testing

Fig. 2. Signature locations in the testing data set. The blue dots represent the fixed beacon
nodes. The red squares represent acquired signature locations; those with a green triangle were
tested with 3 different motes
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Training data Testing data
Total signatures 282 200

Daytime 282 170
Nighttime – 30

Using 3 motes – 30
Hallway 151 79

In room, door open 67 81
In room, door closed 64 40

Fig. 3. Summary of the number of samples for each scenario of the training and testing data

the accuracy of location tracking). Our analysis investigates effects of a wide range
of parameters, including whether signatures are collected in a hallway or in a room,
whether the room’s door is open or closed, the time of day (to account for solar radi-
ation and building occupancy) and the use of different mobile nodes (to account for
manufacturing differences). We collected at least 30 signatures for each of the various
parameters to ensure that results are statistically significant. Figure 2 shows a map of
the testing data sets, and Figure 3 summarizes the data.

6 Evaluation

In this section we present a detailed evaluation of the performance of MoteTrack along a
number of axes. First, we look at the overall accuracy of MoteTrack. Although accuracy
is not our focus, we do need to understand how the system performs under various
parameters. We evaluate the accuracy on our entire floor which includes hallways and
rooms, the location estimation protocols, algorithms for selecting reference signatures,
type of database distribution, number of transmission powers used, and the density of
beacon nodes and reference signatures.

Second, we look at robustness with no beacon node failures. Here we investigate the
effects of radio signature perturbations, using different motes, time of day, and obstacles
such as doors.

Finally, we look at robustness with beacon node failures. Here we examine how
MoteTrack performs under extreme failures of the beacon infrastructure and evaluate
our adaptive signature distance metric.

These results were obtained using an offline simulation of the MoteTrack protocol
in order to give us the maximum flexibility in varying experimental parameters. In all
cases the real reference signature database acquired in our building was used to drive the
simulation. The simulator captures the effect of beacon node failure, RF perturbations,
distribution of the reference signature database, and the different algorithms for signal
distance and centroid calculation. The system is fully implemented on real motes and
we have demonstrated a full deployment of MoteTrack in our building along with a
real-time display of multiple user locations superimposed on a map.

6.1 Location Estimation Protocols

We first evaluate the accuracy of the system over the entire floor in the context of three
location estimation protocols. Two decentralized location estimation protocols and a
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centralized one: having a closest (in terms of RSSI) beacon node compute the location,
receiving reference signatures from several (k = 3) nearby beacon nodes, and comput-
ing the location based on all of the received signatures. The centralized version is used
as a benchmark for comparison purposes.

Figure 4 shows the cumulative distribution function (CDF) for the protocols. As we
can see, the accuracy of the 3 versions is nearly identical suggesting that the closest
beacon node does in fact store most of the relevant reference signatures for accurately
estimating the mobile node’s location. Likewise, the additional overhead of receiving
reference signatures from k beacon nodes is unjustified.

Our deployment uses the first decentralized protocol (i.e., closest or maxRSSI bea-
con node sends the location estimate), and it’s the accuracy a user of the system should
expect to get. As we can see, 50% and 80% of the location estimates are within 2 m
and 3 m respectively from their true location. This is more than adequate for applica-
tions that require locating persons, such as tracking the location of rescue personnel or
locating patients.

For the rest of this section we consider only the decentralized version where the
closest beacon node computes the location.

6.2 Selection of Reference Signatures

The next parameter of interest is the algorithm used to select reference signatures that
are close (in terms of signal space) to the mobile node’s signature. Figure 5 compares
the k-nearest selection approach to the relative signature distance threshold technique.
The k-nearest algorithm computes the centroid location of the k closest reference sig-
natures. The relative threshold scheme limits the set of reference signatures based on a
threshold that is proportional to the signature distance to the nearest reference signature.
For k-nearest, small values of k are appropriate for computing the location centroid, but
values above this introduce significant errors. The relative thresholding scheme is more
accurate as it limits the set of locations considered according to the signature distance
metric. The optimal distance threshold is around 15-20% of the closest reference signa-
ture.

6.3 Distribution of the Reference Signature Database

Next we look at the different techniques for replicating reference signatures across bea-
con nodes. This aspect of the design is crucial because each beacon node stores only
a subset of the full signature database. We look at two algorithms: greedy and balance
reference signature distribution. For each of these we also vary whether a given sig-
nature is stored only on the beacon node that is closest to the signature (closest BN),
or replicated across k = 3 beacon nodes (k=3 BN). To estimate the effect of growing
the reference signature database beyond its current size (282 signatures), we artificially
limited the maximum number of reference signatures that each beacon node could store.

Figure 6 shows the results of this experiment. As the maximum storage capacity
of each beacon node is decreased, the balanced distribution achieves the best results. In
most cases, replicating each signature across k beacon nodes achieves better results than
storing it only on the closest beacon node. When the memory capacity of the beacon
nodes is not limited, there is less noticeable difference between the approaches as it is
more likely that any given beacon node has the relevant set of signatures.
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Fig. 4. Location Estimation Protocols. Un-
der normal circumstances both decentralized
protocols perform nearly identical to the cen-
tralized one

Fig. 5. Two reference signature selection al-
gorithms. The relative threshold algorithm
performs better than the k-nearest one

6.4 Transmission of Beacons at Multiple Power Levels

Recall that beacon nodes cycle through transmitting beacons at different power levels
ranging from −20 dBm to 10 dBm. Initially it was not clear if transmitting at multiple
power levels would noticeably improve accuracy. Figure 7 shows the 80th percentile
error distance as the number of beacon transmission power levels is varied. The error is
averaged across all combinations of N power levels, with N ranging from 1 to 7, i.e.(

7
N

)
. As the figure shows, increasing the diversity of power levels increases the 80th

percentile accuracy by nearly 2 m. However, increasing the number of transmission
power levels involves a trade-off in terms of higher storage for reference signatures.

6.5 Density of Beacon Nodes and Reference Signatures

Of particular interest to someone deploying MoteTrack is the number of beacon nodes
and reference signatures needed to achieve a certain accuracy. For this experiment we
artificially restricted the set of beacon nodes represented in the reference signature
database. For each number of beacon nodes we hand-selected the appropriate num-
ber of nodes that were approximately uniformly distributed throughout the building,
avoiding any “clusters” of beacon nodes.

Figure 8 shows how location error varies with the number of beacon nodes deployed
in the building, which also represents the overall density of nodes. It appears that there
is a critical number of beacon nodes required after which the accuracy of the system
increases marginally. In this case the critical density is around 6 to 7 nodes which is
about 0.004 beacon nodes

m2 .
Likewise, varying the number of reference signatures has a strong effect on loca-

tion tracking accuracy. Figure 9 shows that the error distance decreases quickly up to
the first 25 reference signatures and begins to stabilize after 75 reference signatures,
representing a signature density of 0.043 reference signatures

m2 .
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Fig. 6. Greedy vs. balanced distribution of
the reference signature database. When the
memory size of beacon nodes is limited, the
balanced algorithm outperforms the greedy
one

Fig. 7. The effect of varying the number of
transmission power levels used to transmit
beacons. Increasing the diversity of beacon
power levels increases accuracy considerably

Fig. 8. Density of beacon nodes. After 6 to 7
beacon nodes (0.004 beacon nodes

m2 ) additional
beacon nodes provide diminishing returns

Fig. 9. Density of reference signatures. The
accuracy begins to stabilize after 75 reference
signatures (0.043 reference signatures

m2 )

6.6 Robustness to Perturbed Signatures

We now turn our attention to the robustness of the system under no beacon failures. We
begin by looking at the effects of radio signature perturbations.

The RF propagation in a building may change slightly over time or more drastically
in a disaster, when the building’s characteristics may alter from events such as walls col-
lapsing. To understand these implications, we evaluate how the accuracy of MoteTrack
changes for various perturbation levels of a signature’s RSSI measurements.

For each percentage, we perturbed the RSSI measurements of all signatures (i.e. the
testing data) by up to a maximum percentage of the entire RSSI range. The perturbation
amount for each RSSI is taken from a uniform distribution between zero and maximum
percentage. As we can see in Figure 10, MoteTrack is quite robust to RSSI perturba-
tions. For a maximum perturbation of 40%, the 80th percentile has an accuracy of under
5 m and, for the 50th and 25th percentiles it has an accuracy of under 3 m and under
2 m respectively.
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Fig. 10. Robustness to the perturbation of
signatures’ RSSI measurements. The accu-
racy of MoteTrack degrades linearly with in-
creased perturbation levels. All results are av-
eraged over 30 trials

Fig. 11. Effects of time of day and manufac-
turing differences between motes.No consis-
tent differences are found when varying the
time of day or the mobile node

6.7 Time of Day and Different Motes

Next we look at the effects of two other parameters: the time of day and manufacturing
differences between motes. Time of day examines how the system reacts to changes in
building occupancy and movement; the use of different motes accounts for the overall
effect on the system from variation between motes.

For this experiment we collected a daytime data set between the hours of 9:00am
and 4:00pm on a weekday, using 3 different motes. We also collected a nighttime data
set at 1:00am, when few occupants are in the building, using only a single mote. Mote
1 was used to collect a larger number of data points. To ensure a fair comparison, only
the locations that are common to all four data sets (three motes during the day and one
mote at night) were used here.

Figure 11 shows that the accuracy is largely unaffected by these parameters, so we
expect it to work well even for different mobile nodes and times of day.

6.8 Effect of Hallways, Rooms, and Door Position

Hallways tend to act as waveguides while walls and doors contribute to signal attenu-
ation. We first investigate how the accuracy of a mobile user is affected by its location
in the building. Figure 12 shows the cumulative distribution function (CDF) of the lo-
cation error for signatures obtained in the hallway and inside rooms, with doors opened
and closed. In the hallway, nearly 80% of location estimates are within 2 m of their true
location, while in rooms the 80th percentile is slightly under 4 m.

As we can see from the table in Figure 3, the density of reference signatures in the
hallway is higher then inside rooms. In the hallway the density is 0.36 reference signatures

m2

and inside rooms it is 0.05 reference signatures
m2 . In order to make a fair comparison, we

pruned the hallway data set to have the same density as the rooms data set, and plotted
the pruned hallway data set (labeled hallway pruned). As we can see, the error distance
for the 80th percentile increased to just under 2.9 m. For hallway and rooms, after
pruning the hallway part of the data set, we found a slight increase in error from 3.2 m
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Fig. 12. The effects of hallways, rooms, and
position of doors on location tracking accu-
racy. This data represents a limited data set
in which the density of reference signatures in
the hallway was pruned to match that of the
in-room reference signatures

Fig. 13. Robustness to beacon node failure.
The unidirectional algorithm is more robust to
large beacon node failures, but yields poorer
accuracy when there are fewer failures. All re-
sults are averaged over 30 trials. The vertical
bars represent the standard deviation

to 3.5 m. We also looked at the effect of the position of doors and found that they don’t
make a significant difference.

6.9 Robustness to Beacon Node Failure

Finally, we evaluate MoteTrack’s ability to continue providing accurate location esti-
mates even when a large number of beacon nodes have failed. We consider this aspect of
MoteTrack to be essential for its potential use in disaster response scenarios. Here, we
simulate the effect of failed beacon nodes by selectively eliminating beacon nodes from
mobile node signatures, as well as preventing those beacon nodes from participating in
the decentralized location calculations.

We evaluated robustness to failure using both the unidirectional and bidirectional
algorithms for calculating signature differences. Beyond a certain failure threshold, we
expect the unidirectional version to perform better than the bidirectional version, since it
only considers RSSI values from beacon nodes that are present at the time the signature
is constructed. As we can see in Figure 13, after about 16% of the beacon nodes have
failed, the unidirectional version indeed produces more accurate results.

For comparison purposes, we also show the ideal case. The ideal case is when we
have perfect knowledge of which nodes failed. This is the best case scenario and al-
though under normal circumstances it’s unachievable in a completely decentralized sys-
tem, it shows the lower bound. In this case the bidirectional algorithm is used but only
over RSSI measurements from nodes that did not fail.

Although unidirectional signal distance is more robust, it is less accurate when
there are few failed nodes. As mentioned in Section 4.3, MoteTrack decides
dynamically which algorithm to use based on the local failure percentage that it last
computed. MoteTrack starts out using the bidirectional algorithm and after it
estimates that the beacon failure is greater than 16%, it switches to the unidirectional
algorithm.
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7 Future Work

The current system as described in the paper, requires an offline installation and calibra-
tion prior to use. In many cases, such as responding to a mass casualty incidents in an
arbitrary area (e.g. a train wreck or a multi-car highway accident), pre-installation and
calibration of a beacon node infrastructure is clearly not feasible. For these scenarios,
we need an ad hoc mechanism for rapidly deploying the location tracking system and
populating the beacon nodes with reference signatures.

In an outdoor environment, one approach is to leverage GPS to automatically pop-
ulate the signature database. For example, medics responding to the scene of a disaster
can place beacon nodes at well-spaced (and arbitrary) points around the site. Rather
than require every patient or medic to carry a GPS receiver (which are often higher
power and bulkier than sensor motes), several medics can carry a PDA equipped with
a GPS receiver and MoteTrack transceiver. The PDA can automatically record refer-
ence signatures as the medics move around the site, populating the reference signature
database on the fly using the greedy distribution, which does not require global knowl-
edge of the beacon nodes and reference signatures. Signature acquisition can be per-
formed rapidly, since each signature requires only a few beacon messages from each
node and transmission power, which can be acquired in a very short period of time [20].
In our experiments we obtained good results in about one second. Location tracking
accuracy will improve over time as more reference signatures are acquired.

One of the challenges faced is how to deal with the additional error introduced by
the GPS location estimate. While in North America, GPS devices using the Wide Area
Augmentation System (WAAS) can yield location estimates to within 3 m 95% of the
time [21], it is not clear how much this will impact the overall accuracy of the system.

We have already ported our system to the Telos and MicaZ mote platforms, which
support the CC2420 802.15.4 radio chip, and observed very similar results in terms
of accuracy. For the immediate future, we intend to re-run our measurements with
identically-placed beacon nodes to directly compare the performance of MoteTrack
with 433 MHz and 2.4 GHz radios.

8 Conclusions

In this paper, we describe how to extend the basic RF approach for localization in order
to make it highly robust and decentralized. We achieve this through a decentralized
location estimation protocol that relies only on local data, local communication, and
operational nodes; by replicating the reference signature database across beacon nodes
in a fashion that minimizes per-node storage but achieves high level of robustness to
failure; and by using a dynamic signature distance metric that handles incomplete data
and adapts to the locally failed beacon nodes.

We implemented, deployed, and extensively evaluated our approach through a sys-
tem called MoteTrack, based on the Berkeley Mica2 mote. We choose this platform
because we believe that many of the applications where robustness is important will
want to use small, inexpensive devices that can be embedded in the environment such
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as walls, in the equipment of rescue personnel, or integrated with vital-sign sensors
placed on patients [22].

MoteTrack achieves a 50th and 80th percentile of 2 and 3 meters respectively, and
can tolerate a failure of up to 60% of the beacon nodes and signature perturbations of
up to 50%, with negligable increase in error.
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Abstract. We present a series of techniques that we have been using to
process GPS readings to increase their accuracy. In a study of urban pol-
lution, we have deployed a number of tracked mobile pollution monitors
comprising a PDA, GPS sensor and carbon monoxide (CO) sensor. These
pollution monitors are carried by pedestrians and cyclists. Because we
are operating in an urban environment where the sky is often occluded,
the resulting GPS logs will show periods of low availability of fix and a
wide variety of error conditions. From the raw GPS and CO logs we are
able to make maps of pollution at a 50m scale. However, because we know
the behaviour of the carriers of the devices, and we can relate the GPS
behaviour and known effects of CO in the environment, we can correct
the GPS logs semi-automatically. This allows us to achieve a roughly 5m
scale in our maps, which enables us to observe a new class of expected
environmental effects. In this paper we present the techniques we have
developed and give a general overview of how other knowledge might be
integrated by system integrators to correct their own log files.

1 Introduction

In this paper we describe a study of carbon-monoxide (CO) pollution that uses
a small set of mobile CO sensors. Our aim is to make a map of CO pollution in
a small area of a city at a scale fine enough to identify per street variation. The
sensors are tracked using a GPS sensor. However, because the availability and
quality of a GPS signal will vary greatly in an urban area, we have to be careful
how we process the GPS log files.

The quality of GPS varies in the urban environment because of the urban
canyon effect. A GPS sensor needs to be able to see three or more GPS satellites
in order to get a reliable reading. However, buildings around the sensor cause
the view of the sky to be obscured, and as the sensor moves the view of the sky
will change quite rapidly.

Without processing the GPS logs, we are able to generate maps of CO at
a scale of roughly 50m. Although this allows us to see gross variations in CO,
such as CO being lower in a relatively traffic-free square, it is not sufficient to
see per street variations. Errors in GPS reading will often put the sensor inside
buildings, next to the pavements and streets, or will even put the sensor in
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adjacent streets. Obviously this prevents us identifying pollution variations that
exist between streets.

However, in our trials, we know quite a lot about the behaviour of the carriers
of the pollution monitors. We can use knowledge about the behaviour to process
the GPS logs to increase the accuracy. This has enabled us to identify features
at the 5m scale including CO hot spots such as bus stops and road crossings. We
discuss five different levels of knowledge of the situation that we can apply to
exclude or filter GPS readings: knowledge of geographic extent of trial, knowledge
of the building footprints, knowledge of the route undertaken, knowledge of the
behaviour of the carrier of the GPS receiver and knowledge about expected
sensor readings. We then describe tools that we have built to help us do such
corrections semi-automatically.

In the following section we will present some related work on environmental
sensing and GPS correction. Then in Section 3 we will outline the sensor package
and the trials we have undertaken. In Section 4 we give an overview of the type
and quality of data that we can capture. Then in Section 5 we discuss how we
can refine the GPS readings to give us more focussed data. In Section 6 we will
then generalise and discuss tools that should be more applicable to processing
tracked data logs. Finally we conclude and present plans for future work.

2 Related Work

The background to the work in this paper is an ongoing study of urban carbon
monoxide. The Air Quality Site contains archive data from over 1500 UK moni-
toring stations going back in some instances to 1972 [1]. Such data sources give
a good picture of variation from urban to rural areas. In urban areas some sense
of potential variation is conveyed by the difference in readings between kerbside
sensors and sensors placed in background areas away from pollutant sources.
However they don’t capture the detail of per street variation.

CO disperses over a matter of hours, but Croxford et al. have shown that
this is affected by local street configuration [2]. Croxford’s study used a cluster
of sensors in fixed placements in a small area around University College London,
UK. The Air Quality Strategy for England, Scotland, Wales and Northern Ire-
land [3], suggests a standard of 10ppm (11.6mg/m3) running 8-hour mean. In the
vicinity of UCL, the Croxford study found a peak CO concentration of 12ppm,
but nearby sensors reported much lower values near the background level for
CO. Thus, moving pedestrians or vehicles would probably not experience this
peak for a long period.

Our approach to bridging this gap between large, sparse and small, dense
studies is to use tracked mobile sensors that are carried by pedestrians or mounted
on vehicles. There are several related works in the UK that aim to increase un-
derstanding of pollution variation. These include the dense sensor network of
the Discovery Net e-Science project [4], and the combined sensing and air flow
modelling approach of DAPPLE [5].
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In this paper we apply knowledge from records of trials and map data to
correct GPS readings. GPS is of course a very significant area of research and
there are many existing and upcoming enhancements to GPS that can improve
its accuracy [6]. Most relevant for this work is fusion of velocity and acceleration
data with the GPS position [7]. We wanted to focus on consumer-level GPS be-
cause we anticipate sensor package cost being a primary concern when deploying
large collections. We also didn’t want to weigh down the carriers, nor burden
them with any device configuration tasks. Indeed, the user should simply have to
power on the devices before going outside. In an urban environment, especially
in central London where the buildings are typically close to or higher than the
road width, we do not expect to get a GPS fix 100% of the time [8].

3 Trial Description
3.1 Monitor Overview

We will briefly describe the trial; a longer description with more background on
the task and scientific justification from an environmental science point of view
can be found in [9]. We collected data over two weeks, in collaboration with
the ‘Dispersion of Air Pollution and Penetration into the Local Environment‘
(DAPPLE) project. The data collection area was centred around Marylebone
Road and Gloucester Place in central London. The local area is densely packed
with buildings up to roughly eight stories high, with a wide variety of street
widths. We collected data from both pedestrians and walkers.

Fig. 1. The ICOM carbon monoxide sensor on the left, the PDA in the middle and the
GPS aerial on the right. The HAICOM GPS unit can just be seen sticking out of the
top of the PDA

The equipment pack consisted of an HP Jornada PDA running our own data
logging software, an ICOM device from Learian Environmental to measure car-
bon monoxide and a GPS unit. Two types of GPS units were used: the HAICOM
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type, or a self-built device based around the GARMIN 15 package. All the equip-
ment was colour coded and divided into separate coloured packs, which were not
mixed, to allow for easy tracking of the equipment used for each sample run.

Data is sampled once every second from the ICOM carbon monoxide sensor,
combined with the last valid GPS fix and written to a log file on the PDA. Every
time the software on the PDA is run, both a GPS log file and a pollution log
file are created with a filename that includes the current timestamp. After data
collection, these files are uploaded to a database server for analysis.

3.2 System Overview

All the data is stored in a Postgres database, with the reported and corrected
GPS positions in separate fields. Correction of the GPS data can take one of
two forms: either the data is fitted to the point closest to a route drawn on a
map, or an offset is calculated from the position of a known point and applied
to a section of the data. With data collection taking place on a limited number
of fixed routes, idealised routes have been created to ensure that the corrections
are coherent.

3.3 Routes

In these trials, we studied a small number of walkers and cyclists in a small area
to prove the concept. To cover larger areas would require more carriers, and
eventually we hope to distribute 100s or 1000s of devices to commuters.

Two routes along the length of Marylebone Road were used for most of the
walking, in addition to both walking and cycling around the cycle route. On
other occasions, different routes around the area were tried (Figure 2).

4 Quality of Captured Data

During the data collection period, up to 3 carriers, either walkers or cyclists
were out for up to four 45 minute sessions a day. 87 log files containing GPS
positions and carbon monoxide data were collected, resulting in 227,496 separate
data points. During the two-week sampling period, a small number of equipment
problems were encountered, resulting in the loss of 10 sample runs. Figures 3
and 4 show an example log file.

4.1 Reliability of GPS in an Urban Environment

Overall, the percentage of data points with corresponding GPS positions was
42.8% of the total walking and cycling time, corresponding to 34.6 hours of
collection time over two weeks. By comparing daily GPS data for the pedestrians
and cyclists, it can be seen that the cyclists have a marginally higher percentage
of valid GPS positions. These levels of GPS reliability might sound low, but are
not atypical for an urban environment. In [10], a car-mounted consumer GPS
unit driven around central London achieved 60% reliability. Given that in this
case the aerial placement and vehicle behaviour would probably have afforded a
more stable view of the sky, this suggests our availability results are not low.
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Fig. 2. The two walking routes along
Marylebone Road and the figure 8 cycle
route

Fig. 3. GPS trace for the cycle route on 19
May 2004 at 11:48

Fig. 4. Carbon monoxide trace for the cycle route on 19 May 2004 at 11:48. The
maximum CO reading, 7.6ppm is indicated

When looking at the GPS traces, it is apparent that the GPS is not reliable
enough to place a sensor on the correct side of the road. Occasionally, a log
file will contain a distinct trace that sticks to the correct side of the road, but
the majority meander along the centre of the road, or drift from side to side.
For the Marylebone Road walking routes, without looking at the recorded route
notes, it is not usually possible to be certain whether the sensor was on the
north or south side of the road, unless additional features are present. For the
cycle route this is less of a problem as the cyclists are always in the road and
the pedestrians always take the same route, although the problem of detecting
junctions accurately remains.

The method of standing in a fixed location and averaging the GPS position for
a period of time is a standard GPS surveying technique used to increase accuracy,
but this is not applicable to mobile CO sensors. Using differential GPS would be
more appropriate, but again, this method requires expensive equipment and does
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Fig. 5. Reported GPS location while standing at the bottom right corner of the junction
for 30 minutes

not lend itself to ad-hoc data collection by people during their normal daily lives.
Using inexpensive commercial GPS devices, post processing of the data is not
possible due to the pseudo range information not being stored, so the accuracy is
limited to about 15m. As was shown previously, the carbon monoxide level can
vary significantly from the kerb side to the building, so a more accurate method
of positioning samples using standard GPS devices is required.

By analyzing the collected GPS data, there is additional information present
in the trace that can be exploited to perform further correction. There is little
that can be done about multi-path reflections other than detecting when low
elevation satellites are used in the solution or using the GPS unit’s own dilution
of precision figure to assign a confidence measure to the position.

4.2 ICOM Accuracy

The quoted tolerance of the ICOM CO sensors is +/- 5%, but the nature of
the carbon monoxide levels being measured is such that they can change very
rapidly. The range of values of most interest is between 0.3ppm and 5.0ppm.
Although much larger values do occur, they are very rare and their location is of
more interest than their value. A base level of 0.3ppm corresponds to the global
background carbon monoxide level.

5 Correction Methodologies

In this section we describe features in the data that can be used to correct
GPS. These come from two main sources: knowledge about the behaviour of the
carriers and knowledge about expected CO effects. Using such knowledge allows
us to correct our GPS logs so that we can discriminate between the readings
more accurately, and thus make maps at a finer scale.

In the following figures, raw trace logs (Figures 6, 7, 10 & 11, and also
Fig 3) are drawn with buildings in black, background in white and a red-scale
for pollution. Summary maps (Figures 8 & 9) are drawn with a similar scale but
on a grey background. The method of plotting summary maps was to divide the
area into grid squares of either 20 metre or 5 metre spacing and to place data
points into the correct square based on GPS position. The mean and variance
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Fig. 6. An uncorrected GPS trace on Marylebone Road

Fig. 7. The trace of Figure 6, fitted to a line drawn along the kerbside using the GPS
correction tool

Fig. 8. 5 May 2004 09:00-17:00, 5 metre mean boxes without GPS correction

Fig. 9. 5 May 2004 09:00-17:00, 5 metre mean boxes with corrected GPS positions

for each square can then be calculated and plotted. By altering the size of the
grid squares, the data can be plotted to within the accuracy limits imposed by
the GPS positional error. We use a simple grid-based visualisation because the
mean and variance vary at a fine geometrical scale and don’t lend themselves
well to smooth representations as, say, surfaces.
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Fig. 10. Identifying a south side route
from a pedestrian crossing

Fig. 11. GPS trace crossing Marylebone
Road

5.1 GPS Logfile Manipulation

The Postgres database that stores all of the information in the collected log
files is structured so that data for an individual path can be extracted. Each
path can be analyzed separately using a tool that plots a colour coded carbon
monoxide value over an aerial map using the GPS position logged at the time
the sample was taken. Traces can be played back in real-time, or faster, allowing
the velocity of the sensor to be tracked. The GPS positions for a path can be
corrected by drawing a polyline representing the idealised route on the map and
fitting the GPS points to the nearest point on the line. When correcting the
data, only points which lie a user-defined distance from the line are corrected,
allowing a limit to be set on how far points will be moved. Typically, 20m has
been used as this is the GPS accuracy. During the correction process, points that
have no valid GPS position, but lie between two valid GPS positions, are linearly
interpolated. See Figure 6 and 7 for an example of before and after correction.

Using the viewer tool, GPS tracks that cross into buildings can often be seen,
Figure 3 is a good example of this. This type of error is harder to correct, as
using the line correction tool will result in a trace with a discontinuity at the
corner of the building. The trace needs to be stretched around the building, but
this has not been attempted due to the majority of the data fitting the line
correction model more closely.

5.2 Fitting GPS Traces to Routes

As an example, data for 5 May 2004 was corrected using the GPS correction tool
to see what physical features could be observed. This day was chosen as a good
example for wind variation on opposite sides of the road as the wind only varied
between 170 degrees and 260 degrees all day, starting at 5 knots and increasing
to 16 knots. The difference between the corrected and uncorrected data is clearly
visible.

The data in Figure 9 shows a marked difference in carbon monoxide levels
between the north and south sides of the road at the east end. Compare to the
raw data in Figure 8. On the north side the levels are 1.5 ppm, while on the
south side they are 3.5ppm. A factor of 2-3 difference is something that would
be expected with the wind coming from the southwest quadrant, dispersing the
carbon monoxide on the north side of the road where the wind speed is highest
and causing levels to build up on the south side where the air is static.
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5.3 Disambiguating Route Choice

In addition to correcting known routes, it is also necessary to be able to work out
the route taken from the GPS data. On the Marylebone Road walking routes,
which are virtually straight lines, there are points where the walkers move off
line and down a side road in order to cross at a crossing away from the junction.
The most noticeable instance of this is on the south side of Marylebone Road at
the junction with Baker Street, where the pedestrian crossing is a short distance
south down Baker Street (Figure 10). By recognising certain features present in
the GPS data, it is possible to determine which side of the street the samples
were taken and also identify when the sensors reach junctions.

When crossing Marylebone Road at the junctions to the east or west of the
council building, there is a characteristic that often appears in the GPS trace due
to the position of the crossings relative to the road (Figure 11). The significant
deviations to the left are a function of where the crossings are placed in relation
to Marylebone Road. Both GPS paths are significantly out of position, placing
the pedestrian in the middle of the road while he is still waiting to cross. This
fact can be seen when the traces are played back in real-time by noting where
the GPS position is stationary while the pedestrian is waiting to cross.

In both these situations, once the behaviour has been identified, appropri-
ate route corrections can be applied. The trace in Figure 10 can be positioned
accurately from the shape of the crossing, but the rest of the trace is on the
wrong side of the road. This can be corrected by fitting the trace to a line on
the correct side of the road. Figure 11 shows a different situation where a strong
GPS fix is offset by a constant amount. Matching the shape of the GPS trace to
the junction layout and subtracting this from the GPS coordinates can remove
the offset.

5.4 Recorded Carbon Monoxide Levels When Crossing Roads

As all the pedestrian routes involve crossing roads at some point, there is a
significant amount of data available in the middle of the road. The problem is
how to detect when a sensor crosses the road due to the poor quality of GPS
positioning information. One route stands out as a good example of road
crossings, which was recorded on 10 May 2004 from 15:39, see Figures 12
and 13.

The actual positioning of these points is very hard to do from the GPS posi-
tion alone and is determined more by when the GPS is stationary or additional
satellites suddenly come into view, rather than the actual reported position.

The final peak on Figure 12 is marked as point X as there is no GPS and
there is no additional information to identify this point, other than that it is
somewhere along Gloucester Place.

It is worth noting that there are eleven crossing points when walking around
the cycle route, not all of which produced peaks in this example and where
there was a peak at a junction, it might disappear on the next circuit. For these
reasons, using CO data to indicate the route taken can only be performed when
there is extensive knowledge of the traffic flow patterns. Scientists working in
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Fig. 12. Carbon monoxide levels while walking around the cycle route

Fig. 13. Map showing positions of carbon monoxide trace

this area can tell from the CO data when one of the pedestrians skips part of
their assigned route. This is done using knowledge of the mean CO values for
each road, together with where the CO peaks occur.

6 Dealing with Tracking Data

In Section 5 we saw several features in the data that allowed us to determine
corrections to GPS log files. To summarise:

– Noting readings that were inside buildings.
– Noting that logs could be constrained to paths.
– Noting the micro-scale behaviour of the carriers when crossing a road allowed

us to identify that a crossing was taking place and, in some cases, which side.
– Noting disambiguating paths by noting a particularly high CO reading.

We can generalise these to suggest there are five levels of knowledge that can
be exploited when observing GPS logs in order to improve understanding:

– Knowledge of geographic extent of trial. We can discard some GPS readings
because they are not in the geographic vicinity. This can be done as a pre-
processing stage in the database.
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– Knowledge of the building footprints. By overlaying GPS readings over a
bitmap showing places where the carrier could not have received a signal we
can easily see which locations need correcting. Note it is not appropriate to
simply discard the points, as they may only be a few metres inside a building
for example. These points can be corrected semi-automatically by moving
them to the closest viable position.

– Knowledge of the route undertaken. Once we have filtered based on the
impossible location, we can constrain the route based on route knowledge.
We have made the distinction from the above, because at this stage we start
identifying probable regions where the device was located, not impossible.
There are many potential implementations here. Ours uses proximity to a
route centre line, but it could be any region or line defined in a Geographical
Information System (GIS).

– Knowledge of the behaviour of the carrier of the GPS receiver. At this stage
we employ knowledge that is difficult to capture in GIS systems: behaviour
of the users in the space. This requires some human knowledge. Although
interesting artefacts such as velocity changes can be flagged in the data, a
human observer is really needed to interpret this data. Again, a number of
tools could be built, ours allows us to watch scaled-time replays of the event
logs to get a sense of the behaviour.

– Knowledge of expected correlation with other sensor readings. At this stage
we employ knowledge about other readings that can allow us to reason about
positions on paths or corrections to paths. In other cases this could be con-
sidered implemented in a semi-automatic manner if framed as a sensor fusion
problem. However at this time we are interpreting these observations by hand
because the observer needs to know the expected effect and the context in
which the readings were taken.

7 Conclusions

In this paper we investigated techniques to correct GPS logs. The need for correc-
tion arose because GPS readings are only accurate to roughly 20m, and because
the urban environment causes quite significant variation in the behaviour of the
readings. Several different types of knowledge have been exploited to correct the
logs: geographic region, building footprints, routes and user behaviour. We have
shown that by semi-automatically correcting the GPS logs, we can start to ob-
serve phenomena at a much smaller scale. In the previous section we discussed
how these tools might be more generally applicable to other sensor tracking
trials.

CO has proved interesting because it shows variation at a scale we can detect
without expending effort in correcting GPS traces, but if that effort can be made,
we can also find smaller-scale geographic effects. In our case, correcting GPS logs
has allowed us to identify features on a 5m scale. This is sufficient for us to note
expected properties of CO pollution: differentials across a street on a windy day
and increases in CO near bus stops and road junctions.
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Abstract. Location-based services like reminders, electronic graffiti, and tourist 
guides normally require a custom, location-sensitive database that must be cus-
tom-tailored for the application at hand. This deployment cost reduces the ini-
tial appeal of such services. However, there is much location-tagged data al-
ready available on the Web which can be easily used to create compelling loca-
tion-aware applications with almost no deployment cost. Such tagged data can 
be used directly in applications as well as to provide evidence in models of ac-
tivity. We describe three applications that take advantage of existing Web data 
combined with location measurements from a GPS receiver. The first applica-
tion, “Pinpoint Search”, finds web pages of nearby places based on GPS coor-
dinates, queries from a Web mapping service, and general Web searches. The 
second application, “XRay”, uses the mapping service to find businesses in a 
building by pointing a GPS-equipped electronic compass at the building. The 
third application is called “Travelogue”, and it builds a map and clickable 
points of interest to help automatically annotate a trip based on GPS coordi-
nates. Finally, we discuss the use of Web-based data as rich sources of evidence 
for probabilistic models of a user’s activity, including a means for interpreting 
the explanation for the loss of Web signals as users enter structures. 

1   Introduction 

Location-based services use knowledge of a user’s location to index into services and 
data that are likely useful at that location. For instance, a reminder application like 
comMotion[1] can give the user relevant information at a given location, like, 
“You’re near a grocery store, and you need milk at home.” A so-called “electronic 
graffiti” system, such as Stick-e Notes[2], supports users who want to leave electronic 
notes for themselves or others that are associated with a particular location, like 
“There is a better Thai restaurant one block north of here.” Location-based tour 
guides such as Cyberguide[3] offer relevant information about the exhibit or site at 
which the user is standing. These and most other location-based services share a need 
for a custom database dedicated to storing and serving data for specified locations. 
Reminder systems must have reminders, electronic graffiti needs digital tags, and tour 
guides need site information. 
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While a custom store of location-indexed data can lead to interesting applications, 
there is already a wealth of location data available on the Web that can be exploited 
for location services without the data deployment costs of traditional applications of 
this type. This paper demonstrates three applications that use existing location data on 
the Web in conjunction with position information from a GPS receiver. In this way, 
we avoid the deployment costs of creating a database of location information, relying 
instead on what is already available. These applications show that it is possible to 
create useful location-based services using existing location data. 

The three applications are: 

• Pinpoint Search – Convert a measured (latitude, longitude) into search 
terms for Web searches, giving web pages relevant to the user’s immediate 
surroundings. 

• XRay – Point a pose-sensitive device at a scene of interest and get a list of 
what businesses are situated along that direction. 

• Travelogue – Help a user recall points of interest from a trip logged with 
GPS data. 

Our maps and point-of-interest data come from the Microsoft MapPoint Web ser-
vice, which requires a subscription fee. However, using this service is much more 
economical than building a custom store of location data. Other point-of-interest da-
tabases could be used as well. We have implemented these three applications on a 
desktop computer using real GPS data. Their ultimate target is mobile users, and we 
foresee few problems modifying the applications for use on a PDA or cell phone. The 
target device would need a Web connection and a GPS receiver. 

2   Pinpoint Search 

Pinpoint Search is designed to give information about a mobile user’s immediate 
surroundings. We assume the user is equipped with a GPS receiver and Web-
connected mobile computer. Starting with a (latitude, longitude) from the user’s GPS, 
Pinpoint Search uses MapPoint to compute the nearest street address. This is shown in 
Fig. 1(a) which is a screen shot of a working mockup of Pinpoint Search’s client and 
server parts. In this offline demonstration program, each stored (latitude, longitude) 
can be resolved, which triggers the street address lookup, the results of which are 
shown in a popup window on the map. 

The conversion from (latitude, longitude) to street address is important, because 
the street address serves as a good search term for Web searches. This is illustrated in 
Fig. 1(b), which shows a screen shot giving the result of an MSN® search automati-
cally performed on the resolved street address within the Pinpoint Search program. 
The search results give links to web pages that contain the nearby street address, re-
sulting in entries for a nearby acupuncturist, chiropractor, and restaurant. 

Not all relevant Web pages contain a street address that matches our search term, 
so we also convert (latitude, longitude) into a list of nearby businesses using the 
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MapPoint Web Service. This service uses a database of business locations from  
Acxiom® that are categorized by type, such as food stores, automobile dealers, and 
restaurants. As shown in Fig. 2(a), this lookup results in three nearby restaurants, one 
of which is called “Stuart Anderson’s Black Angus”. After the user clicks on this 
result, Pinpoint Search automatically runs another Web search using the restaurant 
name as a search term. One of the search results is shown in Fig. 2(b), which gives 
positive and negative reviews of the restaurant. Starting with GPS coordinates, the 
user could find this review page with only two mouse clicks using Pinpoint Search. 

Our implementation of Pinpoint Search runs on a desktop computer and uses stored 
GPS coordinates for demonstration. It would be straightforward to port it to PDA or 
cell phone equipped with GPS. 

(a) Map shows stored locations. Popup titled “Interpolated” shows the nearest street 
address to the currently selected location.

(b) Web search based on found street address 
from screen above finds nearby acupuncturist, 
chiropractor, and resturant.

 

  Pinpoint Search converts  (latitude, longitude) to a street address, which 
is used as a search keyword. 
Fig. .1
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Pinpoint Search shares similarities with other programs. Google Local[4] and  
Yahoo! Local[5] allows Web searches around a certain geographic area, specified by 
parts of a street address. Pinpoint Search adds the important preprocessing step of 
converting a numerical (latitude, longitude) into a street address or business name, 
which allows the local search to be completely automated based on a GPS receiver. 
Thus, to use Pinpoint Search, the user does not need to know a street address, postal 
code, or even the name of the city. Because it starts with a GPS coordinate, the search 
results are likely to be much more focused on the user’s immediate surroundings. 

Another similar project is AURA[6], which uses bar codes and other means to cre-
ate Web search terms, much like we use location data to generate addresses and busi-

(a) Upper right shows restaurants found from MapPoint web service based on current 
(latitude, longitude). Main window shows Web search results from selected 
restaurant name.

(b) Clicking on the first search result 
leads to reviews of the nearby restaurant.

 

Fig. 2. Pinpoint Search uses nearby businesses as search keywords 
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ness names for searches. Like these projects, Pinpoint Search requires no special 
databases, but instead exploits the extensive amount of data already available on the 
Web. It is unique in that it uses a measured position to ultimately index into web 
pages about nearby things. 

3   XRay 

XRay is a concept for a pose-sensitive query device designed to allow a mobile user 
to point toward an outside object and discover what is inside or behind it. It is based 
on a device containing a GPS receiver, electronic compass, and network connection. 
The user physically points the device at something and issues a query. XRay responds 
with a list of businesses or other points of interest along the direction of pointing. A 
working mockup of the program is illustrated in Fig. 3. Here XRay has been pointed 
toward a street that the user cannot yet see, and its “field of view” has been adjusted 

Fig. 3. XRay lets a user point in a direction and query for what is behind and inside. The 
user can adjust how far XRay "sees" and its field of vision. This data was taken near the 
University of Washington in Seattle
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to query over the length of the unseen block. The list at the right shows different cate-
gories of items returned from MapPoint’s® Acxiom® database. The “Apparel” and 
“Eating and drinking” categories have been expanded to show the names of places 
inside the query cone. Clicking on one of these places puts an icon on the map at its 
location. Using this program, users can quickly get a sense of what is around them by 
simply pointing in a direction of interest. As with Pinpoint Search, XRay relies on a 
rich, existing database of places, meaning that it works “out of the box” with no de-
ployment cost. 

Although XRay shows real results, we have not yet found a commercially available 
combination of devices that would let us exercise it in the field. While there are GPS 
receivers with a built-in compass, we have not yet found one that can interface to a 
handheld computer with ubiquitous network access. An ideal platform would be a cell 
phone with a GPS, an electronic compass, and Web access, which we expect will 
soon be easy to buy or make. XRay is similar to augmented reality systems, e.g. [7, 8] 
that project extra information into the user’s view. In fact, the “Touring Machine”[7] 
is capable of projecting information from campus buildings that the user can see. 
Similarly, UCSD’s Active Campus project[9] can show information on a handheld 
computer about nearby buildings based on positioning with Wi-Fi triangulation. XRay 
shows that this type of application can exploit existing data on the Web instead of 
custom-authored data as previous systems required. 

4   Travelogue 

Pinpoint Search and XRay are both designed to provide real time data to the user. In 
contrast, Travelogue is aimed at analyzing a trip after it happens. Specifically, Trave-
logue annotates a sequence of (latitude, longitude) points with points of interest. In 
this way, it helps a user recall what he or she might have visited or seen during a trip 
without requiring the user to make any notes during the trip. A screenshot of Trave-
logue showing points of interest is shown in Fig. 4. 

Travelogue starts with a list of (latitude, longitude) points logged from a GPS re-
ceiver. Many GPS receivers have a logging feature built in, so a user can simply set 
up his or her GPS to periodically save location data during the day for later download-
ing. Travelogue analyzes this data to find places that might later be of interest to the 
user. In our implementation, these places are those locations where the number of 
GPS satellites visible to the receiver dropped below the minimum four that are re-
quired for a full GPS fix. This heuristic works well in the urban environment where 
we tested, because most of the “interesting” places we visited were indoors where the 
satellites are occluded by the building. Other more sophisticated methods of finding 
interesting places include algorithms like [10] that finds locations where the user 
dwells. The points of interest found during one of our short driving trips are shown in 
Fig. 4 as red squares. 

Clicking on a point of interest triggers the program to display the (latitude, longi-
tude) of the point, the time of arrival, and the amount of time spent there. Using our 
heuristic, the time spent is simply the time over which at least four GPS satellites 
could not be detected. Clicking on a point of interest also populates multiple  
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dropdown lists showing nearby places found in MapPoint’s® Acxiom® database. In Fig. 
4, the “Eatery” list has been expanded to show nearby restaurants. While the user did 
not necessarily visit every place on these lists of nearby places, the lists give a simple, 
fast way of jogging the user’s memory for what places he or she actually did visit. 

We envision normal users using Travelogue as a way of automatically annotating 
business and pleasure trips without having to worry about making explicit notes  
 

Fig. 4. Travelogue discovers points of interest and displays them as red squares. Clicking 
on these points triggers the program to display the amount of time spent there and a list of 
nearby places. This can help a user remember what he or she did during a trip
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on where they were. Travelogue could also be used as a memory aid for people with 
cognitive decline as a way to help them remember what they have been doing and as a 
way for their caregivers to assess their activities. 

5   Web Data and Models of Activity 

Semantic content associated with locations on the web can provide rich sources of 
evidence about users’ activities over time.  We have been exploring general probabil-
istic models with the ability to fuse multiple sources of information. Such models can 
be used to perform inferences about a user’s activities from the historical and short-
term GPS data, as well as extended sensing with such information as temperature[11], 
barometric pressure, ambient light and sound, and Web data.  Web content can be 
used to update, in an automated manner, a set of key resources and venues available at 
different locations, providing Bayesian dependency models with sets of resources that 
are coupled to an ontology of activities (e.g., shopping, restaurants, recreation, gov-
ernment offices, schools, entertainment etc.).  Such information can be used as a rich 
source of evidence in a probabilistic model that computes the likelihood of different 
plausible activities. Inferences can further take into consideration the dwelling of a 

 

Fig. 5. Dynamic Bayesian network for inferring location and activity, employing Web-
based location resources.  The probabilistic dependencies among random variables high-
light the influences of multiple sources of contextual evidence on the probability distribu-
tion over activities and location.  Web-based location resources provide evidential updates 
about activities.  The model considers variables representing the likelihood that a user is 
indoors vs. outdoors as a function of multiple variables including differences in tempera-
ture indoors and outdoors, GPS fix, and a log of known GPS shadows. Multiple variables 
also update the probability distribution over the current location as a function of multiple 
sources of information 
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user at a location with zero or small velocities and the complete loss of GPS signals at 
particular locations for varying periods of time, indicating that a user has entered a 
structure the blocks receipt of GPS signals. The timing, velocity, and frank loss of 
signal after a slowing of velocity provide rich evidence about a user’s interests or 
entries into different proximal buildings and structures, as characterized by the con-
tent drawn from the Web about resources in the region of the last seen GPS coordi-
nates.  Such reasoning can be enhanced by a tagged log of prior activities noted by a 
user. Reasoning about losses of GPS signal can take into consideration a log of known 
“GPS shadows,” that are not associated with being inside buildings, such as those 
occurring inside “urban valleys,” as GPS access is blocked by tall structures.  

We are pursuing rich probabilistic models of activity and location based on 
multiple sources of information, including information available from the Web 
and from logs of prior activities and GPS availability.  Figure 5 displays a time 
slice of a more general dynamic Bayesian network model, showing probabilistic 
dependencies among key measurements and inferences. Server icons signify 
access of information from the Web about local resources as well as access from 
a store of known GPS shadows. The model is designed to make inferences about 
the probability distribution over a user’s activities and over the location of a 
user, even when GPS signals are unreliable or lost temporarily.  Sub-inferences 
include computation about whether a user is indoors or outdoors, employing 
information about the loss of GPS signals, a log of GPS shadows, information 
about local resources to the current location, and sensed temperature.  We call 
out two key variables from an adjacent, earlier time slice to highlight the poten-
tial value of including  dependencies among variables in adjacent time slices.  

6   Conclusion 

Knowledge of a user’s raw (latitude, longitude) is not normally very useful. However, 
with publicly available databases, location measurements can be converted into useful 
information. We first reviewed three simple applications. Pinpoint Search takes (lati-
tude, longitude) and finds web pages that are pertinent to the user’s immediate sur-
roundings. XRay lets a user point in a direction of interest and retrieve listings of 
places in that direction. Travelogue helps a user remember interesting places encoun-
tered during a trip. These applications share the trait of starting with raw GPS read-
ings and using publicly available Web data to produce useful information. Although 
each of these applications has the potential for more development, together they show 
how the Web can be used in a simple way to enhance GPS. Finally, we reviewed the 
prospect of using the Web, in addition to other sources of information, to support rich 
probabilistic inferences about a user’s activities and location. Such inferences can 
provide a window into a user’s activities as well as access to location information 
even when GPS fixes become erroneous or are lost completely. Indeed, such models 
can take losses of GPS signal as valuable evidence for making inferences about activi-
ties and location. 
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The COMPASS Location System
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Abstract. The aim of COMPASS (short for COMmon Positioning
Architecture for Several Sensors) is to realize a location infrastructure
which can make use of a multitude of different sensors and combine their
output in a meaningful way to produce a so called Probability Distri-
bution Function (PDF) that describes the location of a user or device
as coordinates and corresponding location probabilities. Furthermore,
COMPASS includes a so called translator service, i.e. a build-in com-
ponent that translates PDFs (or coordinates) to meaningful location
identifiers like building names and/or room numbers. This paper gives a
short overview on the goals and abilities of COMPASS.

1 Motivation

There are a lot of situations in mobile computing where mobile nodes need
to determine their current position. Ubiquitous computing applications derive
context information from this position, e.g. in order to determine whether a user
is currently at home, at work or on the way in between. Location-aided routing
protocols for ad-hoc networks need position information to support their routing
decisions. Navigation systems naturally rely on precise position information to
plan the further route of a car or pedestrian. To support this large demand that
applications have for precise location information, a number of commercial and
research projects are working on this subject. Section 2 gives an overview on
some of these activities.

We have identified two major challenges that are not completely resolved yet:

1. Location information from multiple sensors needs to be combined effectively
in order to present one and only one position to the application. Any single
location sensor has drawbacks, e.g. is usually not available inside buildings,
RFID sensors or WLAN/Bluetooth APs are only available where installed
etc. So in order to provide reliable and pervasive location support, an ar-
chitecture must use multiple sensors, combine their results and present this
to the application. The application should not need to worry about what
sensor(s) were used for the current position information. Additionally com-
bining the results from multiple sensors may improve the precision of overall
results.

2. Raw coordinates may not really be useful to an application that needs to
know the position in terms of buildings, rooms, street names etc. So a lo-
cation system should include an infrastructure to resolve the raw position
information to some kind of symbolic position.

T. Strang and C. Linnhoff-Popien (Eds.): LoCA 2005, LNCS 3479, pp. 105–112, 2005.
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The primary focus of COMPASS will be to address these two issues by both
including many different sensors into the system using a plugin interface and
by providing a translator that is able to derive symbolic location information
from the raw coordinates received from the locator. COMPASS is a software
framework that can be used by arbitrary applications for location retrieval.

2 Related Work

The need of location systems is almost as old as mobile computing itself. Many
of them use satellite navigation systems like GPS [G93] or the future Galileo
system [G05]. A major problem of satellite navigation systems is the fact that
the antenna of the receiver usually needs a direct line-of-sight towards a number
of different satellites. So they are only useful for outdoor navigation.

As many ubiquitous computing projects include mostly indoor scenarios, re-
searchers started to develop specialized indoor location systems. Prominent ex-
amples include the Cricket Location-Support System [P00] or the Bat [H97].
These systems make use of different kinds of sensors, like scanning for ultra-
sound or radio beacons or observing nearby WLAN or Bluetooth access points.

Unfortunately most of these location systems do not work together and many
can use only one single kind of sensor. So there is a clear need for a framework
that can combine the output of different kinds of location sensors into one single
and consistent result.

Such a system has been proposed as part of the HeyWow project [H03].
In [A01, W02] the authors suggest the use of so-called probability density func-
tions (PDFs) to represent the location measurement of one sensor or the com-
bined measurement of multiple sensors. Other similar projects include [B03,
H02].

As our architecture is based in part on these ideas, we first give some details
on how position is represented in COMPASS before describing the architecture
itself.

3 Position Representation

A major issue in positioning systems is how to express the position. COMPASS
knows two kind of position representations: a geocoordinate based representa-
tion and one that delivers a semantical description of the current position, like
the current room number or a street address. The functionality of COMPASS
includes a mechanism to translate a geocoordinate to a semantic position de-
scription automatically, as sensors often deliver the first representation whereas
applications often need the semantic representation.

No matter what kinds of sensors are in use to determine geocoordinates, most
of them will inevitably introduces some kind of error. E.g. GPS has a typical
error of a few meters, estimating the position based on available WLAN access
points will deliver results with a precision of a few dozens to a few hundreds of
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meters, depending on local conditions. So delivering a single point as position
information will never be accurate.

Therefor COMPASS expresses all position information as Probability Distri-
bution Functions (PDFs) like introduced in [A01, W02]. PDFs represent a two
or three dimensional area in which they express the probability of being at a
certain position. PDFs use a Cartesian coordinate system with a north-south
(y), east-west (x) and up-down (z) axis. Additionally a PDF contains the origin
expressed as WGS 84 coordinates. This way, multiple PDFs can be correlated
and combined.

Fig. 1. Example of Probability Distribution Function (from [A01])

Figure 1 shows an example PDF which might represent a user that is inside
a building with crossing corridors. This information can e.g. be the result of a
radio sensors which detected that the mobile user entered this corridor and has
not left it since. Combined with PDFs from other sensors, the position within
the corridor might be narrowed down further.

In parallel to coordinates, positions may also be provided in a symbolic rep-
resentation. At the moment we use a hierarchical string of the form ”‘coun-
try.city.streetname.streetnumber.roomnumber”’ for simplicity. But we are now
switching to a more powerful RDF-based representation that offers a very flexible
description of locations. See the final section for an outlook on this mechanism.

4 Architecture and Components

4.1 Principles

COMPASS is designed to run on mobile devices. Therefore memory capacity,
CPU speed and power consumption have to be taken into account. Depending
on the application’s needs the desired accuracy of position determination can
reach from some centimeters to several hundred meters. COMPASS is designed
to work with different degrees of accuracy to be usable for a wide spectrum of
applications.

To gain a maximum of flexibility any dynamic content is separated from the
COMPASS system and displaced to remote databases. A database is accessed
using Web Services technology and is generally called service within the con-
text of COMPASS. The application can optionally influence the selection of the
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services. It is possible for both the application and the COMPASS system to
replace services at runtime without deep impact.

4.2 Overview

Figure 2 shows the overall architecture of COMPASS.

Fig. 2. COMPASS architecture

COMPASS has a plugin based design. For any source of position information
exists a corresponding plugin. The plugins are connected to the so called Locator
and deliver a PDF to it on demand. A plugin may use a service for accessing
additional information. The task of the Locator is to determine the compound
PDF of all PDFs supplied by the plugins. Additionally the Locator computes
the position of the highest probability.

A plugin may register itself at the Locator to always get the latest compound
PDF. This is useful for sensors which provide only relative position informations.
To provide a human readable representation of the position with the highest
probability there is a Translator component.

It will use webservices, that are able to convert PDFs to symbolic location
informations. These symbolic location informations may be represented as hi-
erarchical strings like ”‘germany.ulm.university.main building.o27.3303”’. It is
possible to specify the hierarchical depth of the response string. In the future we
plan to use a more flexible, XML-based format instead of simple strings.

The Service Finder is responsible for finding proper RPC services and to
assign them to the plugins and the Translator. Using standard Web Service
technologies like WSDL, UDDI and SOAP, it will find local services that provide
information to plugins or the Translator.

Locator and Translator are called by the Control unit which provides the
API. It is also responsible for initialization of all components. The API provides
either the compound PDF or the WGS84 coordinates of the most likely position.
Additionally the application can retrieve the symbolic position information.
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4.3 Plugins

Currently four plugin types are supposed to be used:

AP plugin: This module uses WLAN access points as source of position in-
formation. It needs a service to resolve the access point’s MAC to a geographic
position. The service provides the WGS84 coordinates of the AP and a power
density spectrum. From this information the plugin can compute a PDF with
respect to properties of the sensor’s antenna. If multiple access points are within
reach one PDF for each access point can be computed.

GPS plugin: A NMEA capable GPS sensor is used to retrieve the current posi-
tion. This can immediately be transformed into a PDF with Gaussian distribu-
tion. The error depends on receiving conditions, number of available satellites,
etc.

RFID plugin: RFID tags have only a short range. But if they are scattered
throughout a building at doors and gateways they can provide position informa-
tion with a very good accuracy. The RFID plugin is statefull and for instance
logs if one enters a room. A service is needed for resolving the tag’s IDs and to
retrieve information about the building’s structure. The RFID plugin typically
provides a PDF with equal distribution for the whole room which was entered
last.

Acceleration plugin: This plugin uses a gyro sensor to gain relative position
information. With the help of the last know position the plugin can compute
a PDF. The distribution function usually is a sphere around the last known
position. If a compass is additionally used the sphere can be clipped.

5 Implementation

5.1 Probability Distribution Functions

A PDF maps from Cartesian coordinates to probabilities. Therefore every PDF
has an origin, which is given in WGS84 coordinates. A PDF can be accessed
by supplying coordinates and retrieving the corresponding probability. To im-
plement a PDF on a hardware we need a finite and discrete representation. So
every PDF has a resolution and a maximum expansion for each dimension. A
PDF always covers a cuboid. When iterating over the cuboid the sum of the prob-
abilities must always be one. It is expedient to agree on a maximum resolution
for all PDFs. Our implementation uses a maximum resolution of 10 centimeters.
This should be adjusted depending on the precision of the existing sensors and
the desired accuracy.

The naive approach for an implementation of a PDF is a three dimensional
array. This is easy to implement and has minimum time penalty for accessing.
But this approach is not practical for all possible PDFs, as depending on the
resolution and the expansion of the PDF it quickly blasts the memory capabilities
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of any mobile device. To save memory the intern resolution can be reduced by
using interpolation. Of course accuracy suffers from this.

A second possibility is to have a function representing a mathematical for-
mula, which calculates the probability on demand. This approach has minimum
memory requirements but is expensive at runtime. A mathematical description
of some physical behavior often differs from reality or the best known formula
is too complex for computation at runtime. Furthermore reality may differ from
the mathematical description locally because of some irregularities such as ob-
stacles which are not considered by the formula. So this approach is not practical
for all possible PDFs, either.

To combine the advantages of both approaches we define the PDF container.
A PDF container is either a PDF or a list of PDF containers. In the second case
requests are delegated to the proper containers. So a container looks like a PDF
but can cover a hierarchy of sub-PDFs, each being optimized for access on the
set of coordinates they cover. When accessing the container it has to determine
which container is responsible.

If the number of sub-PDFs is small, three dimensional polygon intersections
are a good way to determine the responsible sub-PDF. If the number of sub-
PDFs is large, Z curves [B99] are used to map the three dimensional coordinates
to a linear search index of a binary tree.

5.2 Modules

Plugins: Every plugin creates its own thread on initialization. The Locator can
trigger the determination of a PDF. When finished the PDF is returned using
a callback to the Locator. The plugin is allowed to deliver a list of PDFs when
there are multiple sources of information. But is is also allowed to compute a
compound PDF on its own and deliver only this one. The plugin is allowed to
return no PDF, if it is unable to determine one. The stub of the webservice
is supplied by the Service Finder. A plugin is allowed to cache results from a
service. But if the Service Finder assigns a new service the cache has to be
invalidated. A plugin is allowed to be statefull. If the Service Finder assigns a
new service the state has to be reset if it depends on the service. Otherwise the
state is allowed to be reset.

Locator: The task of the Locator is to poll all plugins on demand and to deliver
the compound PDF of all returned PDFs. The Locator creates its own thread
on initialization. When triggered by the control unit the locator triggers every
plugin to determine the PDFs. As soon as every plugin delivered one ore more
PDF or after a timeout the compound PDF is built and returned to the control
unit via callback. The compound PDF is a special PDF container. The difference
to normal PDF containers is that there can be multiple responsible PDFs for a
set of coordinates. For mathematical details on how to combine different PDFs,
see [A01, W02].

Translator: The translator uses the point of maximum likelihood from the
combined PDF and searches via the service finder for a suitable service that can
determine a symbolic representation for that position.
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Service Finder: The service finder is responsible to find webservices and to
supply the plugins and the translator with a proper stub. The service finder is
allowed to assign any service at any time to any module. It is also allowed to
remove a service when the service is not reachable. In this case the module is
unable to fulfill its task. The Service Finder can use several techniques to find
an webservice. This includes Jini, UDDI or SLP.

6 Summary and Outlook

COMPASS provides an architecture that allows the concurrent use of multiple
location sensors that can assist each other in finding positions and reduce po-
tential errors. In addition the Translator provides symbolic position information
that can be retrieved from local web services.

We are currently finishing a prototype implementation that includes two
plugins (GPS and AP). As soon as this is finished, we will do some real-world
analysis in order to verify, that this approach is practical and really decreases
errors.

On the conceptual layer, we are investigating how to create a more flexible
description of symbolic position information. Depending on the current context,
an application may understand a location as ”being in a certain city”, ”be-
ing inside a specific building”, ”being near some important monument”, at a
certain postal address, etc. In order to express this information about a given
geolocation, COMPASS represents such facts as RDF/XML documents using
the Resource Description Framework developed by the W3C [W05] as part of
their Semantic Web initiative. The following RDF document shows an example,
where the object ”myself” is located at some coordinates, at an certain address
and inside a specific building.

<?xml version="1.0" encoding="iso-8859-1" ?>

<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns\#">

<Object rdf:nodeID="myself">

<locatedAt> <Coordinates rdf:nodeID="myCoords" lc:type="WGS84">

<longitude parseType="Resource">

<rdf:value>010◦01.538E</rdf:value>
<coordUnit>degree<coordUnit>

<longitude>

<latitude rdf:parseType="Resource">

<rdf:value>48◦27.182N</rdf:value>
<coordUnit>degree<coordUnit>

<latitude>

<Coordinates> </locatedAt>

<locatedAt>

<Address>

<street>Albert-Einstein-Allee></street> <number>11</number>

<city rdf:resource="http://ulm.de/" />

</Address>

</locatedAt>
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<locatedAt>

<Building rdf:about="http://uni-ulm.de/campus/UniOst">

<inPart><BuildingPart>O27</BuildingPart></inPart>

</Building>

</locatedAt>

</Object>

</rdf:RDF>

This way applications may be enabled to combine the location information
with other documents from the Semantic Web like route information. Then e.g.
navigation systems may automatically infer that you are on an Autostrada in
Italy and that there the general speed limit is 130 km/h.
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Abstract. Today, most mobile applications use geo-referenced points of
interest (POIs) on location-based maps to call the user’s attention to in-
teresting spots in the surroundings. The presentation of both, maps and
POIs, is commonly location-based but not yet adapted to the individual
user’s needs and situation. To foster the user’s information perception by
emphasising the location-based information that is most relevant to the
individual user, we propose the xPOI concept – the modeling, process-
ing, and visualisation of context-aware POIs. We introduce a data model
for xPOIs, supporting the exchange of xPOIs and define an architecture
to process and present xPOIs in cooperation with a mobile informa-
tion system. With the integration of context-awareness into POIs, we
contribute to the development of innovative location- and context-aware
mobile applications.

1 Introduction

Developments in areas like mobile computing, localisation, and wireless networks
have recently increased the emergence of a wide range of mobile applications.
One observation that can be made here, is that distinct tasks, such as navi-
gation and orientation support through maps are part of nearly every mobile
application. Typically, these applications provide not only a map but also a vi-
sualisation of geo-referenced information like points of interest (POIs). Although
many applications provide similar features with regard to map and POI presen-
tation, nearly all of them build their own proprietary mechanism to realise them.
Furthermore, as the situation of a mobile user constantly changes, so should the
visualisation of the POIs; behind every corner new impressions and situations
– the context – could come up that might influence the user and should there-
fore be reflected by the applications. Today, factors like role, location, and time
play an increasingly important role when selecting and displaying information.
However, today’s applications provide only static POIs that do not adapt to the
user’s context.
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In this paper, we present a concept for contex t-aware points of interest
(xPOIs) that make POIs aware to the user’s context. The xPOI concept al-
lows to adapt the presentation of POIs according to a current user situation.
This helps the user to focus on those POIs that are most “important” in a given
situation, guiding the attention of the user to the needed information. Another
benefit is the emergence of new interaction methods: Since xPOIs are sensitive
to the current context situation, they can adapt their visualisation, and in addi-
tion trigger interaction. Hence, the user is not restricted to a direct interaction
with the system; rather an additional indirect interaction by changing his or her
context situation is possible.

In the following, we propose a data model for xPOIs that reflects context-
aware visualisation and interaction aspects. In addition to the xPOI data model,
we present a processing engine (xPOI engine) which is able to analyse and pro-
cess instances of this xPOI data model and generate the appropriate xPOI pre-
sentations. We illustrate the usage of the xPOI-concept in prototypes developed
on our mobile Niccimon platform [1].

2 Related Work

Only a few attempts can be found to establish a standard for POIs, like for in-
stance POIX [2] or NVML [3] and recently OpenLS [4]. POIX and NVML both
define POIs and/or route information usable in a city information system, with-
out taking into account context-awareness. However, these “standards” provide
first insights and stimuli towards a structured POI data model. OpenLS on the
contrary defines services and data types for location services. On this behalf it
provides a data type for POIs, which only reflects basic features, e. g., position
and time. With regard to context management, the project Nexus [5] works in
the field of federating context and context reasoning, whereas we aim at utilising
context and modeling context-aware behaviour for POIs. An interesting example
of context-aware interactive objects has been proposed by the Stick-e Notes [6]
project. In which a single or compound context condition causes the invocation
of an electronic note. However, this approach addresses a context based invoca-
tion of those notes, but does not support more complex context situations and
dynamic context-aware presentation of POIs. Today, POIs are in the most cases
more or less hard-wired within the application, so that they are all known before-
hand, defined in an application specific data model, and presented in a uniform
manner; dynamic POI exchange or context-aware visualisation is integrated in
the POI concepts, can not be found.

3 The General Requirements and Goals

It is the goal of the xPOI concept to provide self-describing “all-in-one” xPOIs
that carry sufficient information to be processed, managed, and presented ac-
cording to the users context. This requires a suitable data model to specify and
structure the needed information. With regard to the design of the data model,
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the two central aspects are: visualisation and context-awareness. Consequently,
a suitable representation of the xPOI’s visualisation is needed. To achieve as
much platform-independence and standard conformity as possible, the visuali-
sation representation should follow widely accepted presentation standards. In
order to reflect context-awareness, the xPOI data model needs to contain the in-
formation about the context situation to which the xPOI is “sensitive”/“aware”.
The goal to dynamically adapt the visualisation of a xPOI necessitates a mech-
anism that correlates a context situation with the visualisation presentation,
which defines a resulting adaption. Since we also aim at exchanging xPOIs
between applications, we further need a suitable transport/exchange format,
preferably platform-independent. Finally, a mechanism that is able to process
and use xPOIs together with context information is needed. Our approach to
meet these requirements in the xPOI concept is presented in the following.

4 Design of xPOIs, Context, and xPOI Engine

Based on the general concepts and requirements, we present in this section the
design of the main components of the xPOI concept in more detail: the design
of the xPOI data model, the context data model, and our xPOI engine which
analyses and processes the xPOIs and the context to generate a context-based
xPOI visualisation and interaction.

4.1 The xPOI Data Model

Our xPOI data model comprises five main sections, each responsible for one dis-
tinct aspect: identification, management, visualisation, context-awareness, and
messaging.

Identification: The identification section contains the information needed to
identify an xPOI. It comprises an unique xPOI id, one or more types or cate-
gories of the xPOI, an action entry to distinguish an initial xPOI distribution
from an update or delete call, and last, but most important, the actual position
of the xPOI.

Management: This section contains information for the later management of
xPOIs. Issues addressed are: information concerning security aspects like access
rights or the xPOI creator, together with the temporal validity, update version,
and history of the xPOI.

Visualisation: In the visualisation section, the possible visualisation forms of the
xPOI are defined. This visualisation can range from simple text over 2D graphics
to auditory and haptic representations. To restrain complexity, we concentrate
our work on a 2D representation of the xPOIs. Generally, there are two ways
to present an xPOI: By a bitmap or by a vector object. For the context-aware
presentation we apply suitable transformations on both the vector definition and
the bitmap definition. For example, in the case of a 2D presentation, the result
of this transformation is a SVG object which is later used by the surrounding
application to present the xPOI on a map.
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Context-Awareness: The context-aware presentation of a xPOIs is achieved by
a transformation of a visualisation information according to one of the context-
aware rules, defined in the context-awareness section. We use Event-Condition-
Action (ECA) rules known from, e. g., active databases [7], to define the situation
in which a rule is to be executed. Based on the overall rule characteristics, a user
may cause an event, e. g., by selecting an xPOI on the map or by changing the
context situation, and/or a specific context situation/condition is given, e. g.,
the user reached a distinct position, and an action is performed. Driven by the
requirements of our application domain, we restrict the set of supported user
events to define these rules at this stage of the project to on the one hand
“POI-Pressed, POI-Released, and POI-Clicked” for direct user interaction with
the xPOI and on the other hand indirect updates on the supported context
represented by variables. To specify our conditions the supported variables for
context like position, position quality, time, date, velocity, role and stress factor
are combined with operators and elements of the context domains. The following
operators are supported:

conditional: AND, OR, and NOT
relational: EQUAL, LESS, and GREATER
spatial: DISTANCE and INSIDE
constructors: POINT, RECT, TIME, and DATE

In later versions, we will add more operators/context information and examine
the usage of different formalisms to specify the context-aware rules. Nevertheless
the use of ECA rules is sufficient to demonstrate the usage and advantages of
context-aware POIs. Today, we support two types of actions. First of all, an
XSLT transformation can be applied on an appropriate visualisation information.
The result of this transformation is the mentioned SVG presentation of the xPOI.
Another action could be the usage of the messaging mechanism to send a message
to the xPOI creator realising context-aware interaction. The following example
illustrates an ECA rule for an xPOI, in which a xPOI changes its presentation,
if the user move’s into a defined area at a specific day, showing only a meta
statement for the action part.

Event: UPDATE(positionnow) OR UPDATE(datenow)
Condition: INSIDE(positionnow, RECT(POINT(0,0), POINT(9,9)))

AND
datenow EQUALS DATE(2005,6,21)

Action: use visualisation form 3

Messaging: In the section messaging, we define information that is needed if a
context-aware rule results in a messaging action instead of a visualisation trans-
formation, enabling interprocess communication. Due to the required platform-
independence, information regarding the messaging channels like TCP/IP sock-
ets or other mechanisms are provided in this section.
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The goal to integrate context-awareness in the POI presentation and fos-
ter the exchange and reusability of POIs requires a uniform but flexible xPOI
definition. Therefore, we utilise XML and XML-Schema to specify, express and
exchange our xPOIs.

4.2 Context

In order to use context information information such as the position of the user,
the position quality, time, date, velocity, role, and stress factor of the user, we
developed a data model for context. It incorporates additional meta data like
position information, time related factors, creator, trustworthiness etc. and is
not described any further. Nevertheless, due to the modular design of the xPOI
engine (see Section 4.3), any other context data model could be used. In addition
to the aforementioned context information, which can be used in the definition
of the ECA rules, we use one additional context element, the event horizon.
The event horizon describes the area in the real world, which the user is able
to comprehend at the moment. This special context element is used only during
the processing of xPOIs.

4.3 Processing of xPOIs

In order to utilise xPOIs, a mechanism to analyse and process these xPOIs is
one of the key factors. We propose a so called “xPOI engine” depicted in Figure
1, containing all the necessary functionality.

Fig. 1. The xPOI engine for xPOI analysis and processing

This component is designed to be integrated as a module into the later mobile
information system, to receive the xPOIs and context information, process both,
and either calculate the xPOIs SVG representations or trigger the context-aware
interaction through informing the xPOI originator. Figure 1 shows the layers of
the xPOI engine in which xPOIs and context information are integrated, pre-
processed, and managed. Both context information and xPOIs are integrated
into the xPOI-engine via the communication layer. Afterwards xPOIs as well
as the context are analysed and transformed into an internal object represen-
tation. Context information and xPOIs are then transferred to their respective
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management layer, where they are stored “persistently”. Depending on the event
(i. e., a new xPOI has been integrated or an old one has been updated, an user
interaction occurred, or the context situation has changed) the affected xPOIs
and context information are enquired by the processing layer from both manage-
ment layers. Here, the event horizon is used to extract only those xPOIs from
the management layer that are of interest in the given situation. After processing
the involved xPOIs, either their new SVG representation is transferred to the
visualisation layer and from there to the surrounding system or in case of a com-
munication action the communication layer is used to propagate the information
to the xPOI originator, where it may initialise a context-aware interaction.

5 Using xPOIs in Mobile Information Systems

To show the practical usage of and evaluate our xPOI concept, we integrated the
concept into our mobile, multimedia, and location-aware Niccimon platform [1].
Through this, applications that use the Niccimon platform as system foundation
are able to utilise the xPOI concept. The proposed xPOI engine is implemented
and integrated in the Niccimon mediator as an additional horizontal module.

The first project to integrate the new xPOI concept was our mobiDENK
demonstrator [8]. MobiDENK represents a typical guide system, displaying the
position of the user and POIs in his or her surrounding on a map, providing
location-based information. We are currently testing the new xPOIs by address-
ing proximity awareness, user interests, and time, to adapt their visualisation.
Furthermore, we will integrate the xPOI concept in our project, Sightseeing4U
[9], which provides personalised sightseeing tours on mobile devices. Here, the
xPOIs will be adapted according to the user’s interests regarding architecture
or landscaping.

6 Conclusion

In this paper, we introduced a “standard” xPOI data model that enables the
creation, exchange, and processing of context-aware points of interest in mobile,
location- and context-aware applications. These xPOIs each carry the informa-
tion to be identified, managed, and, most important, be visualised dependent on
the user’s current context situation. We not only presented the data model for
xPOIs but also the processing architecture in which they are embedded. The con-
cept invites new interaction models in mobile computing. Based on this “context
sensitive interaction” users can interact with the system by changing their con-
text, e. g., walking around, changing their role from tourist to business person,
and the like. Due to the platform-independent exchange format of xPOIs, ap-
plications can easily exchange and integrate foreign context-aware POIs. When
thinking of teenagers and their struggle for individuality the exchange of indi-
vidualised xPOIs among themselves in an instant messenger or “friend finder”
application could prove to be an interesting and promising scenario. Nevertheless
there are some open issues like for instance the diffuse definition of context or the
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definition of “useful” rules together with a sound visualisation transformation.
But, the implementation and application of the xPOI concept so far is promis-
ing. In a world of evolving mobile and context-aware applications, the flexible
usage and exchange of context-aware points of interest clearly is an important
next step.
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1. Baldzer, J., Boll, S., Klante, P., Krösche, J., et al.: Location-Aware Mobile Multi-
media Applications on the Niccimon Platform. In: Informationssysteme für mobile
Anwendungen (IMA’04), Brunswick, Germany (2004)

2. Kanemitsu, H., Kamada, T.: POIX: Point Of Interest eXchange language, version
2.0, document revision 1. W3C NOTE (1999)

3. Sekiguchi, M., Takayama, K., Naito, H., Maeda, Y., Horai, H., Toriumi, M.: NaVi-
gation Markup Language (NVML). W3C NOTE (1999)

4. Bychowski, T., Williams, J., Niedzwiadek, H., Bishr, Y., et al.: OpenGIS Location
Services (OpenLS). OpenGIS Implementation Specification OGC 03-006r3 (2004)

5. Hohl, F., Kubach, U., Leonhardi, A., Rothermel, K., Schwehm, M.: Next Century
Challenges: Nexus - An Open Global Infrastructure for Spatial-Aware Applications.
In: 5th Conf. on Mobile Computing and Networking, Seattle, USA (1999) 249–255

6. Pascoe, J.: The Stick-e Note Architecture: Extending the Interface Beyond the User.
In: IUI ’97: Intelligent User Interfaces, Orlando, Florida, USA (1997) 261–264

7. Gatziu, S., Geppert, A., Dittrich, K.R.: The SAMOS Active DBMS Prototype.
Technical Report 94.16, IFI (1994)
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Abstract. This paper presents the design, implementation, and evaluation of a 
footprint-based indoor location system on traditional Japanese GETA sandals. 
Our footprint location system can significantly reduce the amount of infrastruc-
ture required in the deployed environment. In its simplest form, a user simply 
has to put on the GETA sandals to track his/her locations without any setup or 
calibration efforts. This makes our footprint method easy for everywhere de-
ployment. The footprint location system is based on the dead-reckoning 
method. It works by measuring and tracking the displacement vectors along a 
trial of footprints (each displacement vector is formed by drawing a line be-
tween each pair of footprints). The position of a user can be calculated by sum-
ming up the current and all previous displacement vectors. Additional benefits 
of the footprint based method are that it does not have problems found in exist-
ing indoor location systems, such as obstacles, multi-path effects, signal noises, 
signal interferences, and dead spots. However, the footprint based method has a 
problem of accumulative error over distance traveled. To address this issue, it is 
combined with a light RFID infrastructure to correct its positioning error over 
some long distance traveled. 

1   Introduction 

Physical locations of people and objects have been one of the most widely used con-
text information in context-aware applications. To enable such location-aware appli-
cations in the indoor environment, many indoor location systems have been proposed 
in the past decade, such as Active Badge [1], Active Bat [2], Cricket [3], smart floor 
[4], RADAR [5], and Ekahau [6]. However, we have seen very limited market success 
of these indoor location systems outside of academic and industrial research labs. We 
believe that the main obstacle that prevents their widespread adoption is that they 
require certain level of system infrastructural support (including hardware, installa-
tion, calibration, maintenance, etc.) inside the deployed environments. For example, 
Active Badge [1], Active Bat [2], and Cricket location systems [3] require the installa-
tion of infrared/ultrasonic transmitters (or receivers) at fixed locations (e.g., ceilings 
or high walls) in the environments. In order to attain high location accuracy and 
good coverage, the system infrastructure requires large number of transmitters (or 
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receivers) installed in the deployed environments. This is beyond the reach of ordi-
nary people to afford, operate, and maintain the infrastructure. WiFi based location 
systems such as RADAR [5] and Ekahau [6] require an existing WiFi network in the 
deployed environment. For example, the Ekahau location system recommends a WiFi 
client to be able to receive signals from 3~4 WiFi access points in order to attain the 
specified location accuracy of 3 meters. This high density of access points is unlikely 
in our everyday home and small office environments. In addition, most WiFi based 
location systems require users’ calibration efforts to construct a radio map by taking 
measurements of WiFi signal strength at various points in the environment. This 
forms another barrier for users. Smart floor [4] can track the location of a user by 
using pressure or presence sensors underneath the floor tiles to detect the user’s gait. 
This infrastructure cost is expensive because it requires custom-made floor tiles and 
flooring re-construction. 

Significantly reducing the needed system infrastructure serves as our main motiva-
tion to design and prototype a new footprint location system on traditional Japanese 
GETA (pronounced “gue-ta”) sandals. This footprint location system can compute a 
user’s physical location solely by using sensors installed on the GETA sandals. To 
enable location tracking, a user simply has to wear the GETA sandals with no extra 
user setup & calibration effort. This system works by attaching location sensors, in-
cluding two ultrasonic-infrared-combo readers and one ultrasonic-infrared-combo 
transmitter, on the GETA sandals. The basic idea can be described by looking at a 
person walking from location A to location B on a beach. He/she will leave a trial of 
footprints. To track a person’s physical location, the system continuously measures a 
displacement vector formed between two advancing footprints (advancing in the tem-
poral sense). To track a user’s current location relative to a starting point, the system 
simply sums up all previous footprint displacement vectors leading to his/her current 
footprint location. This idea is similar to the so-called (deduced) dead-reckoning 
navigation dated back to the medieval time when the sailor/navigator would locate 
himself/herself by measuring the course and distance sailed from a starting point. In 
our system, this dead reckoning idea is adapted in tracking human footprints. We 
believe that having a wearable location tracker is an important advantage in our foot-
print location system over infrastructure-based indoor location systems. Users simply 
need to wear our GETA-like shoes, and our location system can work anywhere they 
want to go. 

In addition to the benefit of low infrastructure cost, the footprint location system 
does not have problems commonly found in existing indoor location systems. For 
example, existing wireless based solutions (e.g., using radio, ultrasonic, or infrared) 
can experience poor position accuracy when encountering obstacles between transmit-
ters and receivers, multi-path effects, signal noises, signal interferences, and dead 
spots. On the other hand, our footprint location system avoids almost all of these 
problems. The reason is that the location sensors (ultrasonic-infrared transmitters and 
readers) in our footprint method only need to cover a small sensing range, which is 
the short distance between two sandals in a maximum length of a walking step (< 1.5 
meters). Assume walking on a relatively smooth surface, the footprint location sen-
sors are unlikely to encounter any obstacles or experience multi-path effects, signal 
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noises, and signal interferences over this small sensing range. This is in contrast to 
existing wireless (radio, ultrasonic, or infrared) based location systems where the 
sensing range must be large enough to cover the distance between fixed location sen-
sors in the environment and a mobile location sensor on a user. This short sensing 
range in our footprint method also brings two additional advantages: (1) location 
sensors can significantly reduce its power consumption due to short sensing range, 
and (2) location sensors (ultrasonic-infrared) have high accuracy under such short 
sensing range (e.g., 0.2 mm in static setting).  

There is one important shortcoming in our footprint location system called the er-
ror accumulation problem. It is inevitable that a small amount of error is introduced 
each time we take measurements to calculate a displacement vector. Consider a user 
has walked n steps away from a starting point. His/her current location is calculated as 
a sum of these n displacement vectors. This means that the current location error is 
also the sum of all errors from these n previous displacement vectors. In other words, 
the error in the current footprint measurement will be a percentage of the total dis-
tance traveled. To address this error accumulation problem, we utilize a small number 
of passive RFID tags with known location coordinates in the environment. A small 
RFID reader is also placed under a GETA sandal to read these RFID tags. When a 
user walks on top of a location-aware RFID tag, the known location coordinate of that 
RFID tag is used instead of the calculated footprint location. Encountering a RFID tag 
has the same effect as resetting the accumulated error to zero. Although these loca-
tion-aware RFID tags are considered system infrastructure, they constitute very light 
infrastructure because (1) RFID tags are relatively inexpensive in cost (< $1 each) and 
easy to install, and (2) only a very small number of RFID tags are needed. Based on 
our measurements in Section 4, the average error per footstep is only about 4.6mm. If 
we want to limit the average error to 46cm, we only need to install enough RFID tags 
in the environment such that a user is likely to walk over a RFID tag approximately 
every 100 steps. 

There are several pervious systems that are also based on incremental motion and 
dead reckoning. Lee et al [11] proposed a method to estimate the user’s current loca-
tion by recognizing a sequence of incremental motions (e.g., 2 steps north followed 
by 40 steps east, etc.) from wearable sensors such as accelerometers, digital compass, 
etc. Lee’s proposed method differs from our footprint tracking system in that it can 
only recognize a few selected locations (e.g., bathroom, toilet, etc.) rather than track 
location coordinates.  Point research [12] provides a vehicle self-tracking system that 
provides high location accuracy by combining the dead-reckoning method (wheel 
motions) and GPS.  The solution from Point research differs from our method which 
is based on footprint tracking in normal human walking motion rather than mechani-
cal wheel movements.     

At the time of this paper writing, we have gone through three design-and-
evaluation iterations. Rather than presenting only the last (3rd) design and evaluation, 
we think that readers may also be interested to know these intermediate designs as 
well as mistakes we made on them. The remainder of this paper is organized as fol-
lows. In Sections 2 to 4, we describe our three design-and-evaluation iterations, in-
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cluding performance evaluations and discussions about design mistakes. Section 5 
draws our summary and future work. 

2   Initial Design: Design Version I 

The human walking motion can be modeled by stance-phase kinematics shown in Fig. 
1. A forwarding walking motion is consisted of a sequence of three stances – heel-
strike, mid-stance, and toe-off. In the heel-strike stance, the body weight pushes down 
from the upper body to the lower body, resulting in both feet in firm contact with the 
ground. This generates a footprint on the ground. In the mid-stance, the body raises 
one (left) foot forward and above the ground. In the toe-off stance, the body weight 
again pushes down on the forwarded (left) foot, again resulting in both feet in contact 
with the ground. This creates another footprint on the ground.  

The basic idea behind our footprint location tracking system is to (1) detect heel-
strike and toe-off stances, and then (2) take measurement of two feet’s displacement 
vector vd (i.e., the footprint vector) on the ground. As shown in Fig. 2, given a starting 
point in a location tracking region (xstart, ystart), e.g., the entrance of home or a build-
ing, we can compute the current position of a user, who has walked n number of steps 
away from the starting point, by summing up all displacement vectors vdi, for i=1..n 
, corresponding to these n footsteps. 

 

Fig. 1. Three stances in a normal human walking motion 

2.1   Footprint Positioning Algorithm 

To measure the displacement vector vd for each footprint, we place two ultrasonic-
infrared-combo receivers on the left sandal and two ultrasonic-infrared-combo trans-
mitters on right sandal shown in Fig. 3. The components for ultrasonic-infrared 
transmitters and receivers are obtained by disassembling the NAVInote’s [8] elec-
tronic pen and base unit. In order to make both the receivers and transmitters face 
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Fig. 2. The user has walked four footsteps 1-4. Fig. 2(a) shows these displacement vectors (vdi) 
corresponding to these displacement vectors.  Fig. 2(b) shows i as the rotational angel between 
the current local coordinate system and the previous local coordinate system in the previous 
footstep 

 

Fig. 3. It shows the locations of ultrasonic-infrared receivers and transmitters on the sandals. 
The coordinates of the transmitters on the right sandal is relative to the local coordinate system 
on the left sandal 

directly toward each other during normal walking motion1, they are placed on the 
inner sides of the sandals. The prototype of the GETA sandals is shown in Fig. 7. 
Through NAVInote APIs, we obtain the (x, y) coordinates of these two transmitters 
located on the right sandal. Denote them as (xt1, yt1) and (xt2, yt2) as shown in Fig. 3. 
Note that the ultrasonic-infrared-combo technology can achieve very fine position 
accuracy and resolution at the short sensing range between two sandals. Under static 
setting, the measured average positioning error is < 0.2mm and the resolution is 
< 0.2mm. 
                                                           
1 We assume that people don’t intentionally walk cross-legged. 
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Fig. 4. Before moving the left foot, the coordinates of the transmitters on the right sandal, (xt1, 
yt1) and (xt2, yt2), are recorded as shown in (a). After walking the left foot, (xt1’, yt1’) and (xt2’, 
yt2’) are recorded as shown in (b). To calculate vd, we have to consider the rotation angel i, 
translate (dx, dy) to the coordinate system of the left foot, and then transform them into the 
global coordinate system to get the displacement vector vd, as shown in (c) 

The coordinates of these two transmitters are measured relative to the local coordi-
nate system of the left sandal, where the origin of this local coordinate system is at the 
heel position and the y-axis forms a straight line from the heel to the toes. Since mov-
ing left foot also changes the local coordinate system, it is necessary to re-orientate 
the displacement vector from its local coordinate system to a global coordinate sys-
tem. The global coordinate system is set to be the coordinate of the starting point. To 
perform this orientation translation, we need to compute the orientation angle  of 
local coordinate system relative to the global coordinate system. 

Denote the current step as the i-th left footstep. The orientation angle  can be cal-
culated as  i , where i  is the rotational angle between the i-th left footstep’s coor-
dinate system and the (i-1)-th left footstep’s coordinate system. This means that to 
compute the orientation angle , we need to compute i for each new left footstep as 
illustrated in Fig. 2(b). 

Fig. 4 shows (xt1, yt1) and (xt2, yt2) as the recorded coordinates of two transmitters 
on the right foot before moving the left foot, and (xt1’, yt1’) and (xt2’, yt2’) as their 
recorded coordinates after moving the left foot. As the left foot moves, the coordinate 
system on the left foot rotates i and then translates into (dx, dy). This gives us the 
following four sets of equations, which are sufficient to solve for three unknowns: i 
and (dx, dy). 
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We can then compute vd using summed , dx, and dy. 

dv
dy

dx
=

− θθ
θθ

cossin

sincos
 

Some readers might wonder why we use two transmitters instead of one transmit-
ter. The reason is that one transmitter only gives two equations, which are insufficient 
to solve three unknowns. With the additional transmitter, it can give two additional 
equations needed to solve three unknowns.  

Prior to the above-mentioned geometry calculation, we need to detect the heel-
strike and toe-off stances to measure (xt1, yt1) and (xt2, yt2). We call these two stances 
the steady state because when both feet are in contact with the ground, the measured 
coordinates on two transmitters are stable (do not change much) for some small pe-
riod of time. When we detect the steady state, we record the coordinates of two 
transmitters and then calculate the displacement vector. 

Assume that the user moves the right foot and the left foot in an interleaving man-
ner. We can track the position of the left foot by first computing two displacement 
vectors from left footprint to the right footprint and right footprint back to the left 
footprint.   

2.2   Performance Evaluation 

We have evaluated the performance of our initial design. The results have shown poor 
positioning accuracy. The main cause of poor accuracy is due to the interference of 
the signals from the two transmitters. Since the receivers can not distinguish two 
distinct signals from two transmitters, it can calculate incorrect coordinates on two 
transmitters. This leads to miss-detection of the steady state and incorrect calculation 
on the displacement vectors. Although we tried to filter out these incorrect coordi-
nates, our results still showed high 49% rate of steady state miss-detections. When a 
miss-detection occurs, dx, dy, , and displacement vector will also be calculated incor-
rectly. This leads to rapid error accumulation. Note that even a small error in the rota-
tion angle , which is used to re-orient the displacement vector, can significantly 
reduce the position accuracy.    

An additional problem is that we have not found a working method to distinguish if 
a person is moving forward or backward and which (left or right) foot is moving. This 
problem can be explained as follows. Consider the 1st case that a person is moving 
forward: if the right foot is moving forward, the x-coordinates of both transmitters 
will increase; on the other hand, if the left foot is moving forward, the x-coordinates 
of both transmitters will decrease. Consider the 2nd case that a person is moving 
backward, the situation is reverse, i.e., the x-coordinate will decrease(increase) when 
right(left) foot is moving backward. Given increasing x-coordinates on transmitters, it 
can be either right foot moving forward or the left foot moving backward. As a result, 
it is impossible to distinguish if a person is moving forward/background & left/right 
(foot movement). 
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3   Revised Design: Design Version II 

Design II tries to fix the following three problems from design I: (1) interferences 
from two transmitters, (2) incorrect detections of heel-strike and toe-off stances, and 
(3) indetermination of forward/backward & left/right movements. Design II solves 
these problems by incorporating additional sensors into the GETA sandals. To accu-
rately detect the heel-strike and toe-off stances, we have added two pressure sensors 
at the bottom of both sandals to sense when both feet are in contact with the ground. 
These pressure sensors are also used to distinguish the forward/backward & left/right 
movements. To eliminate interferences from two transmitters, we remove one trans-
mitter from the right sandal and incorporated an orientation sensor by InterSense 
InterTrax2[9] on the front of left sandal. Fig. 7 shows the GETA sandal prototype of 
the revised design (version II). 

3.1   Revised Footprint Positioning Algorithm 

Since the orientation sensor can provide  value for the global coordinate system, it 
removes one unknown in our calculation. This leads to a simpler algorithm than in 
version I. By measuring (xt, yt) and  at the time of the heal-strike and toe-off stances, 
the displacement vector in the current footstep can be calculated by performing a 
simple rotational transformation. The displacement vector to the starting point is the 
sum of all the displacement vectors corresponding to the all previous footsteps. 

3.2   Performance Evaluation 

Fig. 5 shows the measured positioning error over different traveling distances and 
walking speeds. It has shown that two problems in design I have been addressed. The 
positioning accuracy is very good at short walking distances: the average error after 
walking a little more than 5m is only 0.36m, or approximately 6.8%. It also shows that 
our new design can accurately detect the heel-strike & toe-off stands, and then take 
measurements to compute the displacement vector. It can be seen that the error in-
creases only slightly with increasing walking speed. However, we can clearly observe 
the problem of error accumulation in our footprint-only method, as the positioning 
error increases super-linearly with increasing walking distance.  

The error is contributed from two main sources: (1) the displacement error vector 
from the ultrasonic-infrared-combo device, and (2) the orientation error from the 
orientation sensor. The displacement error is relatively small and stable due to the 
high accuracy in the ultrasonic-infrared-combo device. However, the displacement 
error is accumulative in future location calculation, so the error distance follows a 
linear growth pattern. Note that orientation error is more destructive than displace-
ment error, i.e., even a one-time orientation error can make the positioning error grow 
linearly over walking distance. This can be explained by looking at Fig. 6. After the 
one-time orientation error of error occurs, the calculated path will forever deviate 
from the real path, leading to linear grow in error displacement. In addition, we have 
found that our orientation sensor becomes inaccurate after rotating over 90 degrees. In 
order to get more accurate rotation angle , we reset the orientation sensor after each 
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left step, and then sum up each rotation i to get the orientation . Due to this extra 
calculation, the orientation error of i also becomes accumulative.  

 

Fig. 5. The positioning accuracy (error) under different walking speeds over the walking dis-
tance 

 

Fig. 6. Illustration of the accumulation of the error of  

4   Final Design: Design Version III 

Design III tries to fix the error accumulation problems in design II. Design III incor-
porates location-aware passive RFID tags & readers that can reset the accumulated 
error whenever the user steps on top of a RFID tag with a pre-determined location 
coordinate. These location-aware passive RFID tags forms a passive RFID grid that 
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can be used to bound the accumulated error in design II. Since a higher RFID grid 
density means higher probability that a user will step on top of a passive RFID tag 
(therefore resetting the positioning error), the ideal density of the RFID grid can be 
chosen to achieve the needed positioning accuracy in the deployed environment. 

The RFID solution has two parts: (1) a Skyetek M1[10] RFID reader is installed at 
the bottom of the left sandal, and (2) a set of passive RFID tags with the read range of 
4.5 cm are placed in the grid fashion. We only attach one additional RFID reader to 
the left sandal, and the other device configuration is the same as in design II (Fig. 7.). 

 
Fig. 7. It shows the prototype of final design (version III) of the GETA sandals. Prototype of 
design (version II) does not have the RFID reader. Prototype of design (version I) does not have 
the orientation sensor but has an additional transmitter 

In the target environment, a server is used to maintain the table mappings between 
RFID tag IDs and corresponding location coordinates. When a user enters the target 
environment, the GETA sandal downloads its mapping table. The positioning algo-
rithm is revised as follows. When the GETA sandal steps on top of a RFID tag, it 
looks up the cached mapping table to find the location coordinate of this RFID tag. 
Then, the current location of the user is set to the location coordinate of this RFID tag 
rather than from the footprint tracking method. 

4.1   Performance Evaluation 

We have evaluated the performance of GETA sandal (version III) in a 15x15 square 
meters testing environment. We have two different configurations of passive RFID 
grids. The first configuration places one tag every 3m, and the second configuration 
places one tag every 5m. Fig. 8 shows the measured positioning error over walking 
distance for these two configurations. The error is reset to zero when a user steps on 
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top of a RFID tag. Fig. 8 also shows that under a random walk, there is a probability 
that a user may not step on a RFID tag every 3m or 5m. As a result, the errors 
continue to accumulate past 3m or 5m until a user eventually steps over a RFID tag. 
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Fig. 8. The positioning accuracy (error) under different walking speeds over the walking dis-
tance 

5   Conclusion and Future Work 

This paper describes the design, implementation, and evaluation of our footprint-
based indoor location system on traditional Japanese GETA sandals. Our footprint 
location system can significantly reduce the amount of infrastructure needed in the 
deployed indoor environments. In its simplest form, the footprint location system is 
contained within the mobile GETA sandals, making it easy for everywhere deploy-
ment. The user simply has to wear the GETA sandals to enable his/her location track-
ing with no efforts in calibration and setup. In addition to the benefit of being low 
infrastructure cost, the footprint based method does not have problems in infrastruc-
ture-based indoor location systems such as noises, obstacles, interferences, and dead 
spots. Although the footprint based method can achieve high accuracy per moving 
footstep, it has a problem that positioning error can be accumulated over distance 
traveled. As a result, it may need to be combined with a light RFID infrastructure to 
correct its positioning error over some long distance traveled.  

There are two yet-to-be-addressed problems in our current prototype of GETA san-
dals: wear-ability, RFID tag placement, and stair climbing. The current wear-ability is 
unsatisfactory due to interconnecting all sensor components to a Notebook PC 
through hardwiring. In our next prototype, we would like to replace all hardwiring 
with wireless networking (e.g., Bluetooth), and replace processing on the Notebook 
with a small embedded processor. To further reduce the RFID infrastructure, we are 
interested to locate strategic frequently visited spots in an environment and to place 
these RFID tags.  Stair climbing is a serious problem because the stair becomes the 
obstacle blocking the sensors between two sandals.  To address this problem, we use 
the strategy of putting RFID tags at the entrances of the stairs. We can treat a stair as a 
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transition path from one floor space to another. Then we can use the RFID to know 
when we move into or out a stair and change the position to the new floor space.  
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Abstract. We present an improvement to ultrasound–based indoor lo-
cation systems like Cricket [1]. By encoding and modulating the ultra-
sound pulses, we are able to achieve greater accuracy in distance mea-
surements. Besides improving the distance measurements, we improve
the position update rate by synchronizing the active beacons. We also
propose a method that could further improve the update rate by super-
imposing encoded ultrasound pulses. Further, an experimental evaluation
of our improvements is presented.

1 Introduction

Localisation is still one of the challenges in mobile ubiquitous application scenar-
ios. Because knowledge of the position is the basis for location–based services,
navigation and ad–hoc cooperation, considerable research has been expended
and many approaches can be found already as working systems and in the liter-
ature. However, most of them only allow a rather coarse grained determination of
the position. Consider the coordination of autonomous vehicles which use accu-
rate location to coordinate access to junctions or intersections on a factory floor
or in a large stock building. It would be highly beneficial if this could be based
on an accurate and reliable positioning system. Another example which we aim
at is to use robots in a ”mixed reality” scenario where they move in a simulated
virtual scene and interact with virtual robots. This application requires a very
accurate localization of the robots in the real world. Applications like this add
a new dimension to techniques of simulating real world settings. We consider in
our application mobile robots with a physical size of about 0.4m in length which
move with a moderate speed of about 0.7m/sec (see figure 1). From this, we can
derive some primary requirements for the location system:

The accuracy of the system must at least be in the order of the size of the
robots or better. Our design goal here is a position accuracy of 0.30m. The
position update rate must be at least 1/sec. Our robots are capable of moving
up to 0.7m/sec. This would correspond to about two robot lengths at full speed.
The system must be scalable in space and in the number of clients.

T. Strang and C. Linnhoff-Popien (Eds.): LoCA 2005, LNCS 3479, pp. 132–143, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Cooperating robots

A crucial point in a localization system often is the question of the division
of labour between the infrastructure provided in the environment and the re-
spective components on the mobile vehicles. This also affects problems of energy
consumption and required computational resources. In a mobile robot, a substan-
tial amount of energy is needed for mobility of vehicles. Compared to this, the
energy need for the moderate computational requirements of a location system
may be relatively low. However, when considering the infrastructure, it should
be simple, easy to deploy and, because it often needs to be operated with a local
power source, the energy demand should be low. Thus, we aimed at relatively
simple infrastructure composed from simple beacons with low computational
requirements and low energy consumption.

The principle of operation is based on distance measurements to at least
three beacons and subsequent trilateration. The distance is determined by the
differences between the time which a radio signal and an ultrasound signal need
to travel from a beacon to the respective receivers on the mobile entity. This
is very similar to the principle of the cricket location system [1]. Actually, we
first built up the hardware of a cricket system and tried to use it in our mobile
environment. However, we discovered two major drawbacks of this system:

1. it was rather difficult to obtain a precise edge of an ultrasound signal. This
is mainly because of the limited bandwidth of the ceramic ultrasound trans-
ducer. Even when we used a high energy ultrasound pulse, which is not
desirable because of energy constraint, the results were not satisfactory. It
limits the localization accuracy substantially.

2. the update rate of the cricket system is not sufficient to accommodate high
accuracy localization of mobile systems.

The contribution of this paper therefore is to investigate ways of how to improve
such a location system. Firstly, we will present and evaluate an impulse compres-
sion technique to overcome the first drawback. Then we will describe ways to
improve the update rate. The rest of the paper is organized as follows: the next
section discusses related work. Section 3 will introduce the general architecture
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of the location system and will describe the hardware. It also will briefly address
the synchronization of the beacons to avoid collisions on the radio channel. Sec-
tion 4 will sketch the pulse compression techniques and present results. Section
5 will give a short overview over the activities to improve the update rate of the
location system. Finally, a we will provide a conclusion.

2 Related Work

There are three basic methods to determine one’s location:

1. sensing the location by means of a sensor grid : a sensor (e. g. magnetic
or pressure sensitive) can detect an object in its close vicinity. Distributing
those sensors in a regular grid allows to determine one’s position within this
grid. The most common example for such a system is a touch screen as
found on most PDAs. For our application scenarios of autonomous robots,
such (tight) sensor grids would be too costly to deploy. The original Cricket
[1], and the Active Badge Location System [10] are of this kind. Both provide
location information at the granularity of a room, which does not meet our
requirements.

2. sensing the direction of at least two landmarks (of known location) to a
common reference (for 2D positioning), and using triangulation to determine
one’s position.

3. sensing the distance to at least three landmarks, and using trilateration to
determine one’s position. A popular example for this method is GPS, which
is proven to work reliably at a accuracy down to several meters in an outdoor
environment. However, it does not work inside buildings. Laser technology
is known for its accuracy, but we considered it to be too expensive, and too
complex for our goals. The Cricket Compass [2], Cricket v2 [3], The Bat [8],
[9] and RADAR [6], [7] are examples for this type of positioning systems
that work indoors. Because we are aiming at a distributed system that is
composed of fixed, active beacons and passive mobile clients, The Bat and
RADAR are ruled out. The Cricket system comes closest to our goals: it
uses easily deployable components. The autonomous system architecture fits
nicely into our view of the world where we aim at autonomous components
that interact without any central coordination.

RADAR [6], [7] is an RF–based system for locating (and tracking) users
inside buildings. It uses the signal strength information from wireless networking
equipment. The system is capable of locating users to within a few meters of
their actual location. The system uses a combination of empirically determined
and theoretically computed signal strength information, as the propagation of
RF inside buildings is hard to cope with. One of the advantages of RADAR is,
that the means to provide location information also provides traditional data
network services. However, the trackable entities are laptop computers. A major
drawback is the need for empirical data, which must be collected before the
system can go to real–time mode, i. e. into operation.
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Cricket [1] originally aimed at supporting a user to find his location within
one or two square feet. The system architecture is similar to our own: Cricket
uses beacons that basically advertise their position. Listeners that move through
instrumented areas use the time of flight of ultrasound signals to estimate the
distance to all beacons in (ultrasound) range. The current position is the area
advertised by the beacon which is closest to the listener. Cricket’s granularity is
portions of a room. As in any other system utilizing both radio and ultrasound
signals, corresponding radio und ultrasound signals must be correlated at the
receiver. Cricket does not modulate the ultrasound signal, so it needed a different
mechanism: Typically, radio signals can be received at much greater distances
than ultrasound signals. This ensures, that whenever an ultrasound signal is
received, so is the radio signal. Using a small bandwith radio link, and having
long enough radio messages, it is assured that the ultrasound signals arrive while
the radio message is still being transmitted. In the absence of interference, this
ensures that the correct correlation of radio and ultrasound signal is done. Errors
in measurement due to changes in the speed of sound — e. g. due to temperature
— are irrelevant because only the closest beacon is used to determine the current
position.

The Cricket Compass [2] improves the original Cricket system on the listener
side only. Besides mere distance measurement, the receiver orientation towards
the beacon is determined. This can be done using five ultra soundreceivers in
a V–shape, and measuring phase differences in the incoming utra sound signal.
With Cricket Compass, positioning in terms of absolute coordinates within a
room was introduced. This requires at least four beacons. The method described
in [2] overcomes the problem of not knowing the speed of sound, so no further
sensory equipment is needed.

Cricket v2 [3] is based on improved and simplified hardware components.
Cricket hardware units can be configured to either be a beacon or a listener.
The API has been extended, and a software distribution allowing to develop
Cricket enabled applications e. g. in Java is available.

3 Positioning System

The basis for our location system is distance measurement. A client measures the
distance to several (3 or more) beacons. Taking these distance measurements, it
calculates its position using multilateration. Beacons are attached to the ceiling.
They are equipped with a radio module and an ultrasound transmitter. Within
each room, all beacons should be mounted at the same height (see figure 2a). A
client (e. g. on a mobile robot) can determine its position in a three dimensional
space by measuring the distance to at least three beacons: Two measurements
limit one’s position to somewhere on a circle (denoted by the thick vertical black
line between the intersections of the two circles in figure 2b). The third measure-
ment reduces this to two points on this circle (The intersection of both circles
in figure 2c). One of them can be discarded, as it is above the beacons, which is
impossible because of the directional characteristics of the ultrasound transmit-
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a. Room seen from above
(X–Y plane)

b. Room seen from the side
(Y –Z plane)

c. Room seen from the side
(X–Z plane)

Fig. 2. System Architecture

ters. The measurements ideally should be done simultaneously, especially if the
robot is moving.

3.1 Distance Measurement

Distance is measured using the difference in time–of–flight of RF signals and
ultrasound signals.

The time difference for travelling a distance d between the ultrasound signal
and the radio signal is

t = tus − trf =
d

vultrasound
− d

vradio

For a distance d of 10m, the radio signal needs about trf ≈ 30nsec. The ul-
trasound signal, however, will need about tus ≈ 30msec. As trf � tus, trf can
safely be omitted from the above term.

Unfortunately, the speed of sound is not constant. It varies e. g. with tem-
perature. Between −20◦C and 40◦C, it can be approximated in a linear fashion:
vultrasound = (331.6 + 0.6 · T )m/sec where T is in ◦C. Not dealing with temper-
ature would introduce rather large errors, e. g. 3.4% or 0.34m when measuring
a distance of 10m and going from 10◦C to 30◦C.

There are two possibilites for dealing with unknown speed of sound: (1) try
to approximate the speed of sound using sensors, e. g. temperature sensors, and
(2) using one more beacon, and introduce it as another unknown variable in the
positioning calculations. Of course, the latter assumes, that the speed of sound
remains constant within a room for the duration of a positioning operation. This
enhancement is based on the work of the Cricket Compass [2].
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3.2 Synchronisation of Beacons

The beacons become active in a time–triggered fashion, both for simplicity, and
for avoiding collisions (see section 5). The timely properties of the radio channel
is well known in our setup, as we use low–power RF modems [11] that show a
well–defined behaviour.

3.3 Hardware

Our initial approach was to build a Cricket v1 clone using the same analogue
tone decoder for detecting the ultrasound pulse that was originally used with
Cricket. The beacons simply sent a constant ultrasound ”tone” for a small period
of time. The receiver should ideally detect this tone right at the first ”edge”. In
practice, it took the tone decoder several milliseconds for the incoming carrier
tone to be detected. With this setup, the distance measurements had errors in
the range of several tens of centimeters for perfectly aligned ultrasound trans-
mitters and receivers. When the ultrasound parts were only slightly misaligned,
we had even worse readings (see also [5]). We were able to improve the system
by discarding the analogue tone decoder. Instead, we fed the amplified input
signal to a comparator circuit. The output is a binary signal that was directly
fed into a microcontroller’s capture unit. Tone detection was done in software
[13]. We recently became aware that Cricket changed to the same technique [4],
[5]. The results were promising for aligned ultrasound transmitters/receivers:
all measurement were within ±2cm of the actual distance. Measurement errors
grew with the misalignment of the transceivers. when misaligned by more than
35◦, the measurements became completely unreliable. Our current approach is
to use pulse compression on the ultrasound channel to get accurate distance
measurements. The theoretical background is briefly described in section 4, and
in more detail in [12]. The beacons (see figure 3a) use an 8 bit microcontroller
[16]. They communicate via radio modules. The modulated ultrasound pulse is
created in software, so the hardware is kept as simple as possible. The clients
(see figure 3b) are more sophisticated. The incoming ultrasound signal is ampli-
fied and fed directly to a low–power DSP (Motorola 56F800, about 30 MIPS).
The DSP is in charge of demodulating and correlating the incoming signal. It
essentially sends a timestamp to an 8 bit microcontroller (same type as on the
beacons) which then does the final calculation of the distance.

4 Pulse Compression

The resolution of distance measurements is directly proportional to the sending
of an extremely short pulse (Dirac–pulse). Sending a very short, single pulse,
however, leads to misdetections, as random noise could be misinterpreted as the
expected single pulse. There are two solutions to misdetections: (1) make the
pulse a very–high power pulse, so that its signal–noise–ratio is good enough,
or (2) generate a longer and weaker pulse with the same amount of energy as
the short and very–high power pulse. Due to the limited bandwidth of approx.
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a. Beacon b. Client

Fig. 3. The components of our location system are equipped with a radio module and
an ultrasound transducer

2− 4kHz of ceramic ultrasound capsules and their voltage limit of about 15V, it
is impossible to generate a short pulse with high enough energy. The drawback
of the longer and weaker pulse is worse distance resolution, but it can be sent
with narrow band devices. To achieve proper distance resolution, the ultrasound
signal must be encoded in an appropriate way, called pulse compression. The
receiver can then apply correlation filters, that transform this long, low–power
pulse to a short peak, that gives a similar distance resolution as the short, high–
power pulse. To encode the signal several methods can be used. But considering
the computational power of our beacons, we had to use a simple method. We
encode our signal using binary pseudo–noise sequences (PN sequences). These
are modulated using binary phase shift keying (BPSK). BPSK matches the com-
putational abilities of our beacons and achieves a good coding efficiency of 1 bps
per Hz of bandwidth. For our ultrasound transducers, this yields a maximum
data rate of about 2000Bit/s (as we have a usable bandwidth of about 2kHz.
The PN–sequences must have the characteristic to provide a good autocorrela-
tion function to get a sharp peak. Barker–Codes are a class of well–known codes
that posess the required correlation properties (see figure 4). The disadvantage
of Barker–Codes is the limited maximum code length of 13 Bits. The Barker–
Code’s auto–correlation exhibits a sharper edge than the ”triangle” shape of
the ping’s auto–correlation. This shows that a ping, as used in our first exper-
iments, is not very suitable to achieve good distance resolution. Demodulation
and correlation on the receiver side are done in software on the DSP. For best
results the signal must be sampled at a rate of 160kHz. The optimal receiver
must correlate the incoming signal with the stored reference signal continuously.
Such a receiver would need about 166 MIPS at a bitrate of 2000Bit/sec. We
use a modified BPSK–demodulator (see figure 5) to limit the demand for com-
putational power. First, the received signal must be transformed from a pass
band signal to a base band signal by the quadrature mixer. The signal is splitted
into a in–phase and a quadrature component. Before a data reduction stage,
the signals are low–pass filtered. The resulting signals are correlated with the
stored Barker–Code using the schema in figure 6. These modifications to the
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1 and -1 stand for the two symbols usable with BPSK

when transmitting, whereas 0 stands for ”transmitter

switched off”

Fig. 4. BPSK modulated Barker–Code (top left, 13 bits), and its auto–correlation (top
right) vs. Ping (bottom left, 13 bits), and its auto–correlation (bottom right)

Fig. 5. Demodulation of the incoming signal
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BPSK–demodulator reduce the computational requirements to about 10 MIPS.
Of course, these modifications degrade accuracy. The overall accuracy we expe-
rienced is well within our requirements (see section 4.2). The resulting signal of

Fig. 6. Correlator

the receiver is an envelope, showing how good the received signal matches the
stored signal. The best match and thus the time of arrival of the signal can be
easily determined by a search for the global maximum.

4.1 Theoretical Results

Using a sampling rate of 160kHz, a best–case resolution of about 2mm could be
expected. Because the signal is phase–coded, the resolution cannot be less than
the wavelength of the ultrasound signal, which is about 8.6mm. To achieve this
accuracy in practice, very long PN–sequences are needed, which would affect
the position update rate. The bitrate of the signal gives an absolute worst–case
resolution (upper bound) of 20cm.

4.2 Experimental Results

To get an idea of the behavior in the real world, the test setup in figure 7 was
used for first experiments. The data rate was set to approximately 1666Bit/s and
the 13 Bit Barker–Code was used. Several measurements were done at distances
from 0m to 2m. The sender was mounted below the ceiling 2.13m above the re-
ceivers. The first test showed the expected result. It is presented in figure 8a. The
upper graph shows the received ultrasound signal. The BPSK encoded Barker–
Code is visible starting at a time of about 7msec, corresponding to a distance
of 2.35m. An echo is visible at approximately 19msec, corresponding to about
6.5m. The lower graph shows the ”detection envelope” with the global maximum
corresponding to the beginning of the incoming waveform, and a local maximum
for the weak echo. The second test (figure 8b) shows unexpected behavior. The
signal is superimposed by several reflections and echoes. In the lower graph, it
can clearly be seen (by a human observer) that the beginning of the signal was
correctly detected at approximately 6msec, or 2.13m (the first major peak of
the detection envelope). However, the global maximum results from a reflection.
This is possible because of the direction dependant attenuation characteristics
of the ultrasound transducers. This problem shows that a search for the global



Improving the Accuracy of Ultrasound–Based Localisation Systems 141

a. Test 1 b. Test 2
Fig. 7. Test setup

a. Test 1: Input gain at factor 100,
horizontal distance 1m

b. Test 2: Input gain at factor 100,
horizontal distance 0m

Fig. 8. Test results

maximum cannot be used in practice. We are working on a heuristic method to
find the first peak in the envelope. Leaving out these misdetections, the overall
accuracy of the system is within 10cm. This may not look like an improvement
over the comparator based approach, however the error bound of 10cm holds for
all correctly detected ultrasound pulses. Misaligned transceivers do not lead to
growing errors in distance measurements.

5 Improving the Position Update Rate

The most obvious way to improve the position update rate compared to Cricket
is, to synchronize the beacons among each other. We chose a simple TDMA
scheme combined with the separation of larger areas into cells [12]. Inside a cell,
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a beacon is assigned to a single time slot. All time slots have the same predefined
length. The beacons listen to the radio channel to sychronize to the beginnings
of the time slots and to send the ultrasonic pulse within his assigned time slot.
This avoids collisions on the radio channel, as well as collisions on the ultra-
sound channel. Using a bitrate of 2000Bits/sec and the 13 Bit Barker–Code, the
ultrasound pulse has a duration of 6.5msec. Within 60msec this pulse can travel
about 20m. After this distance, it is not detectable anymore. That means that
we are able to do one distance measurement in 66.5msec, or 15 measurements
per second. Because we need three mesaurements to calculate a position, we can
achieve a position update rate of 5Hz.

To further improve the position update rate, tests with multiple beacons
sending simultaneously were done. Each beacon uses a different PN–Sequence.
Because there exists only one Barker–Code for any given code length, we used
sequences from the group of Gold–Sequences. Due to the limited data rate only
short sequences in the range of 8 to 16 Bit can be used. Our experiments show
that these sequences were too short to separate the incoming signals. To achieve
a high enough probability to successfully separate the sequences, the minimum
sequence length is 256 Bits [14], [15].

Using such code length results in the need of significantly more computational
power and memory for decoding. Sending 256 Bits at a bitrate of 2000Bits/sec
takes 128msec compared to 6.5msec for sending a 13 Bit Barker–Code. This
method seems to be usable only for ultrasound transducers with a higher band-
width, and therefore higher possible bitrate. Subsequently sending a 13 Bit
Barker–Code and waiting several milliseconds for it to fade away yields an up-
date rate that is comparable to the method of simultaneously sending long codes.
The increased effort in decoding simoultaneously sent ultrasound signals does
not achieve enough improvement to justify itself.

As there are limits to the achievable position update rate, work must be done
to extrapolate the position from previous measurements and fuse this informa-
tion with other sources of location ”hints” like odometry, acceleration sensors,
or gyros. We believe that this will provide a reliable and up–to–date source of
location information.

6 Conclusion

In this paper we discussed the problems of a high accuracy localization sys-
tem based on distance measurements which exploit the diffenrences in the travel
times of ultrasound and radio waves. We showed some intrinsic problems of ul-
trasound which mainly result from the low bandwidth of the transducers and
introduced pulse compression techniques to obtain a sufficiently accurate signal
detection, crucial for the accuracy of the distance measurement. Secondly, we
briefly discussed the problem of improving the position update rate by coor-
dinating beacons and by using orthogogal sequences that allow the ultrasound
signals to be send completely cuncurrently. The second method turned out to be
feasible only with a high computational overhead and also, because the length
of the sequences, the benefits are questionable.
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Abstract. In recent years, wireless LAN technologies have experienced
unprecedented growth, and new services and problems have occurred.
In this paper, we propose a position estimation technique using direc-
tional antennas to assist the detection of wireless access points. Using
an asymmetric model for estimation, our technique can radicalize proba-
bility distribution quicker than using a symmetric model. Our technique
consists of three steps. The first measures the current position of the
user, the direction of the antenna and the received signal strength of
a target wireless access point. The second step estimates the position
of the wireless access point from measured data using a signal strength
model based on directivity. And the final step presents estimated results
that assist the user. These steps are repeated for real-time assistance.
We also conducted an evaluation experiments to clarify the effectiveness
of our proposed technique.

1 Introduction

In recent years, wireless LAN technologies are widely being used and several
devices are equipped with wireless LAN communication capabilities: for example,
laptop PCs, PDAs, mobile phones[18], printers, and digital cameras. With the
spread of wireless LAN technologies, new services and problems have come to
light. For example, positioning systems and location-aware services using wireless
LAN technologies have been proposed[1, 17, 5, 9, 2, 8]. Some problems, however,
are the unauthorized deployment of wireless access points and use of wireless
access points without proper security configuration [11], which cause intrusions
into networks, communication failure of wireless LANs, and interceptions of ID
or password for web site authentication by the access points spoofing.

The need for positioning access points arises on several scenes. For example,
some positioning systems based on wireless LAN use access point positions at
positioning, therefore, the collection and registration of the positions of access
points are needed during the construction[6]. Additionally, when unauthorized
wireless access points cause communication failure or security problem, they
must be detected and removed. The aim of our research is to realize assistance
for searching for wireless access points.

T. Strang and C. Linnhoff-Popien (Eds.): LoCA 2005, LNCS 3479, pp. 144–156, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Although a number of studies have been made on user’s positioning using
positions of wireless access points and received signal strength in recent years[1,
7, 4], few studies have been made on positioning of wireless access points using
user’s position and received signal strength. In this paper, we propose a position
estimation technique of wireless access points using user’s position, the received
signal strength from them, and a direction of the directional antenna the user
equips. Our technique uses a pre-observed signal strength model as learning data
for estimation.

One characteristic of our technique is using directional antennas, that is, us-
ing an asymmetric model for estimation. Therefore, our technique can radicalize
probability distribution quicker than by using a symmetric model. Because we
use directional antennas, antenna direction affects the received signal strength
in addition to the distance between the sender and the receiver. Therefore, we
can get useful information from the change of antenna direction. Although our
technique uses direction information, our technique differs from triangulation.
Triangulation needs measurements at multiple positions for estimation and re-
stricts measurements style, that is, needs rotation for measurements at the po-
sition. On the other hand, our technique can estimate a position using the data
measured at only one position and set measurements style free.

2 Related Work

Wardriving is defined as driving around looking for wireless networks [14]. An
user drives around with a laptop PC or a PDA in the user’s vehicle for detecting
wireless networks. Some users log and collect the position of the networks they
found using GPS. The aim of wardriving is detecting wireless networks, that is,
detecting the area in that wireless access is available. Although a lot of softwares
for wardriving exist, almost of them present only received signal strength data as
information for detecting wireless access points [15, 16]. On the other hand, the
concern of our research is positioning wireless access points. Therefore, advanced
assistance is needed for it. Our technique can estimate the position of a wireless
access point, and visualize the results for assistance.

Wireless Security Auditor is an IBM research prototype of an 802.11 wire-
less LAN security auditor running on PDA[12]. This tool detects wireless access
points, and lists the security configuration information of them. Netwrok admin-
istrators can use it for managing their networks. However, it is insufficient to
solve the network problems by unauthorized wireless access points whose posi-
tions are unknown. This tool also presents only received signal strength data as
information for detecting wireless access points like most wardriving tools.

3 Proposal Method

Our technique consists of the following three steps. The first step measures the
current position of the user, the directional antenna direction, and the received
signal strength from a target wireless access point. The second step estimates an
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access point’s position using observed data and a signal strength model based
on directivity. The final step presents the estimated results to the user to assist
access point detection. These three steps are repeated for real-time assistance.

3.1 Signal Strength Model Based on Directivity

Our technique uses a signal strength model as pre-observed learning data for
estimation. Some models proposed so far are based on only the distance be-
tween a sender and a receiver[3]. In addition, our technique uses the direction
of a receiver’s antenna. That is, our technique uses an asymmetric model for
estimation.

In our technique, the signal strength model is defined as the function with
the relative position of an access point and an antenna as input patrameters.
This function outputs probability density function(pdf).

The relative position of access points and antennas is composed of distance
l between them and angle a between the reference direction of the antenna and
the direction to the access point from the antenna. The pdf of the received signal
strength follows from the signal strength model and the relative position.

pdfl,a = SignalModel(l, a) (1)

This model is constructed by measuring received signal strength on a known
relative position. The pdf is calculated from measured data.

3.2 Position Estimation

In this section, we show the details of our estimation technique. We use posterior
probability according to Bayesian inference for estimation. This calculation has
a good property for processing data measured repeatedly.

First, we define measured data and the candidate position for estimation. Set
O is defined by the set of observation oi measured repeatedly. Each observation
consists of three elements: the user’s current position pi, the direction di of the
antenna the user equips, and the received signal strength si of a target wireless
access point.

O = {o1, o2, . . . , om} (2)

oi = (pi, di, si) i = 1, 2, . . . , m (3)

’Candidate position’ is defined as the position of a target that estimates
whether a wireless access point exists. Set C is defined by a set of candidate
position c. We assume that a target wireless access point exists somewhere in C.

C = {c1, c2, . . . , cn} (4)

We calculate the posterior probability of each candidate position P (cj |
o1, . . . , om) using observation set O and a signal strength model as the exis-
tence probability of a target wireless access point at each candidate position.
The caluculation follows.
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First, we get the P (si | pi, di, cj) of each candidate position cj and each
observation oi using the signal strength model. Consider a certain observation
oi and a certain candidate position cj . We calculate the relative position of (l, a)
using pi and di as elements of observation oi and cj , and get pdfl,a from the
signal strength model and (l, a). The pdfl,a and si as an element of observation
oi give the posterior probability of si, that is, P (si | pi, di, cj).

Next, we calculate P (cj | o1, . . . , om) using the P (si | pi, di, cj) of each can-
didate position and observations. Assuming that the prior probability of each
candidate position is even and that each observation is independent, P (cj |
o1, . . . , om) is calculated by P (si | pi, di, cj) for each candidate position and ob-
servation. Posterior probability P (oi | cj) is represented as follows using posterior
probability P (si | pi, di, cj).

P (oi | cj)
= P (pi, di, si | cj)

=
P (pi, di, si, cj)

P (cj)

=
P (si | pi, di, cj) · P (pi, di, cj)

P (cj)
= P (si | pi, di, cj) · P (pi, di) (5)

(because cj is independent of pi, di)

Bayesian inference gives the posterior probability of each candidate position as
follows.

P (cj | o1, . . . , om)

=
P (o1, . . . , om | cj) · P (cj)∑n
l=1 P (o1, . . . , om | cl) · P (cl)

(6)

Given that each observation o is independent, the posterior probability of obser-
vation set o1, . . . , om is as follows.

P (o1, . . . , om | cj) =
P (o1, . . . , om, cj)

P (cj)

=
∏m

k=1 P (ok, cj)
P (cj)

(7)

Given that the prior probability of each candidate position P (cj) is even, the
posterior probability of each candidate position is determined as follows by ex-
pressions 5,6 and 7.

P (cj | o1, . . . , om)

=
∏m

k=1 P (ok | cj)∑n
l=1

{ ∏m
k=1 P (ok | cl)

}
=

∏m
k=1 P (sk | pk, dk, cj)∑n

l=1

{ ∏m
k=1 P (sk | pk, dk, cl)

} (8)
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Finally, we use the posterior probability of each candidate position as the
existence probability of a wireless access point at each candidate position.

This calculation can be done incrementally by buffering
∏m

k=1 P (sk | pk, dk, cj)
of each candidate position. Therefore the computation time and the memory size
for the calculation are constant despite the number of observation. This property
is better suited for processing data measured repeatedly.

4 Wireless Search Assistant

A lot of devices are needed for using our technique. It is hard for an user to
search for wireless access points on carrying the devices by the hand. Therefore,
we developed an assistant system based on our technique, named Wireless Search
Assistant. All required devices are packaged within this system.

Fig. 1. Wireless Search Assistant Overview

Figure 1 shows an overview of this system, which is composed of a direc-
tional antenna, a GPS terminal, four fiber sensors, a direction sensor, a laptop
PC, a Head Mount Display(HMD), a Segway[13], and our estimation software.
This system measures antenna direction and received signal strength by using
direction sensors and directional antennas. In an outdoor environment, this as-
sistant’s position is measured by GPS. In an indoor environment, it is measured
by dead reckoning using fiber sensors. Because these devices are equipped on a
Segway, it has outstanding mobility both indoors and outdoors. Therefore this
system is very useful for detecting a wireless access point.

Users searches by looking at estimated results displayed on laptop PCs and
HMDs. Our estimation software’s GUI consists of the map and signal windows
and the access point list(Figure 2). The map window presents the user’s position,
the antenna direction, and the estimated results that overlap the map. Users
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Fig. 2. Estimation Software Screenshot

select a target wireless access point from an access point list and a signal strength
model for estimation. This system repeatedly measures data, estimates position,
and presents the estimated results on a map, which are represented by colors.

5 Evaluation Experiment

In this section, we evaluate estimation accuracy and search time of our tech-
nique. We conducted two cases in each experiment: using a directional antenna
and an omnidirectional antenna. ’Directional case’ is defined by using a direc-
tional antenna, and ’omnidirectional case’ is defined by using an omnidirectional
antenna. We compared these cases and discussed the results. The Wireless Search
Assistant described above was used for this experiment.

5.1 Experiment Environment, Hardware and Setting

Figure 3 shows an overview of the experiment environment conducted in the
open air; the user’s position was measured by GPS. 16 boxes ware set on a 4
× 4 coordinate grid at 7 meters intervals. Contents of the boxes couldn’t be
confirmed from outside.

The devices used in the experiment are listed below and Table 1 shows device
specification.

– Directional antenna (Buffalo Technology, WLE-HG-DYG)
– Omnidirectional antenna (Buffalo Technology, WLE-NDR)
– GPS terminal (Garmin International Inc., eTrex Vista-J)
– Direction sensor (MicroStrain Inc., 3DM)
– Wireless access point (Buffalo Technology, WHR2-G54)
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Fig. 3. Experiment Environment Overview

Table 1. Device Specification

Directional antenna
(WLE-HG-DYG)

Polarization Method Vertical polarity wave
Directivity, Vertical 32 ± 5◦ Half value angle
Directivity, Horizontal 32 ± 5◦ Half value angle
Antenna Gain absolute gain 14 dbi
Frequency Range 2401-2484 MHz (1-11ch)

Omnidirectional antenna
(WLE-NDR)

Polarization Method Vertical polarity wave
Antenna Gain absolute gain 2.5 dbi
Frequency Range 2401-2484 MHz (1-11ch)

GPS terminal (eTrex Vista-J) Accuracy <15 meters, 95% typical

Direction sensor (3DM)
Range Yaw: ± 180 degrees
Accuracy Yaw: ± 1.0 degrees typical

In each experiment we used the same wireless access point in the construction
of a signal strength model. The communication standard used in this experi-
ment was only IEEE 802.11b. We used a digital map (Spatial Data Framework)
published by the Geographical Survey Institute[19] for presentation. Estima-
tion setting is the candidate position set C of the lattice position points on the
coordinate grid(100 × 100 meters) at 1 meter intervals that covers sufficient
experiment space. Measurement intervals are one second.

5.2 Construction of Signal Strength Model

Before the experiment, we constructed signal strength models of directional and
omnidirectional antennas. We assumed that a wireless access point is omnidirec-
tional that can be measured without obstacles.
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During construction, we assumed that the probability density function of
the received signal strength was a normal distribution function and calculated
expectation and variance from the measured data using a maximum-likelihood
method. In this experiment, we supposed that the interpolation of the proba-
bility density function is the interpolation of the parameters by inverse distance
weighting(IDW). In particular, given that the interpolation point is p, the sam-
pling points are q1 . . . , qn, their respective values are v1, . . . , vn, and the distances
from p to the sampling points are l1, . . . , ln, the value of p, vp is interpolated us-
ing the follow expression. In this experiment, we supposed that inverse distance
weighting power w is 1.

vp =

∑n
i=1

vi

lw
i∑n

i=1
1
lw
i

(9)

In the directional case, we measured the received signal strength when dis-
tance l was 1, 2, 4, 6, 8, 12, 16, 32, 64, and 128 meters and the angle a was 0,
22.5, 45, 67.5, 90, 112.5, 135, 157.5, and 180 degrees. In the omnidirectional case,
we measured the received signal strength when the distance l was 1, 2, 4, 6, 8,
12, 16, 32, 64, and 128 meters, assuming that the received signal strength of the
omnidirectional antenna is ideal, that is, that antenna direction is independent
of received signal strength. Unlike the experiments, the measurements of each
case were performed 300 times in 30 seconds at measurement intervals of 0.1
seconds. Figure 4 shows the directional pattern of the used directional antenna
at a distance of 16 meters by the measurement.

Fig. 4. Directional Pattern of Directional Antenna (16 meters)
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5.3 Estimation Accuracy Experiments

We experimented for estimation accuracy with directional and omnidirectional
antennas. Here, we supposed that estimation accuracy measurement is the dis-
tance between the actual position of a target wireless access point and a position
with the highest probability of all candidate positions, wihich is called an ’esti-
mated position’. ’Error distance’ is defined as this distance. That is to say, the
shorter the error distance is, the higher the estimation accuracy is.

We investigated time transition of error distance. We hid a wireless access
point in one of 16 boxes and gave three subjects one minute to search for it.
In this experiment, two modes of presentation were conducted. The first mode
(called ’half mode’) presented only signal changes without estimated results,
presenting signal window and access point list (bottom left and bottom right
of Fig. 2). The second mode (called ’full mode’) presented estimated results in
addition to half mode using map window (top of Fig. 2).

Figure 5 and 6 show all results in full and half modes. The vertical axis is
error distance and the horizontal axis is time.

At each mode, in each case, error distance shortens as measured data in-
creases. Compared to the omnidirectional case and looking overall at each mode,
error distance shortens quicker in the directional case. In the omnidirectional
case, half mode error distance shortens quicker than the full mode. The mea-
sured data in the experiment show the users’ movements between full and half
modes. In full mode, users tend to come close to the estimated position presented
on a map. On the other hand, in half mode, users tend to move more widely
in experiment space than in full mode. It seems reasonable to suppose that this
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difference causes that error distance at half mode shortens eariler than at full
mode; users’ movements have a effect on estimates, in particular in omnidirec-
tional case.

Differences in the error distance results in the same conditions likey arise
because there are no fixed starting search positions.

Perhaps error distance differences between the directional and omnidirec-
tional cases arise because the signal model of the omnidirectional antenna is
insufficient, in addition to the effects of our technique. Although we assume that
an omnidirectional antenna is truly omnidirectional, perhaps the antenna is only
slightly directional amid obstacles.

5.4 Search Time Experiments

Next, we experimented for the search time with directional and omnidirectional
antenna. ’Search time’ is defined as the time required from starting a search to
selecting a box in which a target wireless access point seems to exist.

We investigated search time and whether the selection was correct. We hid
a wireless access point in one of the 16 boxes for which three subjects searched.
The presentation mode of the Wireless Search Assistant was full.

Tables 2 and 3 show results in directional and omidirectional cases. Compared
to omnidirectional cases, search time is about half as long as in directional cases.
It seems reasonable to suppose that search time is shortened by effective direction
information. The selections were all correct in the directional case, although they
are all incorrect in the omnidirectional case.

All trajectories of subject 1 in the directional and omnidirectional cases are
shown in Figures 7 and 8. The box is described as square with numbering and
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Table 2. Directional Case Results

subject’s ID search time(seconds) correct or incorrect

1 30 correct
2 33 correct
3 36 correct

Table 3. Omnidirectional Case Results

subject’s ID search time(seconds) correct or incorrect

1 52 incorrect
2 66 incorrect
3 96 incorrect

Fig. 7. Trajectory(Subject 1, Directional) Fig. 8. Trajectory(Subject 1, Omnidrec-
tional)

the subject’s position is as circle. In the directional case, the antenna direction
is also described. The wireless access point existed in the 6th box. Subject 1
selected correctly in the directional case, although he incorrectly selected the 2th

box in omnidirectional case. We suggest that subject 1 moved near the wireless
access point in the directional case because the estimated results converged with
fine accuracy. On the other hand, subject 1 moved in the space widely in the
omnidirectional case because the estimated results did not converge with a high
enough percentage of fine accuracy.

It seems reasonable to suppose that search time is shortened by effective
direction information.

6 Conclusions and Future Work

In this paper, we proposed a position estimation technique of a wireless access
point for assistance in detection. Our technique is based on directional antennas.
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Using an asymmetric model for estimation, our technique can radicalize proba-
bility distribution quicker than using a symmetric model. Our technique consists
of the following three steps. The first step measures the current position of an
user, the antenna direction, and the received signal strength of a target wire-
less access point. The second step estimates the position of the wireless access
point from measured data using a pre-observed signal strength model based on
directivity. And the final step presents estimated results to assist the user. These
steps are repeated for real-time assistance. We conducted experiments with our
technique and clarified its effectiveness.

Future work includes an estimation of wireless access point position on the
other floors. We intend to use a 3-dimentional signal model for solving the prob-
lem. We also plan to consider estimations using an indoor map for more assis-
tance. In an indoor environment, however, a lot of problems for estimation are
remained, such as, reflection, diffraction and multipath.

References

1. Paramvir Bahl and Venkata N. Padmanabhan, RADAR:An In-Building RF-based
User Location and Tracking System, in Proc. of IEEE Infocom, Tel Aviv, Isreal,
2000.

2. Teruaki Kitasuka, Tsuneo Nakanishi, and Akira Fukuda, Wireless LAN based In-
door Positioning System WiPS and Its Simulation, 2003 IEEE Pacific Rim Con-
ference on Communications, Computers and Signal Processing (PACRIM’03), pp.
272-275, August 2003.

3. Aleksandar Neskovic, Natasa Neskovic and George Paunovic, Modern Approaches
in Modeling of Mobile Radio Systems Propagation Environment, IEEE Communi-
cations Surveys, Third Quarter 2000.

4. Bill Schilit, Anthony LaMarca, Gaetano Borriello, William Griswold, David Mc-
Donald, Edward Lazowska, Anand Balachandran, Jason Hong and Vaughn Iverson,
Challenge: Ubiquitous Location-Aware Computing and the Place Lab Initiative,
In Proc. of WMASH 2003, San Diego, CA. September 2003.

5. Jason Hong, Gaetano Borriello, James Landay, David McDonald, Bill Schilit and
Doug Tygar, Privacy and Security in the Location-enhanced World Wide Web, In
Proc. UbiComp 2003, Seattle, WA. October 2003.

6. Bill Schilit, Anthony LaMarca, David McDonald, Jason Tabert, Eithon Cadag,
Gaetano Borriello, and William G. Griswold, Bootstrapping the Location-enhanced
World Wide Web, In Proc. UbiComp 2003, Seattle, WA. October 2003.

7. Paramvir Bahl, Anand Balachandran, Allen K.L. Miu, W.Russell, Geoffrey M.
Voelker and Yi-Min Wang, PAWNs: Satisfying the Need for Ubiquitous Connec-
tivity and Location Services, IEEE Personal Communications Magazine (PCS),
Vol. 9, No. 1, February 2002.

8. Jeffrey Hightower and Gaetano Borriello, Location Systems for Ubiquitous Com-
puting, Computer, Vol. 34, No. 8, pp.57-66, IEEE Computer Society Press, Aug.
2001.

9. Cheverst K., Davies N., Mitchell K. and Friday A., Experiences of Developing
and Deploying a Context-Aware Tourist Guide: The GUIDE Project, Proc. of
MOBICOM 2000, pp.20-31, Boston, ACM Press, August 2000.



156 H. Satoh, S. Ito, and N. Kawaguchi

10. Rashmi Bajaj, Samantha Lalinda Ranaweera and Dhara P. Agrawal,
GPS:Location-Tracking Technology, IEEE Computer, Vol 35, No.4, pp.92-94, 2002.

11. Guideline for wireless LAN security, Japan Electronics and Information Technology
Industries Association,
http://it.jeita.or.jp/perinfo/committee/pc/wirelessLAN2/index.html (Japanese)

12. Wireless Security Auditor, Global Security Analysis Lab, IBM Research,
http://www.research.ibm.com/gsal/wsa/

13. Segway, http://www.segway.com/
14. wardriving.com, http://www.wardriving.com/
15. NetStumbler, http://www.netstumbler.com/
16. Kismet, http://www.kismetwireless.net/
17. WiFi positioning system, Hitachi AirLocation(TM), http://www.hitachi.com/
18. N900iL, http://www.nttdocomo.co.jp/
19. Geographical Survey Institute, http://www.gsi.go.jp/



Exploiting Multiple Radii to Learn Significant
Locations

Norio Toyama1, Takashi Ota1, Fumihiro Kato1,
Youichi Toyota1, Takashi Hattori2, and Tatsuya Hagino2

1 Graduate School of Media and Governance, Keio University,
2 Faculty of Environmental Information, Keio University,

Endoh 5322 Fujisawa, Kanagawa, Japan
{next, takot, fumihiro, wisteria, hattori, hagino}@sfc.keio.ac.jp

Abstract. Location contexts are important for many context-aware ap-
plications. A significant location is a specialized form of location context
for expressing a user’s daily activity. We propose a method to cluster po-
sitions measured by cellular phones into significant locations with multi-
ple radii. Cellular phones we used are equipped with a positioning system,
where data can be taken in low frequency with wide-varying estimated
errors. In order to learn significant locations, our system exploits mul-
tiple radii for coping with these characteristics and for adapting to a
variety of users’ spatial behavioral patterns. We also discuss appropriate
parameters for our clustering method.

1 Introduction

1.1 Background

Our study is motivated by the increasing sophistication of mobile information
devices, such as smart phones or PDAs, and the spread of ubiquitous information
environments. Such sophistication of devices can be classified into two points:
improvements in network connectivity, and embedding of sensor devices (such
as GPS receivers, barcode readers, and infrared interfaces). Over the past few
years, study of ubiquitous environments also has brought great advancements;
now one can manipulate information appliances and embedded sensors through
a home network.

The progress of the combination of advanced mobile information devices and
ubiquitous environments enables us to use such a device as an interface to inter-
act with its surroundings. Our final goal is a system which helps us to develop
and utilize context-aware applications in such an environment.

1.2 Goal

A context-aware application consists of a set of rules expressing relationships
between contexts and operations. For example, applications can consist of rules
like “When a user is at home in the morning, get a weather report” or “When
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a user is going to a station, look up a train schedule”. These rules consist of
a context as prerequisite condition and a consequent operation. Operations of
the rules may be making phone calls, sending e-mails and browsing web sites.
Contexts may be where you are, where you go, when, schedule, weather, etc. A
location context is one of the most important context to compose these rules.

Our final objective is to create a system which enables end users to develop
and execute such context-aware applications on smart phones or PDAs. However,
it is difficult to do this with the limited user interface of such devices. In addition,
what is obtained as a result of the positioning by GPS systems is just one position
in space: a latitude and a longitude. We need more abstracted locations which
contain a certain amount of range flexibility like “at home”, “around the station”,
and so on. To make a condition for rules like “at home”, you need to define the
area range which can be considered home, which is difficult to do with these
devices.

1.3 Concept of Significant Locations

In this paper, we discuss a system to learn an abstracted expression of a location
from a user’s position log. This system should be able to raise the degree of
abstraction from just a position expressed by latitude and longitude, to a level
meaningful one for a user and an application.

For such kind of expressions, we use the concept of significant locations which
appears in [1, 2]. We define the term significant location based on the concept.
A significant location consists of a center point and a radius from the center.
When a user stays within a location for a certain time, the location is marked
as a significant location.

A contribution of our work is an improvement in techniques to utilize mul-
tiple radii from positioning logs acquired from cellular phones with positioning
functions. Using multiple radii provides two benefits. One is to adapt the system
to varying ranges of users’ spatial behavioral patterns. For example, we may need
expressions for both a whole area of a university campus and each building on
the campus. Multiple radii enable the system to handle these multi-step ranges
of areas. Another benefit is to cope with characteristics of a positioning log from
our target phones. These phones with a GPS based positioning function generate
a positioning log which contain widely varying errors. Errors of measurements
range from a few meters to a few kilometers.

1.4 Previous Work

Our method of significant location learning is an improvement over the method
of Ashbrook et al. [1, 2], in order to make it suited to the characteristics of the
measurement log acquired by the measuring function of a cellular phone with
positioning functions.

Fox et al. [3] surveyed application methods of location positioning using a
variety of Bayesian filters with a scenario of utilizing two or more sensors, such
as infrared rays and ultrasonic waves, especially in the local-area.
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Liao and Patterson [4, 5] performed quite an accurate location estimate based
on the use of GPS logs and GIS data. They applied a dynamic Bayesian network
to an issue of location estimation. Their model combines a less-abstracted layer
and a more-abstracted layer. The less-abstracted layer is composed of a GPS
logged position and speed, and the more-abstracted layer is composed of concepts
of a destination and a transportation type. It is difficult to apply their method
as is to our system, but this idea could be integrated for our system.

2 System

In order to show that our system can be put into a casual portable device
which an ordinary user can use without a special instruction, we implemented
a prototype system on a target cellular phone. This phone features a GPS-
based positioning function, which has common properties with other standalone
GPS devices like Garmin eTrex products, but also has different characteristics.
Therefore, we should solve the following issues arising from these characteristics.

2.1 Prototype System

Our prototype system constitutes a client-server model. Here we summarize
functions of a client and a server.

Client. W11K, a KDDI cellular phone, is our target client. This mobile device
is characterized by the J2ME [7] environment and a positioning function by the
Qualcomm’s gpsOne [6] technology. We implemented a logging application using
J2ME MIDlet which has the functions described below.

– Periodic Positioning
measures current location at specific intervals, and records it.

– Operation Logging
records history of incoming/outgoing calls, e-mail and web browsing.

– Sending a Log to the Server
sends a log of positions and operations to the server.

Server. The server stores and manages logs sent from the client to analyze and
learn from those. Perl scripts and a PostgreSQL DBMS are used to build this
server. A CGI script gets a log from the client and stores it on the DBMS.
Another script analyzes stored logs and generates significant locations. We also
created viewers for our data.

2.2 Character of Positioning by Our System

As compared with generic GPS devices, our system with gpsOne technology has
two major different characteristics: position anywhere with varying accuracy and
lower frequency of positioning.
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Position Anywhere with Varying Accuracy. Even indoors where one can
not receive GPS signals, one can measure a position supported from base stations
of a cellular phone system, as long as cellular signals are reachable.

For standard GPS devices, we could expect the accuracy of measurement
within a fixed extent depending on their properties. Meanwhile, accuracy of
measured positions of gpsOne vary widely in exchange for the ability to carry
out positioning anywhere. With enough GPS satellites, it can detect a location
within a few meters of accuracy. However, an error may exceed 1km without
enough GPS satellites since a rough location is guessed from nearby cellular
base stations.

A presumed measurement error is available from the API as an elliptic shape
with three values of majoraxiserr, minoraxiserr, and axisangle. We use majo-
raxiserr meter as a presumed error in our system.

Lower Frequency of Positioning. If we need to satisfy both continuous
recording and practical battery life, our system can measure positions only at
intervals of several minutes to about 10 minutes, while standalone GPS systems
can usually keep recording over about one day with an interval of several seconds.

In our case, table 1 shows the influence of measurement frequencies on battery
life. In order to record a log continuously without battery charge, you could only
record less frequently as the table shows.

Table 1. Frequency of location measurements and time to battery running out

Interval Battery Life
10 minutes 21h 20m
5 minutes 14h 30m
2 minutes 9h 40m

2.3 Examples

Figure 1 illustrates significant locations in Fujisawa city generated from the log of
the user of test case 1. Circles indicate significant locations. This figure includes
three main areas which are around his university on the top-left side, around his
home and the nearest station for him on the top-right side, and a downtown of
Fujisawa city on the bottom-right side.

3 Methodology

We describe a method for learning significant locations from a position log in
this section. We summarize an original method by Ashbrook et al. at first and
then explain our modifications to their method. We use multiple radii for two
purposes: to describe various scales of spatial behaviors and to adapt varying
accuracy of positioning.
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Fig. 1. Movement of a user within Fujisawa City

3.1 Original Algorithm

Ashbrook [1, 2] et al. proposed the basic idea of using a variety of clustering
algorithms to generate significant locations. Here we summarize the original
idea.

The original algorithm of Ashbrook has three steps. The first step is a kind
of “filtering” process to extract staying “places” where a user stopped moving,
from a log of positions. The next step is “clustering” where neighboring places
are clustered into a single “location”. The last step is to learn “sublocations”.
After these steps, they applied a 2nd order Markov model to predict movements
between locations. We do not discuss details of prediction issues in this paper.

To find staying places, they paid attention to the nature of GPS. When a user
is in a building, a GPS receiver will lose signals from satellites, so GPS signal
loss indicates staying in a building. They concluded from these observations that
“places” were points where GPS receiver lost signals for 10minutes.

The process of “clustering” is required because even if a user stayed in the
same location twice, positions will not be recorded as exactly the same. Places
which neighbor each other within an area with a specified radius should be
considered to be the same location. They proposed to use a variant of the k-
means clustering algorithm in this step.

In the third step, points consisting of the location are split into “sublocations”
by using a smaller radius. This step enables one to distinguish campus-level
locations and building-level locations. They proposed a basic idea of this step,
which they did not discuss in detail. Our idea of using multiple radii is an
extension of this concept of sublocations.



162 N. Toyama et al.

3.2 Our Method

In the beginning, we tried to apply their original method for our purpose, but
we found some problems. Therefore, we needed to adapt the method to the
characteristics of our system which we described in section 2.2.

First of all, we have to reconsider using signal loss as an indication of staying.
Our equipment has an advantage, an ability to get position data almost all
of the time. However, to make the best use of this advantage, we needed to
find alternative method to finding staying places. This method should adapt to
the properties of our system’s position logs: low-frequency and widely-varying
accuracy. These properties make it difficult to distinguish staying or moving from
two consecutive positions in an area where positioning accuracy is low. In this
kind of area, such as in a building, a distance of consecutive logged positions
could be a few kilometers even if a user stayed in exactly the same place.

Our main point of modifications is reordering the filtering step and the clus-
tering step to cope with this issue. In our method, the first step is “clustering”.
This step clusters all positions in a whole log and generates “candidates” for
significant locations. Next, the “filtering” step counts logged positions in candi-
date locations and removes candidates which include only few logged positions.
The basic idea of the method is this; if measured locations are dense in an area
with a specified radius, it means a user stays in the area for enough time that
the area should be marked as a significant location.

Our algorithm has two major parameters. One is the threshold density of
a logged positions in a significant location candidate. This threshold is used in
the filtering step to remove noisy significant location candidates. Another is the
radius of a significant location for the clustering step. The question we have to
ask is how to find appropriate parameters to decide a threshold density and a
radius. We will discuss this question in the 4 section.

3.3 Using Multiple Radii

Our system utilizes multiple radii to cluster positions into significant locations.
We use multiple radii for two purposes. One is to describe a difference of scales
between spatial behaviors, e.g. between walking and using vehicles. Another
purpose is to cope with characteristics of a positioning log from our system,
widely-varying accuracy.

Scales of Spatial Behaviors. Figure 2 shows an example of an assumed typical
daily activity scenario of a user. In larger size locations, a user may move between
locations via cars or public transportations in a scale of kilometers. A user might
transfer at some locations. After leaving a vehicle, a user may walk to their final
destination. This step should be expressed as a medium-scale movement between
different locations within walking distances. For example, (s)he may move from
the nearest station to home. Finally, (s)he will stay within smaller locations like
a campus building or his/her home. In this scenario, we need at least three scales
of location radius: large, medium and small.
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Fig. 2. The typical scenario of daily activity

To adapt varying Accuracy of Positioning. As we described section 2.2,
our system generates a position log which has widely-varying accuracy. To adapt
to this characteristic, we introduce accuracy-based cut-off processing. The cut-
off processing works as follows; when the system clusters measured positions
to locations with a radius r, it discards measured positions which have larger
presumed errors than the radius r. We regard majoraxiserr as the presumed error
margin, so all points which have majoraxiserr > r will be discarded. Because
values of majoraxiserr vary from a few meters to a few kilometers, we need to
process multi-step radii to make this processing work well.

If we did not introduce this processing, we would have ersatz smaller-radius
location generated from positions with larger errors biased to a particular di-
rection. Sometimes this kind of ersatz location is generated even if the user has
never been to the area. It seems that a relative location of a phone and base
antennas may affect a trend of these biases when GPS signals are weak.

4 Discussion

We have to find appropriate values for two parameters. One is a threshold density
of measured positions to form significant locations. The other is a set of radii
of significant locations, which is intended to represent scales of human spatial
behaviors, and must fit to restrictions posed by characteristics of the positioning
system at the same time. In this section, we discuss these parameters based on
position histories of test users.

4.1 Test Cases

We have conducted test cases with two users, who have always carried cellular
phones equipped with our data collecting system. In the case 1, 3130 positions
were measured, which corresponds to 21 days. In the case 2, 4020 positions
were measured, which corresponds to 27 days. We discuss these test cases in the
remaining part of this section.

To observe basic properties of our method, we applied our algorithm with
some sample radii and threshold densities. Sample radii are 50, 100, 250, 500,
750, 1000 and 2000m. Sample threshold densities are from 3 to 9. The table 2
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shows the number of generated significant locations for each combination of the
sample radii and threshold density. For simplicity, it shows only three threshold
densities including the best value, where the best value of threshold density will
be discussed in the next section. The numbers shown in the table help us to
examine the appropriate values of the parameters, but they are not sufficient.
We had to individually check each generated significant location to see if it was
truly significant for the user.

Table 2. Test cases : the numbers of significant locations for sample radii and threshold
values around best threshold values, and ratios to the numbers of positions

test case positions threshold ratio t/p 50m 100m 250m 500m 750m 1km 2km
4 0.00128 18 29 23 20 18 17 21

1 3130 5 0.00160 13 25 20 17 17 14 17
6 0.00191 12 23 19 16 14 14 17
6 0.00146 21 29 27 26 30 25 26

2 4020 7 0.00170 18 24 23 22 27 23 24
8 0.00194 14 19 22 21 26 22 21

4.2 Threshold of Measured Positions Density

As described in section 3.2, to produce significant locations with our algorithm,
we have to adjust a threshold number of measured positions in a significant
location candidate. If we set the threshold too low, results may include too
many false locations where the user passed several times by chance. On the
other hand, if we set the threshold too high, many useful candidate locations
may be discarded.

To find out the best value of the threshold, we made a subjective evaluation
for each generated location. As a result of these evaluations of the test cases
described in section 4.1, we found that the best value for case 1 is 5, the value
for case 2 is 7. Threshold values under these best values are too low to cut off
false location candidates. Values over these are too high so that some useful
candidates are discarded.

The cause of the difference between the cases seems to be the fact that case 2
has logs which are almost 30 percent longer than case 1. To take the log length
into account, let us consider the ratio of the threshold value to the number of
positions in the log. The column of ratio t/p in table 2 shows these values. We
can see the ratios are nearly equal for both cases.

From these observations, we can conclude an appropriate threshold
value could be expressed as a ratio, which is around 0.00160 and 0.00170.
The best threshold may well depend on the district, the user’s behavior, and
so on. We must re-investigate this issue after collecting more cases in the
future.



Exploiting Multiple Radii to Learn Significant Locations 165

4.3 Study of Spatial Behavior Patterns

The next issue is to find an appropriate set of radii size. We assume human
movement patterns can be classified into three modes: staying, walking and
vehicle, as discussed in section 3.3. It may be possible to regard 10 minutes
as a gauge of human movement. This value originally comes from the battery
consumption restriction as described in section 2.2, but it is not strange to
make an assumption that we use some vehicles if we need to walk more than 10
minutes.

Table 3 shows supposed speed and distances in 10 minutes for each mode.
Walking, people will move by the rate of 4km/hour on average. This is average,
so the lowest threshold of walking mode is around 3km/hour. Under this value,
people are assumed to be staying. An upper threshold of walking mode is around
6km/hour. Over this value, they are assumed to be moving in a vehicle.

Table 3. Moving modes, speed and distance in 10 minutes moving

Moving mode Speed Distances/10 minutes
Staying s < 3km/h d < 500m
Walking 3km/h < s < 6km/h 500m < d < 1km
Vehicle 6km/h < s 1km < d

We need appropriate representative radii for each of three modes. The discus-
sion of the GeoOnion RDF/XML vocabulary [8] is informative for establishing a
scale of a human spatial behavior. This vocabulary provides the number of prop-
erties which relate spatial things together based on their distance in meters. They
discussed what is the most appropriate scale, and their current proposal is to use
powers of three meters. Their proposal includes wide ranges from 1m to 387km.
For our purpose, 5, 6 and 7 powers of three: 243m, 729m and 2,187m are suitable.
By rounding off the values to multiples of 50 meters for convenience, we get the
radii sizes 250m, 750m and 2,200m, which we decided to use as representatives
for staying, walking and vehicle mode respectively.

4.4 Effect of Cut-Off Processing

The next issue is how we can use multiple radii to deal with varying accu-
racy of the measured positions. Let us consider factors which affect the number
of significant locations. We have two major factors. The first factor is “merg-
ing”. If a radius size gets larger, several locations with a smaller radius may
be merged into a single location. The other factor is the cut-off processing we
discussed in section 3.3. These two factors are complementary. The merging ef-
fect: increasing the radius decreases the the number of significant locations. The
cut-off processing effect: increasing the radius increases the number of significant
locations.

To understand the effect of cut-off processing, see figure 3 which shows per-
centages of measured positions of which the presumed error is smaller than the
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Fig. 4. Effect of cut-off processing

specific radius for two test cases. The horizontal axis shows sizes of radii in me-
ters. The vertical axis indicates percentages of positions of which the presumed
error is smaller than the radius which the horizontal axis value specifies. When
we run the algorithm at a certain radius, only these portions of positions will be
used to generate significant locations; other positions will be discarded.

Figure 4 shows the numbers of generated significant locations for the case 2.
To indicate the effect of cut-off processing, the figure shows two lines with and
without cut-off processing. To draw this graph, we executed clustering with radii
of 10 meters interval and the best threshold value 7, described in section 4.2.

The line of no cut-off processing indicates only the trend caused by merg-
ing effects. This line shows the trend that the number of significant locations
decreases as the size of radius increases. On the other hand, with cut-off pro-
cessing, the number of significant locations shows a more complex and interesting
tendency. As you can see, there are obvious differences between lines with and
without cut-off processing. To understand this effect, we may compare these
differences with percentages shown in figure 3. The source of these differences
comes mostly from possible ersatz locations which we described in section 3.3.
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Let us now consider good representative sizes of radii from the viewpoint of
cut-off processing. In general, a smaller radius gives more detailed information.
With cut-off processing, however, this is not the case.

Figure 4 illustrates that a radius of about 100m provides the largest number of
significant locations in the small radius range with cut-off processing. In addition,
as shown in figure 3, the cut-off processing eliminates 50% or more of positions
when we use a 50m radius. It means that significant locations of 50m radius
have lost large amount of information. By investigating each generated location
of the test cases we found that almost all of significant locations of 50m radius
have corresponding 100m radius locations. As a consequence, we can conclude
100m is an appropriate for the smallest radius of significant locations.

On the larger side, the numbers of significant locations are nearly same for
radii over 1,200m. According to larger radii of figure 3, if we would like to get
the largest significant location which uses 99% or more of the user’s log data,
we should use a radius of 1,840m or larger.

4.5 Set of Representative Multiple Radii

Upon consideration of these aspects, we conclude it is reasonable to use four step
radii: 100m, 250m, 750m, and 2,200m. In addition to the representative of three
moving modes as described in section 4.3, we introduce representatives from
the viewpoint discussed in section 4.4. Namely, we add 100m as the smallest
radius because it gives most informative locations. The radius 2,200m could also
be understood to be a large enough radius to include whole positioning logs
because it is larger than 1,840m.

The last question is whether four step radii are enough or not. To examine the
effect when we introduce more steps, we considered intermediate radii of 500m
and 1,000m. Almost all of significant locations of 500m and 1,000m radii have
one-to-one relationship to significant locations of 750m radius. As a consequence
of this consideration, we concluded that 750m radius can be a representative
both of 500m and 1,000m and we do not have to introduce intermediate radii.

The example in figure 1 is generated with these values. (However, we used
2,000m instead of 2,200m in this example.) This result shows that these values
work well for expressing hierarchical and adjoining relationships of locations.

4.6 Future Work

The parameters of the algorithm should be considered again after more examples
are collected. In particular, we should find a better method to filter out significant
location candidates. We plan to reconsider a relationship between a radius size,
a staying time and a density of measured positions in a location.

Based on this research, we are now implementing a prediction system of
likely locations and operations. We plan to use a probabilistic model to describe
transitions of locations and relations between different radii size locations. We
are thinking to create a probabilistic model where a significant location at a
given time can be determined from the significant location at the previous time
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and the significant location at the same time with larger radius. The model may
be used not only to predict future locations, but also to improve accuracy of
significant locations of smaller radii because we can choose the most probable
location among several candidates.

5 Conclusion

We discussed a method to utilize multiple radii to generate significant locations.
At the outset, we expressed our purpose and summarized features of our system
which used a cellular phone with gpsOne positioning function. Then, we showed
our method in comparison with original method proposed by Ashbrook et al.
and explained its modification to fit our requirements. We discussed appropri-
ate parameters for our algorithm by examining two test cases. We found that
threshold densities of positions in a significant location could be expressed as
ratio of a whole position log for these test cases. We discussed a good set of radii
from two viewpoints, one to cope with varying accuracy and another based on
study of spatial behaviors of users. Finally, we concluded that it is reasonable to
use 4 step radius, 100m, 250m, 750m and 2,200m radii from these discussions.
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Abstract. In this paper, we investigate the deficiency of Goyal and
Egenhofer’s method for modeling cardinal directional relations between
simple regions and provide the computational model based on the con-
cept of mathematical morphology, which can be a complement and re-
finement of Goyal and Egenhofer’s model for crisp regions. To the best
of our knowledge, the cardinal directional relations between fuzzy re-
gions have not been modeled. Based on fuzzy set theory, we extend
Goyal and Egenhofer’s model to handle fuzziness and provide a com-
putational model based on alpha-morphology, which combines fuzzy set
theory and mathematical morphology, to refine the fuzzy cardinal direc-
tional relations. Then the computational problems are investigated. The
definitions for the cardinal directions are not important and we aim to
present the methodology and power of using fuzzy morphology to model
directional relations. We also give an example of spatial configuration in
2-dimentional discrete space. The experiment results confirm the cogni-
tive plausibility of our computational models.

1 Introduction

Many researchers have extended, and have investigated the computational prop-
erties for, Goyal and Egenhofer’s model [1] for cardinal direction relation between
simple spatial regions. This model considers the effect of the region’s shape on
their directional relations, but the reference region is still approximated by the
minimum bounding rectangle, which leads to some anomalous instances. Our
work is based on the dilation operation in mathematical morphology, and a re-
gion is dilated by a structuring element (ray) with an angle. We consider the
intersection of the dilated reference region with the target region to define the
cardinal direction relations between them. We find that this method is natural
and can avoid those anomalies.

Goyal and Egenhofer [1] introduced a direction-relation model for extended
spatial objects that considers the influence of the objects’ shapes. It uses the
projection-based direction partitions and an extrinsic reference system, and con-
siders the exact representation of the target object with respect to the reference
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frame. The reference frame with a polygon as reference object has nine direc-
tion tiles: north(NA), northeast(NEA), east(EA), southeast(SEA), south(SA),
southwest(SWA),west(WA), northwest(NWA), and same(OA). The cardinal di-
rection from the reference object to a target is described by recording those tiles
into which at least one part of the target object falls (Fig. 1).

At a finer level of granularity, the model of Goyal and Egenhofer [1] also of-
fers the option to record how much of a region falls into each tile. Such relations
are called cardinal direction relations with percentages and can be represented
with cardinal direction matrices with percentages. This model can more pre-
cisely describe the cardinal direction relations between regions than the model
approximating regions by their Minimum Bounding Rectangles (MBRs). But
the model still approximates the reference region with its MBR, which leads
to some anomalous instances. Figure 2 is taken as an example for illustration.
According to the above model the cardinal direction relation between the target
region B and the reference region A is O, i.e., the location of B is the same as
A. Obviously we can see that B is north of, east of and northeast of A, i.e. B
is partially surrounded by A. Our work is based on the dilation operation in
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Fig. 1. Capturing the cardinal direction relation between two polygons, A and B,
through the projection-based partitions around A as the reference object

mathematical morphology, by which a region is dilated by a structuring element
(ray) with an angle. We consider the intersection of the dilated reference region
with the target region to define the cardinal direction between them. We find
that this method is cognitively plausible.

The importance of modeling for vague regions has been realized by more and
more researchers. Generally the vagueness is captured by a broad boundary. The
vagueness can be classified as uncertainty and fuzziness. In this paper, we will fo-
cus on fuzziness. Cicerone and Felice [14] has investigated the cardinal relations
between regions with a broad boundary qualitatively. We present the computa-
tional model for cardinal direction between fuzzy regions after we introduce the
concept of fuzzy set and fuzzy morphology and present the previous works on
modeling directions between fuzzy regions. A fuzzy region can be regarded as
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Fig. 2. Illustration for anomalous cardinal direction relation defined by Goyal and
Egenhofer’s model

a set of α-cut level regions (crisp regions), on which the computational method
for cardinal direction relation between crisp regions can be applied. To illustrate
our method, we give several examples for computing cardinal directions between
crisp regions and fuzzy regions, respectively. We compare the results with human
perception.

In this paper, the crisp regions are regular, connected and non-empty closed
point sets in the Euclidean space 	2. Accordingly the fuzzy regions are regu-
lar, connected and non-empty closed fuzzy point sets in the Euclidean space
	2. Schneider [11] has given the definition of fuzzy region based on the frame-
work of fuzzy set theory and fuzzy topology. In the next section, we present
the mathematical morphological model for refining cardinal directional relations
between crisp regions. Section 3 presents the extended Goyal and Egenhofer’s
model to handle fuzziness and combines the fuzzy set theory with mathematical
morphology to produce the computational model for refining cardinal directional
relations between fuzzy regions. An example is given to examine the properties
of the models in section 4. Some conclusions are given in the last section.

2 Mathematical Morphological Model

Mathematical morphology is a well-known body of methods and theories, which
has been proven valuable in many image analysis applications. Recently it has
been used to represent spatial relationship knowledge [2, 3]. The major part of
morphological operations can be defined as a combination of two basic oper-
ations, dilation and erosion, and non-morphological operations like difference,
sum, maximum or minimum of two sets. The operation of interest in this paper
is mainly dilation.
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The definitions for dilation and erosion of a set X by a structuring element B
in a space S (n-dimensional continuous or discrete space), denoted respectively
by DB (X) (or X ⊕ B) and EB(X) (or XΘB), are as follows:

DB(X) = {x ∈ S|B̆x ∩ X �= ∅} , (1)

EB(X) = {x ∈ S|Bx ⊆ X} , (2)

where Bx denotes the translation of B at point x, and B̆x denotes the reflection
of Bx about its origin. To define the cardinal directional relations, of particular
interest to us is the class of structuring elements that we refer to as “ray”. In
the continuous case, they are line segments with one end at the origin as shown
in Fig.3. Let Θ denote the angle between a ray and the horizontal line. We will
refer to these rays as ray(r, θ). In the discrete case, we must use an appropriate
digitization of a line segment. If a direction is defined as an angle interval, the
structuring element is a sector.

Before we use these rays as structuring elements to define the cardinal di-
rectional relationships, we should introduce the concept of Hausdorff Distance
(HD) metric first. For two non-empty, closed sets X and Y in space S, let Sr

denote a closed (super) sphere (a sphere in 3-dimensional space or a circle in
2-dimentional space) centered at origin and whose radius is r. The Hausdorff
Distance between X and Y HD(X,Y ) is defined as follows:

HD(X,Y ) = inf{r|X ⊆ DSr
(Y ) ∩ Y ⊆ DSr

(X)} (3)

By considering the degree of intersection of a region A dilated by ray(r, θ)(r ≥
HD(A,B)) with another region B, we can derive the degree of the relationship
B is in the direction Θ relative to A. The degree of intersection can be defined
as

Area
(
Dray(r,θ)(A) ∩ B

)/
Area(B) . (4)

From Fig. 3, we can see that the region B is completely included in the dilated
region A by a ray with θ = π/2, i.e. the region B is completely north of A. If we
want to know the degree to which region B is east of A, we can dilate A by a
ray with θ = 0 and consider their intersection. If we want to know the degree to
which region B is rightly northeast of region A (assuming we consider the right
northeast corresponding to θ = π/4), we can dilate A by a ray with θ = π/4 and
consider their intersection. Other direction relations of interest can be defined
similarly.

Goyal and Egenhofer’s model describes a complete partition of the whole
space and defines the cardinal direction relationships more precisely than pre-
vious models (e.g. model based on MBRs). But it is rough when compared to
the morphological method. These relations can be described as a hierarchy. Con-
sidering the regular cardinal directional relations, i.e. N, E, S and W, the mor-
phological model can lead to the same results as Goyal and Egenhofer’s model.
But when the diagonal cardinal directional relations (i.e. NW, NE, SE, SW ) are
examined, Goyal and Egenhofer’s model presents the rough partition and cannot
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Fig. 3. Example of dilation with a ray of θ = π/2 (the part filled with gray color is the
dilated region)

represent detailed information, which can be computed using the morphological
model. For example, we can not differentiate between the cardinal directional
relations of c relative to a and of b relative to a (see Fig. 4) by Goyal and Egen-
hofer’s model, which are all NE, but we can know that the cardinal directional
relation of B relative to A is right NE but it is a little bit NE for C relative to
A when the morphological model is used.

�

�

�

�

Fig. 4. Example for cardinal directional relations from which Goyal and Egenhofer’s
model can not differentiate but the morphological model can

3 Modeling Cardinal Directional Relationships Between
Fuzzy Regions

So far, spatial data modeling implicitly assumes that the extent and hence the
boundary of spatial objects is precisely determined and universally recognized.
This leads exclusively to determinate spatial models. Increasingly, researchers
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are beginning to realize that there are many spatial objects in reality which do
not have sharp boundaries or whose boundaries cannot be precisely determined.
Erig and Schneider [4] has identified two kinds of vagueness or indeterminacy
concerning spatial objects: uncertainty and fuzziness. In this paper, the fuzzy
region is based on a finite-valued (multi-valued) logic, i.e. it is associated to an
n-valued membership function for representing a wide range of belonging of a
point to a fuzzy region, where n > 3.

3.1 Fuzzy Set Theory

Fuzzy set theory [5] is an extension and generalization of Boolean set theory. Let
X denote the set of objects, called the universe of discourse (it is 2-dimensional
space in this paper), and Ã denote a fuzzy subset.

Instead of the characteristic function in classical set theory, which maps an
element to {0,1}, the membership function maps every element to the interval
[0,1], which means the degree to which an element belongs to a fuzzy subset, i.e.
the membership function is defined as follows:

μÃ: X → [0, 1] .

The set Ã = {(x, μÃ(x)
) |x ∈ X} is called a fuzzy set in X. From structured

point of view, a fuzzy region can be described in terms of nested α-level sets.
The [strict]α-cut level region of a fuzzy region Ã is defined by

Aα[A∗
α] = {x ∈ X|μÃ(x) ≥ [>]α ∩ 0 ≤ α ≤ [<]1} .

Clearly, Aα is a crisp region whose boundary is defined by all points with
membership value α. The strict α-cut level region for α=0 is called the support
of Ã, i.e., supp(Ã) = A∗

0. The α-cut level regions of a fuzzy region are nested,
i.e., for membership values 1 = α1 > α2 > · · · > αn > αn+1 = 0, one has
Aα1 ⊆ Aα2 ⊆ · · ·Aαn

⊆ Aαn+1 .
α-cuts give a very convenient way for linking fuzzy concepts and crisp con-

cepts. By using α-cuts, all standard operations of fuzzy sets can be derived from
their crisp counterparts. Alpha-Morphology can be derived by combining mathe-
matical morphology and fuzzy set theory. Based on the proposed morphological
model for cardinal directional relationships between crisp regions and Alpha-
Morphology, we can handle the refinement of cardinal directional relationships
between fuzzy regions.

3.2 Modeling and Refining Cardinal Directional Relationships
Between Fuzzy Regions

In Alpha -Morphology, for two fuzzy sets U and V, the fuzzy dilation of U by
fuzzy structuring element V is defined as [6]:

(U ⊕ V )α = Uα ⊕ Vα . (5)
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This definition is from the field of image processing. The resulting fuzzy set
can be obtained using an aggregation schema. Bloch and Maitre [7] presented a
formula to compute the result image in a comprehensive way as follows:

(U ⊕ V )(x) = sup
y∈X

min[U(x − y), V (y)] . (6)

Koppen et al. [6] proved the two formulae were equal for image processing.
Gader [8] defined fuzzy spatial relations between two crisp images, one of which
was dilated by a fuzzy structuring element (fuzzy ray), using formula (6) in fuzzy
morphology, and showed the experiments were more optimistic than previous
methods. Based on these results, we extend the computational model in [8] to
handle our case, i.e. cardinal directional relations between fuzzy regions.

For simplicity, we consider the structuring elements to be crisp ones, i.e.
ray(r, θ)(θ=0, π/4, π/2, 3π/4, π, -3π/4, -π/2 and -π/4, corresponding to East,
NorthEast, North, NorthWest, West, SouthWest, South and SouthEast, respec-
tively). For a fuzzy region A and a crisp structuring element B, the formula (5)
can be modified as:

(A ⊕ B)α = Aα ⊕ B . (7)

To allow for the computation of the area of a fuzzy region, we adopt the
definition in [9], where the area of a fuzzy region F is defined as the scalar
cardinality of F, i.e.,

Area(F ) =
∑
x∈X

μF (x) . (8)

To aggregate the α-cut level regions and use the aggregated measurements
to determine binary cardinal directional relations between two fuzzy regions, we
adopt the concept of basic probability assignment in [10]. A basic probability
assignment m(Aαi

) can be attached to each α-cut level region Aαi
. m(Aαi

) can
be interpreted as the probability that Aαi

is the “true” representative of A. The
value of m(Aαi

) is defined as follows:

m(Aαi
) = αi − αi+1 , (9)

which satisfies
∑

m(Aαi
) = α1 − αn+1 = 1 − 0 = 1.

Then, the degree to which fuzzy region B̃ is located in the direction θ relative
to fuzzy region Ã can be defined as follows:

μθ

(
Ã, B̃

)
=

(
n∑

i=1

m(Aαi
)
(

Area((Aαi
⊕ ray(r, θ)) ∩ B)

Area(B)

)p
)1/p

, (10)

where i enumerates all the levels α ∈ [0, 1] that represent distinct α-cuts of a
given fuzzy set Ã, p is used to suit the required degree of optimism or pessimism,
and αi > 0.

When compared to the formula (16) in [8], our formula (10) is almost similar
to it, but ours is based on operations on regions instead of points. Our method
is applicable to regions both in continuous space and discrete space, and the
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computational cost is cheap while the fuzziness of both the reference region and
target region is considered. Moreover if A and B are crisp regions and p=1,
the formula is the same as the formula (4), so our model provides a unified
framework for refining cardinal directional relations between regions. When the
structuring element ray(r, θ) is fuzzy like in [8], we can apply formula (6) to the
item Aαi

⊕ ray(r, θ) and the intersection operation in formula (10) becomes a
fuzzy one, which has been discussed in fuzzy set theory.

To enable Goyal and Egenhofer’s model to handle fuzziness, we define the
following formula similar to [13] to compute the degree to which B̃ is in the
direction C relative to Ã:

μC

(
Ã, B̃

)
=

n∑
i=1

m(Aαi
)μC(Aαi

, B) , (11)

where μC(Aαi
, B) denotes the percentage of relation C between B and Aαi

computed by Goyal and Egenhofer’s model, and the area of B is computed using
formula (8), and i enumerates all the levels α ∈ [0, 1] that represent distinct α-
cuts of a given fuzzy set Ã, and αi > 0.

3.3 Computational Problems

In this paper, we regard the reference point set as a region, because the point
set is conceptually unitary. This kind of point set can be represented by its
convex hull. Formally, the convex hull is the smallest convex set containing the
points; Informally, it is a rubber band wrapped around the “outside” points.
For a point set X, we use CH(X) to denote its convex hull. The algorithm for
computing CH(X) has been well studied in computational geometry, and many
fast algorithms have been put forward (for example in [12]). The convex hull
can reserve the main shape of a region and can simplify the computation. So the
formula (10) can be reformulated as

μθ

(
Ã, B̃

)
=

(
n∑

i=1

m(Aαi
)
(

Area ((CH(Aαi
) ⊕ ray(r, θ)) ∩ B)

Area(B)

)p
)1/p

. (12)

To this end, we just need to compute the dilation of the convex hull of the
reference region, which leads to a convex region. When the convex region is
dilated by a ray, the resulting region is still a convex region whose boundary is
the convex hull of the new vertexes resulting from the translating of the original
vertexes along the ray plus the original vertexes. So we just need to compute the
new vertexes and combine them with the original vertexes to form the resulting
region. Obviously the new vertexes are computed from the original vertexes and
some may become the inner point of the new region while others form the new
vertexes of the new region. An original vertex that leads to inner points when
translating along the ray can be decided by checking if the ray going through it
intersects with the original region at any other point. So the computation can
be further simplified by only considering part of the original vertexes.
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We then consider the intersection between two regions, i.e., the intersection
between the dilated reference region and the target region (point set). When the
target region is based on vector model, the intersection of these two regions can
be seen as the intersection of two polygons, which has been investigated widely
in computational geometry. When the target region is based on raster model
(e.g., in our experiment), we only need to consider the points that fall into the
dilated reference region, which is also a well-studied computational geometry
problem.

4 Simulation Experiment

To examine the properties of the presented computational model of cardinal
directional relations between fuzzy regions, we give an example of spatial config-
uration in 2-dimensional discrete space (see Fig. 5), which can be a special case
of 2-dimensional Euclidean space. In this kind of space, a non-trivial boundary
of a point set S is a directed line lα with the direction α such that at least two
point lie in lα and all other points of S lie in the right half-plane of lα. A region
can be defined by the convex closure, which is formed by a set of non-trivial
boundaries. There are three discretized regions A, B and C , which are fuzzy
point sets composed of many points labeled with the degree to which they belong
to regions A, B and C , respectively. The points that have no labels definitely
belong to their regions.
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Fig. 5. An example for evaluating our computational model
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In this example, we use p=1. The cardinal direction relations RNE,
RSE, RSW and RNW denote right northeast, right southeast, right south-
west and right northwest, respectively. We postulate they correspond to θ =
π/4,−π/4,−3π/4 and 3π/4. We first use formula (11) to compute the eight
cardinal directional relations, and then use formula (12) to refine the results
considering RNE, RSE, RSW and RNW. The results of computing the cardi-
nal directional relations between regions A, B and C are listed in table 1. As
expected, the results computed using our model are optimistic and conform to
human perception and the mathematical model can refine the direction relation
to a finer level. For example, the degree to which the fuzzy region C is located
southeast relative to the fuzzy region B is 1, which means that region C is
definitely southeast of region B regardless of their fuzziness, and the degree to
which the fuzzy region C is located rightly southeast of the fuzzy region B is
0.19, which means that the possibility of region C being right southeast of B
is small. It can also be seen that our model measures the cardinal directional
relationships quantitatively by taking into account of the fuzziness of regions.

Table 1. Computation results using our model for Fig. 5

�������μθ(X, Y )
θ

N NE/RNE E SE/RSE S SW/RSW W NW/RNW

μθ(A, B) 0.22 0.98/0.40 0 0 0 0 0 0
μθ(A, C) 0 0.30/0 0.70 0 0 0 0 0
μθ(B, A) 0 0 0 0 0.02 0.98/0.48 0 0
μθ(B, C) 0 0 0 1/0.19 0 0 0 0
μθ(C, B) 0 0 0 0 0 0 0 1/0.18
μθ(C, A) 0 0 0 0 0 0.54/0 0.43 0.03/0

5 Conclusions

Computational models for computing and refining cardinal directional relation
between fuzzy regions have been put forward and their usefulness is shown by the
results in the experiment. We show that the two models are also compatible with
the crisp ones. The morphological model can be a refinement of the conventional
model to distinguish more detailed information and avoid some anomalies. The
two models are very useful in modeling knowledge in GIS, content-based image
retrieval system and computer vision, etc. The application of this technique to
one of these systems is the ongoing research.
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Abstract. A major issue in Pervasive Computing in order to design and im-
plement context–aware applications is to correlate information provided by dis-
tributed devices to furnish a more comprehensive view of the context they habit.
Such a correlation activity requires considering a spatial model of this environ-
ment, even if the kind of information processed is not only of spatial nature. This
paper focuses on the notions of place and conceptual spatial relation to present
a commonsense formal model of space supporting reasoning about meaningful
correlation. The model consists of a relational structure that can be viewed as
the semantic specification for a hybrid logic language, whose formulas represent
contextual information and whose satisfiability procedures enhance reasoning,
allowing the local perspective typical of many approach to context–awareness.

1 Introduction

Ubiquitous computing can be viewed as a paradigm concerned with a new way of con-
ceiving the interaction among humans (users) and computational devices. Mobile de-
vices, sensors and integrated environments depict a scenario in which users will interact
with embedded devices, dynamically connected with each other and almost disappear-
ing in the environment.

Thanks to the improvement and growing availability of information acquisition
and delivery technologies (sensors, personal devices, wi-fi, and so on) computational
power can be embedded almost in every object populating the environment. Neverthe-
less, technological evolution is not combined with an equally rapid evolution of the
conceptualization necessary to understand and govern the new situation [1]. The term
context–aware has been introduced to represent new challenges and possibilities, but it
is usually interpreted in technological terms, mainly, of physical localization and avail-
able resources (e.g. network connectivity).

Context can be defined by a set of different and heterogeneous information con-
cerning the device properties (configuration, settings, status, and so on), the presence of
other devices, their features, their position and function in the environment, and other
abstract and physical information about the environment itself (predefined or acquired).
Perceiving, representing and manipulating contextual information is necessary to per-
form high-level tasks that devices need to carry out in order to behave as much au-
tonomously as possible according to the basic idea of pervasive computing paradigm.
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Sensors and devices are located in the environment and computation performed locally
by them makes use of information that is related to space and physical environment
in different ways: location and other spatial information are, thus, a primary aspect of
every model of context, at least as far as a pervasive computing scenario is consid-
ered.

Different technological tools, specific devices and techniques, provide the capabil-
ity to acquire meaningful information about both localization of devices in an environ-
ment and relevant features of the environment itself (sensors). Many problems are still
open, ranging from basic technical issues (e.g. localization technologies) to protocols
and software level issues (e.g. self-configuration of wireless devices), and to high level
conceptual considerations (e.g. models of contexts). In fact, a first issue in context–
awareness concerns the dynamic “perception” of context (such as localization, commu-
nication, collection of data from the environment, and so on); nevertheless, once those
information have been acquired, a further challenging problem concern the exploitation
of this information.

This exploitation primarily concerns representational issues, according to a formal
model of the spatial environment, and the definition of suitable inferential capabilities.
In fact, devices localization and context dependent information provided by those de-
vices should be integrated with domain theories specifying knowledge about what can
be done with the available information, that is, how this information can be processed
according to the system’s goal. In particular, from a logical point of view, this process-
ing is a meaningful correlation of information provided by devices (that can be a result
of local interpretation of raw data, as shown in [2]). A meaningful correlation of hetero-
geneous data collected from different networked sources consists in exploiting relations
among data in order to provide a more comprehensive and informative view on the set
of significant properties characterizing the environment.

This correlation task can be achieved by endowing the devices with the suitable
inferential power; nevertheless, a preliminary step in order to enable such inferential
capabilities is to define a model of context allowing to integrate an explicit representa-
tion of the environment with information provided by devices (including their position).
According to [3], in order to be enough descriptive, modeling of context information
needs to be general, semantically rich and formal.

From this perspective, meaningful correlation can be viewed as a form of common-
sense spatial reasoning, where reasoning is grounded on the topology emerging from
spatial disposition of the different information sources. Commonsense spatial reasoning
presents some specific capabilities, that is, not only to reason about properties of space,
but also to exploit spatial information in order to support activities related to various
other types of task.

The aim of this paper is to present a logical approach to correlation of information
coming from networked devices distributed in the environment: the topological model
arising from the devices network can be viewed as a relational structure and, thus, as
semantics specification for a hybrid modal language, and reasoning tasks are carried
out by means of domain dependent axioms.

In the following section the commonsense spatial concepts of place and conceptual
spatial relation are introduced as the basis of Commonsense Spatial Models, while the
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formal model is described in Section III. In Section IV it is shown how the defined
model can be exploited as kripkean-like semantics for a specific logical language, that
is a Multi-Modal Hybrid Language. Concluding remarks end the paper.

2 Basic Concepts: Places and Conceptual Spatial Relations

The literature about space modeling, supporting computational frameworks to be
adopted in order to develop reasoning capabilities, is wide and distributed in several
areas of Artificial Intelligence such as Automated Vision, Robotics, Knowledge Rep-
resentation, and so on. Within a rough classification two main classes of approaches
can be distinguished: a first one tends to justify commonsense spatial inference with
mathematical models such as Euclidean geometry, trigonometry, differential equations
systems and so on [4]; in the second one different topological approaches can be con-
sidered, ranging from point set and algebraic topology, with the choice of different
kinds of primitive entities and relationships (e.g. RCC calculus [5], modal logics [6]),
to topological route maps (see [7, 8], and [9]).

Within the second conceptual framework, correlation as commonsense spatial rea-
soning can be supported by defining a formal model of space that exploits the ba-
sic notions of place and conceptual spatial relation. Spatial disposition of informa-
tion sources distributed in the environment (e.g. close circuit cameras, smart home
or complex industrial plant sensor networks) can be mapped into a set of relations
among interesting places (i.e. a topology) and high-level reasoning beyond low-level
sensors’ capabilities can be carried out by reasoning about properties holding at differ-
ent places.

Suppose to have a sensor platform installed in a building in order to monitor a signif-
icant portion of it (and, eventually, to take suitable control actions). Sensors distributed
in the environment return values that can be interpreted in order to provide local de-
scriptions, possibly generating alerts or alarms, of what is happening in the range of
each sensor. Architectural issues are out of the scope of this paper, but in [2] the ad-
vantages of distinguishing the detection, local interpretation and correlation levels have
been widely discussed, and a four-leveled architecture, which had been fruitfully ex-
ploited in the traffic monitoring domain [10], has been presented.

An example of such an environment, e.g. an apartment, is given in Figure 1. Here,
different types of sensors are located into separated rooms: in the corridor, for example,
there can be a camera, a smoke/fire detector and a broken-glass sensor. Sensors and
rooms are related together by means of orientation relations, such as “to be at north
of ”; rooms are linked together by means of proximity relations; and, finally, rooms and
sensors are linked together by means of containment relations. In the example proximity
between rooms has been defined taking into account “direct access”, but the proximity
relation can be interpreted differently as well (e.g. as the relation between adjoining
rooms). Here sensors and rooms and their reciprocal relations define a commonsense
model of space of the monitored area.

A commonsense model of space supporting reasoning about the environment
emerges therefore as a topology whose nodes are identified by interesting places and
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Fig. 1. The emergence of a commonsense spatial model in the context of a monitored apartment.
On the left a 3D model of the apartment and a cross-section of its corridor are presented. In
the right side, the generation of the corresponding spatial model is represented: the nodes are the
interesting places (rooms and sensors), while proximity and containment relations are represented
by dashed and unbroken lines respectively. Orientation relations can be guessed but have been
omitted for sake of clarity

whose relations are conceptual spatial relations (CSR) arising from an abstraction of
the spatial disposition of these places. A place is a conceptual entity completely identi-
fied by an aggregation of attributes/properties of different kind; examples are the type
of place (e.g. a place can be a sensor or a room), its internal status properties (e.g.
“is faulty”), its functional role (e.g. a kitchen or a living room), and so on.

Observe that a CSR is grounded on physical space but not “founded” on it: no neces-
sary relationship among CSRs and any objective physical representation of space needs
to be assumed as primitive. Nevertheless, theoretical considerations about the episte-
mological relevance of this notion of “emergent topology” based on these two basic
concepts concerns controversial philosophical issues, which would deserve a deeper
analysis that goes beyond the aims of this paper.

Once a topological model has been defined, properties holding at different places
can be correlated together to provide a more comprehensive understanding of the
environment (e.g. neither a broken glass nor a person detected by the camera are per
se a proof of intrusion, but those two facts considered together may lead to infer
that a stranger is entered into the house passing through the window and walking
in the corridor). Observe that a fundamental characteristic of a commonsense model
of space is finiteness, that is, the number of places is always limited; this issue is
significant for computability and tractability but is also sound with the fact that,
when considering a specific situation, any reasoner necessarily selects a limited
portion of the context. As it will be stressed out in the conclusions, this work does
not deal with dynamical aspects of the environment yet: the interesting places may
change in time; nonetheless, this problem is related to the places selection process
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and concerns how the model forms and changes, but it does not hinder the model
finiteness.

3 CSM , A Model for Commonsense Spatial Reasoning

From a representational perspective the conceptual framework introduced naturally re-
calls the definition of a relational structure, whose nodes are places and relations are
CSRs. A relational structure is a non-empty set on which a number of relations have
been defined; they are widespread in mathematics, computer science and linguistics. In
particular, according to the epistemological framework specified in the previous sec-
tion, only finite structures are considered and this is a fundamental characteristic with
respect to the computational tractability problem as mentioned in the previous section.
A general commonsense spatial model is thus defined as follows:

Definition 1. A commonsense spatial model CSM = 〈P,Rσ〉 is a relational structure,
where P = {p1, ..., pi} is a finite set of places, and Rσ = {R1, ..., Rn} is a finite non-
empty set of binary conceptual spatial relations, labeled by means of a set of labels
N .

Finiteness and cardinality of P (the domain must contain at least two places) are
minimal requirements to have a well-founded commonsense model of space according
to the observation reported at the end of the previous section. An edge labeled multi-
graph(a graph with admitted multiple edges between nodes as in [11]), whose nodes
and labeled edges are respectively places and CSRs, is a powerful instance of a CSM .

A place can be anything that satisfies the informal definition of the previous section.
As for Rσ , although Rσ can be any arbitrary set of binary CSRs, some classes of re-
lations significant for a wide reasoning domain will be characterized in the following
paragraphs. As far as a commonsense model of space is concerned, it is not possible
(nor useful) to identify a minimal set of primitives relations (as for RCC). In fact, this
approach is not aimed at providing a mathematical model of space, but rather to de-
fine the basic elements for the specification of axioms defining relevant properties of
specific environments.

Nevertheless, there are some significant classes of relations that provide a model
enough powerful but still general. In particular, a place can be “oriented by” the pres-
ence of an other (distinct) place, a place can be “contained in” or can be “proximal
to” an other place. Although many different relations can fit here, according to dif-
ferent application domains, it seems natural to identify in Orientation, Containment,
and Proximity, the archetypes of any form of commonsense spatial arrangement among
entities.

Orientation. First of all, we need some relations to ensure orientation in space: as-
suming reference points is a rudimentary but fundamental way to start orienting into
space. Assuming points of reference consists in ordering entities with respect to these
particular points. Since many different sources of orientation can be found (stars, mag-
netic fields, a subjective set of mnemonic sites, and so on), a further step is to choose
good reference entities and this can be achieved by means of the traditional four car-
dinal points: North, East, South, West. The latter suggests the definition of a set of
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orientation relations RN , RE , RS , and RW among places (observe that, from a formal
perspective, only two of these relation symbols need to be taken as primitive).

Thus, two relations RN ⊆ P × P and RE ⊆ P × P are introduced and inter-
preted in the following way. Let p and q be two places, the relation RN (p, q) holds
iff p is at north of q (RE(p, q) is defined analogously). Orientation relations are both
strict partial orders on the set of places that is, they are irreflexive, asymmetric and
transitive relations; the order is “partial” because two places might be incomparable.
Moreover, both relations have a superior and an inferior that coincide respectively with
North and South, and with East and West. The relations RS and RW are defined as the
inverse respectively of RN and RE . Other non-primitive relations such as at north-east
of (RNE), at north-west of (RNO), and so on, can be defined by means of usual set
theoretic operators from the previous ones, e.g. RNE = RN ∩ RE .

It is important to observe that, for what concerns orientation, the notion of order
among entities is more fundamental than the contingent choice of particular reference
points in order to enable that ordering. The choice of cardinal points seems quite intu-
itive, but, if different perspectives are needed, reference points can be easily changed
or added preserving the basic structure (a lattice with superior and inferior) and the
relations’ properties (irreflexivity, asymmetry, transitivity). For instance, higher/lower
relations can be represented by orientation relations with suitable entities as superior
and inferior of the lattice.

Containment. Since places are arbitrary entities, possibly with different shapes, di-
mensions and nature (e.g. a room and a printer can both be places), a physical inclusion
relation RIN ⊆ P × P is needed in order to relate different types of places: an object
may be in a room that may be in a building (where the object, the room and the build-
ing are interesting place of the same topology). The relation RIN (p, q) is interpreted as
stating that the place q is contained in the place p ; RIN is a typical mereological rela-
tion: it is a partial order, and, more precisely, a reflexive, antisymmetric and transitive
relation. Here, the stronger antisymmetry (i.e. ∀p, q(RIN (p, q)∧RIN (q, p) → p = q))
holds because this can be exploited to infer identity between two places for which is
said that one is in another and vice versa.

Proximity. Another basic relation useful to characterize space concerns the possibility
of accessing one place from another (in both physical and metaphorical sense). Two
places are said to be proximal if it is possible to go from one to the other without
passing through another place: a proximity relation RP ⊆ P × P is then introduced,
whose meaning is that the place q is directly reachable from place p. This relation can be
modeled as an adjacency relation since is irreflexive and symmetric. However, different
criteria of reachability can be adopted to define an adjacency proximity relation. In a
network of radio transmitter/receiver devices proximity is a very different notion from
the one adopted in crowding dynamic analysis or in molecular morphogenesis.

Therefore, according to the above observations about orientation, containment, and
proximity relations, it is possible to define an elementary Conceptual Spatial Model
CSMe as a CSM where, at least {North, South, East, West} ∈ P (the upper and
lower bounds of the orientation relations), and Rσ = {RN , RE , RIN , RP }.
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4 Reasoning into Space: A Hybrid Logic Approach

Since the commonsense spatial model just introduced is a relational structure, it can be
naturally viewed as the semantic specification for a modal logical language. According
to a well known modal logic tradition, which relates to Kripke “possible worlds” se-
mantics, classes of relational structures (such as CSMs) can be considered as “frames”,
structures whose relations define the meaning of specific sets of modal operators.

Therefore, modal languages turn out to be very useful as far as reasoning about
relational structures is concerned, and have been exploited for temporal and spatial
logics, for logic of necessity and possibility and many others (see [12]). Nevertheless,
recent studies in Modal Logic lead to further improve its expressiveness and power
according to issues coming mainly from research in the Knowledge Representation
area. One of the most notable results has been the development of Hybrid Logic. Hybrid
languages are modal languages that allow to express (in the language itself) sentences
about satisfiability of formulas, that is to assert that a certain formula is satisfiable at a
certain world (i.e. at a certain place in our framework). In other words, its syntactic side
is a formidable tool to reason about what is going on at a particular place and to reason
about place equality (i.e. reasoning tasks that are not provided by basic modal logic).

The definition of a hybrid logic for commonsense spatial reasoning according to
the presented CSM requires the assumption of a specific sort of atomic formulas (i.e.
“nominals”) to refer to the interesting selected places. As usual, each place-nominal is
true at exactly one place of the CSM and the introduction of the so-called “satisfaction
operators” @i provides the capabilities of reasoning globally on the universe of places.
Given a model W = 〈CSM, V 〉, where CSM is the frame and V is an hybrid valu-
ation, the true condition for a formula @iφ (where φ can be any arbitrary formula), is
given as follows:

W,w |= @iφ if and only if W,w′ |= φ,

where the place w′ is the denotation of i, i.e. V (i) = w′. A complete set of symbols
for modal operators is then given according to the classification of the basics conceptual
spatial relations introduced above. Thus, with respect to the CSMe, the operators ♦N ,
♦E , ♦S , ♦W , ♦IN , and ♦P are introduced; their groundedness in the CSM is guaran-
teed by the fact that their accessibility relations are defined, respectively, by the CSM ’s
relations RN , RE , RIN , and RP (the semantics of ♦S , ♦W is defined over the inverse
of the RN and RE relations).

According to the aims of the modeled correlation task, a domain dependent set of
properties can be chosen and represented in the formal language by means of a suitable
set of symbols for propositional letters (e.g. the information “there is a man”, coming
from a local data processing, can be represented with a proposition “is man”, true or
false at some place of the model).

The combination of the multimodal and hybrid expressiveness provides a powerful
logical reasoning tool to shift perspective on a specific place by means of a @i operator,
which allows checking properties holding over there; for instance, with respect to Fig-
ure 1, when a system devoted to intrusion detection need to query if “a glass is broken”
at the place corresponding to the broken-glass sensor, the satisfiability of the formula
@window sensorbroken glass must be checked. Moreover, exploiting this operator, it
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is possible to define local and internal access methods to explore the spatial model ac-
cording to the other defined operators - e.g. checking the satisfiability of the formula
@kitchen♦W ♦INsmoke formally represents the verification, for the system, that “in”
some room “at west of” the kitchen some “smoke” has been detected.

Hybrid Modal logic is particularly useful to model reasoning about correlation in
pervasive computing environments and, especially, when correlation is exploited for
context–awareness, thanks to the double perspective over reasoning that this logic in-
troduces, that is, both local and global.

In modal logic, in fact, reasoning and deduction start always from a given point of
the model, i.e. from what is taken as the “current world”. In terms of the interpretation
of worlds as places, this means that reasoning is performed by a local perspective, and
precisely, from the place in the environment taken as the current one. Since, according
to the presented model, devices are places, each device can reason about context from
its local perspective but exploiting a shared model of the environment. Taken a device,
checking the satisfiability of the formula ♦P (sensor ∧ broken glass) from this cur-
rent place means to query if a broken glass has been detected by a sensor adjacent to
the current one (an adjacent place on which sensor and broken glass are true). On the
other hand, hybrid modal logic, still preserving the same local attitude to reasoning of
classic modal logic, allows global queries such as @window sensorbroken glass. This,
in fact means, that whatever is the device on which reasoning is performed, the query
regard a specific place/device, that is, the window sensor.

This double approach to knowledge representation and reasoning typical of hybrid
logic (which has been well described in [13]) allows correlation to be modeled as
performed both by a central processing unit that reason globally and by single devices
locally: this is consistent with different technological approaches to context–awareness,
from more centered–based approaches such as blackboard approaches, to approaches
stressing more the autonomy of devices, such as multi-agent based approaches.

5 Concluding Rema ks

In this paper we presented a commonsense spatial model of space supporting correla-
tion of information coming from distributed sources, which does not assume a strong
mathematical ontology, but focuses on the commonsense concepts of place and spatial
conceptual relation.

We have shown that the proposed model can suitably provide a formal semantics
for a hybrid modal language, whereas the axiomatization and the definition of a com-
plete calculus is object of current work. It is easy to observe that a CSM is not a closed
model, in the sense that, although some basic conceptual spatial relations have been
formally characterized, the definition of new arbitrary relations is left open, still pre-
serving the basic model definition (def. 1). A similar modal approach to correlation as
commonsense spatial reasoning has been already applied to design and implement the
Alarm Correlation Module of SAMOT, a monitoring and control system mainly de-
voted to traffic anomalies detection (as shown in [14]). In this system the representation
of space is mono-dimensional, but correlation is performed along both space and time
dimensions.

r
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Actually, there are many domains in which time dimension is crucial and a very
interesting problem for further formal and theoretical work is how to consider time
and dynamism integrated with CSM . On one hand, in fact, considering the dynami-
cal evolution of a system, correlation may need to relate facts true at different places
at different time (properties holding over a place change in time). On the other hand,
in domains characterized by the presence of wireless technologies, interesting places,
properties holding over them and the relations’ extension may change, since new inter-
esting places can be discovered (e.g a mobile object is identified as a place) and known
places can move.
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Abstract. This paper outlines work in progress related to the construction of a 
system which is able to deliver information in a contextually sensitive manner 
within a pervasive computing environment, through the use of semantic and 
knowledge technologies. Our approach involves modelling of task and domain 
as well as location and device. We discuss ideas and steps already taken in 
the development of prototype components, and outline our future work in this 
area. 

1    Introduction 

The pervasive computing vision leads us to believe that future working environments 
may well feature a wide range of interconnected portable and/or personal devices, in 
conjunction with static displays populating the surroundings. While this infiltration of 
technology into everyday life is aimed at improving access to information, communi-
cation, and the ease of work, there is a danger that users may become inundated with 
data or distracted from the task at hand to such an extent that productivity begins to 
suffer. 

The authors propose that by enabling a system to understand and reason about the 
activities of the occupants of such an environment, then that environment can be sig-
nificantly more supportive of those working within it. Given the correct knowledge 
relating to both the general environment and the current situation, a contextually 
aware system may provide access to resources required for undertaking a given task, 
and offer interesting or related information, while at the same time removing un-
wanted or inappropriate data or distractions until such a time that they are more suit-
able. 

In our earlier paper [11], we outlined the notion of a contextually aware environ-
ment which aims to present the right information to the right users, at the right time 
and in the right place. In order to achieve this, the system must clearly have a suffi-
cient understanding of its environment, the people and devices that exist within it, 
their interests and capabilities, and the tasks and activities that are being undertaken. 
That is to say, the system must be able to identify where, and under what context each 
person is engaged with their current task. 
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2    Contextual Modelling 

As we have discussed, central to any contextually aware system is the need to repre-
sent and collect a wealth of information such as current activities, skills, interests, 
personal preferences, privacy requirements and the relationships between people. 
However, the authors believe that attempting to create a generic notion of context 
would be a hugely complex and difficult task, and would probably be of little use as it 
is likely that it would not afford the levels of detail required by an implemented sys-
tem. Instead, we put forward the case that the creation of generic systems or frame-
works, which can be specialised for use within a given domain, would be more ap-
propriate in the majority of cases. 

2.1   Location Modelling 

One area identified as a key component for the representation and understanding of 
activities within a general working environment is that of location. We must have 
good knowledge of where people and devices are, though not necessarily in a spatial 
representation as it is more important to comprehend semantic information regarding 
locations, such as the type and/or purpose of different areas or spaces, their relative 
proximity and positioning, facilities offered, or activities usually undertaken in that 
area. We have created a location ontology [8] which permits these kinds of relation-
ships to be described, and can be used as a basis for combining sensed location data 
and inferring additional facts about the environment, as discussed in [11]. 

2.2   Task Modelling 

Another important area is representing what people are doing at any particular time. 
We propose a task-oriented model, as most working days can be conceptualised as a 
sequence of different tasks, such as a project meeting, document review, teleconfer-
ence, patient consultation, or student supervision. Each of these tasks may have a 
variety of important properties, ranging from the date/time/location, to meaningful 
relationships between people and/or resources that feature in or are required for a 
particular task. 

In addition, many tasks are repetitive or recurring, such as project meetings, pre-
paring accounts, or performing routine maintenance. Each instance of these types of 
event is likely to be very similar, exhibiting many of the same properties. In recogni-
tion of this, each instance of a task or event may be identified as complying with one 
or more hierarchical templates, implying that common properties, features and/or 
resources are required in a similar fashion to implementing an interface in an object 
oriented programming language. High level templates may provide the basis for a 
hierarchy of more specialised instances of those tasks, defined specifically for the 
domain in which they are applicable. They may additionally include data such as the 
location, persons attending, topics of interest, importance and/or ‘interruptability’ 
relating to a particular instance of an event or class of events.  



  191 

 

2.3   Domain Modelling 

For any given system deployment, it is likely that an additional array of information, 
concepts and relationships will be essential for representing domain or background 
knowledge. This data can only properly be represented in detail by domain specific 
ontologies, utilised within the more general notions of location and task. In our proto-
type work, which focuses on the academic domain, these properties are ontologically 
represented by the AKT Reference Ontology [1] and extensions thereof. 

2.4   Device Modelling 

Finally, to facilitate the display of information in situ to a person’s location, a contex-
tually aware system must also be able to comprehend what display resources are 
available, their capabilities, and location. To achieve this, a device ontology [4] has 
been created which permits a particular set of features relating to a computer interface 
to be described. These focus mainly on the input/output and user-interaction capabili-
ties of the device, rather than the typical system hierarchy approach of describing 
processor, disk, and memory specifications, although the ontology could easily be 
extended (or others incorporated) if these details were thought necessary at a later 
date. 

Properties are defined to express the visual output resources in some detail, includ-
ing accepted content types and the dimensions, resolution, type of the display, avail-
able screen layouts, and current status. Given these properties, it should be possible 
for services wishing to present information to locate suitable display resources, taking 
into account the intended recipient(s) and the format/sensitivity of the data. In addi-
tion, provision is made for representing relationships between devices and their users,  

Existing work in this area, such as Composite Compatibilities/Preference Profiles 
[3], has generally looked at techniques for adapting content for a particular display 
based around the inclusion, exclusion, or modification of various components within a 
document, given a minimalist representation of available screen resources. While 
such capabilities may be useful for repurposing content across many different types of 
device, the content must be generated with such intentions in mind. In addition, repre-
sentation of display resources is not sufficient to satisfy the requirements discussed 
above. 

3    Acquisition of Contextual Data 

In addition to having the capability of modelling the events and activities within a 
pervasive environment, we must be able to obtain data in near real-time to populate 
these models for a system to have any chance of success. 

Sensing the location of people and devices within a building is non-trivial. Coordi-
nate position technologies range from GPS, offering relatively low accuracy over a 
very large (outdoor) area, to small scale localised systems offering much higher reso-
lution. Conversely, there are many off-the-shelf systems that can be used to sense the 
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presence of a tag, fob or card in close proximity to a specific receiver unit at a fixed-
point location.  

The different forms of physical location technology offer presence detection with a 
variety of different accuracies, reliabilities, and ranges in which those observations 
can be made. A location system is likely therefore to have to take into account data 
from a number of different information sources, potentially including both spatial 
(coordinate) and symbolic point information. Combining these two fundamentally 
different types of system is non-trivial and is an important research topic. [7] 

For applications and services to operate efficiently within a pervasive environment, 
some form of middleware is required to monitor these potential sources of location 
information, and present that data through an integrated interface. To achieve this, it 
is proposed that the location ontology is used in conjunction with a real-time OWL 
inference engine, permitting location assertions to be instantiated and retracted as and 
when appropriate sensor data is received. The capabilities offered by the ontology and 
OWL engine permit data from various sources to be easily combined, and further 
facts inferred. 

Determining contextual information relating to people within an environment is 
also a non-trivial task. Many indicators offer snippets of information, and knowledge 
of the environment may permit other inferences to be made. 

For example, let us consider the determination of which activity in a schedule the 
user is currently undertaking. Clearly the time of day is a strong indicator of when we 
can anticipate an activity to have started. However schedules often slip, and we can 
achieve a more thorough assertion by additionally considering the location of indi-
viduals due to participate in an event, as we know, for example, that a meeting be-
tween two people cannot have commenced if they are not co-located (either physi-
cally or by some virtual means). 

Other indicators may be inferred from monitoring computing devices, such as as-
certaining an idle state and/or availability of the user through observing screensavers 
or instant messaging clients. 

4    Prototype System 

A prototype system is being developed, with the aim of being capable of delivering 
messages to users within an academic environment in a contextually-sensitive man-
ner. 

As described in [11], we have already constructed some components which will be 
useful in achieving our goals. We have developed a combined RDF repository and 
OWL inference engine, ‘OwlSrv’, which is capable of executing custom inference 
rules and handling near real-time updates. This plays a central role, providing all of 
the data storage, query and inferential capabilities required. OwlSrv consists of a 
Jena-based [10] dynamic repository and inference engine, operating on a number of 
OWL ontologies together with the set of custom rules, and it presents a similar inter-
face and function as the 3Store [6] system with which we have worked previously. 
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Our earlier demonstrator application consists of a client program designed to assist 
academics by presenting their schedule and information relevant to their current task, 
automatically determined based on custom inference rules running over data held in 
OwlSrv. It offers a strong indication of when users switch task context. 

Our prototype system focuses only on delivering messages to users, as opposed to 
additionally presenting documents and resources, as issues surrounding real-time 
event generation are more interesting, and our previous application covers the latter 
areas reasonably well. 

The conceptual architecture of our prototype is shown below in Fig. 1 below. 

 

Fig. 1. Conceptual Architecture of the Contextually Aware Message Delivery System 

4.1   Message Injection 

To enable messages to be easily fired into the system, email has been chosen as the 
source message format. A daemon process monitors a specified IMAP inbox for the 
user, asserting RDF representations of each message received in the OwlSrv reposi-
tory. Upon arrival of a new message, a ‘contextual analyser’ is invoked to prepare 
information concerning persons related to the message. 

4.2   Analysis of Message 

Many pieces of information within the data repository can be used to build up the 
contextual picture for a given domain. To assist in this task the contextual analyser 
has been created, which permits domain specific queries to be executed, with each 
result contributing to a metric or weighting for a number of different concepts relating 
two entities. For example, this tool can be used to give a value indicating whether two 
individuals are of a personal or professional acquaintance, or to give a notion of supe-
riority based on line management or academic status. Given appropriate understand-
ing of the domain in which a contextual message delivery system is deployed, suitable 
queries should be definable to identify the important factors which make up the con-
textual picture of that particular domain. 
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In the prototype system, the contextual analyser is realised through a process 
which, on request, executes a number of RDQL queries read from a configuration file 
in order to identify specific relationships within domain repositories relating to a 
sender-recipient pair. The queries are arranged and weighted to calculate a number of 
metrics relevant to the domain, with each successful query result contributing a deci-
mal increment to one or more of these metrics. The weighting of each query result for 
a given metric is also specified in the configuration file, hence realising the different 
levels of relevance a single query may have on different metrics. 

The result of any individual RDQL query is a bag of variable/value bindings, to 
which we have permitted the application of simple set operations. Set union can be 
used to (somewhat crudely) merge results from multiple repositories, and set subtrac-
tion enhances the expressiveness of our metric calculations by chaining together 
RDQL queries in the form of ‘find people who have relationships prescribed by query 
x, but which do not match properties given by query y’ (or even query z, etc). 

In contrast the majority, if not all, of these queries could be performed by the OWL 
reasoner, and perhaps with some minor extensions it could also be able to perform the 
weighting summation operations. However, this approach is less favourable than the 
on-demand queries, as performing the analysis arbitrarily in the reasoner for all possi-
ble person–person pairings will cause a vast overhead, which is likely to be incom-
putable or lead to very unsatisfactory performance. Performance reasons also lead us 
to store the result of the analyses once calculated, for further reuse if required again at 
a later stage. 

Other systems which analyse large data sets in order to extract underlying relation-
ships, such as that of Community of Practise analysis [2], often use a search or ‘grow-
ing’ algorithm which starts from a given node and follows links between nodes propa-
gating weightings as they do so. While these methods can be used to provide good 
indication of relationships of an individual within in a community, it does not 
guarantee us the analysis of the relationships between a pair of individuals. This kind 
of analysis may play a part as a background low-priority task, quietly performing 
analysis in case it is one day required, although it should be noted that by relaxing the 
constraint of either the sender or recipient in our query/metric system, a very similar 
function could be performed. 

4.3   Delivery of Message 

Having performed the analysis to generate metrics classifying important relationships 
between the sender and recipient(s) of a message, and other information within the 
repository, the ‘delivery controller’ then makes an assessment by applying further 
domain-specific rules as to whether it is appropriate in the current context to deliver 
that message. These rules may consider factors such as the type of activity currently 
being undertaken, properties expressed directly in the message, e.g. ‘personal’ or 
‘urgent’, or a manual indication from users indicating their availability or willingness 
to be disturbed, in conjunction with the domain metrics just calculated. 

For example, in the academic domain, one factor we may look to is the relative su-
periority of the sender and recipient, such that when the recipient is engaged in activi-
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ties deemed to be of a certain importance, only urgent interruptions from their superi-
ors or line managers are permitted. In the case of where the recipient is co-located 
with other persons, for example in a meeting, we should perhaps consider the rela-
tionship between the sender and meeting participants as a whole. Again, a thorough 
understanding of the environment into which the contextually aware system is to be 
deployed is essential for the creation of these rule sets. 

The location and execution process of these rules is yet to be determined. They are 
likely to reside as part of the custom rule set loaded into the OWL reasoner, acting 
when data relating to a message is asserted, and information relating to its sender and 
recipient(s) is available. The rules needed to model the required delivery behaviour 
may be numerous and complex, though the data over which they are applicable is 
likely to be small, and each rule will seldom be fired. However, experimentation may 
indicate that an external ‘on-demand’ processing cycle acting in a similar fashion to 
the contextual analyser may be required on grounds of performance. 

 If a message is deemed suitable or relevant for delivery given the current contex-
tual representation, the next stage of analysis for the delivery controller is to deter-
mine if that message can actually be delivered to the recipient in an appropriate man-
ner. Using the descriptions of devices within our pervasive environment, as described 
earlier, suitable device(s) may be notified to display the message. This selection must 
consider which devices are currently being used by, or are in proximity to the recipi-
ent, the type and format of the message, its urgency, and whether or not the message 
is of a personal nature. Similar implementation issues arise here as seen with the de-
termination of whether a message is suitable for delivery. 

Messages received but deemed to be inappropriate for delivery in the current con-
text, or those which are unable to be delivered suitably, shall remain queued indefi-
nitely until such a time that their delivery is both appropriate and achievable.  

5    Future Work 

The delivery controller is the next component to be implemented, and a number of 
architectural options present themselves. It may be possible to integrate the required 
functionality tightly into OwlSrv, utilising custom hooks into the inference engine to 
perform more complex tasks as rules are fired. However, building monolithic applica-
tions often leads to poorly adaptable or extendable systems, hence encapsulating the 
required functionality in an external service or application seems a more logical solu-
tion.  

Coordination of data and instructions between the display controller, OwlSrv and 
display devices may be achieved through a number of mechanisms, including pub-
lish/subscribe message space models such as Elvin [13] or EQUIP (a platform devel-
oped for the Equator project), through the existing HTTP query and update interfaces 
to OwlSrv, or through Web Service models. 

Several of the components of the prototype system use custom data formats, which 
do not tend towards interoperability. However, ongoing work of particular interest in 
the field of standardisation includes the SPARQL query language [12] for accessing 
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RDF repositories, and the Semantic Web Rules Language (SWRL) [14]. The use of 
both of these standards, once released, could greatly enhance the potential for the 
reuse of the inherent domain knowledge and behaviours built into a specific contextu-
ally aware system. 

As a step towards a fully distributed implementation of our system, we adopt a ser-
vice-oriented view. Descriptions will then be needed not only for the devices but also 
for publishing and discovering the services. For this we can turn to Semantic Web 
Services approaches such as the OWL Web Ontology Language for Services 
(OWL-S) [9], which is an OWL-based Web service ontology designed to facilitate 
fuller automation of Web service tasks, such as Web service discovery, execution, 
composition and interoperation. 

6    Conclusions 

In this paper we have discussed the novel application of semantic technologies to 
pervasive computing scenarios in order to enable the development of contextually 
aware environments. Our notion of context pays particular attention to modelling the 
user’s task, and we believe this to be an essential view, to be coupled with a systems 
perspective on context [5]. Our ideas and work to date on the construction of a proto-
type application have been presented.  
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Abstract. There is increasing interest in location-aware systems and applica-
tions. It is important for any designer of such systems and applications to un-
derstand the nature of user and device mobility. Furthermore, an understanding
of the effect of user mobility on access points (APs) is also important for de-
signing, deploying, and managing wireless networks. Although various studies
of wireless networks have provided insights into different network environments
and user groups, it is often hard to apply these findings to other situations, or to
derive useful abstract models.

In this paper, we present a general methodology for extracting mobility infor-
mation from wireless network traces, and for classifying mobile users and APs.
We used the Fourier transform to convert time-dependent location information to
the frequency domain, then chose the two strongest periods and used them as pa-
rameters to a classification system based on Bayesian theory. To classify mobile
users, we computed diameter (the maximum distance between any two APs vis-
ited by a user during a fixed time period) and observed how this quantity changes
or repeats over time. We found that user mobility had a strong period of one day,
but there was also a large group of users that had either a much smaller or much
bigger primary period. Both primary and secondary periods had important roles in
determining classes of mobile users. Users with one day as their primary period
and a smaller secondary period were most prevalent; we expect that they were
mostly students taking regular classes. To classify APs, we counted the number
of users visited each AP. The primary period did not play a critical role because
it was equal to one day for most of the APs; the secondary period was the de-
termining parameter. APs with one day as their primary period and one week as
their secondary period were most prevalent. By plotting the classes of APs on
our campus map, we discovered that this periodic behavior of APs seemed to be
independent of their geographical locations, but may depend on the relative lo-
cations of nearby APs. Ultimately, we hope that our study can help the design of
location-aware services by providing a base for user mobility models that reflect
the movements of real users.

1 Introduction

Wireless networks have become popular and are getting more attention as a way to
provide constant connectivity over a large area in cities and as an inexpensive way
to provide connectivity to rural areas. The growing popularity of wireless networks
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encourages the development of new applications, including those that require quality of
service (QoS) guarantees. To provide QoS, it is often useful to predict user mobility. We
also need simulators of wireless network environments to test these new applications
and these simulators require user mobility models.

As more mature wireless networks become available, several studies of wireless
networks have been published, including studies of a campus [4, 5], a corporate envi-
ronment [2], and a metropolitan area [8]. Although these studies help us to understand
characteristics of different network environments and user groups, it is often difficult to
apply the findings of these studies to other applications.

In this paper, we introduce a method to characterize real wireless network traces and
classify different mobile users based on their mobility. We transform our traces using
the Discrete Fourier Transform (DFT) to make them independent of the particular time
that traces were gathered. This transform exposes periodicity in traces.

We then use AutoClass [3], an unsupervised classification tool based on Bayesian
theory. Classification is important because user mobility differs widely from user to
user [2]. Thus, it is difficult to describe diverse user mobility patterns with a single
model. Classification breaks down this complex problem into several simpler ones, by
dividing users into groups that have common characteristics and thus might be modeled
similarly. Moreover, classification is important because a collection of individual cases
has little predictive power for new cases.

In the second part of this paper, we focus on the behavior of access points (APs). We
apply our method to extract information from real wireless network traces and classify
APs. Understanding the behavior of APs is important for many applications, such as
traffic engineering for APs and resource provisioning for QoS sensitive applications.

An important benefit of using the Discrete Fourier Transform is that it is easy to
compute the inverse DFT to obtain the time series. After clustering instances based
on the information extracted from DFT, we can construct a sequence of numbers cor-
responding to the power spectrum representative of each class. We can then use an
inverse DFT to obtain the time series that represents that class. This method is also used
by Paxson [6] to synthesize approximate self-similar networks. We leave this modeling
process as future work.

2 Methodology

In this section, we describe our traces and the parameters that we have chosen to repre-
sent user mobility and behavior of APs. We then describe how we converted our traces
from the time domain to the frequency domain using a Fourier Transform and how we
classified users and APs using AutoClass.

2.1 Trace Collection

We collected syslog traces of APs from the Dartmouth College campus-wide wireless
network. The APs record client events (such as authenticating, deauthenticating, asso-
ciating, disassociating, and roaming) by sending syslog messages to a central server,
where the logs are timestamped with a one-second granularity. Currently, most of the
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APs on our campus are Cisco 802.11b APs. Although they are in the process of being
replaced by Aruba APs, we focus on Cisco APs because at the time of the study they
were still the dominant set of APs and covered most of the campus.

We have been collecting syslog records since 476 Cisco APs were installed in 2001.
In this paper, we focus on four weeks of traces collected from October 3 to October 30,
2004. During these four weeks, we saw 7,213 devices (i.e., MAC addresses) visiting
469 APs. In the following discussion, we refer to a MAC address as a user, although a
user may own more than one device with a wireless network interface. We expect that
most of the devices are laptops, based on the previous study over the traces collected at
Dartmouth [4]. We saw roughly 4.5 million syslog events, of which 1.9 million events
represent devices associating or reassociating with APs.

2.2 Parameter Selection

To cluster users or APs we must choose an appropriate parameter.

Diameter as Mobility Measure. One limitation of our study is that we do not have the
exact geographical location of a user. We only have the information about the location
of APs on our campus and the AP which a user is associated with. Thus, we approximate
a user’s location using the location of the AP with which the user is associated. Because
many areas are covered by more than one AP, some clients change association from an
AP to another even when they do not physically move. Sometimes a client associates
repeatedly with a fixed set of APs, a phenomenon we call the ping-pong effect.

The ping-pong effect cannot happen across two APs that are apart farther than a
certain distance because APs have limited coverage, but this distance is often hard to
pinpoint. The Cisco specification states that the indoor range at 11 Mbps is 39.6 meters
and the outdoor range is 244 meters. Obviously, a ping-pong effect is extremely unlikely
between two APs that are more than 244 meters apart, but choosing this value as the
threshold is too aggressive, filtering out too many user movements. Because different
APs are configured differently and located in different environments, it is hard to define
a precise distance threshold to decide whether a change between two APs is due to the
ping-pong effect or not. Although Henderson [4] defined the limit as 50 meters, in our
traces we found that some clients ping-pong between two APs more than 50 meters
apart. Thus, we do not use a threshold to filter out ping-pong effects, but choose a
parameter that is less sensitive to them.

Our goal is to classify wireless network users based on their mobility patterns. Our
traces list events at a particular AP with a particular mobile user. We first gathered the
events associated with each user. Although the events are recorded with a one-second
granularity, we aggregated them into one value for each hour. We considered several
alternatives to represent this value. Because of the ping-pong effect, the total distance
traveled (the sum of the distance between APs visited, in sequence) often does not
reflect user mobility. A user may appear to travel a long distance if he experiences
many ping-pong effects even though he did not move at all. A better measure is the
diameter, defined as the maximum Euclidean distance (i.e., the straight line distance
between two points) between any two APs visited during a fixed time period. Although
we still cannot tell whether a diameter is due to real user movements or ping-pong
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effects when it is short, we can at least be confident that it is caused by real movements
when a diameter is longer than a certain distance.

Number of users to Describe APs. For APs, we used the same set of traces, but gath-
ered the events associated with each AP. Then, we counted the number of unique users
visiting each AP during each hour. By counting the number of unique users instead of
the number of user visits, we remove noise caused by ping-pong effects.

2.3 Filtering Traces

We found it was necessary to filter the traces to select the most meaningful data.

Mobility. In our traces, many users do not move at all, and many others appear in the
traces for a short time and disappear. Because we want to find meaningful patterns of
user mobility, we need to remove these stationary and transient users. We removed any
user who did not move or did not connect to wireless network for a 3-day or longer
period. We chose three days based on the assumption that regular mobile users are
unlikely to stay at one place for more than three days. They may stay at one place for
the weekend; thus using two days as the filtering limit may be too aggressive. We also
filtered out the users whose hourly diameter never exceeded 100 meters. Note that we
did not filter out the diameters shorter than 100 meters; we filtered out the users. This
filtering reduced the number of users from 7,213 to 246; thus our study focuses on the
relatively rare “mobile users.”

APs. There are many APs on our campus that are not actively used. To remove these
APs, we filtered out the APs that never had more than 50 visitors during a hour. This
filtering reduced the number of APs from 469 to 216.

2.4 Discovering Periodic Events

For each user, we create a 672-element vector that represents the user mobility (i.e.,
diameter) of each hour for four weeks. Our goal is to classify users according to their
mobility patterns. Finding similar patterns by comparing these diameter vectors directly
is not trivial. For example, the same mobility patterns may appear with more than one
user, but they may be shifted in time or scaled. Also, we are not interested in discovering
the exact value of diameter at a physical time.

To preserve the diameter but discount for shifts in absolute time, we used the Dis-
crete Fourier Transform (DFT) to transfer our parameters from the time domain to the
frequency domain. Since the Fourier Transform is well known, we only briefly describe
it here, borrowing a description from Numerical Recipes in C [7]. Suppose that we have
a function with N sampled values:

hk ≡ h(tk), tk ≡ kΔ, k = 0, 1, 2, ..., N − 1. (1)

Δ denotes the sampling period; it is one for our case. The DFT estimates values only at
the discrete frequencies:

fn ≡ n

NΔ
, n = −N/2,−(N/2 − 1), ..., N/2 − 1, N/2 (2)
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where the extreme values of n correspond to the lower and upper limits of the Nyquist
critical frequency range. Then, the DFT of N points hk is defined as following:

Hn ≡
N−1∑
k=0

hke2πifntk =
N−1∑
k=0

hke2πikn/N . (3)

Agrawal [1] has shown that a few Fourier coefficients are adequate for classifying
Euclidean distances. He chose the first two strong, low frequency signals. Based on this
study, we chose the two strongest frequency (or period) signals as our parameters for
our classification of user mobility.

2.5 Clustering

To classify user mobility patterns, we use AutoClass [3], a classification system based
on Bayesian theory. A key advantage of this system is that it does not need to specify
the classes beforehand, allowing unsupervised classification. We had, and needed, few
preconceptions about how our mobility data should be classified.

AutoClass takes fixed-size, ordered vectors of attribute values as input. Given a
set of data X , AutoClass seeks maximum posterior parameter values

−→
V and the most

probable T irrespective of
−→
V , where

−→
V denotes the set of parameter values instantiating

a pdf and T denotes the abstract mathematical form of the pdf. First, for any fixed
T specifying the number of classes and their class models, AutoClass searches the
space of allowed parameter values for the maximally probably

−→
V . Second, AutoClass

performs themodel-level search involving the number of classes J and alternate class
models Tj . It first searches over the number of classes with a single pdf Tj common to
all classes. It then tries with different Tj from class to class.

3 User Mobility

In this section, we present the result of user mobility patterns converted from the time
domain to the frequency domain. We then show the classification of mobile users gen-
erated by AutoClass.

3.1 Mobility Patterns

To illustrate our method, we choose one typical user from our traces. The diameters of
this user in the time domain and frequency domain are shown in Figure 1 and Figure 2,
respectively.

Figure 1 shows the diameter of each hour of one user and the number of unique APs
visited by the user during each hour over four weeks. The x-axis shows the dates for
Sundays, and the y-axis shows the diameter and the number of APs. This user often had
a diameter of 40 meters. By looking into the traces, we found that the user was visiting
a fixed set of APs repeatedly: the ping-pong effect. While shorter diameters are due to
ping-pong effects, longer ones represent real movements.

Note that the number of unique APs does not necessarily correlate with the diameter:
although the number of APs may indicate mobility, it cannot distinguish whether an
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Fig. 1. Hourly diameter and APs visited by one user. This figure shows the user’s hourly diam-
eter and the number of unique access points visited by this user during each hour. Labels on the
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Fig. 2. Diameter in frequency domain. Two dots denote the two most strongest periods. In this
example, they are approximately 24 hours and 224 hours

increase in number is due to real movements or due to the ping-pong effects. Even
when this user associated with up to four APs, the diameter was still around 40 meters.
On the other hand, in the third largest peak where the user moved around 240 meters,
he only visited two unique APs. Thus, the number of APs visited by the user is not
appropriate to describe mobility.

Figure 2 shows the DFT of this users’ vector of diameters. The two most significant
periods are 24 and 224. This implies that user mobility patterns are likely to repeat in
these periods.

We transformed all of our users’ diameter vectors using the DFT and recorded the
two strongest periods. Figure 3 shows the cumulative fraction of users with different
periods as their first and second strongest periods. For the strongest period, the biggest
jump is approximately around 24 hours. The distribution also has smaller jumps at the
following hours: 84 (3 days and 12 hours), 168 (one week), 224 (9 days and 8 hours),
and 336 (two weeks). Note that by using the DFT, we can observe a jump only at the
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Fig. 3. Significant periods of user mobility. Cumulative distribution of the number of users
versus period. From the power spectrum density graphs, we recorded the two most significant
periods for each user

Table 1. Classes of user mobility. Mean, standard deviation and coefficient of variation (%) of
each parameter are listed. Period is in hours and diameter is in meters

Class Instances Instances Key Period 1 Period 2 Diameter
(#) (%) Parameter Mean Std CV Mean Std CV Mean Std CV

0 74 30.1 p2 43.1 67.8 157.3 19.4 7.8 40.2 279.1 94.1 6.0
1 75 30.5 p1 23.7 3.8 16.0 5.8 3.3 56.9 312.6 101.0 5.8
2 42 17.1 p1 23.8 4.6 19.3 41.0 34.7 84.6 184.9 90.2 8.7
3 23 9.2 p1 3.0 0.7 23.3 3.8 1.9 50.0 324.7 113.4 6.3
4 13 5.3 p2 103.9 81.7 78.6 118.2 55.9 47.3 228.7 88.5 6.9
5 15 6.1 p2 23.0 3.4 14.8 264.7 80.4 30.4 318.6 105.7 5.9
6 4 1.7 p2 5.6 0.7 12.5 209.7 28.0 13.4 255.1 118.9 8.4

period that is an integer fractions of the input length (672). We were not surprised to
see users with one day, one week, or two weeks as their primary periods. But, it is
interesting to observe more users with 3-days-and-12-hours than 4 days. The users with
the period of 9-days-and-8-hours instead of 9 or 10 days may be an artifact from using
the DFT because neither the period of 9 nor 10 days is an integer fraction of 4 weeks
while that of 9-days-and-8-hours is an integer fraction; it is nonetheless interesting to
observe users with this period as their primary or secondary periods.

3.2 Classification

We use the two strongest periods as our first two elements of three-element input vectors
to AutoClass. In addition to these two periods that we gathered from the DFT, we also
measured the maximum hourly diameter (dmax) observed over our traces for each user.
As described in Section 2.3, we filtered out users whose dmax was less than 100 meters;
this removed most of the stationary users.

AutoClass classified mobile users into seven classes. Table 1 shows the number of
instances that fell into each class and the parameters that most influenced class assign-
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Fig. 4. Clustered users

ment. The table also shows the mean and standard deviation of parameters of members
within each class. Although parameters with smaller coefficient of variation (CV) often
play an important role in class assignment, this is not necessarily true. It is how much the
parameter value of an instance is different from those of others that determines whether
the parameter plays a critical role in class assignment. Note that our third parameter
dmax never played the major role in assigning instances to classes.

Figure 4 shows how classes are clustered in three dimensions in different perspec-
tives for a better view. We first notice that there are many users tightly clustered around
one day as their primary period. At the same time, there are many others for which
one day was not their strong period. The first group of people with a strong one-day
period make up classes 1, 2, and 5, while the second group of people make up the rest
of classes.

First, we consider the group of users that have a strong one-day period. This group
of people are divided into three classes based on the secondary period; classes 1, 2, and
5 correspond to small, mid-range, and big secondary periods as shown in Figure 4(c).
Class 1 represents users who have one day as their strongest period and a small sec-
ondary period. Students who have regular classes may exhibit this kind of mobility
behaviors. The average second period for class 2 is close to two days. The average for
class 5 is close to 11 days, but this value is misleading; secondary periods of this class
are bimodal around one week and two weeks. Thus, class 5 can be described as a clus-
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ter of users with one day and either one or two weeks as their strong periods. Note that
mobile users with one day as their strongest period and a small secondary period are
most prevalent—Class 1 is the biggest class.

Second, we look into the group of users whose primary period is not one day. These
users are divided into four classes. As shown in Figure 4(d), classes 3, 0, 4, and 6
have smallest to biggest secondary periods, respectively. Class 6 consists of users with
the very small primary periods and 9-days-and-8-hours as the secondary period. It is
interesting to note that most of the users whose primary period is not one day have
their secondary period close to one day—Class 0 is the biggest class among these four
classes.

4 Access Points

We now use the same method to classify APs based on how busy they are.

4.1 Periodicity

Figure 5 shows the cumulative distribution of the number of APs with primary and
secondary periods: 85% of APs had their primary period at one day (24 hours); 25% of
APs had their secondary period at 1 week (168 hours). Compared to the mobility traces,
more APs have their primary period at one day and the secondary period at one week.

4.2 Classification

As input to AutoClass, we used three parameters: the period at which power is maxi-
mum, the period at which the power is second to maximum, and the maximum number
of users that an AP serviced during any hour, umax.

Table 2 shows the number of cases that resulted in each class. AutoClass classified
the input cases into four classes. The last parameter (umax) did not make any difference
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Fig. 5. Significant periods of APs. Cumulative distribution of APs versus period. From the power
spectrum density graphs, we recorded the two most significant periods for each AP
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in classifying the input cases. Thus, we do not include it in the table. The determining
parameter for the first three classes was the secondary period (p2). This is because the
primary period (p1) was equal to 24 hours for most of the cases, and therefore did not
play a critical role in determining to which class a case belongs.

Table 2. Classes of access points

Class Instances Instances Key Period 1 Period 2
(#) (%) Parameter Mean Std CV Mean Std CV

0 99 45.8 p2 23.8 1.7 7.1 158.6 67.9 42.8
1 68 31.5 p2 24.0 0.0 0 11.6 2.3 19.8
2 28 13.0 p2 25.4 10.4 40.9 28.3 6.9 24.4
3 21 9.7 p1 165.1 97.4 59.0 90.0 97.7 108.6
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Fig. 6. Clustered access points

Figure 6 shows each instance in three dimensions in two different perspectives. Be-
cause umax did not play a major role for classification, we do not include it in this
graph. Instead, we include the probability of an instance being in a particular class as
the third axis. AutoClass computes this probability, for each instance, which indicates
the likelihood that an instance is a member of a class. If this probability is one, that
instance is a strong member of the class. Not surprisingly, the probability drops for the
instances in the regions where different classes meet.

Figure 6 shows that most APs had their primary period at one day. It is also clear that
classes 0, 1, and 2 had distinct secondary periods. Note that among these three classes,
class 0 had the most instances; this means that APs with one day as their primary period
and around one week as their secondary period were the dominant category. Class 3’s
primary period is much bigger than one day; its secondary period is also big.

Figure 7 shows the geographical location of the APs on our campus. Many of the
Cisco APs on our campus have recently been replaced by Aruba APs. Because we focus



208 M. Kim and D. Kotz

0 100 200 300 400 500 600 700 800 900 1000
0

100

200

300

400

500

600

700

Distance (meter)

All APs
Class 0
Class 1
Class 2
Class 3

Fig. 7. Map of access points on campus

only on Cisco APs, many APs on the map did not appear in our traces and therefore were
not classified. Also, APs who never had more than 50 users per hour are not classified.

There are two things to note in Figure 7. First, APs within a small geographical
location, even within the same building, often had different patterns of behavior. Thus,
characterizing APs based on their geographical locations or type of building may be
erroneous. Second, class 0 and 1 are located all over the campus, but class 2 and 3
are located only where many APs are deployed. We do not have a clear explanation of
why this is happening, but it is still interesting to note that deploying too many APs
within a limited space sometimes prevents APs from having a strong period of one
day.

5 Lessons Learned

In the Fourier Transform, it is important to truncate data so that the input data is a
multiple of the period of the signal. This is the reason that we used 4-week traces instead
of one-month; we truncated data to be multiple of one week (i.e., 168). For access
points, we tried both 4-week traces and one-month traces. With 4-week traces, an AP
had one day as the strongest period and one week as the second. When we used one-
month traces, we got the same value of one day for the first maximum, but got one week
and 12 hours for the second maximum instead of exactly one week.

After clustering data, it was important to visualize the result. Visualization helped
understanding how classes are divided and how each parameter contributes in distin-
guishing instances. But, it was not trivial to find the ‘right’ way to present clustered
data. We expect it will even be harder with longer traces and more input parameters for
classification.
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6 Conclusion and Future Work

In this paper, we present a method to extract information from real wireless network
traces and transform the time series to the frequency domain using the Fourier Trans-
form. We then extracted the two most significant periods and clustered instances us-
ing a Bayesian classification tool. Our study is unique in using Fourier Transform and
Bayesian theory to provide insights into user mobility and behavior of access points.

This paper presents ongoing work, and we plan to pursue several extensions. First,
we would like to try our method with longer traces. We expect the trend will be similar
to our study presented here although there may be varieties depending on the long-term
academic schedules, such as when a term starts and ends. Second, we want to expand
our study of APs to include the newly deployed Aruba APs, but we must first update our
map data. Third, we plan to build generalized models for user mobility and activities
of APs. We believe that our method will help us build models by identifying the most
significant characteristics, by clustering users into groups that need different models
or different parameters, and by abstracting traces. Finally, after successfully modeling
user mobility based on our real traces, we would like to build a simulator for wireless
network environments using our mobility model.
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Abstract. This paper investigates the efficiency of in-door next loca-
tion prediction by comparing several prediction methods. The scenario
concerns people in an office building visiting offices in a regular fashion
over some period of time. We model the scenario by a dynamic Bayesian
network and evaluate accuracy of next room prediction and of duration
of stay, training and retraining performance, as well as memory and per-
formance requirements of a Bayesian network predictor. The results are
compared with further context predictor approaches - a state predictor
and a multi-layer perceptron predictor using exactly the same evaluation
set-up and benchmarks. The publicly available Augsburg Indoor Loca-
tion Tracking Benchmarks are applied as predictor loads. Our results
show that the Bayesian network predictor reaches a next location pre-
diction accuracy of up to 90% and a duration prediction accuracy of up
to 87% with variations depending on the person and specific predictor
set-up. The Bayesian network predictor performs in the same accuracy
range as the neural network and the state predictor.

1 Introduction

We investigate to which extend the movement of people working in an office
building can be predicted based on room sequences of previous movements. Our
hypothesis is that people follow some habits, but interrupt their habits irreg-
ularly, and sometimes change their habits. Moreover, moving to another office
fundamentally changes habits too.

Our aim is to investigate how far machine learning techniques can dynami-
cally predict room sequences, time of room entry, and duration of stays indepen-
dent of additional knowledge. Of course the information could be combined with
contextual knowledge as e.g. the office time table or personal schedule of a per-
son, however, in this paper we focus on dynamic techniques without contextual
knowledge.

Further interesting questions concern the efficiency of training of a predictor,
before the first useful predictions can be performed, and of retraining, i.e. how long
it takes until the predictor adapts to a habitual change and provides again useful
predictions. Predictions are called useful if a prediction is accurate with a certain
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confidence level (see [14] for confidence estimation of state predictors). Moreover,
memory and performance requirements of a predictor are of interest in particular
for mobile appliances with limited performance ability and power supply.

The predictions could be used for a number of applications in a smart office
environment. We demonstrate two application scenarios:

– In the Smart Doorplate Project [17] a visitor is notified about the probable
next location of an absent office owner within a smart office building. The
prediction is needed to decide if the visitor should follow the searched person
to his current location, go to the predicted next location, or just wait till the
office owner comes back.

– A phone call forwarding to the current office location of a person is an often
proposed smart office application, but where to forward a phone call in case
that a person just left his office and did not yet reach his destination? The
phone call could be forwarded to the predicted room and answered as soon
as the person reaches his destination.

Our experiments as part of Smart Doorplate Project yielded a collection of
movement data of four persons over several months that are publicly available
as Augsburg Indoor Location Tracking Benchmarks [12, 13]. We use this bench-
mark data to evaluate several prediction techniques and compare the efficiency
of these techniques with exactly the same evaluation set-up and data. Such a
comparison of context prediction techniques has to our knowledge never been
done. Moreover, we can estimate how good next location prediction works - at
least for the Augsburg Indoor Location Tracking Benchmark data.

Several prediction techniques are proposed in literature — namely Bayesian
networks [6], Markov models [2] or Hidden Markov models [16], various neural
network approaches [5], and the State predictor methods [15]. The challenge is
to transfer these algorithms to work with context information.

For this paper we choose the Bayesian network approach, because Bayesian
networks are well suited to model time, and compare the results with the best
results from the state predictor method described in [15] and the multi-layer
perceptron predictor defined in [18]. The benchmark data allowed next location
prediction and duration of stay prediction based on previous room sequences,
previous duration of stays, and time and date of room entry. The prediction
accuracies of the Bayesian predictor are compared with state and multi-layer
perceptron predictor data based on room sequences only.

The next section states related work on context prediction except for our own
techniques outlined in section 5.5. Section 3 introduces the application scenarios
and the applied benchmarks, and section 4 shows the chosen dynamic Bayesian
network model of the application scenario. Section 5 gives the evaluation results.
The paper ends with the conclusions.

2 Related Work

The Adaptive House project [10] of the University of Colorado developed a
smart house that observes the lifestyle and desires of the inhabitants and learned
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to anticipate and accommodate their needs. Occupants are tracked by motion
detectors and a neural network approach is used to predict the next room the
person will enter and the activities he will be engaged. Hidden Markov models
and Bayesian inferences are applied by Katsiri [8] to predict people’s movement.
Patterson et al. [11] presented a method of learning a Bayesian model of a
traveller moving through an urban environment based on the current mode of
transportation. The learned model was used to predict the outdoor location of
the person into the future.

Markov Chains are used by Kaowthumrong et al. [7] for active device selec-
tion. Ashbrook and Starner [1] used location context for the creation of a predic-
tive model of user’s future movements based on Markov models. They propose to
deploy the model in a variety of applications in both single-user and multi-user
scenarios. Their prediction of future location is currently time independent, only
the next location is predicted. Bhattacharya and Das [3] investigate the mobil-
ity problem in a cellular environment. They deploy a Markov model to predict
future cells of a user.

An architecture for context prediction was proposed by Mayrhofer [9] com-
bining context recognition and prediction. Active LeZi [4] was proposed as good
candidate for context prediction.

All approaches perform location prediction with specific techniques and sce-
narios. None covers a smart office scenario and none compares several prediction
techniques. Moreover, none of the evaluation data is publicly available. Therefore
the applied techniques are hard to compare.

3 Application Scenarios and Benchmarks

The Smart Doorplate application [17] acts as testbed for the implementation
and evaluation of the proposed Bayesian predictor. A Smart Doorplate shows
information about the office owner like a traditional static doorplate. The Smart
Doorplate, however, additionally shows dynamic information like the presence
or absence of the office owners. If an office owner is absent from his office the
doorplate directs a visitor to the current location of the absent office owner.
Furthermore it predicts the next location of the absent office owner and the
entering time of this location. This additional information can help the visitor
to decide whether he follows the office owner or waits for him.

The predicted location information can also be used for switching over the
phone to the next location of a clerk. That means when the clerk leaves his office,
the system predicts the next location of the clerk and switches over the phone
call to this location.

To evaluate prediction techniques in the two described scenarios we needed
movement sequences of various clerks in an office building. Therefore we recorded
the movements of four test persons within our institute building and packaged
the data in the Augsburg Indoor Location Tracking Benchmarks [12].

We collected the data in two steps, first we performed measurements during
the summer term and second during the fall term 2003. In the summer we
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Fig. 1. Floor plan of the institute building

recorded the movements of four test persons through our institute over two
weeks. The floor plan of the institute building is shown in figure 1. The summer
data range from 101 to 448 location changes. Because this data was too short
we started a further measurement with the same four test persons in the fall.
Here we accumulated date over five weeks. The fall data range from 432 to 982
location changes. These benchmarks will be used for evaluating the Bayesian
predictor in the described scenarios.

4 Bayesian Network Modeling and Implementation

A Bayesian predictor uses the conditional likelihood of actions represented by
variables applying the Bayesian formula on a Bayesian network model. ABayesian
network is a directed acyclic graph of nodes representing random variables (Xi)
and arcs representing dependencies between the variables. In case there is an arc
from X1 to X2 then node X1 is a parent of node X2. Each variable takes values
from a finite set and specific probabilities for those values. To calculate the joint
probability distribution the following chain rule is used:

P (X1, ...,Xn) =
n∏

i=1

P (Xi|Parents(Xi))

In order to predict a future context of a person, the usage of a dynamic
Bayesian network was chosen. This network consists of different time slices which
all contain an identical Bayesian network. The nodes between time slices are
connected with arrows to represent dependencies among these time slices.

In our case we predict future locations of a person and additionally the dura-
tion of stay and the time when the person is probably changing to a new location.
Our application scenario is modelled by the dynamic Bayesian network shown
in figure 2. This network exemplarily shows three time slices at time t− 1, t and
t + 1 but actually there is no limit of time slices in the past or in the future.
Since a Bayesian network is assigned to each person in the system, the person
doesn’t appear as a variable in the network.
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Fig. 2. Dynamic Bayesian network with dependencies between different time slices
(dotted arrows)

In each time slice the current duration (CD) basically depends on the current
room (CR) of the person. The current room essentially depends on the sequence
of the last n rooms visited by the person. Thus the CR’s from previous time
slices are connected to the CR in the current time slice. The time of day (TD)
and the weekday (WD) are also important for the prediction of a person’s spe-
cific behavior. For this reason CD is closely linked to the current TD and the
current WD. The current room also depends on those two influences but from
the previous time slice.

5 Evaluation

5.1 Location Prediction

Our first set of evaluations concerns the prediction accuracy and the quantity
of performed predictions for next room prediction including and excluding pre-
dictions from own office. To predict the next location when somebody leaves his
own office is particularly hard, but important for the scenario of phone prop-
agation. Otherwise, for the Smart Doorplate scenario of a visitor standing in
front of an office with an absent office owner, it is only interesting if (and when)
an office owner comes back or proceeds to another location - and not where a
present office owner will go when he leaves his office.

There are two additional factors that influence the evaluation results. First, at
the very start the prediction table is totally empty and a useful prediction cannot
be done. When a move from a certain office to another has never been done, we
cannot predict it. Thus we exclude from the prediction results given below all
cold start predictions where we find an empty entry in the prediction table. As
consequence the total number of predictions – called quantity – decreases, but
the prediction accuracy increases since the prediction accuracy is defined as ratio
of the number of correct predictions to the total number of predictions.
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Second, the prediction will still be unconfident, when only very little data
about previous moves of a person is known to the predictor. In many application
cases it is better to perform no prediction instead of a wrong prediction. A
predictor trained with data of several weeks will be better than an untrained
predictor. We will start our evaluations with untrained predictors using the fall
benchmark data only and show how much a predictor trained with the summer
benchmarks data improves for the predictions of the fall data.

Evaluation set-up 1: Next location prediction without training, pre-
dictions from own office included. Table 1 shows the results of next location
prediction of the four test persons excluding empty predictor entries and with-
out training. The prediction accuracies (and quantities) with a history of 1 to 5
rooms are shown separately.

Table 1. Prediction accuracy of location prediction in percent (quantity of predictions
in parentheses in percent) with predictions from own office included

1 room 2 rooms 3 rooms 4 rooms 5 rooms
Person A 55.39 (95.35) 55.61 (87.91) 48.65 (71.63) 51.79 (54.42) 35.38 (33.49)
Person B 56.93 (97.15) 53.65 (90.24) 50.42 (76.22) 53.94 (58.33) 48.10 (38.62)
Person C 43.69 (97.59) 44.73 (87.72) 38.71 (67.98) 48.28 (47.15) 35.48 (28.07)
Person D 50.14 (97.24) 50.61 (87.56) 50.79 (70.51) 51.74 (53.23) 45.28 (36.64)

The results show for most persons an improvement of accuracy if the room
sequence is increased from one to two rooms. For person D the accuracy increases
up to 4 rooms, whereas the correct predictions of persons A and C decreases after
2 rooms, and for person B already decreases after 1 room. The explanation is
simply that person B repeats less often a long room sequence – perhaps a specific
habit of person B.

For predictions based on longer room sequences the quantity of predictions
decreases because the cold start predictions, which are excluded from the table,
concern also the predictions that could be done with less rooms. In particular the
number of predictions for person C decreases extremely for 5 room sequences. A
low quantity means that most of the predictions are empty because the system
is in the learning process. A high quantity shows that the system already knows
many patterns and delivers a prediction result. Because of this a larger data base
could improve the quantity.

Evaluation set-up 2: Next location prediction without training, pre-
dictions from own office excluded. The second evaluation set-up ignores
predictions if a person is in his own office. The results in table 2 show that the
prediction accuracy improves significantly in this case.

The predictor of person A reaches an accuracy of about 90%, but the accuracy
decreases for a longer previous room sequence. In contrast, the accuracy increases
with a longer room sequence for person D, but the accuracy decreases if the
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Table 2. Prediction accuracy of location prediction in percent (quantity of predictions
in parentheses in percent) without predictions from own office

1 room 2 rooms 3 rooms 4 rooms 5 rooms
Person A 90.19 (91.15) 89.47 (83.19) 90.47 (59.29) 87.27 (48.67) 88.24 (19.47)
Person B 77.65 (94.83) 80.17 (85.98) 78.18 (64.94) 81.25 (50.18) 78.57 (24.35)
Person C 66.67 (95.88) 67.45 (82.02) 61.19 (59.18) 72.83 (42.32) 70.97 (18.73)
Person D 75.00 (95.43) 75.84 (80.91) 76.07 (61.83) 76.82 (44.81) 76.74 (27.80)

room sequence is longer than four rooms. These results show that the sequence
of previous rooms influences the accuracy of predictions, however, the results
exhibit no common rule. However, some persons act in certain patterns and a
better prediction is made if the patterns are included. Table 2 shows also that
the quantity decreases with a longer room sequence. In these cases the predictors
deliver good results but very rare.

Evaluation set-up 3: Trained versus untrained next location prediction
for two room sequences, predictions from own office excluded. Up to
now we considered the predictors without any previous knowledge about the
persons. We want to analyze the behavior of the predictors if the predictors
will be trained with the summer data of the benchmarks. After the training the
measurements were performed with the fall data to compare the trained with
the untrained predictors, because the results of the untrained predictors were
reached by using only the fall data. The results in table 3 show that the training
improves the prediction accuracy. Also the quantity (in parentheses) is higher
with training. With these results we can see that a larger data base has a positive
effect because the system retains knowledge about certain behavior patterns.

Table 3. Prediction accuracy of location prediction in percent (quantity of predictions
in parentheses in percent) with and without training based on two previous rooms, and
without predictions from own office

Without training With training
Person A 89.47 (83.19) 89.65 (90.27)
Person B 80.17 (85.98) 83.72 (92.99)
Person C 67.45 (82.02) 72.14 (88.76)
Person D 75.84 (80.91) 76.49 (87.55)

5.2 Duration Prediction

Our second prediction target is the duration of a person’s stay in the current
room (his own office or a foreign room). Again we consider prediction accuracy
and quantity, additional influence factors as well as trained versus untrained.

To improve the prediction accuracy we tested the influence of the time of
the day and the weekday. The week consists of seven days, so we used the
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discrete values ”Monday” to ”Sunday”. For sectioning the day we must find
good discrete values. When we are sectioning the day in too many intervals, for
some intervals there will not be a sufficient amount of data for a good prediction.
So we classified the day in four discrete time intervals: morning (7:00 a.m. to
11:00 a.m.), noon (11:00 a.m. to 2:00 p.m.), afternoon (2:00 p.m. to 6:00 p.m.),
and night (6:00 p.m. to 7:00 a.m.). Likewise, the duration is partitioned in nine
intervals of 0-5, 5-10, 10-15, 15-20, 20-30, 30-45, 45-60, 60-120, and more than
120 minutes. We also tested the influence of the time of the day and weekday
on next location prediction, however, without reaching an improvement of the
prediction accuracy. Therefore we omit results of these measurements.

Evaluation set-up 4: Duration prediction based on current room and
all combinations of time of day and weekday including own office. In
our modeled network (see figure 2) the duration is independent of the previous
room sequence of a person. Therefore we investigated the influence of the time
of day and the weekday based on the current room only (room sequence of one).

Table 4. Prediction accuracy of duration prediction in percent (quantity of predictions
in parentheses in percent) including own office

None Time of day Weekday Both
Person A 53.67 (95.35) 54.74 (88.37) 46.33 (82.79) 44.37 (66.05)
Person B 60.21 (97.15) 59.83 (93.09) 55.84 (89.63) 54.55 (78.25)
Person C 73.93 (97.59) 73.52 (92.76) 72.41 (89.91) 70.09 (76.97)
Person D 53.55 (97.24) 52.42 (90.55) 48.07 (88.71) 45.89 (72.81)

Table 4 shows the results of the duration prediction where the unknown
predictions were effectively ignored. The results don’t show any improvement if
the time of day and the weekday is considered. In almost all cases the prediction
accuracy and the quantity decrease by considering the time parameters. The
reason for this behavior can be the small data base with small time structure.
The quantity decreases since the number of prediction decreases with a higher
number of influence parameters like in the case of next location prediction.

Evaluation set-up 5: Duration prediction based on current room and
all combinations of time of day and weekday excluding own office.
This evaluation set-up ignores predictions of the duration if the person is in
his own office. Also in this scenario we investigated the influence of the time of
day and the weekday. Table 5 shows that the prediction accuracy is significantly
improved opposite the result including the own office (see table 4). Obviously, it
is particularly hard to predict the duration of a person’s stay in his own office.

In duration prediction the influence of the time of day improves the predic-
tion accuracy for person A, B, and C. The consideration of the weekday doesn’t
improve the accuracy for all persons. The combination of the time of day and
the weekday delivers again better results for persons A, B, and C as predictions
without any time parameter. The reason for the impairment of the consideration
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Table 5. Prediction accuracy of duration prediction in percent (quantity of predictions
in parentheses in percent) excluding own office

None Time of day Weekday Both
Person A 77.67 (91.15) 84.62 (80.53) 71.25 (70.80) 80.00 (48.67)
Person B 86.38 (94.83) 87.87 (88.19) 83.48 (82.66) 88.20 (65.68)
Person C 83.59 (95.88) 83.97 (88.76) 83.56 (84.27) 83.62 (66.29)
Person D 68.70 (95.44) 68.63 (84.65) 61.42 (81.74) 63.64 (59.34)

of the weekday could be the small data base which contains no weekly structure.
If we include more parameters the quantity decreases as expected. So you must
find a good balance between the accuracy and the quantity, e.g. it is not mean-
ingful for person B to increase the accuracy from 86% to 88% when the quantity
decreases from 94% to 65%.

Evaluation set-up 6: Duration prediction with and without training
based on current room and all combinations of time of day and week-
day excluding own office. To investigate the training behavior of duration
prediction we use the same set up like in the case of next location prediction. We
used the summer data for training. Then we compared the results which were
reached with the fall data with the previous results which were reached with the
same data sets. Except for person B we can see in table 6 an improvement of the
prediction accuracy. The quantity is better with training as without training for
all persons.

Table 6. Prediction accuracy of duration prediction in percent (quantity of predic-
tions in parentheses in percent) excluding own office with and without training, using
parameter time of day

Without training With Training
Person A 84.62 (80.53) 85.58 (92.04)
Person B 87.87 (88.19) 86.54 (95.94)
Person C 83.97 (88.76) 86.77 (96.25)
Person D 68.63 (84.65) 69.78 (93.36)

5.3 Retraining

A problem of prediction techniques which are based on previous behavior pat-
terns is the learning of behavior changes. Most of the techniques need a long
retraining process. Therefore we simulated a behavior change similar to the
move of a person to a new office by using 60 data sets of person A followed
by 140 data sets of person C. We compared the next room prediction of this
set-up with the room prediction results of person C on its own. A well-trained
Bayesian predictor needs a long retraining to adapt to the habit change. There-
fore we investigated the influence of the number of previous location changes
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called internal storage which will be used to calculate the conditional likelihood.
By restriction the internal storage to 100 or 200 data sets only the retraining
can be accelerated. By using the internal storage 100 retraining was done after
90 room changes. In the case of internal storage 200 the retraining ended after
130 room changes. There is no universal rule for determining the optimal size
of the internal storage. It depends on the application in which the prediction
system is used.

5.4 Storage and Computing Costs

Every person has its own predictor. A predictor must store a sequence of the
last r room changes where r is the size of the internal storage. For every room
change the room, the time of day, the weekday, and the duration must be stored.
In our evaluation set-up there are 15 different rooms which can be stored with
4 bits. For the times of day we need 2 bits, and 3 bits for the weekday. For
the duration we used nine discrete values which need 4 bits. Thus the stor-
age costs C of the sequence of the room changes of a person are the follow-
ing:

C = r · (room + time of day + weekday + duration)
= r · (4 bit + 2 bit + 3 bit + 4 bit)
= r · 13 bit

We realized the Bayesian predictor in Java and we tested the predictor on
two different systems, a PC with a clock speed of 2.4 GHz and a memory of 1
GB, and a PDA with a clock speed of 400 MHz and memory of 64 MB. The
query speed depends on the size of the internal storage for the sequences of
room changes. Therefore we used a large internal storage of 2000. The eval-
uated predictor used a room sequence of five rooms and no time parameters.
In the simulation the predictor handled five times the fall data of person B.
On both systems we executed this test three times. The results are shown in
table 7.

Table 7. Computing time on PC and PDA

PC PDA
processor Intel Pentium 4 Intel PXA250
clock speed 2.4 GHz 400 MHz
memory 1 GB 64 MB
average computing time 5.44 s 1065.41 s
number of predictions 1355 1355
average computing time per prediction 4.01 ms 786.28 ms
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5.5 Comparison with Other Techniques

In previous works we investigated other techniques to predict the next location
of a clerk. Specially we developed a new prediction technique which is called
state predictor method [15]. This method was motivated by branch prediction
techniques of current microprocessors and is similar to the well-known Markov
predictor. Furthermore we implemented a neural network to predict the next
room. The neural network was a multi-layer perceptron with back-propagation
learning [18].

Table 8. Prediction accuracy in next location prediction of Bayesian network, Neural
network, and State predictor (in percent)

Bayesian network Neuronal network State predictor
Person A 85.58 87.39 88.39
Person B 86.54 75.66 80.35
Person C 86.77 68.68 75.17
Person D 69.78 74.06 76.42

To compare the three different techniques we evaluate them in the same
scenario and with the same set-up. We used the trained predictor of set-up
3 (2 room sequence, own office ignored) as basis for all compared techniques.
Table 8 shows the prediction accuracy of the different prediction techniques.
The Bayesian network delivers the best results for persons B and C and the
state predictor performs best for persons A and D.

6 Conclusion

This paper investigated the efficiency of in-door next location prediction and
compared several prediction methods. We modelled the scenario by a dynamic
Bayesian network and evaluated accuracy of next room prediction and of dura-
tion of stay prediction, training and retraining performance, as well as memory
and performance requirements. The results were compared with the state pre-
dictor and multi-layer perceptron predictor methods. Our results showed that
the Bayesian network predictor reaches a next location prediction accuracy of
up to 90% and a duration prediction accuracy of up to 87% with variations
depending on the person and specific predictor set-up. The Bayesian network
predictor performs in the same accuracy range as the neural network and the
state predictor.
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pages 33–34, Göteborg, Sweden, 2002.

9. R. Mayrhofer. An Architecture for Context Prediction. In Advances in Pervasive
Computing, number 3-85403-176-9. Austrian Computer Society (OCG), April 2004.

10. M. C. Mozer. The Neural Network House: An Environment that Adapts to its
Inhabitants. In AAAI Spring Symposium on Intelligent Environments, pages 110–
114, Menlo Park, CA, USA, 1998.

11. D. J. Patterson, L. Liao, D. Fox, and H. Kautz. Inferring High-Level Behavior from
Low-Level Sensors. In 5th International Conference on Ubiquitous Computing,
pages 73–89, Seattle, WA, USA, 2003.

12. J. Petzold. Augsburg Indoor Location Tracking Benchmarks. Technical Report
2004-9, Institute of Computer Science, University of Augsburg, Germany, February
2004. http://www.informatik.uni-augsburg.de/skripts/techreports/.

13. J. Petzold. Augsburg Indoor Location Tracking Benchmarks. Context
Database, Institute of Pervasive Computing, University of Linz, Aus-
tria. http://www.soft.uni-linz.ac.at/Research/Context Database/index.php, Jan-
uary 2005.

14. J. Petzold, F. Bagci, W. Trumler, and T. Ungerer. Confidence Estimation of the
State Predictor Method. In 2nd European Symposium on Ambient Intelligence,
pages 375–386, Eindhoven, The Netherlands, November 2004.

15. J. Petzold, F. Bagci, W. Trumler, T. Ungerer, and L. Vintan. Global State Context
Prediction Techniques Applied to a Smart Office Building. In The Communication
Networks and Distributed Systems Modeling and Simulation Conference, San Diego,
CA, USA, January 2004.

16. L. R. Rabiner. A Tutorial on Hidden Markov Models and Selected Applications in
Speech Recognition. IEEE, 77(2), February 1989.

17. W. Trumler, F. Bagci, J. Petzold, and T. Ungerer. Smart Doorplate. In First Inter-
national Conference on Appliance Design (1AD), Bristol, GB, May 2003. Reprinted
in Pers Ubiquit Comput (2003) 7: 221-226.

18. L. Vintan, A. Gellert, J. Petzold, and T. Ungerer. Person Movement Prediction
Using Neural Networks. In First Workshop on Modeling and Retrieval of Context,
Ulm, Germany, September 2004.



Geo Referenced Dynamic Bayesian Networks
for User Positioning on Mobile Systems

Boris Brandherm and Tim Schwartz

Department of Computer Science, Saarland University,
Stuhlsatzenhausweg, Bau 36.1, D-66123 Saarbrücken, Germany

{brandherm, schwartz}@cs.uni-sb.de

Abstract. The knowledge of the position of a user is valuable for a
broad range of applications in the field of pervasive computing. Different
techniques have been developed to cope with the problem of uncertainty,
noisy sensors, and sensor fusion.

In this paper we present a method, which is efficient in time- and
space-complexity, and that provides a high scalability for in- and outdoor-
positioning. The so-called geo referenced dynamic Bayesian networks
enable the calculation of a user’s position on his own small hand-held
device (e.g., Pocket PC) without a connection to an external server.
Thus, privacy issues are considered and completely in the hand of the
user.

1 Introduction

In order to compute the position of a user, some kind of sensory data has to
be evaluated. Car navigation or out-door localization systems typically use GPS
(Global Positioning System) to determine the coordinates of a user. Unfortu-
nately, GPS does not work properly in in-door environments because of the
fundamental physics of GPS satellite signals, so other technologies have to be
used. Examples are infrared beacons, radio frequency emitters, laser range scan-
ners or video cameras. These senders (and their respective sensors) differ in
various ways, like sending-characteristics, sending-range, accuracy, price, form
factor, and power consumption. Of course there is the usual trade-off between
the obviously technical important factors (accuracy, power consumption) versus
the limiting factors (price, form factor, sending characteristics), so that the deci-
sion, which sender to use, depends heavily on the environment and the planned
application as well as on financial conditions. It may even be the case that an
already existing installation of positioning senders and/or sensors should be im-
proved by installing additional senders with better accuracy. A location system
should therefore not only be able to process different kinds of sensory data but
should also be able to fuse the data together in order to calculate the best pos-
sible position information.

Another problem is the noisy nature of sensors; therefore, a probabilistic ap-
proach for calculating user positions is highly preferable. Commonly Bayesian
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filters [1] are used to estimate the true location of the user out of the received
sensor signals. Several techniques are known to implement Bayes filters, which
differ from each other in complexity and certain restrictions (see [2] for a de-
tailed description of different Bayes filter techniques). Particle filters are such
an implementation and they are widely used in localization systems. Although
overcoming most restrictions of other filters, they still have to be trained or
calibrated for their environment.

We were trying to find a new way how to fuse sensory data and how to
cope with the problem of inaccurate data. This new approach should be low
in calculation and memory costs, so it can be implemented and executed on a
mobile system (e.g. Hewlett-Packard iPAQ). We came up with the idea of geo
referenced dynamic Bayesian networks and we want to share and discuss this
idea with the research community.

The paper is organized as follows: Section 2 describes some technical issues
and design decisions of our localization system. Section 3 explains the idea of
geo referenced Bayesian networks, gives a detailed description of the algorithm
and illustrates it with an example. Our working implementation of the system is
introduced as a proof of concept in Sect. 4. Section 5 resumes our research and
gives an outlook to our future work.

2 Technical Issues

Although our localization system is not the main issue of this paper we will first
explain a few technical details of it because we think that this may be helpful
for understanding the concept of geo referenced dynamic Bayesian networks.

2.1 Exocentric Localization

In localization systems like the Active Badge, the Active Bat or Ubisense (see [3,
4, 5]) the users wear some kind of sender (infrared, ultrasound, ultrawideband
radio) and the respective sensors are installed in the environment. We call these
systems exocentric localization systems, because the sender actively reveals the
user’s position to its surroundings (like calling out ”I’m here, I’m here”). A user
of this system does not know what the collected localization data is used for or
who has access to this data. Of course, functions can be implemented that give
the user a choice on who will be allowed to access his position data, but this
means that the user has to trust the system. If he does not, his only alternative is
not to wear the sender (or to switch it off). By doing this, the user will not only
prohibit others to gain information about his current position, but he will also
be unable to use the system for his own needs (e.g. for navigational purposes).

2.2 Egocentric Localization

An egocentric localization calculates the user’s position on a mobile, personal
device of the user. This can be accomplished by placing the senders in the
environment (now, the senders call out ”You’re near me, you’re near me”) and
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by equipping the user’s mobile device with the respective sensors. With this
technique the position calculation and the location information is literally in
the hands of the user and he can decide if he wants to share this information
through a WiFi-connection with other people or applications. If he does not
trust the systems privacy control, he can switch off his WiFi-Connection and
will still be able to determine his own position for navigational purposes.

We favor this approach and thus we designed our example system in that
way, using infrared beacons and active RFID tags as senders (that are installed
in the environment and not worn by the users).

2.3 Infrared Beacons

We use infrared beacons that are manufactured by eyeled GmbH1. These beacons
are powered by batteries and send out a 16-bit wide identification code that
can individually be adjusted for each beacon. The emitted infrared beam has
a range of about 6 meters and has, due to the physical attributes of light, a
conical sending characteristic. The price for such a beacon is about 80 Euro. The
required infrared sensor is often already integrated in a PDA for data exchanging
purposes.

2.4 Active RFID Tags

Radio Frequency IDentification (RFID) tags are available as passive and active
parts. In both forms, the tags store some identification code that can be read out
with a special RFID reader that sends out a radio signal. The passive tags get
their power out of the reader’s radio signal and therefore have a very low range
(usually up to 15 cm). Active RFID tags have their own power supply through
a battery. We use active RFID tag from Identec Solutions AG2, which have
a range of up to 10 meters. Due to the physical attributes of radio waves, the
sending characteristic is radial. One active tag costs about 20 Euro. The reading
devices for active RFID tags come in various form factors. In conjunction with
the PDA, we use a PCMCIA reader card, which costs about 1500 Euro. (The
high costs mainly arise from the fact that these readers are manufactured in very
low quantities.)

In [6] the authors describe a localization system that uses active RFID tags.
Their system fits more into the exocentric localization approach (see 2.1), be-
cause they install the readers in the environment and equip the user with a tag.
The authors also describe an experiment, where they find out that receiving ac-
tive RFID tags highly depends on different factors, like static obstructions and
human movement. Therefore, they also install reference tags in the environment
to improve their system’s accuracy.

A system that fits in the category of egocentric localization is described in [7].
Their approach is similar to ours, because they install the tags in the environment

1 http://www.eyeled.de
2 http://www.identecsolutions.com
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(on the floor, we place our tags at the ceiling) and let the user wear one or more
readers. They derive the user’s position at time t by calculating the sum of the
known positions of the received RFID tags and the previous known location of
the user, followed by a division through the number n of received tags plus one
(for the previous location):

UserPos(t) =
1

n + 1

(
UserPos(t − 1) +

n∑
i=1

Coord (receivedTag[i])

)
(1)

(The equation is simplified and adapted to our notation, for the original version
see [7].) Our experience with active RFID tags shows that the reader often
detects tags that are far away from the user. Therefore, we try to cancel out
these false readings with the use of dynamic Bayesian networks.

3 Geo Referenced Dynamic Bayesian Networks

In the following, we describe the idea of geo referenced dynamic Bayesian net-
works and how they can be used for sensor fusion and to cancel out false readings.

3.1 Idea

Bayesian Networks (BNs) are a computational framework for the representation
and the inference of uncertain knowledge. A BN can be represented graphically
as a directed acyclic graph (see Fig. 1). The nodes of the graph represent proba-
bility variables. The edges joining the nodes represent the dependencies among
them. For each node, a conditional probability table (CPT) quantifies these de-
pendencies.

Dynamic Bayesian networks (DBNs) are an extension of Bayesian networks.
With a DBN, it is possible to model dynamic processes: Each time the DBN
receives new evidence a new time slice is added to the existing DBN. In principle,
DBNs can be evaluated with the same inference procedures as normal BNs; but
their dynamic nature places heavy demands on computation time and memory.
Therefore, it is necessary to apply roll-up procedures that cut off old time slices
without eliminating their influence on the newer time slices.

Our idea is to let such a DBN represent the characteristics of the used senders
(in our case IR beacons and RFID tags). Note that we do not use the DBN
to represent all the senders that are actually installed in the environment. We
use one small DBN that prototypically describes the reliability of the sender
types (assuming that all senders of a certain type have the same reliability).
This prototypical DBN gets instantiated several times during the runtime of the
system and each instantiation gets assigned to a geo coordinate GeoPos.

Figure 1 shows the network that we use in our example application. The top
right node (labeled UserPos=GeoPos?) represents the probability that the user
is standing at the assigned geo coordinate GeoPos. The node to the left of it
(UserPos=GeoPos? 1) is the probability that was calculated in the previous time
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Fig. 1. Screenshot of JavaDBN with directed graph (DEA) and time slice schemata
(TSS 1 and TSS 2)

slice. The two bottom nodes (IRSensor and RFIDSensor) represent the probability
that an IR beacon and/or a RFID tag installed at GeoPos can be detected under
the condition that the user is standing at GeoPos.

Receiving an infrared signal gives very high evidence that the user is stand-
ing near the respective beacon (the infrared sensory data is nearly noise free).
Receiving a RFID tag gives smaller evidence that the user is standing near the
tag (the reader data is very noisy). These characteristics are coded in the CPTs
of the IRSensor- and RFIDSensor-nodes. The actual geoDBN that we use in our
example application is described in more detail in Section 3.3.

These networks with their assigned coordinates are the geo referenced dy-
namic Bayesian networks (geoDBNs). Each geoDBN represents the believe that
the user is standing at the associated coordinate.

The active RFID tags have a small internal memory that can be freely used
to read and write data. We use this memory to store the coordinate of the tag. IR
beacons are always combined with one RFID tag that provides the coordinates
of the nearby beacon and the tag itself. When a tag or beacon is sensed by the
PDA, geoDBNs are instantiated and associated with the induced coordinates.
These induced coordinates depend on the stored coordinate and on the sender
type.

The calculation of the user position is somewhat similar to (1) but we weight
the coordinates with the calculated probabilities of the existing geoDBNs:

UserPos(t) =
n∑

i=1

α w(GeoDBN[i]) GeoPos(GeoDBN[i]). (2)

Here n is the number of existing geoDBNs at time t (n ≥ #ReceivedSenderst),
GeoPos(GeoDBN[i]) is the coordinate and w(GeoDBN[i]) the weight of the ith
geoDBN. α is a normalization factor that ensures that the sum of all weights
multiplied with α is one.

To reduce calculation cost and memory usage the number of instantiated
geoDBNs must be as low as possible. To achieve this goal, geoDBNs with a weight
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lower than thresholduse are marked as unused (these geoDBNs provide only little
evidence that the user is in the vicinity of their geo coordinate). This threshold
should match the a priori probability for the geoDBN at its first instantiation.
To cope with resource restrictions a maximum number of possible geoDBNs can
be specified. If this number is exceeded those geoDBNs that provide the least
estimation will be deleted. To keep the overhead for memory management low
(or to prevent garbage collection if the system is implemented in languages like
Java or C#) GeoDBNs that are marked as unused can be ”recycled” by resetting
them to initial values and new coordinates.

The following section describes the algorithm and explains it with an example.

3.2 Estimation of the User Position

A new estimation of U ’s current position is calculated after each new measure-
ment and is based on the current sensory data as well as on the previous data.
A weighted combination of the old and new data is achieved through inference
in the respective geoDBN. The schematic approach looks like this:

1. Perform a new measurement and store the received coordinates
2. Extend every existing geoDBN with a new time slice and cut off the old time

slice.
3. Insert the new evidences of the sensors:

(a) If there is not already a geoDBN at a received coordinate, create a new
geoDBN and insert the evidence.

(b) If there is a geoDBN at a received coordinate, insert the evidence in the
current time slice.

4. Go through all geoDBNs and calculate the estimation that the user is at the
associated coordinate.

5. Sort the geoDBNs in descending order of their belief.
6. Mark geoDBNs as unused that provide an estimation that is lower than

thresholduse.
7. Calculate the user position by considering only those geoDBNs that provide

an estimation above thresholdconsider.

An example run illustrates the approach and the algorithm (the shown values
are for demonstration purposes only; they do not represent real data):

Let the following table describe the current situation. The array GeoDBN[.]
contains the existing geoDBNs geoDBNa to geoDBNd with their respective co-
ordinates sorted in descending order of their belief.

i GeoDBN[i] GeoPos(.) Belief(.) w(.)
1 geoDBNa (10, 5, 0) (0.7, 0.3) 0.7
2 geoDBNb (12, 5, 0) (0.7, 0.3) 0.7

n = 3 geoDBNc (8, 5, 0) (0.5, 0.5) 0.5
4 geoDBNd (14, 5, 0) (0.1, 0.9) 0.1
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Using (2) the computed user position is (10.21, 5.00, 0.00). Note that only the
first three geoDBNs contribute to the calculation since the belief of the fourth
geoDBN lies below thresholdconsider (Step 7 in the algorithm).

The next measurement (Step 1) receives the senders RFIDb, RFIDd, IRd,
RFIDe, and RFIDf . A quick look at the preceding table reveals that geoDBNs
already exist for the first three senders whereas the last two are new. The new
data is inserted in the geoDBNs (for the first three senders, Step 3b) or new
geoDBNs are created respectively (the last three senders, Step 3a). After an
update of all geoDBNs (Step 4) and the final sorting (Step 5) we get the following
situation:

i GeoDBN[i] GeoPos(.) Belief(.) w(.)
1 geoDBNb (12, 5, 0) (0.85, 0.15) 0.85
2 geoDBNd (14, 5, 0) (0.75, 0.25) 0.75
3 geoDBNa (10, 5, 0) (0.5, 0.5) 0.5

n = 4 geoDBNc (8, 5, 0) (0.25, 0.75) 0.25
5 geoDBNe (20, 5, 0) (0.06, 0.94) 0.06
6 geoDBNf (16, 5, 0) (0.06, 0.94) 0.06

The fifth and sixth geoDBN are below thresholdconsider, so only the first
four geoDBNs are used for the calculation (Step 7). Equation (2) evaluates to
(11.78, 5.00, 0.00). Another measurement detects senders RFIDb, RFIDd, and
RFIDf . Updating and sorting gives the following:

i GeoDBN[i] GeoPos(.) Belief(.) w(.)
1 geoDBNd (14, 5, 0) (0.89, 0.11) 0.89
2 geoDBNb (12, 5, 0) (0.85, 0.15) 0.85
3 geoDBNa (10, 5, 0) (0.25, 0.75) 0.25

n = 4 geoDBNf (16, 5, 0) (0.25, 0.75) 0.25
5 geoDBNc (8, 5, 0) (0.05, 0.95) 0.05
6 geoDBNe (20, 5, 0) (0.04, 0.96) 0.04

The beliefs of geoDBNc and geoDBNe are now below thresholduse, so both
are marked unused (Step 6, unused values are gray in the table). Only geoDBNd,
geoDBNb, geoDBNa, and geoDBNf are considered in the calculation, so the user
position is now (13.02, 5.00, 0.00).

The following section is a detailed description of the geoDBN that we use in
our current implementation of the system.

3.3 The Geo Referenced Dynamic Bayesian Network of the
Example Application

To model the time slice schemes of the DBN we use our own developed Java
application called JavaDBN (see Fig. 1). A directed graph (DEA) determines in
which orders the time slice schemes can be instantiated, furthermore the user
can specify the query and evidence nodes of each time slice schema (see the
tabular in each time slice schema window in Fig. 1). Then JavaDBN generates
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source code (so far Java and C++) that represents the DBN and that contains
routines for the inferences. This code permits a constant-space evaluation of
DBNs and contains a non-approximative roll-up method, which cuts off older
time slices and that incorporates their impact without loss of information on
the remaining time slices of the DBN (see [8, 9] for the theoretical background).
To our knowledge, this is the first system that allows DBNs to run on mobile
systems.

The source code has the following additional features: All for the computation
necessary variables are created on initialization of the DBN. No variables are
created or disposed at run-time to minimize overhead for memory management
(C++) or to avoid the activation of a garbage-collection (Java). The inference in
the DBN is optimized regarding the selected query and evidence nodes. Special
functions to set evidence are provided. Since variables are freely accessible from
outside the class, evidence of a node can also be set directly.

The geo referenced DBN consists of a time slice schema for instantiation
of the initial time slice (TSS 1) and a time slice schema for instantiation of
succeeding time slices (TSS 2). TSS 1 and TSS 2 are visualized in Fig. 1. TSS 1
differs from TSS 2 in that it does not contain a node UserPos=GeoPos? 1, which
models the influence of the precedent time slice on the current one. The node
UserPos=GeoPos? in TSS 2 represents the motion model and contains the two
states a1 = ”yes” and a2 = ”no”. The a-posteriori probability distribution over
both these states (also called the belief) represents the network’s estimation of
the knowledge of whether U is located at the associated geo coordinate. The state
”yes” stands for ”knowing if U is located at the geo coordinate” and the state
”no” for ”not knowing if U is located at the geo coordinate”. The conditional

probability table (CPT) of the node is as follows:

⎡⎣ a1 a2

a1 0.7 0.001
a2 0.3 0.999

⎤⎦. The conditional

probabilities of the node are adapted to the mean walking speed of a pedestrian,
which causes an accordingly fast decrease of the network’s belief if the respective
sender is not received for a few subsequent measurements (i.e. the user is not in
the vicinity of the sender). The belief increases in an according way if the user
enters (or re-enters) the range of the sender.

The node UserPos=GeoPos? in TSS 1 also contains the two states a1 = ”yes”
and a2 = ”no”, but it lacks the preceding node, so its CPT reduces to the a-priori

probabilities
[
a1 0.05
a2 0.95

]
.

The nodes IRSensor and RFIDSensor correspond to the sensors in the real world.
These nodes will be instantiated with the results of the measurement. The con-
ditional probabilities of the nodes model the reliability of the sensors (perceptual
model) according to the real world situation. The node IRSensor has the states
b1 = ”yes”, and b2 = ”no”. The following CPT is associated with this node:⎡⎣ a1 a2

b1 0.9 0.05
b2 0.1 0.95

⎤⎦. The CPT has the following interpretation: Assumed that the user

is in the vicinity of the IR beacon (up to about 2 m distance) then the sensor of
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the PDA will detect the sender in 90% of all cases and it won’t detect in 10% of
all cases. In reverse, if the user has a greater distance, the sensor will still detect
the IR signal in 5% of all cases but won’t detect it in 95% of all cases. Note that
the IR beacon sends its signal every 500 ms whereas an RFID tag will send only
after receiving a ping-signal from the PDA of the user. Node RFIDSensor, like
Node IRSensor, contains the states c1 = ”yes”, and c2 = ”no”. The lower preci-
sion of the RFID-Sensor compared to the IR-Tag is reflected in the associated

CPT:

⎡⎣ a1 a2

c1 0.6 0.3
c2 0.4 0.7

⎤⎦. The imprecision of the RFID signal is, among other things,

due to its high sending range. This accuracy can be increased by decreasing
the transmitting power of the RFID reader, which sends the above-mentioned
ping-signal.

A new time slice is instantiated whenever data arrives and then the estimation
is calculated, followed by the roll-up.

4 Example Application

To test our approach we implemented a localization system and equipped parts
of our lab with IR beacons and RFID tags. The software is running on an
HP iPAQ h5550 with 128 MB ram and Windows CE 4.2 as operating system. The
iPAQ is settled in an expansion pack that provides an additional battery and a
PCMCIA slot that hosts the active RFID tag reader card. IR signals are received
through the internal IR port of the iPAQ. The system itself consists of two
applications, which both run on the iPAQ simultaneously: The first application is
the PositionSensor, which takes a measurement of both sensors every 500 ms and
that reads the stored coordinates of every received RFID tag. The collected data
is then processed via the described calculations and the estimated coordinate
of the user is send to the second application, the BMW Personal Navigator
(see [10]), which visualizes the position to the user.

Figure 2 shows how the PositionSensor is integrated into a framework where
applications only query the layer of the Interaction Manager. This Interaction
Manager is responsible for forwarding raw sensor data to its corresponding clas-
sifiers or DBNs and synchronizing DBN rollups with processing and reading
sensors. It also registers new classifiers and sensors and handles their access.
This separates the development of applications from extending sensors, classi-
fiers, and DBN libraries — which can still be used independently from all other
modules or the framework itself.

Figure 3 shows a test walk of a user U from Room 121 (lower left in Fig. 3) to
Room 119.3 (upper right in Fig. 3) in our lab. The stickman indicates the system’s
estimation of U ’s position. The corresponding circle around each stickman shows
the area of the possible real positions. RFID tags are marked as green squares,
IR beacons as red squares with cones that indicate the sending direction. Both
rooms are equipped with RFID tags in each of the four corners and additional
IR beacons at the entrances. Room 119.3 also contains a bookshelf that bears
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Interaction Manager

DBNs Classifiers
Sensor

Readers

Sensors

Applications

RFID-Tag IR-Beacon…

(a) (b)

Fig. 2. (a) System Architecture and (b) the iPAQ with PCMCIA RFID-Reader Card,
built-in WLAN and IR-Reader (left) and RFID-Tag and IR-Beacon (right)

an IR beacon. The hallway has RFID tags at about every 2 meters and two IR
beacons (one in each direction) at about every 4 meters. U moved with slow to
normal walking speed. The user position is very accurate on room level, i.e. if
U is in a particular room, the system will estimate the position somewhere in
that room. The position in the room itself is rather coarse but the accuracy can
be greatly increased by placing IR beacons at points of special interest (like the
bookshelf in Room 119.3). The position estimation in the hallway varies about
1 meter from the actual position.

5 Conclusion and Future Work

We presented a new approach to estimate a user position by probabilistic sensor
fusion. Our method is low in space and time complexity and can therefore run
completely on a PDA. The calculation of the position does not need a model of
the environment and the time-consuming task of calibration is superfluous. Any
arbitrary environment can be enhanced by simply putting up tags and beacons
and writing the respective coordinates in the memory of these devices. Regions
with coarser or finer granularity can be established by using senders with the
appropriate precision (e.g. IR beacons for higher precision and RFID tags for
lower precision).

We think that the concept of geo referenced dynamic Bayesian networks can
be generalized to referenced dynamic Bayesian networks, because DBNs can also



Geo Referenced Dynamic Bayesian Networks 233

IR-BeaconRFID-Tag

565 564 563 562 561 509560

Room 121

Room 119.3

Fig. 3. A test walk through our lab. The stickman indicates the estimated position
and the circle the area of the real positions

be referenced to actions, plans or symbolic locations. Future work will be the in-
tegration of other sensor types (e.g. video cameras, microphone arrays) and a sys-
tem to determine the optimal placing of the senders and sensors. Another project
at our lab researches the usability of biophysiological sensors. Part of that work
(e.g. accelerometers) can be used to adapt the motion model of the geoDBNs to
the current state of the user (e.g. sitting, walking fast or walking slow).
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Abstract. Research in advanced context-aware systems has clearly shown
a need to capture the inherent uncertainty in the physical world, espe-
cially in human behavior. Modelling approaches that employ the con-
cept of probability, especially in combination with Bayesian methods,
are promising candidates to solve the pending problems. This paper an-
alyzes the requirements for such models in order to enable user-friendly,
adaptive and especially scalable operation of context-aware systems. It
is conjectured that a successful system may not only use Bayesian tech-
niques to infer probabilities from known probability tables but learn, i.e.
estimate the probabilities in these tables by observing user behavior.

1 Introduction

Context and context-awareness has become a major field of research in recent
years. One of the reasons is that context-awareness is believed to be a promising
solution for a couple of problems arising in pervasive computing scenarios [9,
13, 14, 15]. A well designed context model in conjunction with a framework that
facilitates context management tasks such as collection, refinement, persistency,
distribution, synchronization, provisioning and reasoning based on the model is
a prerequisite for the fruitful use of context in any context-aware system [12].

Deriving contextual information about the system’s entities, such as the user,
the devices, the network or the environment is an essential, yet challenging task.
This holds in particular if the contextual information is the outcome of a context
refinement process (e.g. sensor fusion) and does not only reflect changes on
primary aspects such as location, time, activity or identity.

A major issue in most context-aware systems is how to deal with uncertain, in-
complete or ambiguous data. Incomplete contextual information can for instance
be the result of temporarily or permanently absent sensors (e.g. due to energy
deficiencies), whereas ambiguous context information can for instance be the
result of two or more sensors observing the same entity but getting different val-
ues, such as two thermometers in the same room showing different temperatures
(e.g. 19.1◦C and 22.7◦C). Both sensors add information to the knowledge about
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the context. However, since obviously their indicated values are subject to some
form of error, some uncertainty about the ”true” temperature remains. To care
about uncertainty and ambiguity must not be neglected in any serious context-
aware system architecture. Many context modelling and retrieval architectures
tend to over-simplify this uncertainty by assuming a perfect knowledge in com-
bination with perfect inference. Only few approaches cover uncertainty, e.g. by
using heuristic approaches such as attaching quality/validity meta-information
to contextual information. Among them are the Extended ORM model [5], the
ASC model [13] or the Cues [10].

Over the last 15 years, Bayesian networks have evolved as a major tool in a
wide area of scientific disciplines requiring sound statistical analysis, automated
reasoning or exploitation of knowledge hidden in noisy data [8]. These range
from fields in medical research, genetics, insurance analysis, and fault handling
to automation and intelligent user interaction systems. Bayesian networks (BN)
combine techniques from graphical models with those from Bayesian analysis to
provide a formal framework within which complex systems can be represented
and analyzed. A BN encompasses a set of random variables that represent the
domain of interest and the BN encodes many of the important relationships be-
tween these variables, such as causality and statistical dependence and indepen-
dence. Specifically, their structure says something about the qualitative nature
of these relationships whereas their network parameters encode the probabilistic
relationships among the variables of interest. Past areas of work have focused on
inference in BN [6] and estimation of network structure and parameters given
real observed data (see e.g. [11, 2]). Current work is addressing numerous new
areas of applications of BN, as well as special network structures such as dynamic
Bayesian networks [7].

In this paper, we want to elaborate on the requirements for a probabilistic
approach to cover uncertainty in context. Probabilistic approaches for context-
modelling naturally lend themselves to a fruitful combination with Bayesian
methods, in particular with Bayesian networks. In conjunction with other sta-
tistical techniques they have several advantages for data analysis. Following [3]
this includes

– A Bayesian network readily handles situations where some data entries are
missing.

– Given observed data, a Bayesian network can be used to learn causal rela-
tionships, and hence can be used to gain understanding about a problem
domain and to predict the consequences of intervention.

– Because a Bayesian network has both a causal and probabilistic semantic, it
is an ideal representation for combining prior knowledge and data.

– Bayesian statistical methods in conjunction with Bayesian networks avoid
the overfitting of data and do not need to separate data into training and
testing sets. They are also able to incorporate smoothly the addition of new
data as it becomes available.

It is obvious that these characteristics of Bayesian networks should qualify
them perfectly to model uncertainty in a context-aware system. This is the ra-
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tionale for working out the requirements and a generic architecture for including
Bayesian networks into context-aware systems. We have identified four main
issues for this Bayesian approach:

1. Infer contextual knowledge given a network and associated probabilities
2. Estimate network probabilities given observations
3. Deduce network structure given observations
4. Combine (few) data that is valid for a single individual with (much more)

data valid for a larger group of users

This paper is organized as follows. In section 2 we discuss several issues to be
considered when applying Bayesian information processing for context-aware sys-
tems. In particular we show how they result in system requirements. In section 3
we investigate the combination of knowledge derived from observing individual
behavior with group behavior. This combination is considered to be essential for
providing instant high perceived system performance for users coming freshly
into the system.

2 Issues in Applying Bayesian Information Processing to
Context-Aware Systems

The following list highlights in more detail the areas in context processing that
should involve Bayesian techniques and the issues that arise when doing so.

1. Human ’domain-expert’ modelling of Bayesian Networks’ struc-
ture and parameters. In the Bayesian research community, it is well es-
tablished that domain experts’ knowledge can be valuable, if not essential
contributions to the Bayesian process, mainly in specifying the structure of
the underlying network. Therefore, a Bayesian context-aware system must
provide an interface to such domain experts. The experts’ contributions can
be in the form of

– identifying and configuring context variables suitable to the domain, this
includes choice of suitable quantization levels and mapping to context
ontologies, and choice of the total number of variables to be incorporated
into the later network,

– encoding causal relationships in a prior network [3],
– defining priors on network structure,
– using an initial network and defining equivalent sample size,
– confirmation of learned structures, conditional probability distributions

and a-priori probabilities,
– obtaining, and making explicit, new insights into the domain’s features

by analyzing learned structures and probability distributions.
In a limited sense, it is conceivable that the actual end-user could be treated
as an additional domain expert; at least he or she is the person who often
has the best understanding of the personal domain. In traditional context
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aware systems the user is incorporated by allowing preferences or rules to be
established that govern the system behavior. In a context system that uses
Bayesian techniques, ’such preferences’ could be enriched by letting the user
state certain facts about his or her domain and translating these to network
and parameter priors. One may even go as far as suggesting a hierarchy of
domain experts in which the end-user may play a certain role, in addition
to, for instance, company representatives that govern the configuration of
systems used in a corporate environment such as services for sales staff. Sev-
eral, secondary requirements pertaining to integrity, quality control, privacy
of user data and security arise from this potential involvement of others into
the representation of a user’s context.

2. Automated learning of BN structure using complete or incomplete
data [2, 1]. By incomplete we mean the use of observed data sets where some
variables’ values are unknown, which will presumably be the case for many
context systems where sensor data or other observations can be missing. This
learning may apply to subsets of variables (i.e. with the goal of constructing a
sub network) or the full set, depending on the domain complexity. It includes
the identification of new hidden nodes to simplify the network structure and
more accurately represent the domain at hand [16]. The result of automatic
learning may be iteratively used to reinforce or expand the modelling done
by hand in the first step.

3. Automated learning of BN parameters (a priori probabilities, condi-
tional probabilities), using complete and incomplete data sets. Again, there
may be an iteration to the first and second stages above. In a context sys-
tems application, such learning should ideally be a continuous process as
new data is gathered.

4. Inference given observations and updates to observations. Depend-
ing on the network size and structure, suitable algorithms must be chosen,
for instance belief propagation for tree structures [8], loopy belief propa-
gation (see [17]) or join tree algorithms. This will may also apply optional
consistency checks (non Bayesian) that the domain experts may define on
individual variables or groups of variables (e.g. temporal constraints on lo-
cation changes or checking whether certain combinations of variables’ values
simply cannot be the case).

5. Utility theoretic decision making. It is clear that in order to reduce
the burden on developers or providers of the actual end-user context aware
services, and also to improve efficiency, such services will not only exploit
context variables’ estimated values or their likelihoods, but would like to
delegate to the Bayesian processing layer certain decisions based on cost
functions and the estimated likelihoods of context variables. An example is
a service that wants to influence the choice of a communications network
used to transport its application data, based on certain context conditions.

6. Value-Of-Information evaluation to gain information on
– which sensors’ readings would be of value
– which additional (possibly non-Bayesian and more or less costly) context

inference would be of value
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– which remote context elements should be accessed in a federated system,
possibly over a costly network

Such methods must minimize global costs and take into account the aggre-
gate benefit (or cost) of acquiring the new context data (or of not obtaining
it) and the costs that are incurred to acquire the context. Suitable inter-
faces to services are again needed that indicate the value to the service of
knowing values of context variables - possibly to a certain accuracy, and also
interfaces to a context broker that allow it to indicate costs of determining
certain context values - including sensor values and items of only remotely
available context. These costs will, of course, depend on the state (including
observational status) of other variables in the BN.

7. Combine (a smaller amount of) data that is valid for a single in-
dividual with (much more) data collected from observing a larger
group of users. This difficult task will be addressed in the next section.

8. Enforce privacy restrictions on users’ personal data. The exploita-
tion of context information is always a balance between users’ privacy and
benefits gleaned from exploiting personal data. In a system where such in-
formation is being gathered not only for the benefit of an isolated user in his
isolated BN, but also for many other users, and furthermore may require the
inspection of human domain experts, the privacy issue become more press-
ing. The architecture, design and implementation of all components will need
to ensure that this problem is being addressed satisfactorily. These consid-
erations will also have implications on point 6, where, for example, pieces
of context pertaining to location may only be available in raw form on a
local device and the user would not like them to be passed continuously to
a central server.

9. Scalability and performance issues. This problem is related to the last
three in the sense that it is expected that each active user will own a partic-
ular instantiation of a personal BN and that context information may not
always be available centrally. With potentially many millions of active users,
and the period of an individual’s ’activity’ in pervasive computing environ-
ments being extended to almost 24 hours a day, hosting many such networks
will pose memory and computational challenges. It may become necessary
to host various parts of a BN on different computing nodes, and take into
consideration the topographic availability of context. For instance, a per-
son may carry location sensors and continuous context transfer to a central
server might be too ex-pensive or undesired, e.g. for privacy concerns; in this
case, local pre-processing on a local sub network could reduce network costs
and/or preserve privacy.

An object oriented design approach with proper encapsulation, providing
separation of above functions from their actual implementation, may possibly
allow future developments in this rapidly evolving field to be incorporated more
easily.

For context-aware systems to become key components of commercially viable
services, several interfaces and functionalities are necessary to enable a complete
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Bayesian context processing “chain”, which would be the result of implementing
the all major components related to steps 1-7 above.

3 Deriving Individual User Behavior from Group
Behavior

Among the most attractive features of the Bayesian approach is its capability
to use data, gained from observing a large user community (collective), as infor-
mation about an individual, whose behavior may even not have been observed
at all. This is facilitated by deriving suitable a priori distributions (“priors”) for
the parameters of the individual’s Bayesian network. In the domain of context
aware applications this seems particularly important since the potential scope of
observations of each particular individual is much smaller than the observation
of many users and in fact, a system begins with no observations for a new user.
Nevertheless, as observations accrue, they should be incorporated fairly with the
prior knowledge obtained from the collective data.

An important issue is the identification of suitable clusters to distinguish
certain features of users. These clusters effectively define sets of users, e.g. “all
male users”, “all users of age below 18” years, “all users spending more then
100$ per month on mobile phone charges”. Suitable a priori distributions for the
individual are then computed by selecting the sets he or she fits into and adding
up the probability distributions of all of each set’s members and multiplying the
sums obtained for all fitting sets.The influence of these priors gradually declines
with increasing availability of observations upon the individual. Fig. 1 illustrates
the necessary steps from including domain experts’ knowledge to the derivation
of information about individual user behavior.

1. Define priors on structure or prior collective BN or an initial collective BN
2. Define cluster variables
3. Update collective BN using collective data
4. Update clusters if this is beneficial
5. Update collective BNs parameters using collective data
6. Provide a valid collective BN as a result of steps 1-5
7. Clone this collective BN to become the individual’s BN
8. Determine cluster variables’ values for the individual (e.g. from individual’s

preferences or subscription data)
9. Using the clusters, identify in the collective BN which variables these cluster

choices have effects upon
10. Using 7 and 9, compute priors of the parameters of conditional probability

functions (CPF) and a-priori probabilities, respectively; for instance assum-
ing an unrestricted multinomial distribution model [3]

11. Using the individual’s personal data history continually update the param-
eters of her BNs CPFs and a-priori probabilities

12. Construct the individual’s BN using estimates of the individual’s BN pa-
rameters based on step 11

13. Perform inference and/or decisions based on the individual’s BN
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Fig. 1. Necessary steps from including domain experts’ knowledge to the derivation of
information about individual user behavior

We can see that the actual transfer of knowledge obtained from observations
of collective user behavior to individual user behavior is performed in steps 7
and 8, when the collective BN is cloned to become the individual’s BN and the
values of the individual’s cluster variables are determined.

4 Conclusions

In this short paper we have addressed several issues we consider relevant for the
development of future context-aware systems that become capable of a) properly
operating on the ambiguous/uncertain context of real world applications and b)
scaling towards potentially very large numbers of users (e.g. several millions,
such as in today’s mobile phone networks).

We suggest that domain experts need user interfaces to set up and contin-
uously maintain the structure and eventually certain a priori probabilities of
the Bayesian networks. It is proposed that implementors of services need clearly
specified and standardized interfaces not only to query for context values, but
also for obtaining such (meta-)information as the “value-of-information”, proba-
bilities of context values or decision-theoretic computation of utilities. Interfaces
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to low-level sensors appear necessary which, again, do not only convey the actual
values but also meta-information such as error distributions or a priori distribu-
tions. Proper algorithms for continuous automatic learning of the BNs’ structure
and parameters as well as inference of higher-level context have to be in place and
well encapsulated inside of the context-subsystems. The transfer from observa-
tion made on the collective of users to individuals is crucial to create a favorable
user experience from the beginning. In order to protect privacy it appears de-
sirable to keep the observations that can be directly ascribed to an individual
under the individual’s direct control, e.g. on the personal device. However, de-
spite this and and other efforts for privacy protection it may not be possible to
develop an “inherently safe” context-aware system that can absolutely prevent
the misuse of context information for activities that may be considered as pri-
vacy violating or discriminating by the individual user. A Bayesian perspective
on the privacy protection problem and the possibilities to infer context that is
considered private from context that is considered public, reveals that misuse can
hardly be prevented by technological measures, alone. Instead, a combination of
careful software and system design efforts and sensible legal frameworks may be
necessary to break the ground for wide acceptance and successful operation of
large-scale context-aware systems and services.
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Abstract. In this paper we present a context-aware collaborative filter-
ing system that predicts a user’s preference in different context situations
based on past experiences. We extend collaborative filtering techniques
so that what other like-minded users have done in similar context can
be used to predict a user’s preference towards an activity in the current
context. Such a system can help predict the user’s behavior in different
situations without the user actively defining it. For example, it could rec-
ommend activities customized for Bob for the given weather, location,
and traveling companion(s), based on what other people like Bob have
done in similar context.

1 Introduction

In the ubiquitous computing world, computing devices are part of the bigger
environment, known as the pervasive context. These devices could be aware of
various contexts in the environment, such as the location, the surroundings,
people in the vicinity, or even the weather forecast. Connectivity, or the implied
access to the information highway, is no longer bounded to the desk. The user
could be at the train station, in a shopping mall or even in a different city. The
role of computers in this environment has in a way become more like that of a
personal assistant than, say, of a help-desk. This shift in interaction prompted
us to look at how ubiquitous devices could assist users better by anticipating
their preferences in a dynamic environment.

Currently, context-aware applications mostly rely on manually defined rules
to determine application behavior for varying context. These rules can be pre-
defined by application developers [1, 2] or, alternatively user-configured either
by static preferences [3, 4, 5] or formed over time from user feedback [2]. Static
rules are inflexible and difficult to customize for individuals, whereas the under-
lying learning process in the latter case has a long learning curve and can be
tedious for users. More importantly, these systems are unable to predict a user’s
preference in an unseen situation.
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It is understandably difficult for a computer to judge the taste of a user,
so in recent years, we have seen a trend towards recommendation systems that
leverage the opinions of other users to make predictions for the user.

Collaborative Filtering (CF) is a technology that has emerged in e-Commerce
applications to produce personalized recommendations for users [6]. It is based
on the assumption that people who like the same things are likely to feel similarly
towards other things. This has turned out to be a very effective way of identifying
new products for customers. CF works by combining the opinions of people who
have expressed inclinations similar to yours in the past to make a prediction on
what may be of interest to you now. One well-known example of a CF system is
Amazon.com.

To date, CF has mostly been applied to web applications for which the context
is undefined, i.e., the content is static, and the recommendations do not change
with the environment. In the dynamic environment of ubiquitous computing, a
user’s decision can be influenced by many things in the surrounding context. For
example, when people travel on holiday, their preferred activities might largely
depend on the weather. Existing CF systems could not model this complexity
of context. They are as likely to recommend mountain routes for a person who
likes hiking whether it rains or shines. Applications in ubiquitous computing
exist that have used CF to give recommendations [2, 7]; however they did not
utilize the context information in the environment, and hence did not break out
of the boundaries of a normal CF application.

In this paper we propose a design for a context-aware CF system in which we
leverage the pervasive context information such that a user’s preference is not only
predicted from opinions of similar users, but also from feedback of other users in a
context similar to that the user currently is in. In contrast to existing methods that
manually determine how each context will influence the desirability of an activity,
we use CF to automatically predict the impact of context for an activity by lever-
aging past user experiences. In our system, context provides the hints necessary
to explore different options, rather than just limiting the set of options.

The remainder of this paper is organized as follows: we begin by examining the
existing process in CF in Section 2. We then introduce context in Section 3.1 and
define the requirements for a context-aware CF system. Next we discuss how to
model context data in a CF system in Section 3.2 and how to measure similarity
between different contexts in Section 3.3, and give an algorithmic extension to
the CF process to incorporate context in Section 3.4. Finally we discuss future
work in Section 4, and conclude in Section 5.

2 Background: Collaborative Filtering Process

The task of collaborative filtering is to predict how well a user will like an item
given a set of feedback made by like-minded users [8]. An active user provides
the CF system with a list of items, and the CF system returns a list of predicted
ratings for those items.



246 A. Chen

Various classes of algorithms have been used to solve this problem, including
Bayesian networks, singular value decomposition, and inductive rule learning [9].
The prevalent class of algorithm used is the neighborhood-based methods. In these
methods, a subset of users is chosen based on their similarity to the active
user, and subsequently a weighted aggregate of their ratings is used to generate
predictions for the active user.

In this section we will describe the stages of neighborhood-based methods
to provide a general understanding of a CF system and give the reader a point
of reference for the latter sections, when we extend this process to incorporate
context.

2.1 Building a User Profile

The first stage of a CF process is to build user profiles from feedback (generally
in the form of ratings) on items made over time. A user profile comprises these
numerical ratings assigned to individual items. More formally, each user u has
at most one rating ru,i for each item i.

2.2 Measuring User Similarity

The key in CF is to locate other users with profiles similar to that of the ac-
tive user, commonly referred to as “neighbors”. This is done by calculating the
“weight” of the active user against every other user with respect to the similarity
in their ratings given to the same items.

The Pearson correlation coefficient, which measures the degree of a linear re-
lationship between two variables, is commonly used to weight user similarity [10].
The similarity weight between the active user a and neighbor u as defined by
the Person correlation coefficient is

wa,u =
∑m

i=1 (ra,i − r̄a) · (ru,i − r̄u)
σa · σu

. (1)

This equation combines the similarity between the relative ratings given by
users a and u on the same item over all the items they have both rated. It gives
a value between -1 and +1, where -1 means that these two users have the exact
opposite taste, and +1 means they have the same taste.

2.3 Generating a Prediction

We can now combine all the neighbors’ ratings into a prediction by computing a
weighted average of the ratings, using the correlations as the weights [10]. The
predicted rating of the active user a on item i can hence be formulated as

pa,i = r̄a + k
n∑

u=1

(ru,i − r̄u) · wa,u, (2)

where n is the number of best neighbors chosen and k is a normalizing factor
such that the absolute values of the weights sum to unity.
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This covers the basic steps of the CF process in generating a prediction for
a user. We now consider the issues involved when introducing pervasive context
into the equation.

3 Incorporating Context into CF

3.1 Introducing Context: Concepts and Challenges

Context is a description of the situation and the environment a device or a
user is in [11]. For each context a set of features is relevant. For each feature
a range of values is determined by the context. From this model a hierarchy
of context subspaces can be developed. Schmidt et al. [11] categorized context
into six high-level subspaces. The first three relate to human factors: informa-
tion about the user (e.g., habits, biophysiological conditions), social environment
(e.g., social interaction, co-location with other users), and user’s tasks (e.g., ac-
tive tasks, general goals). The other three concern the physical environment: lo-
cation, infrastructure (e.g., resources, communication), and physical conditions
(e.g., noise, light, weather).

It is worthwhile noting that the first context identified on the list – knowledge
about the habits of a user – is what a CF system currently models. CF uses this
context to deduce any unknown habits of the user from habits of other similar
users. What is lacking in CF is the knowledge about all the other contexts that
help define a user’s habits in different situations.

To model context in a CF system, we need to associate a user’s choice or
preferences with the context in which the user made that choice. This means
that we need to capture the current context each time the user makes a choice.
The same applies for the reciprocal: when a user asks for recommendations, we
need to capture the current context and evaluate what others have chosen in a
similar context in the past.

This poses two main problems: how do we manage context in the user profile
in terms of data modeling and storage, and how do we measure similarities
between contexts.

3.2 Context Modeling in CF

In a standard CF system, which we described earlier, a user’s profile consists of
a set of items with at most one rating assigned to each item. An item could be
a product, a place or an action, and the rating represents the user’s fondness of
or preference towards that item. In a dynamic environment, a user’s preference
towards an item may change with the context. For example, Bob may want to
visit a family diner instead of a posh restaurant when he is with his kids. To
capture the different preferences towards an item in different contexts, a snapshot
of the context need to be stored along with a user’s rating for an item.

A snapshot of the context is a composite of different types of context data
from various sources. This context can either be acquired from the embedded
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sensors in the mobile device itself or from an infrastructure placed in the smart
environment which provides these data for the device. Consequently, various con-
text data can be available or unavailable, depending on the infrastructure that
is accessible in the current environment. This yields the requirement that differ-
ent context types should be managed independently, and that their combined
impact be calculated algorithmically.

In modeling context in CF, we took the approach of maintaining all the values
and the structure within each context type. For example, the Location context
object would maintain a hierarchy of all the different locations, such as “Czech
Republic” and “Prague”. Thereby we can minimize redundancy in the system
and improve efficiency. When a user rates an item, the rating is associated with
the current context value inside each available context, see Figure 1. In this
example figure, Bob went to a spa when he was on holiday in Prague, he enjoyed
it and rated this activity 5 out of 10. In the system a rating object is created
that links Bob as the user and “Spa” as the item. There were two context data
available to Bob’s device at that time: the location and the temperature. To
model this, the rating object also links to the value of “Prague” in the Location
context and value of “5 degrees” in the Temperature context.

Fig. 1. Associating context with ratings

The links are bi-directional so that the system could easily traverse all the
items rated for a given context and the entire context in which an item is rated.
Context data is now available to the system, but to render it usable for making
a prediction, we need to be able to compare the context of one user to that of
another.
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3.3 Context Similarity

The goal of calculating context similarity is to determine which ratings are more
relevant for the current context. For instance, when Bob wants to go fishing in
spring, ratings of fishing locations in spring would be more relevant than ratings
of fishing locations in autumn. The similarity of the context in which an item
is rated with the current context of the active user determines the relevance of
this rating. Consequently, for each context type, there needs to be a quantifiable
measure of the similarity between two context values.

Formally we define context here as a tuple of z different context types modeled
in the system:

C = (C1,C2, · · · ,Cz), (3)

where Ct (t ∈ 1..z) is a context type (e.g., Location, Temperature or Time). For
each context type t, there exists a similarity function simt(x, y), with x, y ∈ C,
which returns a normalized value denoting the similarity between x and y with
respect to Ct.

A general comparator can be defined for a context type which has one of the
following properties:

– Categorical, where values in the same category are alike (e.g., transport).
– Continuous, where closer values are more similar (e.g., temperature).
– Hierarchical, where a more general context can be used when no ratings for

a specific context are available (e.g., location).

Context types which do not have these characteristics may require a custom
comparator to be defined for them.

Context types can be vary widely, and it would be difficult to manually define
a similarity function for each context type, so we devised an automated method
to compare the relevance of one context value to another for the same context
type.

We make the assumption that if user preferences towards an item do not
differ much in different contexts, then the ratings given in one context would
also apply for the other. So if the ratings for an item are similar for two different
context values, then these two values are very relevant to each other.

We use the Pearson’s correlation coefficient, which was used to calculate the
similarity weight for a user in Equation (1) to measure the correlation between
two different context variables with respect to their ratings. We denote the rating
given by the user u on item i in context x ∈ C as ru,i,x, and formulate the
similarity weight for two different context variables, x and y, for item i as follows

relt(x, y, i) =
∑n

u=1 (ru,i,xt
− r̄i) · (ru,i,yt

− r̄i)
σxt

· σyt

, (4)

where relt(x, y, i) returns the relevance of two context values in Ct over all the
ratings users gave in these contexts. Compare this with simt(x, y), which returns
the similarity between two context values.
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Either one or both could be used to weight each rating for the given context
when making a prediction. The advantage of using the similarity function is
that it can be better tailored to a particular context type, although it may be
more restrictive in its comparison. Using the correlation function we were able
to capture non-obvious relations between two context values, but each context
value needs to be populated with many ratings for it to work.

Next we look at how this context is incorporated into the CF process to
generate context-dependent predictions.

3.4 Context-Aware Extensions to the CF Process

Let us revisit the steps of a collaborative filtering process and redefine it to
include context.

Building User Profile. In the context-aware CF system, a user’s feedback
needs to be put into context. This implies that the context needs to be recorded
when the user selects or performs a recommendation. This poses a problem
when the user wants to give explicit feedback on an item long after the action
has passed and the context has changed.

Our advantage is that context data can also provide information on the user’s
current activity, which would enable the system to make implicit feedback for the
user. Implicit feedback is when the system infers a user’s rating for an item based
on the user’s behavior. Which behavior is monitored is application-dependent.
For example, a tourist application could monitor how long a user stays in the
location associated with a particular activity, whereas a shop application could
look at items ordered, and a media-streaming application could see which items
the user chooses to view or skip.

We could also use this implicit feedback to mitigate the problem of delayed
feedback, by prompting the user to give feedback when the application senses the
user has finished an activity (e.g. leaving a location or finished playing a clip).
It could also allow the user to rate from a list of past activities the application
has implicitly captured.

The feedback together with the available context would make up the user
profile in the context-aware CF system as described in Section 3.2.

Measuring User and Context Similarity. In this step a normal CF system
would “weigh” the active user against other users in the system with respect
to similarity in their ratings to locate similar users. To incorporate context we
would also “weigh” the current context of the active user against the context of
each rating with respect to their relevance as described in Section 3.3 to locate
ratings given in similar context.

Generating a Prediction. In this step a prediction is calculated by combining
neighbors’ ratings into a weighted average of the ratings, using the neighbors’
correlations as the weights, see Equation (2).
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In the context-aware CF system, each rating has an associated context. The
similarity of the context in which an item was rated with the context of the
active user determines how relevant this rating is in the current context, so we
need to extend this to use the weighted rating with respect to the relevance of
the rating’s context to the current context.

We define Ru,i,c as the weighted ratings for the user u on an item i in context
c, where c is the current context of the active user, using context similarity as
weights. The context is multi-dimensional so we assume linear independence and
calculate the similarity for each dimension separately, i.e.,

Ru,i,c = k
∑
x∈C

z∑
t=1

ru,i,x · simt(c, x), (5)

where k is a normalizing factor such that the absolute values of the weights sum
to unity. It has nested sums: the inner loops over each dimension in context,
e.g., Location, Weather; the outer loops over all the values in that dimension,
e.g., “Zurich”, “Prague”, “Tokyo” for the Location context.

We now substitute Ru,i,c for the rating of user u on item i without context
ru,i in Equation (2). The predicted rating of the active user a on item i can
hence be formulated as

pa,i,c = r̄a + k

n∑
u=1

(Ru,i,c − r̄u) · wa,u. (6)

This calculation combines all the weighted ratings, with respect to similarity
in context, of all the neighbors, which is then further weighted with respect to
the similarity of user, to give an overall prediction for the active user on an item
in the current context.

4 Future Work

The next step is to evaluate the algorithms. The difficulty here is that we need
real user data to validate whether the predictions match the user’s actual de-
cision. In addition, the collaborative nature of the system requires large user
participation to generate good predictions. As we are the first to apply the CF
technique to pervasive context, there is no readily available datasets to test it
on. One possibility is to initialize the system with ratings from existing CF sys-
tems, such as VirtualTourist.com [12], adding any implicit context information
available (e.g., location). This enables the system to provide general recom-
mendations before more context data is collected to produce context-oriented
recommendations.

We are currently developing a tourist application for mobile phones to demon-
strate and collect data for the context-aware CF engine. We plan to test this
application on a group of students in the laboratory, who will use the application
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for their weekend travels. The data collected from this deployment will allow us
to evaluate and calibrate our algorithms.

On the modeling side, it would be interesting to look specifically into the
social context and consider the influence of its complex interactions. Whether
one should model relationships as a context (e.g., husband, girlfriend, children)
or combine the profiles of individual participants.

Another important aspect to consider is the privacy issue. The system needs
to keep usage statistics for each user in order to generate personalized recom-
mendations. These statistics coupled with the context information can yield
interpretations to potentially track everything from user movements to social
behavior. Thus it is important that they be managed and protected properly.

5 Conclusion

We have designed a context-aware recommendation system that predicts a user’s
preference using past experiences of like-minded users. We used collaborative
filtering to automatically predict the influence of a context on an activity. We
defined the requirements of introducing context into CF and proposed a solution
that addresses modeling context data in CF user profiles and measuring context
similarity by applying CF techniques. Finally we gave an algorithmic extension
to incorporate the impact context has on generating a prediction.

Much work still needs to be done to deploy the prediction engine in a real
user environment, as we discussed in the section on future work. Predicting
user behavior is an elusive art that requires iterative calibration to adapt to the
user in a dynamic environment. This is why collaborative filtering could be very
beneficial in solving this problem, because who could better to help us predict
the users’ preferences than the user themselves.
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Abstract. In this paper, we introduce a compact system for fusing location data 
with data from simple, low-cost, non-location sensors to infer a user’s place and 
situational context.  Specifically, the system senses location with a GSM cell 
phone and a WiFi-enabled mobile device (each running Place Lab), and collects 
additional sensor data using a 2” x 1” sensor board that contains a set of com-
mon sensors (e.g. accelerometers, barometric pressure sensors) and is attached 
to the mobile device.  Our chief contribution is a multi-sensor system design 
that provides indoor-outdoor location information, and which models the capa-
bilities and form factor of future cell phones.  With two basic examples, we 
demonstrate that even using fairly primitive sensor processing and fusion algo-
rithms we can leverage the synergy between our location and non-location sen-
sors to unlock new possibilities for mobile context inference.  We conclude by 
discussing directions for future work. 

1   Introduction 

The near ubiquitous deployment of cell phones and other ever more advanced mobile 
platforms in our daily lives has spurred an increased interest in mobile context 
inference.  In the past few years, the decreasing cost of on-device location technology 
has led to a number of systems that use location traces to learn a person’s significant 
places and his daily patterns of residence and transit among those places [1, 2, 3, 7, 
17].  In other recent work, researchers have developed mobile systems that use 
simple, low-cost, non-location sensors to infer a user’s (or a device’s) situational 
context (e.g. activity, whether or not the device is being carried) [4, 5, 6, 19].  Some 
of these systems have used their sensors to infer high-level context about a user’s 
place and situation, but only in simple ways and with limited flexibility.  For example, 
Patterson et. al. used GPS logs and instantaneous velocity to recognize transit 
activities such as driving a car or riding a bus, but could only do so with a fairly 
regular GPS signal, and by using a large amount of a priori information (e.g. street 
maps and bus schedules).   
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   Our goal is to truly fuse location and non-location sensors and to leverage the 
synergy between them to enable a wider variety of high-level mobile context 
inference.  In this paper, we introduce a system that is a significant next step in this 
direction.  The system uses Place Lab [18] to provide indoor-outdoor location 
information with an average resolution of 20 - 30 meters in covered areas.  To collect 
additional sensor data we use the 2” x 1” multimodal sensor board (MSB), which 
contains a variety of common non-location sensors (e.g. accelerometers, barometric 
pressure sensors).  We illustrate the fundamental advantages of our system by 
combining location context with simple movement detection in two representative 
examples.  In particular, we show that like previous systems, our system can: 

 
• Classify a mode of transit (as driving, walking, or running) when the user is 

moving; 
• Extract significant places within a user’s daily movements. 
 
However, unlike previous systems, our system can also: 
 
• Classify mode of transit without GPS, precise velocity information, or learned 

knowledge of transit routines; 
• Classify or highlight significant places based on the activity that occurs there. 
 

Our principal contribution is to show how the problem of mobile context inference 
can be tackled using technologies that are or will be readily available in common 
computing platforms that are becoming truly ubiquitous, such as cell phones and 
wrist-watches.  By using Place Lab as our location system we alleviate the need for 
costly infrastructure as well as for uncommon hardware, instead relying on existing 
infrastructure (cell phone towers and wireless access points) and commodity hardware 
(WiFi cards/chips and GSM receivers).  We use sensors that vendors could easily 
incorporate into their mobile platforms; in fact, several of them have already done so.  
For example, Pantech’s PH-S6500 phone is equipped with six motion sensors that are 
used to detect how fast and how far its owner has walked, while new IBM ThinkPads 
are equipped with accelerometers that measure forces so as to park the hard drive in 
the event that the laptop is dropped.  With our centralized system design, we also 
collect and fuse location and non-location sensor data without requiring sensors or 
computation to be distributed around the body. 

The remainder of this paper is organized as follows.  In the next section we review 
recent work in mobile context inference.  In section 3, we describe our system and its 
components in detail.  Then, in section 4, we present two examples that demonstrate 
how our system can fuse location and non-location sensor data to expand the range of 
possibilities for mobile context inference.  Before concluding in section 6, we discuss 
directions for future work. 

2   Related Work 

There has been a substantial amount of work in mobile context inference since the 
early 1990’s.  In the past five years, research has focused increasingly on systems that 
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could be deployed ubiquitously in the near future by leveraging existing mobile 
infrastructure (e.g. commodity GPS devices, cell phones).  Specifically, recent 
projects have tended toward one of two areas: location-based user modeling or 
situational context awareness using simple, non-location sensors. 

A number of location-based projects have used long-term GPS or GSM traces of a 
user’s daily movements (on the order of weeks) to generate a probabilistic model of 
that user’s residence and travel patterns [1, 3, 4, 17].  The resulting systems can help 
determine where a user is and where she is going, but fall short of being able to 
determine other kinds of equally important context (e.g. what she is doing at that 
place).  Moreover, these schemes are limited by the drawbacks of the location 
technology used: GPS-based systems have problems in urban canyons and indoors, 
while GSM cellular location data is often too coarse to allow distinction of 
neighboring places.  Kang et. al. [10] circumvented these problems by using a WiFi-
based location system (Place Lab) and were able to perform indoor place extraction 
with a location resolution of 20 - 30 meters [18].  We show how to augment Kang’s 
method with basic movement detection using a common 3-axis accelerometer that 
costs about $10 US. 

Most situational context-awareness projects have focused on human activity 
inference (e.g. walking, speaking, riding a bicycle) using multiple simple, body worn 
sensors [5, 6, 19].  This approach allows determination of what a user is doing at a 
particular point in the day, but falls short of being able to frame that activity in the 
context of his larger patterns of daily movement.  Schmidt et. al. built a system with a 
multi-sensor board and GSM cell phone that is quite similar to ours, but focused much 
less on location. 

A few systems [1, 4, 8] have combined place and situational context, but have been 
limited both in approach and in the technology used.  Both Patterson and Liao [1, 7, 
8] use incoming GPS data to infer mode of transit (e.g. foot, car, bus), but rely on a 
large corpus of learned travel patterns, and on prior knowledge of street maps and bus 
schedules.  Marmasse and Schmandt process GPS and accelerometer data in real-time 
to distinguish transit activities such as walking and driving between places, but 
require that GPS signal be continually available and that sensors be distributed across 
the user’s body rather than centralized on one device. 

We overcome these limitations by using a single location system that works both 
indoors and outdoors, and by fusing location information with information from a 
collection of simple, non-location sensors.  The use of these additional sensors can 
simplify the handling of location information by reducing or eliminating the need for 
a priori knowledge and extensive training.  We also group all additional sensors on a 
centralized, worn device. 

3   System Components and Sensors 

Our system consists of three components: a GSM cell phone, a waist-worn, WiFi-
enabled mobile device, and a multi-modal sensor board (MSB).  The cell phone 
provides GSM data for location and could also be used to take photos and video 
during experience sampling method (ESM) studies.  The mobile device provides WiFi 
data for location and is also the central processing and storage unit.  The MSB 
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captures a variety of sensor data and is discussed in more detail below.  This design 
was developed with the foresight that the phone and mobile device functions would 
eventually be merged into a GSM PDA phone with WiFi. 

The cell phone and the mobile device both run Place Lab software and 
communicate via Bluetooth; fusion and logging of location data is performed on the 
mobile device.  The MSB is attached via USB or Compact Flash to the mobile device, 
which is responsible for both logging and processing its sensor data in real-time.   

Our first implementation used a Nokia 6600 cell phone and a laptop with the MSB.  
After conducting our initial experiments (see section 4), we also assembled a more 
compact version of the system that uses a Nokia 6600, the MSB, and an iPaq hx4705.  
We plan to use the iPaq-based system in user studies because the iPaq hx4705 is 
smaller and less intrusive than most other mobile devices. 

3.1    Multi-modal Sensor Board 

The MSB (Figure 1) is a 2” x 1” sensor platform we built to allow us to experiment 
with different sensors.  The MSB contains seven sensors (listed along with sampling 
rates in Table 1) and is capable of running independently, collecting data from all 
seven sensors, and then relaying that information to a handheld, laptop, or to Intel’s 
iMote where it can be processed or stored.  The iMote is an ARM7 Bluetooth sensor 
node which can be attached to the MSB [11, 12]. The MSB has an on-board ATmel 
ATMega128L microprocessor running at 7.3728 MHz which is capable of performing 
only simple data analysis before relaying the data to the host device. 

 

 
 

Fig. 1. Photograph of the top and bottom of the MSB 

Table 1. The sensors available on the MSB and their sampling rates 

Manufacturer Part No. Description Sampling Rate
Panasonic WM-61A Analog Electric Microphone 15,360 Hz
Osram SFH-3410 Analog Visible Light Phototransistor 549 Hz
STMicro LIS3L02DS 3-Axis Digital Accelerometer 548 Hz
Honeywell HMC6352 2-Axis Digital Compass 30 Hz
Intersema MS5534AP Digital Barometer / Temperature 14 Hz
TAOS TSL2550 Digital Ambient (IR and Visible+IR) Light 5 Hz
Sensirion SHT15 Digtial Humidity / Temperature 2 Hz  
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In our current setup we connect the MSB directly to a laptop or iPaq though either 
a USB or Compact Flash connection. The sensors available on the MSB were chosen 
to simplify future development; a majority of the sensors are simple digital 
components that could be easily integrated into devices such as cell phones. This 
allows us to experiment with a rich sensor set and to easily determine which sensors 
are appropriate for our goals.  

4   Mobile Context Inference Examples 

To demonstrate how our system can fuse location and non-location sensor data to 
infer high-level context and to enable new types of mobile context inference, we 
apply it to two common problems in location-based user modeling.  Specifically, we 
show that like related systems [1, 2, 3, 4, 7, 8, 10, 17] our system can perform basic 
mode of transit inference and extract significant places from a user’s daily 
movements.  Further, we show that we can infer walking vs. driving without GPS, 
precise velocity information, or prior knowledge of transportation routines; we also 
present an example of sub-place identification and classification using a primitive 
form of activity recognition (movement detection).  Both examples are presented and 
discussed below in more detail. 

4.1    Mode of Transit 

Using time, location, accelerometer data, and a very simple classification scheme, we 
can distinguish three modes of transit: walking, running, and riding in a vehicle.  With 
an average location history of 25 to 120 seconds (shorter histories for areas with 
dense AP coverage, longer histories for sparser areas) we can classify a user as not in 
transit if she is settled within a geometric region or in transit if she is not settled 
within any geometric region.  We can then use the location history to compute a 
rough estimate of the user’s speed, which is classified as “vehicle speed” if she is in 
transit and consistently faster than 9 m/s (approximately 20 miles/hour). We can 
further distinguish the mode of transportation using the accelerometer data. 

Previous work in bio-mechanics has shown that the frequencies of interest for 
walking motions are below 10Hz [13].  Using the accelerometer data from the MSB, 
we can perform a simple sum of the FFT coefficients from 0.5Hz to 3Hz (which 
contains the first harmonic of the walking and running motions) to get a rough idea of 
the movements being experienced.  Since we only want a rough result and intend to 
perform this calculation on devices with limited power and computation, we use the 
Goertzel algorithm [14] which allows us to compute DFT coefficients very efficiently 
with a 2nd order filter.  We store two seconds worth of acceleration magnitudes in a 
buffer and compute a binary movement/no-movement estimate three times a second 
with a simple threshold of the sum (a sum of greater than 10 indicates movement and 
a sum of less than 10 indicates no movement). 

Figure 3, shows some sample data where we have the recorded acceleration, the 
binary movement/no-movement estimate, and the estimated speed for a user in an 
area densely populated with 802.11 access points (Seattle’s university district).  At the 
beginning of the recording the user was walking, switched to running around the 150 
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second mark, and then got into and drove a car down a busy street from the 225 
second mark until the 450 second mark.  While driving, the user stopped at traffic 
lights near the 260 second and 325 second marks, pulled into a parking lot around the 
450 second mark, and finally parked near the 460 second mark. 

 

 

Fig. 3. The sample sensor trace with the user walking for ~150 seconds, then running until the 
~225 second mark, then entering a car and driving for the remainder of the recording (with 
stops at the ~260 and ~325 second marks, and parking in a lot starting at the ~450 second 
mark).  The summed frequency components of the acceleration are used along with acceleration 
magnitude and the “in transit” classification from the location history to determine whether the 
user is walking, running, or driving/riding in a vehicle. The top graph shows the PlaceLab 
estimated speed, calculated every 25 seconds. The 2nd graph shows the acceleration magnitude 
recorded from our sensor board, in G’s. The 3rd graph shows the output of our binary movement 
(1) / no movement (0) threshold. The 4th graph shows the raw Goertzel sum calculated from the 
acceleration, the threshold at 10 is shown as a solid line across this graph. Points above the 
threshold are classified as 1, moving, and points below the line are classified as not moving, 0 

 
Throughout this recording, the user was classified as in transit, and his estimated 

speed was calculated every 25 seconds.  We can see that for almost the entire trace, the 
user’s estimated speed was below 9 m/s so that estimated speed alone couldn’t provide 
a reliable mode of transit classification.  Thus, given that the user is in transit, we look 
at the binary movement/no-movement estimate and acceleration magnitude to 
distinguish mode of transit.  We can see that for the walking and running phases, the 
binary movement/no-movement estimate (the black line in the 3rd graph in Figure 
3,valued at 0 or 1) was almost always 1, while for the driving phase the movement/no-
movement estimate was almost always 0.  From this we an infer that the user was 
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walking or running for the first 225 seconds, and in a vehicle for the remainder of the 
trace (because he was in transit but classified as exhibiting no movement).  By looking 
at the acceleration magnitude for the first 225 seconds, it is also clear that the user was 
walking for the first 150 seconds, and running for the  next 75. 

While this overly simple method for inferring mode of transit inference may not be 
as accurate as other machine learning techniques (and could certainly be improved 
upon – by adding audio data for example), it shows the promise of our multi-sensor 
approach.  In the future, we expect to be able to distinguish among different motor 
vehicles, such as cars, busses, and motorcycles, by their characteristic acceleration 
patterns and acoustic signatures; and by leveraging more advancing machine learning 
techniques [20]. 

4.2    Significant Places 

We can also combine place extraction with activity recognition to perform more 
sophisticated inference about significant places.  For example, we could “label” a 
place with the set of activities that occurs there or extract only those places where a 
particular activity occurs.  Our simple example is an enhancement to Kang’s place 
extraction method and uses information about the user’s movements within a given 
place.  Specifically, if a user has spent 5 or more minutes within a place and our 
movement-detection algorithm reports that he has not moved, then we decide that he 
is at a desk or some other significant, fixed station.  In this case, we might label that 
place as one where a stationary activity occurs.  Alternatively, we can “zoom-in” on 
that location by taking a WiFi fingerprint [15]; this provides us with a way to 
distinguish high-resolution (2 - 5 meter) sub-places that are currently finer-grained 
than Place Lab’s average resolution (20 - 30 meter) allows. 
   To test our “zoom-in” enhancement to Kang’s method, we recorded a day’s worth 
of place and movement data for one student on a university campus.  A visualization 
of the collected data (Figure 4) illustrates how our algorithm can extract multiple 
indoor places and sub-places.  This basic example demonstrates how using an indoor-
outdoor location technology in combination with a collection of simple, non-location 
sensors allows us to explore the relationship between activity and place. 

5   Future Directions  

The preceding examples have demonstrated how our system can fuse location and 
activity to solve common problems addressed by previous mobile context inference 
systems.  We have also shown how our system could unlock new possibilities for 
mobile context inference.  In this section we discuss possible directions for future 
work with our system. 

5.1   Infrastructure Assist 

One key benefit of fusing location and non-location sensors is that we can use the 
result to assist the underlying location infrastructure.  For example, mode of transit 
could be used to select an appropriate motion model for a location particle filter 
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  which would in turn improve Place Lab’s accuracy.  Collecting fingerprints of sub-
places that are identified with activity (e.g. sitting) is another way to distinguish 
places at a higher resolution than what Place Lab currently offers.  It is likely that 
other improvements can be made to Place Lab using data from more sensors.  For 
example, digital compass data could be used to further augment a motion model by 
adding directional information. 

5.2  Activity and Place 

The meanings of place and activity are often closely tied.  For example, it is often the 
case that a place is defined by the activities that occur there (e.g. a conference room is 
a place where meetings are held).  Our system provides us with a rare opportunity to 
work with place and indoor activity – usually where most activities occur, and where 
the most time is spent.  Some ideas in this area that may be worthy of investigation 
include the labeling of places with the activities that occur there, and work with the 
idea of a “mobile place” (e.g. a bus or train). 

5.3  User Studies 

 
Fig. 4. The places and sub-places extracted from a day’s worth of data collection using our 
movement-detector-enhanced place extraction algorithm.  The zoomed view shows three 
places within the same building (left to right): a student area, a hardware lab, and a faculty 
office.  In the student area, the student spent time sitting at a desk and on a couch - both of 
these positions were recorded as sub-places (denoted ‘+’ and depicted at an arbitrary position 
inside the place) and stamped with a WiFi fingerprint.  No sub-places were identified in the 
hardware lab because the student was walking back and forth between tables, and no sub-
places were recorded in the faculty office because the student spent only a short 
 time there 

We should be able to use our compact iPaq-based system in a number of user studies 
that rely on place and situational context.  For example, we plan to use the iPaq-based 
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system for a long term study in which data is collected from users during daily life, 
and annotated using the experience sampling method.  We could also use this system 
to study the effects of place and activity on interruptability and prompting. 

6   Conclusions 

We have presented and described a new system for mobile context inference that 
fuses location and non-location sensors, and is designed for deployment on future 
computing platforms that will be truly ubiquitous (e.g. cell phones, PDAs).  Our 
system has the primary advantage that it uses Place Lab for both indoor and outdoor 
location using existing infrastructure; and by using low-cost, simple sensors (the 3-
axis accelerometer on the MSB costs about $10 US) that are already appearing on 
many emerging mobile platforms, we can widen the possibilities for mobile context 
inference and strengthen the robustness of our inference algorithms.  We presented 
two examples of how our system can solve common problems (inferring mode of 
transit and extracting significant places), and unlock new possibilities unavailable to 
previous systems.  Finally, we have discussed a number of promising areas for future 
work. 
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Abstract. The paper describes a method that allows us to derive the lo-
cation of an acceleration sensor placed on the user’s body solely based on
the sensor’s signal. The approach described here constitutes a first step
in our work towards the use of sensors integrated in standard appliances
and accessories carried by the user for complex context recognition. It is
also motivated by the fact that device location is an important context
(e.g. glasses being worn vs. glasses in a jacket pocket). Our method uses
a (sensor) location and orientation invariant algorithm to identify time
periods where the user is walking and then leverages the specific charac-
teristics of walking motion to determine the location of the body-worn
sensor.

In the paper we outline the relevance of sensor location recognition for
appliance based context awareness and then describe the details of the
method. Finally, we present the results of an experimental study with
six subjects and 90 walking sections spread over several hours indicating
that reliable recognition is feasible. The results are in the low nineties for
frame by frame recognition and reach 100% for the more relevant event
based case.

1 Introduction

A promising approach to context and activity recognition is the use of motion
sensors (predominantly accelerometers) attached to different parts of the user’s
body. Various types of activities ranging from simple modes of locomotion anal-
ysis [14] to complex everyday [2] and assembly tasks[8] have been successfully
recognized using such sensors. One thing that most of the work in this area has
in common is that it relies on sensors being placed at specific locations on the
body. Typically this includes the wrists, the arms, legs, hips, the chest and even
the head. Once a subset of locations has been chosen, the system is trained on
this specific subset and will not function properly if the sensors are placed at
a different locations. This implies that the user either has to explicitly ’put on’
the sensors each time he/she dresses up or the sensors have to be permanently
integrated into the individual pieces of clothing.
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For wide spread and more near term applications of context recognition it
would be more convenient to place sensors in appliances and accessories that
most of us carry with us on a daily basis anyway. Such appliances include mobile
phones, PDAs, key-chains, watches, hearing aids, headphones, badges and other
smart cards and soon maybe even displays in glasses. Most of these devices
are equipped with electronics and some already have sensors, including motion
sensors (e.g Casio camera watch).

1.1 Context Recognition with Standard Appliance

While convenient for the user, the use of standard appliances and accessories for
context recognition poses considerable difficulties. The main problem is that one
can never be sure which devices the user carries with him and where on the body
they are located. A mobile phone might be in a trousers pocket, in a holster on
the hips, in a jacket or shirt pocket or in a backpack. Similar is true for a PDA, a
wallet or a key-chain. Even such location specific devices as a watch, headphones
or glasses might sometimes be carried in a pocket or a backpack.

As a consequence any system using standard appliances for context recogni-
tion must address the following issues:

1. Enough different body locations must be covered by sensor enabled appli-
ances to provide sufficient information for the recognition task at hand.

2. The system is either able to deduce where on the body each device is located
at any given moment or the recognition algorithm is location invariant.

3. The system must either be able to deduce the orientation of each device or
the recognition algorithm is orientation invariant.

4. If the recognition algorithm is not location invariant, then it must be able
to deal with different combinations of locations.

The work described in this paper constitutes the first step in our effort to facil-
itate the use of such appliances for complex context recognition. It focuses on
the second point: the device location. We show that the most common human
activity, namely walking, can be recognized in a location independent way. We
then demonstrate how the information that the user is walking can be leveraged
to determine device location.

The motivation for starting with device location is twofold. First we consider
it to be the most critical issue. Experience shows that people usually have sev-
eral accessories with them and mostly carry them at different locations. As an
example in a typical scenario the user might carry a key-chain in his trousers
pocket giving us the leg information, a watch on the wrist, a mobile phone in a
holster on the hip and a smart card in a wallet in a jacket pocket. Thus while
a systematic study will eventually be needed to determine the most common
locations for different applications, at this stage we assume that there are rele-
vant situations where point one is satisfied. Concerning device orientation, it has
been shown by [10] and [5] that it can be derived from three axis acceleration
sensors by looking at either time periods where the norm of the acceleration
signal is 1 (no motion just gravity) or in an approximation by looking at the
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low pass filtered signal. Finally while there is considerable research potential in
optimizing an adaptive classifier, simple solutions also exist proving that it is
feasible for a system to deal with variable locations. In the worst case, a separate
classifier could be trained for every relevant combination of locations. Since for
the classifier it only matters that a sensor is at a certain location, not which
device it is embedded in, the number of combinations is reasonable. In addition,
only a limited number of all possible combinations will be relevant for a given
recognition task.

The second motivation for looking at device location is the fact that location
information itself is an interesting context. As an example, knowing if the glasses
are worn or if they are in a pocket can be an important clue to the user’s activity.

1.2 Related Work and Paper Contributions

The potential of body-worn sensors for context and activity recognition has been
demonstrated in many scientific papers [3, 2, 11, 15, 14, 9, 16, 5, 6].

Irrespective of the signal processing schemes and recognition algorithms used,
the variety of approaches presented differ in a number of ways. While some
approaches rely on different types of sensors (e.g.[11, 15, 14, 5]), others solely use
a single type of sensor such as accelerometers ([3, 2, 9, 16, 6]) for the recognition
task. Furthermore, the approaches may differ with respect to the type of context
targeted for classification ranging e.g. from the classification of walking behavior
(e.g. [14]) to the recognition of complex everyday activities [2]. There also exist
approaches targeting the same recognition task using the same sensors, but differ
with respect to the placement of the sensors. One common example for this is
the recognition of walking behavior (level walking, descending and ascending
stairs) with accelerometers (e.g. [16, 12]). Despite the many differences, one thing
that most of the approaches have in common is the fact that their recognition
engines are unaware of the sensor locations and simply rely on individual sensors
being placed at specific locations on the body. Consider the case, where e.g. two
accelerometers A1 and A2 are used for a certain recognition task. The recognition
system works properly when sensor A1 is placed on the wrist, and sensor A2

mounted on the thigh which is the configuration which the system has been
trained for. If the two sensors would be exchanged after training, the system’s
recognition performance would without debt decrease, if it was not aware of this
change. To allow recognition systems to adapt to such changes, it must be aware
of the locations of the individual sensors on the body.

To our knowledge the method described in this paper is the first published
attempt to facilitate this functionality. This paper describes the details of this
novel method and presents an extensive experimental evaluation showing that
it produces highly reliable results. The experimental evaluation elaborates not
just the final results but also gives an insight into the effect of the different,
individual optimizations steps contained in our method.

The work that comes closest to ours has been presented by Lester et. al [7].
They introduced a method to determine if two devices are carried by the same
person, by analyzing walking data recorded by low-cost MEMS accelerometers
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using the coherence function, a measure of linear correlation in the frequency
domain. In addition Gellersen et. al have shown how a group of devices can
be ’coupled’ by being shaken together. Furthermore there were a number of
attempts detect whether an appliance such as a mobile phone is on a pocket in
the hand or on the table [4].

2 Approach

2.1 General Considerations

Our approach is based on the obvious observation that different parts of the body
tend to move in different ways. As an example, hand motions contain much more
higher frequency components and larger amplitudes than hip or head motions.
In addition, physiological constraints mean that certain types of motions are not
permissible at all for some parts of the body (you can not turn your leg around
the vertical axis in the knee or tilt your head more than 90 degrees). Also, some
parts tend to be motionless for longer periods of time than the others. Thus, in
theory, a statistical analysis of the motion patterns over a sufficient period of
time should be able to provide information about the location of a sensor on the
body. However, when implementing this idea in practice one has to deal with
a number of issues. For one, the value of such a statistical analysis depends on
the user activity during the analysis window. Little information will for example
be gained if the user is sleeping during the whole time. In addition, the signal
of a motion sensor placed on a given body part contains a superposition of the
motion of this body part with the motion of the body as a whole. Thus while it
is not possible to tilt the head more than 90 degrees, such a tilt will be registered
when the user lies down. Finally, many of the motion characteristics that can
be used to distinguish between body parts involve absolute orientation which is
hard to detect, in particular if the orientation of the sensor is not known.

Our method deals with the above issues in two ways:

1. The analysis is constrained to the time during which the user is walking. This
is motivated by two considerations. First, walking is a common activity that
occurs fairly often in most settings. Thus, being able to detect the position of
devices during walking phases should provide us with a sufficiently accurate
overall picture of where the devices are located. In addition, once the location
has been determined during a walking phase, this knowledge can be used to
detect possible changes in placement.

The second reason for focusing on walking is the fact that walking has
such a distinct motion signature that it can be recognized without any as-
sumptions about sensor location.

2. We base our analysis on the norm of the acceleration vector which is inde-
pendent of the senor orientation.
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2.2 Recognition Method

With the considerations described above our method can be summarized as
follows.

Features Computation. Basic physical considerations confirmed by initial
tests have lead us to use following features computed in a sliding window that
is 1 sec long (overlapping 0.5 sec):

RMS:
√

1
N ∗ ∑

i x2
i , where N is the number of samples a sliding window con-

tains, and xi the i’th sample of the window.
75%Percentile: Given a signal s(t) the 75%percentile, also known as the third

quartile, is the value that is greater than 75% percent of the values of s(t) .
InterQuartileRange: The interquartile range is defined as the difference be-

tween the 75th percentile and the 25th percentile.
Frequency Range Power: Computes the power of the discrete FFT compo-

nents for a given frequency band.
Frequency Entropy: The frequency entropy is calculated according to the

following formula: Hfreq = −∑
p(Xi) ∗ log2(p(Xi)), where Xi are the fre-

quency components of the windowed time-domain signal for a given fre-
quency band and p(Xi) the probability of X. Thus, the frequency entropy
is the normalized information entropy of the discrete FFT component mag-
nitudes of the windowed time-domain- signal and is a measure of the distri-
bution of the frequency components in the frequency band. This feature has
been used by [1].

SumsPowerWaveDetCoeff: describes the power of the detail signals at given
levels that are derived from the discrete wavelet transformation of the win-
dowed time-domain signal. This feature has successfully been used by [13]
to classify walking patterns with acceleration sensors.

Training. Using a selection of relevant device positions walking recognition is
trained. The recognition is trained in a location independent manner by putting
the data from all locations into a single training set. As will be elaborated in the
experiments section 3, best results were achieved with a C 4.5 classifier. However
Naive Bayes, Naive Bayes Simple and Nearest Neighbor have also produced
acceptable recognition rates. In the next phase, data collected during walking is
used to train the location recognition.

Recognition. The recognition is performed separately by each sensor using
the system trained according to the method described above. It consists of the
following steps:

1. Frame by Frame Walking Recognition In this phase the features are computed
in a sliding window of length 1s as described above and each window is
classified as walking or non walking. The window length has been selected
such that in a typical case it contains at least one step.
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Fig. 1. Sensor placement

2. Walking Recognition Smoothing Using another jumping window of length 10
sec jumping by 5 sec the results of the frame by frame walking classification
are then smoothed. The smoothing retains only those windows, where more
then 70% of the frames were classified as walking. This ensures that the
subsequent location classification is based only on ’clean’ walking segments.

3. Walking Segment Localization The smoothed frame by frame recognition
results are then used to localize walking segments that are long enough to
allow reliable recognition. We define appropriate length to be at least a few
tens of seconds and not longer than a 2 or 3 min. If a walking segment is
longer than this boundary, it is automatically divided into several segments.
The rationale behind this approach is that most devices are likely to remain
in the same place for a few minutes. Changes on a smaller timescale must
be considered as isolated events (e.g taking out a phone and rejecting an
incoming call) and have to be detected separately by each device.

4. Frame By Frame Location Recognition A sliding window of the length of
1 sec. is then applied in each segment that has been identified as a rele-
vant walking event. In each window the features for location recognition are
computed and classification is performed.

5. Event Based Location Recognition For each segment a majority decision is
performed on the frame by frame location classification.

3 Experimental Results

3.1 Experimental Setup

To evaluate the performance of our method an experiment was conducted with
6 subjects. For each subject, 3 experimental runs were recorded. Each run was
between 12 and 15 min and consisted of the following set of activities:

1. Working on a desk (writing emails, surfing, browse through a book).
2. Walking along a corridor.
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Fig. 2. Overview over the different classification algorithms and the varying ap-
proaches. The abbreviations have the following meaning: rl fbf=frame by frame using
reference labeling (3.3), fbf = for frame by frame location recognition using frame
by frame walking (3.3 and 2.2), fbf ws = frame by frame location recognition using
smoothing over walking (2.2), bs = smoothing approach for both location and walking
(2.2)

3. Making coffee, cleaning coffee kitchen, opening/closing drawers.
4. Walking along a corridor.
5. Giving a ’presentation’.
6. Walking.
7. Walking up and down a staircase.
8. (optional) working at desk.

Thus, there are 18 data sets containing a total of 90 walking segments (including
the stairs).

All results presented below are based on a 10 fold-cross validation for evalu-
ation on a subject by subject basis. For classification the WEKA 1 java package
was used.

Hardware. The sensor system used for the experiment is the XBus Master
System (XM-B) manufactured by XSens 2. For communication with the XBus a
Bluetooth module is used, thus data is transmitted wirelessly. Therefore, the test
subjects just have to carry the XBus plus sensors and are not burdened with any
additional load. The conductor of the experiment carries a Xybernaut to collect

1 http://www.cs.waikato.ac.nz/ml/weka/
2 http://www.xsens.com
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the data and to supervise the experiment. Four of the XSens Motion Tracker
sensors connected to the XBus are affixed on the test subject on four different
body parts. The locations that have been chosen represent typical locations
of appliances and accessories. Furthermore, they are relevant for the context
recognition. Below is a short description of the locations used:

– Sensor 1: Wrist. This simulates a watch or a bracelet while worn.
– Sensor 2: Right side of the head above the eyes. This emulates glasses that

are being worn.
– Sensor 3: Left trouser’s pocket. This is a typical location for a variety of

appliances such as key chains, mobile phones or even a watch that was taken
off the wrist.

– Sensor 4: Left breast pocket. Again a typical location that would also include
smart cards, glasses, (e.g. in a wallet).

3.2 Location Recognition on Segmented Data

As already mentioned earlier, the location recognition is only done during walk-
ing. Thus we begin our analysis by looking at the performance of the location
recognition on hand picked walking segments. The results of the frame by frame
recognition an all 90 segments contained in the experimental data is shown in
figure 2. Using a majority decision on each segment leads to a 100% correct
recognition (124 out of 124). The smallest segment is 1 minute long.

3.3 Continuous Location Recognition

Walking Recognition. The first step towards location recognition from a real
life, continuous data stream is the detection of walking segments. As shown in
Table 1 a frame by frame walking recognition (walking vs. not walking) showed
an accuracy between 69% and 95% (mean 82%). However, for our purpose the
mere accuracy is not the main concern. Instead we are interested in minimizing
the number of false positives, as the subsequent location recognition works cor-
rectly only if applied to walking data. Here a mean of 18%(over all experiments)
it is definitely to high.

As a consequence a false positive penalty has been added to the classifica-
tion algorithms. Tests (see Figure 3) have lead to a minimal false positive rate
considering a misclassification of ’Not Walking’ four times worse than a misclas-
sification of ’Walking’. While the overall correct rates goes down to between 61%
and 85% (mean 76%), the percentage of false positives for ’Walking’ is reduced
to an average of 4% (between 0.5% and 7%).

The best results for the walking recognition is provided by the C4.5 tree
algorithm with a mean of 82%, the worst by the Naive Bayes Simple with a
mean of 65%.

In the next step the effect jumping window smoothing was investigated show-
ing an average false positive rate of 2.17% with 84% of the windows being cor-
rectly recognized.
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Table 1. Overview Classification for Walking in Percent

Person1 P2 P3 P4 P5 P6 Mean
Frame by Frame Correctly Classified 95 69 87 78 82 85 82.67

False Positives for Walking 14 8 26 10 34 18 18.33
Frame by Frame Correctly Classified 83 61 78 75 79 81 76.17
with penalty False Positives for Walking 3 5 0.5 8 6 6 4.75
Frame by Frame Correctly Classified 93 72 89 85 78 92 84,83
penalty, jumping window False Positives for Walking 2 3 1 2 2 3 2.17

Walking Segments Location. In the last walking recognition step the walking
segment location was applied to the smoothed frame by frame results. This has
lead to 124 segments being located, none of which was located in a non-walking
section. As shown for an example data set in figure 4 the only deviations from the
ground truth was the splitting of single segments and the fact that the detected
segments were in general shorter then the ground truth segments. However in
terms of suitability for location recognition this is not relevant.

Frame By Frame Location Recognition. With the walking segments de-
tected the frame by frame location recognition was applied. The results are
shown in 2. They were later improved using the jumping window smoothing
method which has lead to the results shown in 2 and 4.

The confusion matrices depicted in Table 3 indicate that the sensors attached
to Head and Breast, as well as, Trousers and Wrist are most often confused.
Especially, the confusion between Hand and Trousers is significant in size. One
possible reason is that the movement pattern of Hand and Leg is similar while
walking, particularly if the test subjects swings with the hand.
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Table 2. Mean of C4.5 over all data sets for pre-labeled frame-by-frame ( 89,81 %
correctly classified)

a b c d ← classified as
856 2 87 5 a = Head
21 804 0 12 b = Trousers

101 32 765 4 c = Breast
0 103 5 819 d = Wrist

Table 3. Mean of C4.5 over all data sets for frame-by-frame using frame-by-frame
walking recognition ( 80 % correctly classified)

a b c d ← classified as
567 4 94 4 a = Head

3 431 3 178 b = Trousers
83 32 678 10 c= Breast
12 155 24 754 d =Wrist

Table 4. Mean of C4.5 over all data sets for both smoothed walking and location ( 94
% correctly classified)

a b c d ← classified as
965 2 31 2 a = Head

0 847 4 49 b = Trousers
42 0 883 1 c= Breast
17 68 10 921 d =Wrist

Event Based Location Recognition. In final step majority decision was per-
formed in each segment leading to an event based recognition. Just like in the
hand segmented case the recognition rate was 100 %.

4 Conclusion and Future Work

The work described in this paper constitutes a first step towards the use of
sensors integrated in standard appliances and accessories carried by the user
for complex context recognition. It is also motivated by the relevance of device
location for general user context.

We have introduced a method that allows us to recognize where on the user’s
body an acceleration sensor is located. The experimental results presented above
indicate that the method produces surprisingly reliable results. The method has
found all walking segments in each experiment and has produced perfect event
based recognition. Note that for practical use such event based recognition and
not the less accurate frame by frame results that are relevant.
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Fig. 4. Sample set containing different approaches for recognizing the walking segments

Despite this encouraging results it is clear that much work still remains to
be done. The main issue that needs to be addressed is the detection of location
changes that happen when the user is not walking and short duration location
changes occurring during walking (e.g. taking out a mobile phone events during
walking). Here, we see communication and cooperation between different devices
as the key. Thus, for example, if all devices but the one located in a breast
pocket detect walking then it must be assumed that something is happening
to this device. Similar conclusions can be drawn if devices known to be in the
trousers side pockets detect the user sitting and all but one devices report no or
little motion while a single devices detects intensive movement. How such device
cooperation can be used in real life situations and how reliable results it can
produce is the subject of the next stage of our investigation.

Another interesting issue is the study of how well the recognition method
can distinguish between locations that are close to each other on the same body
segment. Finally we will need to see how well the actual context recognition
works with standard appliances given only approximate location and not a sensor
tightly fixed to a specific body part.
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Abstract. Context information is used by pervasive networking and
context-aware programs to adapt intelligently to different environments
and user tasks. As the context information is potentially sensitive, it is of-
ten necessary to provide privacy protection mechanisms for users. These
mechanisms are intended to prevent breaches of user privacy through
unauthorised context disclosure. To be effective, such mechanisms should
not only support user specified context disclosure rules, but also the dis-
closure of context at different granularities. In this paper we describe
a new obfuscation mechanism that can adjust the granularity of differ-
ent types of context information to meet disclosure requirements stated
by the owner of the context information. These requirements are spec-
ified using a preference model we developed previously and have since
extended to provide granularity control. The obfuscation process is sup-
ported by our novel use of ontological descriptions that capture the gran-
ularity relationship between instances of an object type.

1 Introduction

The use of context information has been widely explored in the fields of context-
aware applications and pervasive computing to enable the system to react dy-
namically, and intelligently, to changes in the environment and user tasks. The
context information is obtained from networks of hardware and software sen-
sors, user profile information, device profile information, as well as derived from
context information already in the system. Once collected, the context informa-
tion is usually managed by a context management system (CMS) in a context
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knowledge base as a collection of context facts. The pervasiveness of the con-
text collection means that the context facts provide ample fodder for malicious
entities to stage attacks on the context owner. These attacks may range from an-
noying targetted advertisements to life threatening stalking. As the information
was collected to be used by the pervasive network and context-aware applica-
tions, total prevention of context information disclosure is counter productive.
Thus, privacy mechanisms are needed to protect the context owner’s privacy
by applying access control to queries on the context information. These privacy
mechanisms either authorise or prohibit context information disclosure based on
a set of preferences established by the context owner.

Preferences that only allow or deny access to the context information are very
course-grained, and prevent context owners from releasing less detailed, though
still correct, context information. In this paper we present a preference mecha-
nism that gives context owners fine-grained control over the use and disclosure
of their context information. This would enable a context owner to provide de-
tailed location information to family members, and low granularity information,
e.g., the current city they are located in, to everyone else.

The mechanism we present to support this operates over different context
types, and provides multiple levels of granularity for disclosed context infor-
mation. The obfuscation procedure it uses is supported by detailed ontological
descriptions that express the granularity of object type instances. Owner pref-
erences for disclosure and obfuscation are expressed using an extended form of
a preference model we previously developed for context-aware applications [7].

The remainder of the paper is structured as follows. Section 2 provides an
overview of related work in obfuscation of context information. In Section 3 we
present an example context model which we use as a vehicle for later examples.
The paper then continues, in Section 4, with ontologies of object instances and
our novel approach to using them to capture granularity levels for the purpose
of context obfuscation. Our preference language for controlling obfuscation and
expressing privacy constraints is discussed in Section 5, while the evaluation
of these preferences is discussed in Section 6. An example demonstrating the
operation of the obfuscation mechanism is then presented in Section 7. Finally,
our concluding remarks and discussion of future work are provided in Section 8.

2 Related Work

Granular control over the release of context information was established by Hong
and Landay [10] as a desirable feature for privacy protection. The notion of
granular control is explored by Johnson et al. [11] who refer to it as “blurring”.
However, the technique is only mentioned with respect to location and spatial
context administered by a Location Management System presented in the paper.
Restricting the “blurring” functionality to a limited subset of the context infor-
mation handled by the CMS is undesirable, as the CMS supports many types
of context information, all of which should be potentially available at different
levels of obfuscation.
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The P3P [4] (Platform for Privacy Preferences) standard is intended for spec-
ifying information usage policies for online interactions. The supporting APPEL
[3] language can be used to express user privacy preferences regarding the P3P
usage policies. Although P3P can provide data at different levels of granularity,
it does not engage in obfuscation in the sense that specific data is modified to
meet disclosure limits on granularity. In addition, as the preference rules either
evaluate to true or false, requests on user context are either permitted or rejected.
There is no concept of plausible deniability, where the system can dynamically
provide “white lies” for the user or give a vague answer such as “unknown”, with
the interpretation left to the recipient.

The obfuscation of context information to different levels of precision is men-
tioned by Lederer et al. [12], who propose four different levels of context infor-
mation: precise; approximate; vague; and undisclosed. This approach of using
only a set number of levels hampers the user’s control over the disclosure of the
context. For example, assume exact location, the building the user is currently
in, the suburb, and the city in which the user is located are provided as the
four levels of obfuscation. A user not wanting to provide her exact location, but
wanting to give a more specific value for her location than the building, such as a
floor number, cannot do so. A better approach would be to support an arbitrary
number of levels, with the number of levels set according to the type of context
information.

A different approach is pursued by Chen et al., who discuss in [2] the develop-
ment of a privacy enforcement system for the EasyMeeting project. Obfuscation
of location information is supported as part of the privacy mechanism. The ob-
fuscation relies on a predefined location ontology, which defines how different
locations link together spatially. Obfuscation of other context types is not sup-
ported in their system.

A privacy preference language is presented by Gandon and Sadeh [5] that can
express release constraints on context information as well as provide obfuscation
of context. Obfuscation requirements are expressed as part of privacy preferences.
This means that a commonly used obfuscation has to be respecified on each
privacy preference. Furthermore, if obfuscation is used, the value to which the
context should be obfuscated is required. As a result, this makes the obfuscation
static. If a user specified that her location should be obfuscated to the city
in which she is currently located, the name of that city would be specified as
the obfuscation value. If she then moved to another city, the preference would
become invalid. A more flexible technique is needed that looks for the current
city, and uses that value rather than using a hard-coded value in the preference.

In summary, an obfuscation mechanism should be applicable to a wide range
of different context types, not just a single type, like location. In addition to this,
the mechanism should provide an arbitrary number of levels of obfuscation. The
exact number of levels should depend on the type of context information being
obfuscated. The mechanism should also be able to overcome missing context
information in the context knowledge base. If a value required for obfuscation
is unavailable, the system should choose the next most general value that still
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meets the limitations specified by the context owner. Furthermore, granular-
ity preferences that are applicable to multiple privacy preferences should only
have to be specified once. This can be achieved by separating the granularity
preferences from the privacy preferences.

In the remainder of the paper we present an obfuscation method that can
meet these challenges. We use ontologies to describe how different instances of an
object type relate to one another with respect to granularity. This information
is used to find lower granularity instances of an object type during obfuscation.
Context owners can control the obfuscation procedure using our preference lan-
guage for specifying constraints on granularity. In the event that obfuscation is
not possible, the release of a value of “unknown” is used to provide the system
with plausible deniability.

3 The Sample Context Model

In this section we present a sample context model that is used later to demon-
strate the functionality of our obfuscation mechanism and preference model ex-
tensions. While we use the model extensively for demonstrating our approach,
our approach is not tied to the model, and is general enough to be used to
provide obfuscation in other context management systems.

The sample model was constructed using the Context Modelling Language
(CML). CML was developed as an extension of the Object Role Modelling
method (ORM) [6], with enhancements to meet the requirements of pervasive
computing environments. A more rigorous discussion of CML is provided in [7].

The sample context model is graphically represented in Figure 1. It models
four object types: Activities, Devices, Persons, and Places. These are depicted
as ellipses, with the relationships between them shown as boxes. Each box is
labelled with the name of the relationship, and annotated with any contraints
on that relationship. With reference to terminology, instances of object types
are referred to as objects. Relationships between object types are captured as
fact types, and relationships between objects are captured as facts.

Legend
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Fig. 1. A sample context model
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According to our example model, a Person can be modelled as being at a par-
ticular Place through the locatedAt fact type. Similarly, a Person may interact
with a Device which they may own, use and be located near. The respective fact
types for these are own, using and locatedNear. Two other fact types, engagedIn
and locatedAt, model the current Activity of a Person and a Person’s location,
respectively.

Using a previously developed technique, the context model is mapped onto
a context knowledge base [8] such that fact types are represented as relations.
Context information in the database is stored as context facts or tuples, which
express assertions about one or more objects. The context information can be
accessed by directly querying facts, or through the use of situations. These situ-
ations are a high-level abstraction supported by the modelling technique we use
from [7]. Situations are defined using a variant of predicate logic and can easily
be combined using the logical connectives and, or and not, as well as special
forms of the existential and universal quantifiers. The example situation below,
EngagedInTheSameActivity, takes two people as parameters and returns true if
they are working on the same activity.

EngagedInTheSameActivity(person1, person2):

∃activity,

• engagedIn[person1, activity],
• engagedIn[person2, activity].

Our context model captures ownership of context information to enable the
CMS to determine whose preferences should be applied. The ownership defini-
tions we use for this also enable the resolution of overlapping ownership claims
that arise in pervasive computing. These can occur when multiple parties claim
jurisdiction over context information. Our scheme, presented in [9], models own-
ership at both the fact and situation levels, such that facts and situations can
have zero, one or multiple owners. Facts and situations with no owners are con-
sidered public, and are always visible. Facts and situations that have owners
are considered non-public, are always visible to their owners, but are only dis-
closed in accordance with the owner’s privacy preferences to third parties. The
specification of ownership directly on situations is necessary for efficiency, as sit-
uations can potentially operate on context owned by multiple parties. Perform-
ing ownership tests on each context fact is extremely inefficient, particularly
when the situation involves large numbers of context facts, all with different
owners.

The following section discusses our novel use of ontologies to provide obfus-
cation of context information.

4 Ontologies for Obfuscation

In our new approach to obfuscation, each object type in the context model
is described with an ontology. These ontologies are constructed from what we
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refer to as “ontological values”, which are arranged in a hierarchy. The hier-
archy represents the relative granularity between the values, with parent on-
tological values being more general than their child values. To determine an
object’s granularity, the obfuscation procedure matches it with an ontological
value. Objects that match to the ancestors of this ontological value are of lower
granularity than the object. Conversely, objects which match to the children
of the ontological value are considered to be of higher granularity. Ontologi-
cal values at the same level in the hierarchy are considered to be of the same
granularity. Example ontologies for Activity, Person and Place are provided in
Figure 2.

WATCHING TVWRITING PAPERIN MEETING

WORKING

ACTIVITY

RELAXING

READING

WATCHING
PROGRAM

LEVEL 3

LEVEL 2

LEVEL 1

(a) Activity Ontology

LEVEL 4

LEVEL 1

LEVEL 3

LEVEL 2

ROOM

CITY

SUBURB
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PLACE

(b) Place Ontol-
ogy

NAME

PERSON

LEVEL 1

(c) Person Ontol-
ogy

Fig. 2. Ontologies for obfuscation
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When context facts are obfuscated, the CMS decomposes them into their
component objects. These objects are then matched with ontological values
from their respective object type’s ontology. The behaviour of the system then
branches, depending on the nature of the ontology being used. We have identified
two different classes of ontology, which we refer to as Class I and Class II.

The first class of ontology is constructed from ontology values which are
themselves valid instances of the object type. As such, the ontology values can
be used as the result of obfuscation. These ontologies we refer to as Class I
ontologies. In the second class of ontology, referred to as Class II ontologies, this
is not the case. The ontology value must be matched with an actual instance
from the context knowledge base.

The ontology for Activity is an example of a Class I ontology. Thus, the
ancestor value of “reading”, i.e “relaxing”, is a valid Activity object. A potential
obfuscation of engagedIn[Alice, reading] is then engagedIn[Alice, relaxing].

Place and Person are examples of object types with Class II ontologies. With
respect to Person, the “name” ontological value is not a valid Person object, and
must be matched with an entry in the context knowledge base before being used.
Likewise, the ontological values in the Place ontology, e.g. “city” and “suburb”,
need to be matched to objects in the context knowledge base. Obfuscating a
person’s location to locatedAt[Bob, city], is meaningless. A meaningful result
would be locatedAt[Bob, Brisbane], where an instance of Place has been matched
to the “city” ontology value.

The approach presented in this paper considers both the Class I and Class
II ontologies to be system-wide and largely static. We are currently working on
extending the system to enable per user customisation of the ontologies.

5 Specification of Preferences

In our approach the privacy policy of a context owner is captured as a set of
preferences. The preference language we have developed to facilitate this sup-
ports two kinds of preferences for controlling the release of context information:
the privacy preference, which limits the disclosure of context information to
third parties; and the granularity preference which the context owner can use to
control the level of detail of disclosed context information.

5.1 Privacy Preferences

Privacy preferences enable context owners to authorise or deny disclosure of
context information based on a set of activation conditions. To express these
preferences we use an extended version of a preference model we developed pre-
viously for context-aware applications [7].

In our privacy preference model, each preference is given a unique name. The
activation conditions for the preference are then listed as part of a scope state-
ment, which is declared beginning with a “when”. These activation conditions
can be specified over fact types, situations and conditions on parameters like re-
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quester or purpose. If all the access conditions are met, the preference activates
and either ratifies or prohibits the disclosure. These two options are represented
as ratings of oblige or prohibit, respectively. An example privacy preference for
an entity called Alice is given below:

privacy_pref = when locatedAt[Alice, Home] AND

requester = Bob AND

purpose = Advertising AND

factType = engagedIn

rate prohibit.

This preference activates when Alice is located at home, and Bob requests the
activity that Alice is currently engaged in, which he intends to use for advertising
purposes. As this is an example of a negative preference, when all the activa-
tion conditions are met, the preference prohibits the disclosure of the queried
information. Not all of the four conditions in the example preference need to be
present. By removing conditions, the preference is made more general, e.g, re-
moving “purpose” and “factType” will cause the preference to block all requests
from Bob when Alice is at home.

The example preference can be converted into a positive preference by re-
placing the prohibit rating with oblige. This flexibility to specify both positive
and negative preferences is lacking in other preference languages such as that
used by Gandon and Sadeh [5]. Both positive and negative are desirable, as they
make preference specification considerably easier for users [1].

5.2 Granularity Preferences

In our novel approach to obfuscation, context owner control over the obfuscation
procedure is provided with the granularity preference. This new preference is
separated from the privacy preference as it operates on instances of objects
rather than on facts. As a result of this, one granularity preference can cover all
assertions in which instances of the protected object type participate. This is an
improvement over other obfuscation techniques, like [5], where an obfuscation
rule only operates on one assertion.

With regard to structure, the granularity preference definition begins with the
preference name, and then lists the activation conditions in the scope statement.
As the format for the granularity and privacy preference scope statement is the
same, it will not be repeated here.

An example granularity preference is given below:

granularity_pref = when requester = Bob

on Activity

limit level 1

When the activation conditions specified in the scope are met, the specified
granularity limit becomes active on the object type. While the granularity pref-
erence is active, context facts containing instances of the protected object type
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are only disclosed if the protected instances are less than or equal to the granu-
larity limit. Instances with a granularity higher than the limit are obfuscated to
meet the granularity limit.

The limit can be specified in two ways: as a cut-off; or as a granularity level
number. The cut-off method uses a value in the ontology below which disclosure
is not permitted. Consider the Activity ontology. If a cut-off of “watching TV”
was specified on Activity, any objects matching “watching program” could not
be disclosed in response to queries, while both “watching TV” and “relaxing”
could be disclosed freely.

The second means states the limit as a granularity level number taken from
the relevant ontology. The level numbers start from 1 and increase up to the
highest level of granularity supported in the ontology for that object type.

For a comparison between the two approaches, consider Figure 2. A granular-
ity level of 1 would allow the release of objects which match with the “working”
and the “relaxing” ontological values. Access to other Activity objects would
be blocked as all other Activity objects have a granularity in excess of level 1.
In contrast, a cut-off of “watching TV” prevents access to “watching program”
only. If the “watching TV” cut-off granularity preference were active, and the
user were engaged in a work-related activity, (i.e, not relaxing), the granularity
preference would have no effect.

6 Preference Evaluation

A context information query on the context knowledge base issued by a third
party causes the CMS to evaluate the current context. If the requested context
information is available, the CMS determines whether or not the context is owned
by checking the context ownership definitions, which are described in more detail
in an earlier paper [9]. If the information is public, meaning there are no owners,
the request is granted. If the request was submitted by an entity with ownership
rights to the context, the request is permitted. If the requester is not an owner,
the owner’s preferences are retrieved and evaluated by the CMS.

6.1 Evaluation of Privacy Preferences

The privacy preferences of the owners are evaluated using the current context
information in the CMS. If any of the preferences specified by the owner prohibit
the disclosure, the evaluation is aborted, and an “unknown” value is returned.
If the collective privacy preferences of all the owners permit the disclosure, any
granularity preferences specified by the context owners are retrieved and evalu-
ated.

6.2 Evaluation of Granularity Preferences

Provided that disclosure is authorised, the granularity preferences of the owners
are then evaluated. If any of the granularity preferences are activated by the
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current context, the release of all context facts containing an instance of the
object type on which the granularity preference operates become subject to
obfuscation. The most restrictive granularity preferences are used to obfuscate
the context information.

To obfuscate a context fact, it is necessary to obfuscate its component ob-
jects. To achieve this, the objects must be extracted from the fact and matched
to ontological values in their object type’s ontology. Obfuscation then involves
selecting an ancestor of this value from the hierarchy that satisfies any disclo-
sure limitations specified by the context owner(s). The process then diverges,
depending whether the ontology is Class I or Class II.

6.3 The Affect of Obfuscation on Situations

When evaluating situations it may be necessary to access context facts which
refer to specific objects. If the object is protected from disclosure by granular-
ity preferences, then the situation cannot be evaluated. An example of this can
be seen by considering the situation InBrooklynWithAlice below. This situation
takes a person object as its parameter and returns true if the person is in the
suburb of Brooklyn at the same time as Alice.

InBrooklynWithAlice(person):

locatedAt[Alice, Brooklyn] and
locatedAt[person, Brooklyn].

This situation requires specific locatedAt context facts from both Alice and
the parameter person. If either of these people have granularity preferences which
prevent release of Place instances at the suburb level (i.e., Brooklyn), the situ-
ation cannot be evaluated, and will return unknown.

6.4 Failure of the Obfuscation Process

The two classes of ontology defined for obfuscation behave quite differently dur-
ing the obfuscation process. With Class I ontologies the ontology values are
themselves valid instances of the object type, and so obfuscation will never fail
to find a return value. However, with Class II ontologies, it is possible to have
ontological values for which there is no match in the context knowledge base.
To overcome this, the obfuscation procedure attempts to obtain a more general
value from the hierarchy by recursively testing to see if any of the ancestor values
are present. Obfuscation fails if the root of the hierarchy is reached and a match
has not been made. Should this occur, the unknown value is returned.

7 Example Scenario

In this section we present an example to demonstrate the operation of the ob-
fuscation mechanism. The granularity preferences in the example make use of
the Activity ontology depicted in Figure 2.
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A person, Alice, defines a set of preferences for the disclosure of her context
information. The preferences relevant to this example are given below.

p1 = when requester = Bob g1 = when requester = Bob

rate oblige on Activity, Place

limit level 1

Through privacy preference p1, Alice allows Bob access to her context. How-
ever, she places constraints on the level of detail available. If Bob issued a query
on Alice’s current activity, the query would be processed by the CMS which
would consult the ownership definitions to determine that Alice is the owner
of the context information. The CMS would then apply Alice’s privacy prefer-
ences, which in this case permit the release of information to Bob. Any gran-
ularity preferences specified by Alice would then be evaluated by the CMS. In
this case, preference g1 limits Bob’s access to instances of Activity and Place so
that he may only access them up to granularity level 1. If Alice is currently en-
gagedIn[Alice, Watching Program], the CMS would extract the object instances
and obfuscate those of type Activity. In this instance Watching Program is of
granularity level 4. By examining the ontology for Activity, the value would be
obfuscated to granularity level 1, Relaxing. The result returned to Bob would
then be engagedIn[Alice, Relaxing].

Not to be thwarted, Bob knows that Alice always carries around her PDA
device. From the location of her device, he could possibly infer more detail
about her activity. To obtain this information he queries the location of Al-
ice’s PDA. Again, privacy preference p1 permits the access. However, gran-
ularity preference g1 activates and obfuscates the location of the PDA to
granularity level 1. All that Bob learns is the city in which Alice’s PDA is
located, i.e., locatedAt[Alice PDA, Brisbane]. This information is of no help
to Bob.

The power of the approach presented in this paper lies in the separation
between privacy preferences and granularity preferences which operate on object
types. The context owner defines their granularity requirements for object types.
These granularity requirements are then applied to all instances of the object
types over which the owner has jurisdiction. Ownership rights, or jurisdiction,
are then determined by the CMS based on the ownership definitions provided
in the context model. In our example, Alice did not have to specifically specify
limitations on Bob accessing her device location, as all location information
belonging to Alice was protected by preference g2.

8 Conclusions and Future Work

In this paper we presented an obfuscation mechanism to enhance user privacy.
The mechanism is capable of modifying the granularity of context information
to meet limits specified by the owners of the context information regarding its
disclosure. Unlike other obfuscation mechanisms, ours supports variable levels of
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obfuscation for arbitrary types of context information. The obfuscation proce-
dure is supported by ontological descriptions of object types. These descriptions
capture the relative granularities of object type instances in a hierarchical fash-
ion. Users control the obfuscation procedure by specifying granularity preferences
which control the extent to which context information is obfuscated before be-
ing released to those who request it. Unlike the solutions presented in [5] and
[2], the granularity restriction is not tied to a particular privacy preference, but
rather is specified on an object type from the context model. This means that
a general granularity preference can be reused across many different privacy
preferences.

We are currently exploring ways to provide per user customisation of ontolo-
gies. This will enable users to more closely tailor the obfuscation mechanism to
their needs. We are also developing a preference specification tool to conduct
usability testing on our approach.
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Abstract. Anonymity and location privacy in mobile and pervasive 
environments has been receiving increasing attention during the last few years, 
and several mechanisms and architectures have been proposed to prevent “big 
brother” phenomena. In this paper we present a novel architecture to shield the 
location of a mobile user and preserve the anonymity on the service delivery. 
This architecture, called “Share the Secret - STS”, uses totally un-trusted 
entities to distribute portions of anonymous location information, and 
authorizes other entities to combine these portions and derive the location of a 
user. STS simply divides the secret, and as a lightweight scheme it can be 
applied to network of nodes illustrating low processing and computational 
power, such as nodes of an ad-hoc network, smart gadgets and sensors. 

1   Introduction 

Ubiquitous computing and communications are inducing the way of living, fostering 
smart environments that enable seamless interactions. Smart spaces, enriched with 
sensors, tags, actuators and embedded devices, offer anytime – anywhere computing 
capabilities, deliver integrated services to users and allow seamless interactivity with 
the context, beyond any location frontiers. Location is considered as an essential 
component for the development and delivery of context-aware services to nomadic 
users [1-3]. Several approaches have been proposed to gather the location of a user, 
device, or asset. They differ in several semantics, such as scale (e.g., worldwide, 
indoor, outdoor), accuracy, location measurement units involved, time-to-first-fix and 
costs (e.g., computational, or investment). These approaches include the worldwide 
GPS, outdoor cellular-based methods, and indoor positioning mechanisms based on 
wireless LANs. Recently, positioning systems include RF-tags and specialized 
sensors that provide higher accuracy, enabling location aware applications that require 
the calculation of the exact position. The aforementioned solutions provide the means 
for easily location gathering, monitoring, and management, operations that considered 
essential for the elaboration of pervasive computing and the exploitation of Location 
Based Services (LBS). On the other hand, the networking technologies (e.g., 
GSM/GPRS) and the web offer the infrastructure for advertisement of the location 
information, and, thus, potential eavesdropping and unauthorized use (or misuse) of it. 
An adversary can potentially derive location information at different layers of the 
network stack, from the physical to the network layer [4]. Furthermore, data 
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collection and mining techniques might produce historical location data and 
movement patterns [4], which they are subject to unauthorized use, as well. Minch 
presents and discusses several risks that are associated with the unauthorized 
disclosure, collection, retention, and usage, of location information [5]. Additionally, 
the Location Privacy Protection Act, announced on 2001 in the United States, 
addresses the necessity and identifies several risks related to the privacy of the 
location information [6]. Location privacy is considered of high importance, since 
individuals should be able and free to explicitly identify what location information 
will be disclosed, when this can happen, how this information will be communicated 
and to whom this information will be revealed. Even through anonymization, as 
defined in [7], personal data collection is combined with privacy, the disclosure of the 
personal identity might be useful for the delivery of personalized, pervasive or 
location-aware, services, especially when accounting and charging is a requirement.  

This paper introduces an innovative architecture, called STS, to address several 
aspects of the location privacy issue. Firstly, it elaborates on the control of privacy 
that an individual should have over his/her location. It enables individuals to define 
different levels or rules of privacy (i.e. secrecy) over different portion of location 
data, depending on the operation environment (e.g., hostile) and the service that 
indents or asks to use location data. This is achieved through data and secret sharing 
techniques, which are discussed in a later section. Additionally, it gives users, or 
location targets, the capability to explicitly identify services or pervasive applications 
that might collect, store, and use location information. Finally, it provides anonymity 
on the distribution of the location information. STS architecture is designed to operate 
within an un-trusted environment. Portions of a target’s location data are distributed 
to public available nodes, which act as intermediate and temporal location servers. 
Targets authorize, on-demand, the pervasive or LBS services to access and combine 
the distributed location information. This is accomplished implicitly, through the 
disclosure of the mapping between a pseudonym and user’s or target’s location data. 
In the last few years, several methods have been proposed which deal with the 
location privacy issue on the lower layers of the communication stack (e.g., the IP 
layer). STS address location privacy in the application layer, enabling end-user to 
disclosure location information to authenticated pervasive applications and location-
based services.  

The STS architecture is applicable to environments that consist of user devices 
with several idiosyncrasies, such as luck of energy autonomy, memory and processing 
power. To provide secrecy it avoids complex computational tasks, such as producing 
key pairs, hashing and message authenticated codes. Instead, it deals with the division 
of location data into pieces and the distribution of these pieces to serving entities. 
Thus, it is applicable to smart spaces featuring ubiquitous services through the 
involvement of small gadgets, RF-tags, sensors and actuators that activated to infer 
the location of a user or target.   

The remainder of this paper is structured as follows. First we discuss several 
approaches that address the location privacy issue. We also briefly describe STS and 
its advantages compared to relative approaches. In Section 3 we provide the 
assumptions that STS considers for its operation. In Section 4 we present the STS 
architecture and the entities that it consists of. It introduces the secret share  
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mechanism that enables the anonymity and privacy of location information. 
Subsequently, in Section 5, we discuss the procedures followed by the entities of the 
architecture. In Section 6, we evaluate the robustness of the STS architecture against 
attacks. In Section 7, we illustrate the applicability of the STS to a real case scenario. 
Finally, we provide some concluding remarks and directions for further research. 

2   Related Work 

Several approaches that enable location privacy have been proposed in the literature. 
Some of them focus on the secrecy of Medium Access Control (MAC) identifiers or 
IP-layer address. On the MAC layer, Gruteser and Grunwald discuss the problem of 
interface identifiers [8] that uniquely identify each client, allowing tracking of his/her 
location over time. They introduce privacy through the frequent disposal of a client's 
interface identifier. In the IP layer, Mobile IP [9] address location privacy by 
associating two different IPs to the same subject; the static one, related to the user’s 
home network, and the dynamic, related to his current network. As the user roams 
through different networks, his/her mobile device registers the current location to a 
home agent located at the user’s home network. The Non-Disclosure Method [10] 
considers the existence of independent, security, agents that are distributed on the IP 
network. Each security agent holds a pair of keys and forwards the packets in an 
encrypted format. The sender routes a message to a receiver through a path that 
consists of security agents. Mist System [11-12] handles the problem of routing a 
message though a network while keeping the sender’s location private from 
intermediate routers, the receiver and potential eavesdroppers. The system consists of 
a number of routers, called Mist routers, ordered in a hierarchical structure. 
According to Mist, special routers, called “Portals”, are aware of the user’s location, 
without knowing the corresponding identity, whilst “Lighthouse” routers are aware of 
the user’s identity without knowing his/her exact location. The aforementioned 
methods deal with location privacy in the MAC and IP-layer, and propose solutions 
that apply to MAC authentication, IP mobility and IP routing methods. On the other 
hand, the STS scheme addresses location secrecy on the application layer. Thus, some 
of these methods (e.g., the Mist) can be considered as complementary, or underlying, 
secure infrastructures for the deployment of STS.  

Beyond the solutions that apply to the lower layers of the OSI protocol stack, two 
main approaches have been proposed to address the location issue on the application 
layer. The first is the policy-based approach, which incorporates a Service Provider as 
the basic element for privacy building. The Service Provider introduces privacy 
policies that identify rules concerning data collection (type of data that can be 
collected, purpose of collection) and data dissemination. The subjects (i.e., target of 
location) communicate with the Service Provider in order to evaluate and select a 
privacy policy. The second is the anonymity-based approach that aims to unlink the 
location information from the subject, before the collection of the location 
information. In the context of location privacy in the application layer, several 
architectures introduce the idea of using of pseudonyms instead of users’ identities. 
Leonhardt and Magee [13] propose the replacement of the identity with a sequence of  
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chained idempotent filters governed by a rich formal policy language. Kesdogan et. al 
[14], propose the use of temporary pseudonymous identities to protect the identity of 
users in the GSM system.  

Furthermore, the IETF Geopriv Workgroup [15] addresses the location privacy 
issue by introducing the usage of a Location Server (LS) which registers the position 
of the subject (i.e., a target of location). The LS discloses this information using 
specific rules. These rules are generated by a Rule Maker (e.g., the subject itself) and 
managed by a service called Rule Holder. Each subject can explicitly specify the 
desired level of privacy, through the Rule Holder service. 

The majority of the aforementioned schemas are based on the existence of a 
Trusted Third Party (TTP, e.g., the Geopriv’s LS). The LS entity maintains access to 
the data related to both user’s identity and location. As a result it could jeopardize the 
user’s location privacy by revealing this information to unauthorized users. 
Furthermore, due to the fact that LS is the central storage of the location information, 
the privacy architecture becomes sensitive to eavesdropping and attacks. The former 
might reveal location information through traffic analysis, whilst the latter might 
produce availability risks (e.g., denial of service attacks and flooding), or derogation 
of the privacy service (e.g., though impersonation and spoofing). On the other hand, 
non-TTPs based systems, such as the Mist, enable location privacy using rerouting 
and hard encryption, and, therefore introduce heavy processing tasks, which influence 
their applicability in real scenarios. Finally, in several mobile and wireless networks, 
such as ad-hoc networks, TTPs servers are ephemerally present, due to the mobility 
of the nodes. Thus, centralized location privacy architectures that rely on a trust 
server might be inapplicable.  

The proposed STS architecture enables location privacy without relying on the 
existence of trusted parties (e.g., TTPs, LS). The main idea is to divide the location 
information into pieces and distribute it to multiple servers, called STS Servers. These 
are no-trustworthy, intermediate, entities, assigned to store, erase and provide 
segments of location information that anonymous users register or update. Third party 
services, such as LBS or pervasive applications, access multiple STS servers to 
determine user’s location data through the combination of the distributed pieces. This 
is achieved after a well-defined authentication process motivated by the 
corresponding user. Furthermore, due to the decentralized STS architecture, a 
possible collusion between STS servers, each of one maintaining only partial 
knowledge of the user location, is fruitless. The secret i.e. (location of a user) is not 
distributed to specific STS Servers, and, furthermore, each user dynamically chooses 
different servers to distribute the location information segments, according to the 
requested service (e.g., location-based friend-find service) and to policy rules. 
Additionally, even if multiple STS Servers collude successfully, the actual location 
information is not revealed, since the segments are stored through pseudonyms. The 
main characteristics of the STS are:  

• Location privacy is offered as a service to users who desire to hide their location 
information. 

• Different privacy levels can be defined, based on users’ profiles, policies or end-
applications that the users are registered to (e.g., segmentation of location 
information into different segments).  
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• The user maintains full control over the location data. The position is calculated on 
the user’s device, the user defines which STS servers will have partial knowledge 
of it, and which third-party services are authorized to access and combine it.  

• The location privacy is achieved within rational or distrusted environments; it does 
not employ trustworthy or reliable entities for data storage. 

3   Definitions and Assumptions 

Before describing in details the STS architecture it is essential to define what we 
consider as location data and which are the possible technologies, currently available, 
for position retrieval. As Location Information (LocInfo) we use a variation of the 
definition introduced in [16], i.e., we use the triple of the following form: {Position, 
Time, ID}. Thus, LocInfo is defined as a combination of the “Position” that the entity 
with identifier “ID” maintained at time “Time”, within a given coordinate system. 
This triple is adopted in order to emphasize that, within the STS architecture, time is 
considered as a critical parameter in terms of location identification, as well. Friday 
et. al in [16], provide further details on the semantics of this definition. The STS 
scheme incorporates multiple user profiles to provide different precision of LocInfo 
i.e. a drive-navigation service needs high precision location data to provide exact 
instructions, whilst a Point Of Interest service requires data of lower precision. A user 
could use different pseudonyms per service and choose a discrete profile to denote the 
required level of the precision on the LocInfo. We assume that each STS server keeps 
a table called “Location Information Table” (LIT). Each record of the LIT table keeps 
a pair of values (ID, (LocInfo)), where (LocInfo) is a random segment of the 
LocInfo of the corresponding user, produced from the SSA algorithm, as will be 
discussed later.  

As previously mentioned, position technologies differ in terms of scale, accuracy, 
time-to-first-fix, installation and operation costs. Additionally, the Position of an 
object can be either physical (e.g., at 38014 49"N by 23031 94"W) or symbolic (e.g. 
in the office, in Athens). Another classification uses the absolute or relative Position 
definitions. Absolute position is depicted on a common coordinates system, and the 
Position for an object is the same and unique for all the observers. Unlike, the relative 
position represents the Position of a located object in reference to the observer. 
LocInfo is defined to incorporate any of the four aforementioned Position semantics. 
In terms of scale, GPS is a technology that focuses on outdoor, wide range, location 
identification, providing high accurate results (less than 30 feet) using a trilateration 
positioning method in the three-dimensional space [17]. Location determination can 
also be achieved through terrestrial, infrastructure-based, positioning methods. These 
positioning methods rely on cellular networks equipment to infer an estimation of a 
mobile users’ position. In [18] a general brokerage architecture that gathers the 
location information independently of the positioning technology, such as Time Of 
Arrival, Enhanced Observed Time Difference, and Global Cell ID, is proposed. 
Location retrieval can rely on the infrastructure of the wireless LAN communication 
network, such as the IEEE 802.11, to provide higher accuracy, especially in indoor 
environments. Positioning systems like RADAR [19] and Nibble [20] operate using 
the IEEE 802.11 data network to gather the location of a user or object. For context-
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aware services that require higher accuracy, specialized positioning infrastructure 
needs to be established (e.g., sensors or RF-tags). Among the positioning systems that 
have been proposed to provide finer granularity to the pervasive applications is the 
Active Badge, a proximity system that uses infrared emissions emitted by small 
infrared badges, carried by objects of interest [21]. Active Bat resembles the Active 
Badge using an ultrasound time-of-flight lateration technique for higher accuracy [3]. 
Cricket relies on beacons, which transmit RF signals and ultrasound waves, and on 
receivers attached to the objects [22]. SpotON measures the signal strength emitted by 
RF tags on the objects of interest and perceived by RF base stations [23]. Pseudolites 
are devices that are installed inside buildings and emulate the operation of the GPS 
satellites constellation, [24]. MotionStar incorporates electromagnetic sensing 
techniques to provide position-tracking. Additionally, according to [25], there are 
several other types of tags and sensors that provide user’s location with high 
accuracy, depending the requirements of the ubiquitous service. Easy Living uses 
computer vision to recognize and locate the objects in a 3D environment. Smart Floor 
utilizes pressure sensors to capture footfalls in order to track the position of 
pedestrians. Pin Point 3D-iD uses the time-of-flight lateration technique for RF 
signals emitted and received by proprietary hardware. Positioning technologies are 
further divided into two main categories: centralized and distributed. Technologies of 
the former category rely on a centralized, dedicated, server, responsible for 
calculating the position of the registered users. Methods of the latter category are 
based on specialized software of hardware, installed on the subject’s device, which 
performs advanced calculations to estimate user’s current position. The STS 
framework takes advantage of the distributed approach; the entity ID determines the 
Position, either autonomously or using contributed measurements, based on 
calculations performed at a given Time.   

4   STS Architecture and Algorithms 

4.1   Architecture 

The STS architecture does not  rely on the existence of a single and trusted third 
party. Multiple STS servers are geographically distributed. A subset of them is 
assigned to store portions of the location information of a target. The segments of the 
location information are constructed through the “Secret Share Algorithm” (SSA), a 
novel threshold scheme that is proposed here to cope with location privacy. The fig. 1 
illustrates the entities of the proposed STS architecture. STS servers might offered by 
a Wireless Internet Service Provider (WISP), an Internet feed provider, a VAS and 
content provider, or offered by a mobile operator. In the ad-hoc networking scenario, 
in the presence of STS servers the targets might use these as location information 
storage areas. If the STS servers are unreachable, ad-hoc nodes, RF tags and sensors 
might be used as local caches to store the LocInfo segments. 

The Value Added Service (VAS) provider offers location based and pervasive 
services to subscribers (registered users) or to ephemeral users (pay per view model). 
VAS might offer a wide range of services, such as indoor/outdoor navigation, 
proximity services (e.g., find-friend), positioning and point-of-interest, tracking 
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person’s location (e.g., children, elderly), localized advertisement and content 
delivery (e.g., city sightseeing), and emergency (e.g., E911). Hereafter we use the 
term Service to denote value added or pervasive applications that require the location 
information of a user, asset or device to operate and provide a location service. Each 
Service requires the location information, maintained in intermediate STS servers, to 
provide the required level of service to an individual.  
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Fig. 1. Entities of the STS architecture 

4.2   Secret Share Algorithm 

Several variations of the SSA have been proposed [26]. The basic algorithm is the 
“Trivial Secret Sharing”. According to this basic form, the secret is divided into n 
pieces and all the pieces are required to restore it. An improved SSA, called “Perfect 
Scheme”, assumes that the secret is shared among the n out of m available entities 
(n<m) and any set of at most n-1 entities cannot rebuild the secret. The SSA we have 
adopted for the STS architecture is the perfect sharing scheme of Shamir, referenced 
to as threshold scheme [27]. Shamir’s algorithm is based on the fact that to compute 
the equation of a polynomial of degree n, one must know at least n+1 points that it 
lies on. For example, in order to determine the equation of a line (i.e., n=1) it is 
essential to know at least two points that it lies on. Let assume that the secret is some 
data L, which is (or can be easily made) a number. According to Shamir’s (n,m) 
threshold scheme, to divide L into pieces Li one can pick a random, n-1 degree, 
polynomial   

1
1

2
2

1
10 ...)( −

−++++= n
n xSxSxSSxf  

in which f(0)=S0=L and evaluate L1=f(1), ..., Li=f(i), ..., Ln=f(n). Given any subset of 
n of these Li values, we can determine the coefficients of f(x), and rebuild L, since 
L=f(0). On the other hand, knowledge of at most n-1 of these values is not sufficient 
to determine L. In the STS architecture, L is the LocInfo triple.  



296 C. Delakouridis et al. 

 

5   STS Procedures  

Using real life identifiers, such as user names, in each LIT entry enables STS servers 
to collude and, eventually, reconstitute the location information of a user, based on 
his/her username. To prevent collusions and the disclosure of LocInfo, we replace the 
username of the LIT entries with a pseudonym. This approach does not prevent 
hackers from obtaining the location of an unknown entity, by combining entries with 
identical pseudonyms. Instead, it discourages them from obtaining the location of a 
specific user. Only the entities that have a prior knowledge about the mapping 
between a pseudonym and a real identity can combine segments to produce useful 
conclusions. To increase the security level, the pseudonym is divided into parts, as 
well. Each segment of the LocInfo is sent to the STS server along with a discrete part 
of the related pseudonym. As a result, a potential eavesdropper should map multiple 
pseudonym’s segment (say pi) in order to obtain the correct record (pi , i(LocInfo)) 
from all the STS servers for the monitored user. If a perfect SSA is used, the 
pseudonym is divided into m parts where m corresponds to the “n out of m” perfect 
scheme. Regulating the value of m, one can increase the complexity, and the privacy 
level. Note that for each ID only one LIT record is stored on a STS server. We assume 
that a software random integer generator is running on user’s device and performs the 
generation of the pseudonym. If there are m STS servers and at least n (m>n) can 
rebuild the LocInfo, the random integer generator generates a random m*k-bits 
number (i.e., the pseudonym). This number is then divided into m segments (1…k bits 
represent the first segment, k+1…2k represents the second segment etc.) where each 
segment acts as user’s pseudonym.  

The robustness of the aforementioned scheme could be enhanced if the secret is not 
shared to m STS servers but to x, randomly selected, servers, where x m. In this 
approach the secret can be recovered from y segments, y<x (i.e., a “y out of x” perfect 
scheme). This variation increases the complexity required by an eavesdropper to 
identify which STS servers keep the location of a specific user. To provide a 
paradigm let assume that a farm of 15 STS servers are available and the secret is 
being shared among x, randomly selected, servers, where 8 x 12. An attacker should 
first determine the value of x and then calculate all the possible, C1, combinations of 
the STS servers in order to combine the pseudonym 
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=
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Ami i
C
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Assume m STS servers, where x of them have the secret, and y (y<x) is the 
minimum number of servers required to obtain the LocInfo. Furthermore, let each 
pseudonym constitutes of k*x bits. The random pseudonym generator splits the 
pseudonym into x segments (px), each of k-bit length. The variable x takes values from 
(m-A, m) where A (A 0) is an integer that affects the desired security level of the STS 
architecture. More specifically, if A is small, an attacker has to gain access to a greater 
number of STS servers. However, small A reduces the number of different 
combinations of STS servers keeping the secret’s segments, and, thus, the security 
level of the system is diminished. On the other hand, for a large A, the number of 
different combinations of STS servers sharing the secret is increased. However, large 
A reduces the number of servers that an attacker has to gain access to reveal the 
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secret. Regarding the maximum value of variable y, this is set to x-t, where t (t>0) is 
an integer that depends on the desired robustness of the STS architecture. If t is set 
close to zero and B out of x STS servers go down at the same time, where B>t, the 
system eventually runs out of service. The variables A and t may vary per Service, 
based on e.g., charging policy or the user profile. Furthermore the value of t is a 
function of x, (t=f(x)), where as x increases t increases, as well. The steps followed by 
the target during the creation of its pseudonym, the calculation of the updated LIT 
entries and the dissemination of these to the STS servers (location update procedure) 
are as follows: 

step 1. Find a random x, such that m-A<x<m 
step 2. Generate a random x*k– bit length number 
step 3. Split that number into x segments of k – bit length 
each  
step 4. Register to the x STS servers  

Pseudonym and 
STS registration 

procedure  

step 5. Apply the SSA at the LocInfo to derive the i 
pieces   
step 6. Produce the pairs (px, x(LocInfo)) 
step 7. Send to each one of the x STS servers the LIT pair 
(px, x(LocInfo))  

LocInfo  
segmentation 
and update 
procedure   

step 8. If LocInfo is changed go to step 4  

Steps 1 – 4 are followed once, per user and per Service that requires the LocInfo. 
Each time the location information is altered, the target performs the steps 5 – 7 to 
inform STS servers and update the LIT entries.  

 
Registration to the STS Service. The random generators that reside in different 
user’s device might produce identical pseudonyms. In such a case, one STS server 
might receive two location segments (i.e., x) that belong to the LocInfo of two 
discrete users, but associated with the same pseudonym. As a result, the STS server 
might forward an inaccurate segment to the Service that requested the user’s LocInfo. 

To avoid such a conflict, the STS scheme requires from each user to perform a 
registration procedure (step 4), and to enter his/her pseudonym’s segments to the x 
STS servers. This procedure requires a handshake between the user and each STS 
server. Upon the arrival of a registration request from the user, the I-th STS server 
searches the LIT table to determine whether the pi already exists. If so, a failure 
message is send back to the user. Upon receiving this message, the user generates a 
new pseudonym p’, splits this into x segments and restarts the registration (step 1 to 
step 4). Alternatively, instead of generating a k*x bits length number and split this 
into x segments, the user might generate x k-length bit numbers, one for each x. 
According to the former approach if one of the x STS servers sends a failure message 
a new p has to be generated and the registration procedure has to be restarted.  
In the latter approach only one k-length number has to be generated and send to the 
specific STS server without affecting the registration procedure on the remaining  
x-1STS servers. 
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Fig. 2. Registration to the STS procedure 

Location Retrieval Procedure. When the Service requires user’s location, it sends a 
request to each one of the x STS servers.  When the x segments are received, the 
Service rebuilds user’s location. During the location retrieval some LIT entries might 
not be synchronized among the STS servers. More specifically, if the location update 
and the location retrieval are performed simultaneously, there is the possibility that 
some of the location segments, which held on the STS servers, to index a previous 
LocInfo of a target. To avoid these phenomena each LIT entry is tagged with a 
sequential number (SEQ). On the location retrieval, the Service checks whether at 
least y out of the x received segments are tagged with the same highest SEQ (Updated 
LIT, or ULIT). If ULIT y, the Service reconstructs target's LocInfo, otherwise (i.e., 
ULIT<y) it waits for an interval and then sends requests only to the x-UTIL servers 
from which it retrieved aged SEQ numbers. 
 
LIT Update Procedures. On the other hand, when an STS server receives an update 
request (step 7) it searches the existing LIT records to determine whether the px 
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already exists. If so, it updates the corresponding LIT entry, importing the (px, 
x(LocInfo)) record.  

 
Registration to a Service. Beyond the registration procedure to the STS servers, user 
has to provide to the Service provider the details of how to obtain his/her location 
information. Therefore, the user provides the following information during the 
registration procedure to the Service:  

 

Fig. 3. Registration to the STS procedure 

• The x STS servers that store his/her location information (e.g., IP address or URL)  
• His/her pseudonym’s segments, created by the user for the specific Service  
• The mapping between pseudonym’s segments and STS servers (i.e., to which STS 

server each segment corresponds) 

The aforementioned information is communicated to the Service, though a public 
key scheme, ensuring authentication, confidentiality and integrity. 
 
LIT Entries Remove Policy. Normally, the end-user authorizes a Service to access 
his/her location information for a given period of time, (e.g. a month), through a 
selection of a predefined policy. Consequently, LIT records of each STS server should 
be deleted after that period. This can be performed explicitly or implicitly. In the 
former case the user sends a specialized message requiring the deletion of the LIT 
entry from a specific STS server. This message can be sent when the user desires to 
prohibit a previously authorized Service from accessing his location information. A 
possible multicast message can inform the entire set of the x STS servers to perform a 
deletion. In the latter case, an extra field on the (pi, i(LocInfo)) record is added to 
enable end-user to define the time-to-live (TTL) value for the record. The STS server 
checks this field, and in the case it expires, the record is deleted. 
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Location Information Validity Period. In ubiquitous environments users are 
characterized by high mobility. Thus, the location information that is stored on the 
STS servers must be associated with a Validity Period (VP). VP is an additional field 
on the (pi, i(LocInfo),TTLi) record. The VP period depends on several parameters, 
such as: 

• The nature of the Service provided: A navigation Service might require higher 
location-update rates to provide exact instructions, whilst a tourist guide Service 
needs periodical updates.  

• User’s velocity. For a driver the location is continuously altered, while for a walker 
the location changes at a slower rate. The former requires lower VP, whilst a higher 
VP is sufficient for the latter.   

6   Threats Against STS  

Steps 1 – 7 encourage a brute-force attacker to combine LocInfo entries in order to 
reveal the location information. The STS scheme produces C possible combinations, 
where   
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Assigning appropriate values to parameters k, A, t and m the reliability of the STS 
architecture can be enhanced, because the C is increased, and, thus, the STS 
robustness is increased. A brute force attack might be inefficient, because C 
combinations should be examined. On the other hand, an attacker might determine 
that the pseudonym he/she sends to the first STS server does not exist, and, thus, he 
might prune the possible combinations using a pseudonym that is unknown to the first 
STS server. The term 2k*x can be replaced with the following expression: 
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where P(Zj) refers to the probability that the generated pseudonym already exists at 
the STS serverj. Combining (1) and (2) we have:  
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Another threat occurs when an attacker gain access simultaneously into a random 
number of z STS servers and obtains their records. In such as case, to identify whether 
some user is registered to those z servers, he has to calculate Rz possible 
combinations, where R is the entire LIT records that each STS server maintains (all 
servers maintain the same number of records). Furthermore, the probability an 
attacker, who broke z servers, to reconstitute a user location, is equal to the 
probability of the potential event E, defined as “The min number of servers that a user 
selects to reconstitute his location is y or y+1 or …or z, where y<=z”. P(E) is  
defined as, 
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where y is minimum number of STS servers needed to rebuild location information, z 
is the STS servers under attack and m is the total number of STS servers. For 
example, if m=20, z=10 and y=7, P(E)=0,00156. This low value should not be 
interpreted as feasible, and a potential attack should not be considered as effective, 
since for the previous estimation we assumed that the z=10 servers were under attack 
simultaneously. Actually, the attacker must try an average of 
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possible combinations in order to find out if the location segments obtained from the z 
servers are sufficient to rebuild the location information of any (and not specific) user. 
Assuming that z=10 and R=1000, then M is approximately equal to 5*1029. Even if 
the attacker is able to try 1012 (THz) combinations per second using e.g., Grids, he/she 
needs an average of 1010 years in order to determine if the compromised set of z STS 
servers can rebuild the location of a random user, and this can happen with probability 
P(E)=0,00156. 

7   A Real Case Scenario 

To further elaborate on STS architecture, we describe here a paradigm of usage. 
Assume that Phevos intents to visit Athens as a spectator of “Athens Olympic Games 
2004”. His new mobile device is equipped with an embedded GPS receiver. A 
pervasive Service, called “Olympic Navigator”, that takes advantage of the recently 
deployed STS servers, is offered by the Cellular Operator to the mobile users. This 
Service covers the urban areas of Athens and each sport complex, providing 
navigation services into Olympic facilities and rich multimedia content that is related 
to the event the spectator is attending. Phevos registers to the “Olympic Navigator” 
from its home PC, using the Internet and some Web forms (in that case a pre-pay 
method has to be introduced for the service provision), or through a service 
advertisement that is offered on specific hotspots e.g., the airport (in such as case we 
assume that the charging policy might incorporate a pay-as-you-use logic). In the 
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latter case, upon Phevos’ arrival at the new Athens International Airport, he receives a 
message to his mobile phone to inform him about the available service. The typical 
registration procedure and the charging policy are out of the scope of the current 
work. Regarding schedule, Phevos arrives by plane and intents to stay in Athens for 
five days. During the registration procedure, the service informs Phevos that he will 
be traced every T seconds, unless Phevos explicitly asks for a complementary 
navigation service, which is charged on a per-use policy. Phevos uses the “Olympic 
Navigator” and, at the same time, keeps his position private from any other 
unauthorized entity. In order to do so, a software module is downloaded at Phevos’ 
device, to run the location update procedure, to produce the pseudonym of Phevos and 
to communicate segments of Phevos’ LocInfo, as gathered by the GPS, to STS 
servers. The latter is performed every T seconds, and this is achieved transparently to 
the end-user. Additionally, the module creates the pseudonym of Phevos, and sends 
this information to the provider of the “Olympic Navigator” service. This 
communication is performed exactly once, and it might be associated with public key 
cryptography to provide strong authentication, confidentiality and integrity. This step 
enforces the service provider to rapidly resolve the LocInfo of Phevos, combining the 
pieces from the LIT entries that correspond its real identity.  

For five days the “Olympic Navigation” service is authorized to obtain the location 
information of Phevos. During the registration procedure Phevos chooses the 
“spectator” profile. This profile corresponds to a specific location privacy policy, and 
defines specific values of several parameters that correspond to the number of the 
STS server that will be exploited on behalf of Phevos (i.e., A, t and m), as well as the 
parameters TTL and VP. Different registration profiles might be offered to athletes, 
members of Olympic Committees, sponsors, or journalists. After five days of 
“unforgettable and dream games”1, Phevos departs; his is automatically unregistered 
from the “Olympic Navigator” and the STS service, and his location information is 
permanently deleted from the STS system.  

8   Remarks and Future Work  

This paper introduces an innovative architecture to provide location privacy in 
insecure, wireless and pervasive environments. The architecture relies on the 
Shamir’s threshold algorithm [27] to divide the location information into small pieces 
and distribute those in a numerous, public available, entities, called STS servers. The 
scheme is enriched with pseudonyms, and, thus, guarantees that only the authorized 
entities, such as location-based services and pervasive applications, have the 
knowledge to rebuild the secrets based on the distributed segments. We further 
elaborate on the proposed architecture, evaluating the potential threats and its 
robustness against brute-force and sophisticated attacks. We argue that the STS 
architecture is stealth against such attacks, since we proved that it is hard to be 
compromised.      

                                                           
1 Dr. J. Rogge, IOC president, Athens Olympics 2004 Closing Ceremony, Aug. 29, 2004, 

Athens. 



 Share the Secret: Enabling Location Privacy in Ubiquitous Environments 303 

 

To increase the reliability, to prevent DoS attacks, and to solve synchronization 
issues, we extend the perfect sharing scheme, using additional entities to store the 
location information segments. This policy will be further investigated through 
simulations, which are under development. Additionally, we plan to investigate load-
balancing issues when distributing location information to the STS servers, and the 
tradeoff between the usage of false records that enhance the scheme’s robustness and 
the required storage overheads. Since STS architecture does not utilize hard 
computational and processing tasks, such as cryptosystems, it is applicable to ad-hoc 
as well as spontaneous networks and systems. We plan to evaluate the architecture, in 
terms of energy consumption and communication overheads. In the ad-hoc and 
spontaneous scenario we plan to further investigate the usage of caching schemes, 
taking into account relative works (i.e., [28-29]) and the applicability of reciprocity 
principles, where two or more nodes have the mutual intensive to share their location 
information segments, as in [30]. Finally, the under-process development, will tune 
the architecture in terms of time thresholds that are associated with the location 
information, providing ideal refresh and update time intervals.   

The STS architecture addresses location privacy in the application layer. Existing 
solutions in the lower layers of OSI model that provide secrecy and authentication 
(i.e., tunneling, IPSec, SSL, see [31]), can be used as underlying assets to enhance 
privacy and prevent attacks, such as traffic analysis. Such heavyweight schemes can 
be applied to the information exchange between the STS Servers and the Service 
Provider, since this part of communication involves stationary and powerful 
processing units, fixed networks and high capacity lines (e.g., broadband links).  
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Abstract. In this paper we present an approach for exploiting knowl-
edge about features in the real world in order to compute visibility of
buildings. This is performed with the awareness of the inconsistencies
and lack of accuracy in both mapping technology and GPS positioning
in urban spaces. Electronic tourist guide systems typically recommend
locations and sometimes provide navigation information. We have aug-
mented this system to exploit visibility knowledge about neighbouring
physical features

1 Introduction

One reason that mobile, ubiquitous and mixed-reality systems are attracting a
lot of attention recently is that they can present information about the real world
that surrounds the system and its users. Along with increased power of portable
systems, and accessible tracking technology such as GPS, this has enabled a new
class of highly interactive ‘guiding’ that can give information and instructions
to the user as they move through their environment [10]. This is a very broad
class of application, but typical applications include presenting route knowledge
from road databases [4] or location-specific information such as web pages about
buildings and spaces. There are many configurations of such systems depend-
ing on the technology available from WAP-based phone, through to wearable
personal computers. They rely mostly on retrieving some form of location data
about the user, either by explicit input or passive tracking, and matching this
against a database of knowledge about the world.

In this paper we start by claiming that such systems can suffer from two
problems. The first is that the forms of information that are presented are often
quite abstract, and thus hard to relate to the real world. For example, route
knowledge might be presented as a series of instructions such as ‘Turn right
after 100m’, that can be difficult to interpret accurately. This is because those
instructions require judgements that users might find it difficult to make such
as relative distance. The second problem is that the information often ignores
critical parts of the user’s perception of their own context: what they can or
can’t see from their current location.

We present a guiding application for urban environments that exploits knowl-
edge about the physical structure of the real world. The guiding application has
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fairly standard functionality for a guiding application: as the user moves around
the real world, their location is plotted on a map and icons which link to geo-
tagged and context sensitive information are presented to the user. The location
is either sensed by a GPS receiver, or explicitly input if a GPS unit is not
available or a usable GPS signal is not available. As they move, a location-based
recommendation system presents a series of media resources and links that might
be relevant. Primary amongst these is photographs of the real world.

Our contributions are in exploiting knowledge about the real world. Specifi-
cally we exploit building geometry from a geographic information system (GIS).
We use this knowledge in two ways. Firstly, information can be attached to the
buildings themselves rather than simply to coordinates in space. This could be
done explicitly, but our first technical contribution is in presenting a method for
taking photographs and associating them to the buildings that are actually in the
photograph. Secondly, when retrieving information we filter it based on whether it
is likely to be visible from the current location. Our contribution here is in showing
how this can be implemented even if the user’s location is known only imprecisely.

By using building geometry as the primary means to index information we
get around some of the problems of the imprecision and inflexibility of just
associating information to positions in space. By retrieving information based
on an estimate of visibility, we can present data that the user can more easily
relate to their actual experience.

In this paper we will first discuss some related work in more detail. We
then present an overview of the system encompassing the user interface devices
(a laptop or PDA) and the back-end database services. In the following three
section we then present the implementation: user interface for editing recom-
mendations, geo-indexed photograph database and process for generating and
filtering recommendations. Finally we discuss the deployment of the system and
some preliminary experiences with the system.

2 Related Work

There are many examples of electronic consumer guiding systems available. For
example, see [3] for a review of the capabilities and issues of vehicle GPS naviga-
tion systems, and [12, 14] for example, location-based PDA guide systems. In-car
systems often utilise a GPS system to give location information. Indeed moving
vehicles are a situation where GPS performs well: some consumer GPS units ex-
ploit velocity information and models of vehicle dynamics for improving tracking
accuracy. Also most roads are uncovered and it is often possible to get a good view
of the sky because roads are built away from buildings. On a vehicle, a good GPS
aerial position can be chosen and the equipment can be powered reliably.

GPS-based systems perform less well in urban environments and in situations
where they are carried by pedestrians. There are several reasons including, the
occlusion of the sky by buildings and trees, less stable aerial placement, pres-
ence of an occluding body near the device (the user) and less certain movement
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behaviour of the carrier. Thus mobile city guides use a much wider variety of
location technologies, including 802.11 wavelan [15] and explicit input [6, 13]. For
the purpose of this paper it is worth noting that all these technologies provide
different qualities of error. GPS varies in accuracy over time [16], and can often
fail to provide a position. However, when it does provide a position, it can be
accurate to within a few meters, and this is expected to improve as technical
improvements are made to the supporting technology. For phone cell, and other
region-based location technologies it can often be difficult to describe the region
that is sensed. For example, see [8] for a description of tracking accuracy using a
802.11-based system. For our work, we will be able to use any approximation to
the location of the user since we use a sampling approach to visibility analysis

3 System Overview

The George Square system (subsequently referred to simply as GSSystem) pro-
vides a guiding application for urban spaces [7]. A user has a PDA or tablet
PC running User Viewer software. The user viewer software shows a map of the
local area. The map is generated automatically from the MasterMap data [2]
using the mapserver software[1]. As the user’s movements around the real world
are tracked by GPS or as they move an icon representing them on a map, the
GSSystem pushes recommendations on to the user interface. A recommendation
is a link to a resource such as a web page, or a photograph. The recommenda-
tions have a focus that is a polygonal region of space on the map to which they
are attached. A single focus can have multiple recommendations attached to it.
The system includes the ability to take a photograph and attach it to an existing
focus. The focus closest to the user is used.

The GSSystem is novel in that recommendations are not generated purely by
proximity to the user; rather they are based on likely contextual relevance based
on analysis of previous use of the recommendations [9]. That is, a recommen-
dation will more likely to be made in the past, another user who shared some
previous recommendations, then went on to find subsequent recommendations
useful. The service that performs this, Recer Service, is a form of collaborative
filtering, but note that the symbols over which matches are made are not explic-
itly defined, rather activity in the system is recorded verbatim as text strings.
The GSSystem is also novel in that it is peer to peer in nature. This means that
although recer is an independent service, any number of such services can be
run. Recer services communicate through a shared data space system, EQUIP
[5]. The recer service records behaviour of all user viewer clients that connect
to this data space and can make recommendations to all peers on that space. It
provides no other services and, in particular, peers automatically set up collab-
oration between themselves as required.

The original GSSystem thus comprises the elements User Viewer, Shared
Data Space, Recer Service and Focus Database from Figure 1. In this paper we
discuss the Enhanced George Square System (EGSSytem), which also includes
the Visibility Filer, Map Data and Map Database elements from Figure 1.
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Fig. 1. Overview of the Enhanced George Square System in Run-Time Mode

4 Photo Visibility Computation

The main contribution of this paper is in the use of visibility information to
filter recommendations. A recommendation is a list of resources. In the origi-
nal GSSystem, these were purely generated based on prior activity [9] and our
enhancement is to also provide a filter based on probability of visibility from
current location.

In the original EGS, new photographs were simply attached to the closest
focus. We provided a simple editor such that more specific information about
the photographs of the buildings can be stored and used to compute visibility
of real buildings within those photographs. The images need not be attached to
any particular existing building but can exist at any location on the map. By
using the editor, the user can also specify the view volume for each photograph
by drawing on the map.

In [11] Cohen-Or et al. present an overview of visibility algorithms from a
computer graphics research point of view. Although analytic solutions for visibil-
ity exist, because our system is probability based, we need to estimate how much
of a photograph a building covers. This, and ease of implementation suggests that
a simpler, sampling-based approach is more suitable. We have used a raycasting
algorithm to compute the visibility of foci boundaries from a photograph’s view
volume. This algorithm has the advantage of being easy to implement, and the
from region visibility we will use later, is a simple variant.

The visibilities are calculated using the following steps. Firstly, a set F is
populated with all features (such as buildings) which intersect with the view
volume of the image. About hundred rays, with the view volume’s origin as
their initial point, are created according to the expanse of the view volume.
These rays are cast for each of the buildings in the set F.
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Fig. 2. Example of raycasting approach for associating foci boundaries to photographs.
The lines originating from the photograph icon indicate some example rays that are
cast from the photographs location. Note that because of the direction the photograph
is taken in, the photograph is not associated to the closest building which is ‘behind’
the camera

If a feature is hit, a check is performed to ensure that there is nothing between
the feature and the viewpoint where the picture was taken, that has been hit by
the same ray. This is done by comparing the distances of the intersection points
of the features to the view volume’s origin. If the feature under inspection is
the nearest one to be intersected by the ray, it’s counted as a hit. Otherwise
it moves on to the next ray. We repeat the same operations until the set F is
exhausted.

5 Filtering Recommendations

The second contribution is in taking recommendations and filtering them based
on visibility to the user’s current location. A recommendation consists of a list
of resources, each of which has an associated foci. We use these foci and test if
they are visible from the user’s location.

5.1 Visibility Filter

Because the user’s location is known only inaccurately, we use a from-region
visibility algorithm [11]. We assume that some form of probability distribution is
given for the user’s location. Once again, a sampling-based method is appropriate
because it can estimate likelihood of visibility no matter the shape of the location
probability distribution.

The algorithm used to compute the visibility of the recommendations is as
follows. A set P is populated with all polygons to be considered in the visibil-
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Fig. 3. Visibility computation for the filter - A random point is taken in the region
around the location (the circle). Another random point is taken on the target building,
and ray is defined between them. The thicker rays hit the target while the thinner rays
are obstructed by buildings in their path

ity computation. A view polygon around the view point is considered. This is
representative of the error in the GPS positioning.

Another set of polygons, R, is created corresponding to the recommended
features. R need not be, but usually is a subset of P. The following steps are
repeated for all polygons in R, referred to as target polygon.

1. From the set P, a new subset is defined as the polygons which lie within
a rectangular region subtended by the viewpoint and the centroid of the
target polygon. This subset of polygons is the set of potentially relevant
polygons.

2. Select n number of random points within the view polygon and the target
polygon.

3. For each ray from a point in the view polygon to the target polygon, find
intersections with the set of relevant polygons. Search for intersection (for a
line) is halted as soon as it intersects ANY polygon. The visibility confidence
of a given target polygon is given by 1- (number of intersection found/number
of rays considered).

This process is illustrated in 3, where five rays are shot, but only three hit
the building, giving a confidence of 60using the set of focus polygons found in
the recer database or by using the set of closed polygons from the Ordnance
Survey map database.

5.2 Presenting Recommendations to the User

Figures 4 show simple example of filtering. a) Un-filtered recommendations b)
Filtered recommendations. Note the building at the top of the figure has been re-
moved. Also note that the photograph on the bottom left has not been removed,
because the building it is a photograph of is still visible.
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(a) Unfiltered Recommendation (b) Filtered Recommendation

Fig. 4. Maps showing recommendations from Recer Service

5.3 Highlighting Recommendations at Run-Time

The building which is highlighted upon selection has a tool-tip which says 1)
from which photograph it can be seen 2) how much space in the photograph it
occupies.

5.4 Small Form Factor Versions

The previous sections have used screenshots from a version of the User Viewer
software designed to run on a laptop or tablet PC. For mobile use we also created
a version of the user viewer that runs on a PDA.

Fig. 5. Highlight recommendation to the user
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This small form factor is a challenge to any mapping application, and filtering
of recommendations on visibility can serve as an aid to removing clutter on the
display. For this version, the recommendation service has been implemented
as a web service. Figure 6 in the next section shows examples using the PDA
version.

6 Experience on the Streets

The original GSSystem takes its name from the area of its original deployment
in Glasgow, Scotland. Some minor technical changes within the EGSSytem have
made it deployable anywhere in the UK given availability of the OS MasterMap
information. A test system has been deployed in the Bloomsbury area of London,
England. Thirty photographs were taken in the local area and published on a
website. These were then added to the map and associated to buildings using the
EGSSystem. The User Viewer software running on a laptop was used to test the
system with GPS tracking on and explicit location input. Finally we tested with
the PDA version. For this purpose we used publicly available 802.11b networks,
though other forms of networking would be possible. It is possible to run the
plain GSSystem standalone, but the EGSSystem requires access to a database.

Figure 6 shows a picture of the PDA version on the street. A photograph has
been recommended, and it is obvious from the picture that the building in this pho-
tograph is visible from the user’s location, though the actual photograph was taken
from a very different angle. This is the core functionality that we wish to support in
theapplication:presentationof informationfilteredbasedon likelihoodofvisibility.
Note that the EGSSystem can be used in two modes: tracking by GPS, or explicit
input. In the former mode, the photographs are useful for the user to orient them-
selves to the map and the other recommendations. In the latter mode, it is useful to
be able to ‘preview’ an area to see what it will look like when you get there.

Informal observations of use in the street suggest that recommending pho-
tographs based on visibility is quite intuitive to understand. One concern was
that allowing recommendation of photograph that were taken from locations that

Fig. 6. Recommending a picture to the user
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are invisible but of buildings that are visible would be confusing for the user.
However, we realised that buildings are quite recognisable from different direc-
tions, so it would usually be obvious which building was meant. If this proved
a problem, it would be possible to extend the system to check which parts of
buildings were visible. A second concern was that visibility filtering would mean
results would change state frequently. However the sampling approach means
that visibility changes fairly slowly. Because a threshold is used, buildings that
are only marginally visible are not allowed through the filter.

A fuller user evaluation is currently being designed.

7 Conclusion

We presented a system, the Enhanced George Square System, a mobile guide
application that exploits the geometry of the real world. It uses GIS information
about buildings as a basis for filtering information based on whether it is likely
to be visible to the user in the real world. In this paper we have presented tech-
nical contributions on how to implement this filtering based on raycast sampling
methods. This method has the advantage of being simple to implement and fast.
We have also presented a system and application that exploit this visibility in-
formation. These should be seen as early examples of the potential of exploiting
visibility information. Furthermore, we would claim that this application is one
of the first to start investigating the exploitation of knowledge about the geom-
etry of the world as a primary determinant of user context. There are several
avenues for further work. The algorithms we have presented are simple, and we
have already indicated that there is a lot of other work from the 3D graphics field
that could be incorporated to improve and speed up these algorithms. However,
the most fruitful areas for further work are on other methods or paradigms for
exploiting knowledge about local context.
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Abstract. We describe our approach of introducing context-awareness into 
everyday applications to make them more easy-to-use. The approach aims in 
shortening both the learning curve when introducing new technology to end-
users and prototype development time, as well as results in more reliable 
prototypes. Moreover, we expect that the approach yields better quality user test 
results. To demonstrate the approach, we have employed context-based 
availability inference to automatically update the availability of IBM Lotus 
Sametime Everyplace users. This is likely to result in more reliable availability 
information and to make the application easier to use. Context inference is done 
using information from Lotus Notes Calendar and WLAN positioning 
technology.  

1   Introduction 

Context-aware applications adapt to the environment of the user, aiming in calmly 
supporting the tasks of the user [1, 2]. We have seen a plethora of applications being 
built based on and relaying on the concept of context-awareness. We have witnessed 
software architectures for context-aware services been designed and various visions 
of their ubiquitous existence in the future been presented. 

Even if these visions of ubiquitous calm technology would not be realized, context-
awareness will have a tremendous effect on our lives; it will change the applications 
we use everyday and the way we use them. But the change will not happen overnight. 
Context-awareness is generally seen as enabling technology in distributed systems 
[3]. Moreover, Abowd has noted that although context-awareness is crucial in 
ubiquitous computing because of frequent context changes, it is still important in 
context-sensitive desktop systems as well [4].  

It is improbable that the users will desert the familiar applications and obtain 
totally new ones just because of the context-aware functionality. A more likely 
scenario is that context-aware functionality will be added gradually into the current 
applications, both in mobile computing and in distributed computing with fixed 
environments. For example, things like instant messaging applications automatically 
updating the availability of the user to unavailable, when she has not touched the 
keyboard for a while, can be seen as simple context-aware functions. Context-
awareness will be just a feature among others that the users weigh when they are 
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selecting the application to be purchased or maybe even an invisible, embedded, 
feature enhancing usability. 

People don’t want to suffer from long learning periods when taking new software 
into use. Naturally, such is the case for context-aware software as well. Adoption-
centric research aims in finding technologies that might be useful for end-users and 
the adoption of which is likely to take place (e.g. [5]). Many of the context-aware 
applications for ubiquitous computing have been research prototypes built from 
scratch for demonstration purposes. Moreover, they often utilize proprietary user 
interfaces due to fast proof-of-concept development. 

Aligned with the suggestion of adoption-centric research, we propose that 
prototypes based on well-established applications and application frameworks should 
be used to the extent possible in researching context-awareness. Furthermore, systems 
and frameworks providing plug in mechanisms or exposing application programming 
interfaces for modifying their features are suitable candidates for this approach, 
similarly to what is suggested with software engineering tools in [6]. Naturally, open 
source projects provide the greatest potential in this respect.  

The above suggestions aim in shortening the time end-users spend on learning new 
technology, but also in shortening the prototype development time. Using well-
established applications should result in more reliable prototypes as well. Moreover, 
we expect that the approach yields better quality user test results and may boost the 
development of realistic product concepts in the field of context-awareness. It does 
not, however, mean that self-standing prototypes for testing innovative ideas were not 
important; it rather suggests that context-aware software should be developed along 
these parallel tracks. Since it is hard, or even waste of resources, to implement a really 
ubiquitous computing environment in a single research project, we need also to follow 
the path of building reusable toolkits described by Abowd [4]. 

In this paper, we describe integrating context-awareness into mundane instant 
messaging software of office workers. Namely, we deal with our efforts in 
introducing context-aware features to IBM Lotus Sametime and its mobile extension, 
Sametime Everyplace (STEP). We describe a purely server-side solution; the client-
side software comprises of commercial of-the-shelf products, and stays intact. Our 
system combines the usage of IBM Lotus Notes calendar as well, to get information 
on scheduled meetings. We describe our fully implemented solution and discuss our 
findings in general in the last section.  

The rest of the paper is organized as follows. In section 2 we list related work. In 
section 3 we describe preliminary guidelines for introducing context-awareness to 
existing applications. In section 4 we review context-based availability inference in 
instant messaging. Section 5 presents our prototype system. It is followed by a 
discussion of the findings in section 6. 

2 Related Work 

Abowd lists the criteria for ubiquitous computing (ubicomp) research to include: a 
motivating application, a notion of scale, everyday use, and evaluation [4]. He 
engraves evaluation in everyday life and states that the system should be robust 
enough so that long testing causes the novelty of the system to vanish. Considering 
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transparent interfaces, context-awareness, and automated capture as the general 
features of ubicomp applications, and rapid prototyping of systems as the way to 
develop them, he unveils the need for toolkit design, software structuring for 
separation of concerns, and component integration. 

In [6] the authors describe building add-on software design tools on top of Lotus 
Notes. Their hypothesis is that new tools are easier to adopt, if they are “compatible 
with both existing users and existing tools”. This hypothesis is supported by the 
familiar notion of “learning curve” from software development [7]. 

Walenstein [5] points out the generic problem in developing “research prototypes”; 
they are often ad-hoc implementations of the new innovations, so that user testing 
with real end-users is difficult. He suggests that by using an existing framework it is 
easier to find a user base that is familiar with the framework and thus, much of the 
prototype. In the paper, he describes a framework to enhance reengineering software 
systems that is based on theory of cognitive support [8], which means, shortly, that 
the computing environment helps the users in perceiving, understanding, and 
remembering things necessary for their tasks. 

In [9] Dey et al describe a conceptual framework for context-aware application 
design and an implementation of it as a toolkit. Their methodology consists of the 
following steps (details not repeated here): identifying entities, identifying context 
attributes, identifying quality of service requirements, choosing sensors, deriving a 
software design. They also provide examples of context-aware applications developed 
using the toolkit, one of the applications being an existing application that is updated 
by introducing context-awareness. Although this is similar to what we are suggesting 
here, it differs in one major way; in our case we are targeting environments that 
provide plug in, or extension mechanisms. That is, the environments are not changed 
at the source code level, whereas in the example of Dey et al the sources of the 
existing application are available and modified. 

We have summarized some of the related work on instant messaging in [10] and 
revisit a few of them next. In a recent study of introducing presence information into 
telephone usage so as to provide a “live address book” it was found that users 
generally do not always remember to manually update the presence information, 
which may lead to others not trusting the information [11]. Based on this study it can 
be assumed that also IM applications would be easier to use, if the updating of 
presence information were automatic. 

MyVine [12] is a recent research prototype that integrates email, phone and instant 
messaging into one client that shows availability information of other users. Using the 
application, the users can initiate any of the above-mentioned communication 
methods; the real act of communication goes through the ordinary applications, i.e. 
the availability application provides an additional user interface. The system 
automatically infers the availability of the users from recognized context, which is 
formed of location information, speech detection, computer activity and calendar 
information. The MyVine client represents the availability of a user as four different 
levels of gray of a figure of the user, allowing others to see more detailed context 
information by moving mouse over the figure. The users mostly respected the inferred 
availability when the values were at the end of the scale i.e. highly unavailable or 
highly available. As the most important finding of their study we see that while the 
users easily saw that a person was moderately unavailable, they often still started to 
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communicate via IM, if the detailed context information showed that the person was 
present in the building or in office. That is, physical presence seemed to be in these 
situations more important than the inferred availability. 

In our previous work, we have developed a context-based method that aims in 
reducing unnecessary interruptions by automatically updating the presence, or 
availability, of the IM users [10]. The main idea was to use context relation, that is, in 
brief, to use the contexts of both the communication initiator and the receiver in 
inferring availability of the receiver. The method can be exploited in a context-aware 
ubiquitous system. In related work, only the context of the receiver had been 
employed. 

3 Preliminary Guidelines for Introducing Context-Awareness 

In this section, we describe the tasks comprising our simplistic guidelines of 
introducing context-awareness into everyday, existing applications. We propose the 
following four tasks: Application Analysis and Context Recognition, Context Sensing 
and Representations, Prototype Building, and User Experience Evaluation. The 
guidelines reflect typical interactive system design lifecycles (e.g. chapter 6 of [13]). 
The idea is that by guiding our research with these high-level and comprehensible 
tasks, we form a framework that allows us to perform loose comparisons of 
prototypes designed along these guidelines. The guidelines do by no means constitute 
a complete process. 

Application Analysis and Context Recognition means studying how the 
applications used at the moment could be improved, particularly by utilizing context 
information. The analysis of requirements for a ubicomp application can start by 
observing and analyzing the real-life situations of probable end-users [14]. Next, data 
collection for the identified and meaningful contexts can be done using sensors and 
context recognition can be attempted offline. This phase is similar to our previous 
work on context recognition and data mining, where data mining methods are used to 
test what contexts can be recognized from given data [15]. Moreover, the application 
deployment environment is studied for the feasibility of introducing new software 
modules or features into it. This phase results in scenarios describing the context-
aware features and provides some insight into the design possibilities. 

Context Sensing and Representations includes developing the context recognition 
methods to be suitable for use in the application prototypes as well as designing 
required context representation methods for the prototypes. This phase is analogous to 
phases in many design guidelines for context-aware systems e.g. [9, 16]. In general, it 
can be considered as improving the toolkits or architecture providing the basis for 
context information. After this phase, the infrastructure is ready for the application 
development. 

In Prototype Building various application prototypes introducing context-aware 
features are built. The main goal is a prototype that is reliable enough for real user 
testing. Introducing context-aware features sparingly may be a better approach than 
changing the application behavior too much at once [5]. The features introduced first 
are selected by weighing the ones that rely on the contexts that can be most reliably 
recognized and the ones that are expected to provide the most value for users. 
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Existing knowledge (though not well-established) from the field of context-aware 
application design is utilized. In particular, experience from previous prototypes of 
the same system, or similar systems, is considered. 

When performing User Experience Evaluation, the target is in evaluating the 
usability of the application and the suitability of the underlying supporting 
technologies, for example context sensing methods. The relation of reliability of 
context recognition to user experience can be studied, for instance, since the required 
reliability may vary between features. As mentioned in [5], it should be easy enough 
to find suitable test users from the existing user base. 

4 Instant Messaging and Context-Based Availability Inference 

In instant messaging, the users log in to an instant messaging service that enables 
them to see if other users are available and to exchange messages with the other users 
in almost real time. The messages and the presence information are delivered through 
the IM service in the Internet. Similarly to RFC 2778 [17], we call the receivers of 
presence information watchers of the users the presence of which they receive. The 
users offering their presence information are called presentities (presence entity). 

Generally, messages can be sent in IM when the recipient is logged in to the 
system and her availability is available. In many systems, however, messages can be 
sent also in some other states, but the sender is aware that the messages might not be 
read immediately (e.g. just opened on screen, when user is away from the desktop 
computer). The state available is interpreted by the sender as willingness of the 
recipient to receive messages and to respond to them in a timely manner. To avoid 
disturbance, a user can manually select to be unavailable. Because availability plays 
such a crucial role in IM, it is important that the information is reliable. The 
correctness of availability reduces unsuccessful communication attempts. 

Context-aware systems adapt to the situation of the user in various ways. The 
availability of IM users can be updated automatically, using context information of 
the users [10, 12, 18]. This is important due to two reasons: First, the users don’t 
always remember update their availability, which causes the information to be 
unreliable [11]. Unreliable information may cause unwanted communication when the 
user really wishes not to be disturbed. It may also be a waste of time for the ones 
trying to reach someone who is available according system, but doesn’t want to 
communicate. Second, correct and timely automatic updating of availability is likely 
to ease the use of the application and let the users concentrate on more productive 
tasks. We expect that the influence of these factors to the user experience of instant 
messaging software increase along with the volume of IM communication. 

To be easy to use, the IM application should be able to update the availability of its 
user without the user’s intervention. This also increases the reliability of the 
availability information, taking into account that the user might sometimes forget to 
update it. In our work one major design guideline is that the receiver is always in 
control of her availability. Availability updating should be based on automatic context 
recognition and function according to rules accepted by the user. For example, the 
user might select a rule “When my activity is conference, I’m unavailable”.  
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5 System Prototype 

5.1 Capnet System 

The Capnet (Context-Aware and Pervasive Networks) program focuses on context-
aware mobile technologies for ubiquitous computing [10, 19]. One Capnet engine, 
shown in Figure 1, handles context in this prototype. 

5.2 IBM Lotus Notes/Domino and Lotus Sametime 

As mentioned in the introduction, we developed the context-aware automatic 
availability inference on to the Lotus Sametime collaboration system and used Lotus 
Notes as a source of calendar information. 

Sametime is a real-time collaboration environment. To list some of the features, it 
enables the user to send chat messages and transfer files in real time, audio and video 
communications, shared file editing, presence-awareness, and organizing online 
meetings. The features can be used through a variety of client applications that can be 
run on devices ranging from STEP’s Java MIDP devices to desktop PCs [20]. 

Sametime environment can be interfaced with other software through the 
Sametime client toolkits. The Sametime Links Toolkit enables web page developers 
to build presence-awareness into the web pages.  In addition, there is Sametime COM 
Toolkit, Sametime C++ toolkit and Sametime Java toolkit. The Sametime Java toolkit 
provides the richest set of features [21]. 

Lotus Notes is widely used client-server document handling, email and calendar 
software. Domino web server that provides web access to many of the Notes 
applications accompanies the Notes database on the server. The web server contains 
also a servlet engine and some of the Sametime services are provided by servlets, for 
example.  

5.3    From Application Analysis to Prototype Building 

In our previous work [10], we started by analyzing the usage of current IM 
applications. Soon, we came up with the idea of automatic availability inference, and 
found out that others had already suggested it as well (see section 2). That is, in this 
case we already had the basic application usage scenario and we did not perform data 
collection or data mining. 

Since we had the possibility of utilizing Sametime, we analyzed the extendibility 
potential of it, and found out the services provided through the toolkits. We expected 
the Notes calendar to most likely be in daily use by the users of Sametime, making 
Notes a reliable source of schedule information. 

In this first prototype, we decided to begin in the simplest possible way; the 
prototype considers only the context of the user himself and employs a generic 
availability rule for all users. The rule defines the availability of a user to be 
unavailable when she is in a room where she has a scheduled appointment at the 
current time. This matches the basic scenario; automatically updating the availability 
of the user based on her context. 
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Ideas that are discarded for expected usability problems (e.g. too different from 
current application features, unreliable context recognition) are considered for 
following prototypes. For example, allowing the users to manage the availability rules 
could be done through a Notes application, or a web page. The users could associate 
rules to groups in their contact list to be available for a subset of people in certain 
contexts. Moreover, we decided not to include the context-relations [10] in 
availability inference, since introducing too many features at once could lead to 
difficulties in the adoption of the application and could introduce the need for 
prolonged user test periods. We will incorporate context relations in the following 
prototype versions. 

5.3.1   Server-Side Software 
The prototype consists of three major, originally independent systems: Sametime, 
Notes Calendar, and the Capnet system. The users’ password and user name to Notes 
and Sametime are stored into the Capnet system to enable it to use these systems on 
behalf them. The Capnet system tracks the context of the users and infers their 
availability. The availability information is delivered to the Sametime system using 
the Sametime Java toolkit. Below, we will describe the interfacing systems briefly, 
without going into details of implementation. 

The IM system is composed of the components shown in Figure 1. The positioning 
system is based on the Ekahau [22] Wireless LAN positioning engine that utilizes 
WLAN signal strengths measured in the devices and provides positioning information 
for the Capnet system.  

 

 

Fig. 1. Software components of the prototype IM system 

The calendar information is accessed through a servlet executing in the servlet 
engine of the Domino web server. The servlet accesses the Notes database through 
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Domino Java API. The database resides on the local machine, which makes the access 
relatively efficient.  

During startup, the system generates a Capnet IM session for all the Sametime 
users into the IM component. The IM component, in turn, performs a separate login 
for each Sametime user. If a user sets her availability manually, the Sametime client 
reports the value to the Sametime server, which delivers the information to the 
watchers. The instant messages travel through the Sametime server from client to 
client.  

It’s important to note, that the Capnet system acts as an add-on to the Sametime 
system; if the Capnet system crashes, it doesn’t affect Sametime’s normal functions. 
Also, the Capnet system can be started and stopped independently – only the 
availability inference is affected. Unique email-like identifiers identify users in 
Capnet, and an identity is associated with a user when she logs into the Capnet 
system. 

In our current implementation, automatic availability inference is performed by the 
IM component, which receives position information from the context component. In 
the next version, we plan to update the context component to provide availability 
information as well. The inference is done using hard-coded rules common for all 
users; explicit representation of these rules is one challenge for further research. 
When the IM component receives a ‘room changed’-event, it checks the current event 
in the calendar of the user and whether it is scheduled to take place in the new room. 
If a meeting or an appointment is scheduled to be currently going on, her activity is 
set to meeting and her availability is set to away. The availability values used in 
Sametime are online, offline, away, and do not disturb. Away is used by the Capnet 
system, because the STEP Connect application shows the availability message of the 
user only when the availability of the receiver is away.  

5.3.2   Client-Side Software 
The mobile devices, Compaq iPAQ PDAs, are equipped with WLAN cards and 
located with the Ekahau positioning engine running on a network server. Only the 
Sametime and Ekahau clients are running on the mobile device. That is, only off-the-
shelf software is executed in the client terminal. This was one of the key ideas in 
developing the prototype, along with the fact that, this way, users can continue on 
using the applications they are familiar with. Because the client application will not 
be modified, the settings of the user and, for instance, the contact list with its 
associated privacy settings are preserved. These facts should greatly improve 
adoptability. 

However, because there is no toolkit for modifying the STEP Connect application, 
we loose some of the adaptability possibilities. In testing the availability inference, it 
does not hurt too much. We expect that in general many new features can be tested 
without big modifications to the user interfaces. If this would become necessary, we 
would need to implement a new client by utilizing the Sametime toolkits.  

In our current configuration, the users can access their calendars by using desktop 
installations of Notes clients or through iNotes (Notes web access) with a full-blooded 
web browser. That is, they can’t access the calendar from the PDA. To provide better 
user experience, we will consider taking Domino Everyplace into use in the following 
user tests. 



324 M. Perttunen and J. Riekki 

 

5.4 Test Environment and Testing 

The university’s premises covered by WLAN were used as the test environment. The 
meeting rooms of our laboratory’s premises were configured into the Notes system, so 
that when users organized meetings or appointments through Notes’ calendar, they 
could reserve a room in the ordinary manner. 

Figure 2 shows the UI of Sametime Connect client on the PDA screen with a 
context menu (left) opened by tapping a user in the contact list and the user’s 
availability message shown (right). From the screen shown on the left in Figure 2, 
one-to-one messaging can be started by clicking ‘Chat’ from pop-up menu. 

 

Fig. 2. Views from the Sametime Connect application on PDA screen. Left: Context menu. 
Right: Availability message 

When a user is in a meeting, her availability is set to away by the Capnet system. If 
another user tries to start chatting with the user while she is in the meeting, the STEP 
Connect application on the PDA shows the availability message, as on right in Figure 
2. Also this message is generated by the Capnet system as a result of the availability 
inference. The Sametime Connect client for PDAs suggests the user to leave a 
message on the screen of the other user if her availability is away. 

We demonstrated the system with two users according to the scenario in section 
5.3. While mobile, the users used the PDAs described section 5.3.2. We plan to 
organize real user testing soon. When a user entered a meeting room with a scheduled 
meeting, the Capnet system recognized the context change and inferred a new 
availability for the user. Naturally, this works also when one user sends a meeting 
request to another one who accepts it. 
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6 Discussion 

We introduced context-awareness into the off-the-shelf Sametime instant messaging 
environment. The key idea was to demonstrate our approach of introducing context-
awareness into everyday applications by implementing a context-aware IM system 
that does not require proprietary software in the client terminal. We presented an IM 
prototype that utilizes context to update Sametime users’ availability information 
automatically. Automatic updating aims in enabling user-friendly IM applications 
with reliable availability updating. It is likely to reduce disruptions by minimizing the 
number of communication attempts by others when the user is not willing to 
communicate. 

According to our approach, we aim in performing user tests with our prototypes, 
but not introduce too many features at once, as the difficulties in the adoption of them 
could take too big role, which could mean that user test periods would need to be 
prolonged. This would also ruin the idea of introducing context-awareness into 
mundane applications that users are readily able to use. We hope that this cautious 
approach results in more reliable user experience evaluation. Such evaluations may 
provide important information on the underlying technologies that the context-aware 
features rely on. For example, our current positioning system is based on WLAN, the 
capabilities and constraints of which could emerge in the user test results, thus 
providing valuable information of the suitability of current the technology for 
commercial applications. This is hard to reach with prototypes implemented from the 
scratch. 

Furthermore, the Capnet system has been gradually developed alongside various 
context-aware prototypes. The underlying architecture for handling context 
representation, reasoning, and sensor fusion (for example) is necessarily the 
component that currently cannot be obtained off-the-shelf. For this reason, it is 
desirable for it to be mature and reliable enough to neither affect the evaluation of the 
technologies it relies on, nor the evaluation of the applications it supports. 

The current results demonstrate that our goal is right. It is possible to analyze 
existing applications and to find usability issues for which context-awareness may be 
a remedy. Using more existing technology also facilitates the prototype development. 
However, before organizing and evaluating user tests, we are not yet able to fully 
prove the concept. Moreover, we recognize it as future work to analyze the relation of 
the simplistic guidelines to general software engineering processes. 

Through our experience with the Sametime and Notes systems, we envision that 
the Lotus Notes application framework provides many other interesting possibilities 
to augment existing applications by using context information. This is supported by 
the fact, that Notes is often used as a platform for collaborative applications in 
organizations [23]. Although we lack comparative experience with other large 
application frameworks, we consider the applicability of our approach generally 
significant. We feel the approach is a necessary step towards ubiquitous context-
aware applications. 
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Abstract. In wireless networks the quality of service (QoS) delivered
to an end user will be a complex function of location and time. “QoS
Seeker” is a new system which informs a user what location in the wireless
network he should move to in order deliver the required QoS for his real-
time applications. At the heart of QoS Seeker is a construct known as a
“QoS Map” - which is the value of a specific QoS metric as a function
of space. If any significant temporal trends are present in the wireless
network, then the current QoS Map will be statistically different from a
future QoS Map. In this report we investigate the use of adaptive linear
filters as a means to predict future QoS Maps from historical QoS Maps.
By using the received signal strength (RSS) as the QoS metric, we show
that local adaptive filters can deliver very significant performance gains
relative to last-measure and moving-average predictors. We also show
how global adaptive filters can produce performance gains, albeit at a
lower level. These results show that adaptive prediction techniques have
a significant role to play in the QoS Map construction.

1 Introduction

GPS availability on small mobile wireless devices is rapidly becoming ubiquitous.
Indeed, GPS chipsets directly embedded in hand-held devices are now commer-
cially available [4]. In a recent work [1] we outlined a new system, termed “QoS
Seeker”, which uses such GPS capability in mobile communication devices, in
order to optimize the quality of the services offered by a wireless network.

In QoS Seeker information of application QoS metrics and device location,
which would otherwise remain unused, are utilized in order to make the user
aware of the availability of better QoS within his vicinity. With QoS Seeker
deployed an end user no longer has to randomly move in order to find a physical
position where the QoS of his application is at an acceptable level - instead the
user is informed of where the nearest position for acceptable QoS is. QoS Seeker
is easily deployed and is cost-effective. It is purely a software based solution, with
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no network modifications necessary, and no additional network infrastructure is
required.

In our previous report [1] various experimental and simulated tests of a VoIP
QoS Seeker system were presented, as was detailed information of the system
architecture and protocols. These tests showed that such a system is indeed
viable and practical, and that when deployed, users of VoIP over 802.11b wireless
local area networks (WLANS) could more readily find locations where their VoIP
connection was at an acceptable quality.

At the heart of QoS Seeker is a construct known as a QoS Map. This map
represents the best estimate of the expected QoS that an application can receive
in a particular physical zone. This could be the QoS estimate at the present
time, or the QoS estimate at some future time. QoS Map construction occurs at
a server which collects all position and QoS information from all users currently
in the network. The server uses adaptive learning algorithms to construct from
historical QoS Maps, what a future QoS Map would look like. This is required
since QoS Seeker may inform a user to move to a zone a few minutes travel time
away. As such, it must have made a reasonable determination on what the QoS
in that zone - a few minutes into the future - will actually be.

Once the future QoS Map is created within the server, it can be periodically
transferred back to the users of the system so that they can be informed of
the predicted future QoS in their own local vicinities. In our initial set-up, a
graphical representation of the QoS Map is presented to the user via a graphical
interface on his device. Note that QoS Maps can find uses in many wireless
settings, such as WLANs, sensor networks, or even ad hoc networks. Indeed, the
prediction algorithms applied to QoS Maps may be of particular value in the
more challenging and dynamic QoS environment of an ad hoc network.

In many cases, such as a stable radio environment with constant noise levels,
a prediction algorithm can do no better than setting the future QoS metric equal
to the last measured value. Indeed, in many of our experimental tests we find this
to be the case. However, in radio environments which possess evolving and/or
periodic trends, prediction algorithms applied to QoS Maps are likely to have
significant performance gains. Evolving trends in QoS metrics could arise from
many factors, such as movement of users, and periodic interference sources. We
do not wish to model possible trends here, but to simply assume that they could
exist, and therefore could affect QoS Map functionality.

Our previous work [1] outlined some simple tests of the prediction algorithms
embedded at the QoS Map server. Here we wish to explore this issue in much
greater detail. Our original contributions in this work are two fold. First, we ex-
plore the performance of adaptive linear filter algorithms applied to QoS Maps
for a wider range of simulated conditions than previously reported. Such work
is necessary so to quantify the performance gains obtainable by adaptive fil-
ters, relative to simple last-measure predictors, and moving-average predictors.
Secondly, we explore the performance gains achieved by global filters (the same
filter algorithm applied to all physical zones of a QoS Map), compared to local
adaptive filters (different filter settings applied at different zones). The issue of
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global vs. local filters has important practical considerations, since global filters
are much easier to incorporate in the system architecture.

2 QoS Maps

In actual implementation the QoS Map can be considered in abstract terms as
a matrix Q of dimensions i by j. The element Qij corresponds to a QoS metric
value in a particular physical zone of the QoS Map. Without loss of generality we
will assume all elements of the matrix represent a physical zone of equal area.
Consider a vector of QoS metrics q. The elements of this vector will contain
any information obtained by the receiver which could pertain to the QoS of the
application, such as packet delays, packet losses, jitter, RSS and reported link
speed (data throughput). In all our maps we translate the QoS metric into the
range 0− 1, with zero meaning zero QoS. Note that for most metrics the actual
algorithm that maps the measured QoS metric to the range 0 − 1 is slightly
dependent on the platform and application software used. This is a consequence
of the fact that the perceived QoS of an application is marginally different using
different software and hardware platforms.

For the large outdoor areas we study here, the QoS Maps possess individual
zones with physical dimensions of order 20m square. Construction of the current
QoS Map is straight forward. Considering sequentially each zone of the QoS Map
(identified by i and j), the database is filtered so that only QoS measurements
(within the last time bin) associated with devices in that specific zone are se-
lected. Some algorithm (such as the average, or the most recent value) is then
applied to this data in order to form the value Qij . Repeating this process for
each zone will provide the most up-to-date QoS Map.

2.1 Predicting QoS Maps

In dynamic situations the current QoS Map may not be the optimal indicator of
what is likely to happen in the near future. As stated earlier, wireless networks,
and the QoS Maps describing them, are complex and there are many reasons why
evolution in the QoS Map could occur. In order to improve upon the usefulness
of QoS Maps we must attempt to model dynamic behavior of QoS Maps in some
coherent fashion.

In terms of our abstraction of the QoS Map, the question we face is given the
data currently in the server: what is the best estimate of the value of Qij (the
QoS value in a specific zone of the QoS Map) at some future epoch? Analyzing
each zone will collectively lead to the predicted QoS Map for the next epoch.

For our calculations here we will focus on the RSS. The RSS from an access
point is by itself an important element of the QoS vector. There are several rea-
sons for this. First, it is one of the metrics that will be device independent. Other
QoS metrics, measured at the application layer are to some extent influenced by
the processing load currently active on a device. Secondly, even when a device is
not running an application, it can still be recording RSS measurements within
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the QoS Map area. Thirdly, historical correlations with other QoS metrics and
the RSS can be used to predict future metrics in a zone where no previous QoS
metrics have been measured.

In QoS Seeker the prediction of the next QoS Map is based on neural network
architectures. Artificial neural networks have in fact been used before in order
to predict maps of RSS [2] [3] [5]. However, in these works, propagation models,
terrain models, and known access point placements are used to predict RSS
coverage over the wireless area. Test measurements are then used to train the
neural network in order to find the appropriate RSS over the entire area. This
is important for QoS Seeker, as it is likely that many areas of the QoS Map
do not possess any measurement data, particularly at the onset of QoS Map
construction. Although we will encompass such wider RSS prediction techniques
into our neural network design, we are more interested in this specific report in
looking at predictions of RSS based solely on historical data for that zone. As
such, we assume measured data already exists for a particular zone, and that
there are no gaps in the data. Our aim is to train the neural network to predict
the future RSS based on the historical measurements of the RSS in a particular
zone.

QoS Seeker Neural Network

Fig. 1. Neural network architecture deployed in QoS Seeker

Determination of the appropriate network architecture (number of layers,
number of neurons, type of transfer functions) to use for a given QoS Map re-
quires experimentation. A specific architecture is unlikely to be optimal for all
QoS metrics at all times. In the QoS Map server the architecture of the neural
networks is based on Multi-Layer Perceptron (MLP) models. A generic archi-
tecture of such models is shown in Fig. (1). Here the inputs Qij(1), . . . Qij(R)
are time delayed inputs representing historical values of the QoS Map metrics
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in a specific zone. With this set-up, each QoS metric at each zone forms a spe-
cific Time Delay Neural Network (TDNN). A TDNN network can be made to
self-adapt to ongoing data collection (re-training) - a characteristic that makes
them ideal for the potentially complex and dynamic behavior that underpins
QoS Maps.

Adaptive Filter

Fig. 2. Neural network architecture deployed for this work

In Fig. (1), the input vector of length R is used as input to a hidden layer of
S neurons. Each element of the R input vector Qij is connected to each neuron
input through a matrix of weights wSR. Each neuron sums the weighted inputs
and a bias term b to form its own scalar output ni which is then collectively acted
upon by a transfer function to produce the output vector output a. This transfer
function can take various forms, with linear and log-sigmoid functions the most
common. The output a can be taken as input into another (hidden) layer of
neurons, and the process repeated. Finally, at the output layer the final inputs
are combined in a linear way to give the final prediction for the value of the next
epoch Qij . The number of neurons at each layer, the number of layers, and the
adopted transfer functions collectively describe the neural network architecture.
In the QoS Map server the actual architecture adopted could be different for
different QoS metrics. A model based on Fig. (1) with only one neuron and a
linear transfer function will lead to an optimized adaptive linear filter, and in
many cases such a simple architecture will suffice. Note, that as the adaptation
of the filter will try to minimize the squared error difference between prediction
and actual value, this type of filter is equivalent to a finite impulse response
(FIR) filter. Only in the presence of significant non-linear trends, and/or the
inclusion of additional RSS prediction techniques (such as those reported in
[2]), will multi-neuron systems be required. Although multi-neuron calculations
form part of our ongoing work, in this report we will only investigate a single
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neuron system - which we henceforth refer to as the adaptive filter. The simplified
architecture for this filter is shown in Fig. (2).

A key parameter is the learning rate of the network - the performance of the
algorithm is very sensitive to the proper setting of this value. The learning rate
is related to the step size the algorithm takes as it tries to find the minimum
point in the QoS Map cost function. If the learning rate is set too high, the
algorithm may oscillate and become unstable (see later). The optimal learning
rate is difficult to predict a priori, and in fact the optimal value is likely to change
as the algorithm adapts to new arriving data. We have carried out various tests
on the data in order to pick the best learning rate for our simulated data.

In the simulations we assume an average RSS of −60 dBm, with a normal
noise component of 7dBm. This noise component was determined from our ex-
perimental measurements of the variation of the RSS reported in [1]. We assume
ten of these measurements are taken, and the average found is then adopted as
the reported RSS for that particular zone of the QoS Map. We normalize the
value of the RSS to one (as the actual RSS is in negative dBm the smallest
value of the RSS present in the simulation is equal to 1). A periodic trend in the
normalized RSS was added to mimic QoS Map evolution. We set the period and
amplitude of the evolution to P = 25 time units and A = 5 dBm, respectively,
and study the effect of relative changes to these values. Unless stated otherwise,
the learning rate of the adaptive algorithm was set to 0.06 per time step, and the
order of the filter was set at R = 8. Note that the time units for the simulation
are arbitrary. Although we could attempt to make prediction several time units
ahead, in this work we focus on the more reliable next step-ahead prediction.

2.2 A QoS Map Zone

Let us consider a particular zone of the QoS Map.
The performance of the adaptive prediction algorithm is shown in Fig. (3) for

an evolution of period P and amplitude A. The top diagram of Fig. (3) represents
the training epoch of the neural network. The solid line shows the actual value of
the RSS, the dotted curve shows the adaptive filter value predicted for the RSS,
and the dashed curve shows the moving-average predictor value. The moving-
average predictor is based on the average of the last R measurements (R is also
the order of the adaptive filter). Here the first 40 samples of the simulated RSS
data are used to train the network.

In the middle diagram of Fig. (3) we show how the neural network adap-
tively learns as it evolves. This allows the network to re-adjust to the evolving
trend of the measurements. Perhaps more illuminating is the bottom diagram
of Fig. (3), where the squared error is shown. Here, the solid curve shows the
square error if the previous RSS value is simply adopted as the predicted next
RSS value (last-measure predictor), the dotted curve represents the squared er-
ror between the adaptive filter prediction and the actual value, and the dashed
curve represents the squared error between the moving-average prediction and
the actual value. The adaptive filter predictor is seen to show most performance
gain. More quantitatively, we find for this simulation the mean squared error of



334 R.A. Malaney et al.

0 5 10 15 20 25 30 35 40
0

0.5

1

Time
N

or
m

al
iz

ed
 R

S
S

Training Epoch

40 45 50 55 60 65 70 75 80
0.7

0.8

0.9

1

Time

N
or

m
al

iz
ed

 R
S

S

40 45 50 55 60 65 70 75 80
0

0.005

0.01

0.015

0.02

Time

S
qu

ar
ed

 E
rr

or

Training Neural Network Prediction
Training Input
Moving Average

Adaptive Neural Network Prediction
Actual Value
Moving Average

Adaptive Neural Network Prediction
Last Measure Prediction
Moving Average

Fig. 3. Performance of the different prediction schemes with evolution period P and
amplitude A

the adaptive filter predictor is 20% more efficient than that of the last-measure
predictor, and 70% more efficient than the moving-average predictor. We note
that in this simulation the moving-average predictor is a poorer estimator than
the last-measure predictor. Tests where we reduced the order of the moving-
average predictor showed improved results - with the moving-average predictor
approaching the last-measure predictor performance as the order reduced to one.

The effect of reducing the amplitude of the evolution to 0.6A is shown in
Fig. (4). Here we find the mean squared error of the adaptive filter predictor
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Fig. 4. Performance of the different prediction schemes with evolution period P and
amplitude 0.6A
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Fig. 5. Performance of the different prediction schemes with evolution period 2P and
amplitude A

is 40% more efficient than that of the last-measure predictor, and 15% more
efficient than the moving-average predictor. The adaptive predictor performs
better in this case relative to its performance in the higher amplitude evolution.

To see the effect of increasing the time scale of the evolution, consider the
results shown in Fig. (5) where a value of 2P is adopted for the period of the
evolution. Here we find the mean squared error of the adaptive predictor is 25%
more efficient than that of the last-measure predictor, and 50% more efficient
than the moving-average predictor.

In order to probe the direct effect the signal-to-noise of the RSS has on the
algorithms we repeat the last simulation with an order of magnitude increase in
the RSS signal-to-noise (average of 100 simulated RSS values used). The results
of this are shown in Fig. (6). Here we find the mean squared error of the adaptive
predictor is only 10% more efficient than that of the last-measure predictor, but
400% more efficient than the moving-average predictor. Clearly in this case the
moving-average predictor is a relatively poor predictor in high signal-to-noise.
The quality of the measurements is such that any evolution is better tracked by
predictors weighted with the most recent measurement.

Finally, to see the impact of a bad learning rate consider the results of Fig. (7),
where the learning rate is set at 0.2. Here the adaptive filter produces poor per-
formance - not even matching the last-measure predictor estimate. This underlies
the importance of testing and tuning the filter to the appropriate evolving envi-
ronment.

2.3 An Entire QoS Map

Thus far we have considered the prediction algorithms as applied to a particular
zone only. In practice of course we must apply the prediction algorithm to every
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zone of the QoS Map. Assuming the evolution of the QoS Map is the same in
every zone, the same parameters of the filter (learning rate, order) can be used.
Fig. (8) displays the performance over a QoS Map with 100 different zones. Here
the period is set to 2P and the vertical axis shows the QoS Map Improvement
factor, which is simply the ratio of the mean square error of the last-measure
predictor to the mean square error of the adaptive filter predictor. For Fig. (8)
the value of the QoS Map Improvement factor averaged over all the QoS Map
area is 1.3.
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Fig. 6. Performance of the different prediction schemes with evolution period 2P and
amplitude A, but with increased signal-to-noise

This result should be compared with that shown in Fig. (9), where the mean
RSS value in each zone is set to a random value in the range -75 dBm to -50
dBm. Also, the period is varied randomly between P and 2P in each zone. Here,
the QoS Map Improvement factor averaged over all the QoS Map area is 1.1, a
significant reduction relative to the case of global evolution and constant mean
RSS. Additional simulations show that the overall performance gain for the QoS
Map can be increased back up to higher levels if the adaptive filter is localized.
By this we mean the filter settings are different in different zones. Put another
way, we find that use of a global adaptive filter in the more realistic scenario of
varying mean RSS values and local evolution, will be at the cost of significant
performance losses. Thus, although inconvenient, QoS map construction should
be based on use of adaptive filters tuned to specific zones. Part of our ongoing
work is to address the issue of how to dynamically optimize the local filters, by
detecting the presence of temporal trends in the incoming QoS metrics reported
for each zone.
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to be 17% more efficient than that of the simple last-measure predictor, and
14% more efficient than the moving-average predictor. So that we see that even
in real data with no coherent evolution of the radio environment present, small
performance gains can be achieved.

3 Conclusions

QoS Maps, constructed from dynamic measurements collected from the roaming
users of wireless networks, can be used to enhance the QoS performance of
wireless applications. Empowering users of portable devices with the information
on where in their vicinity the best communication connections are, has clear
benefits for them and the efficiency of the network as a whole.

In this report we have specifically investigated the use of adaptive linear fil-
ters as a means to predict future QoS Maps from historical QoS Maps. By using
the RSS as the QoS metric, we show that local adaptive filters can deliver signif-
icant performance gains relative to last-measure and moving-average predictors.
Even under the mild evolution conditions we have investigated here, we have
found up to 70% performance gains. Such gains have important impact on the
functionality of QoS Maps.

We have also investigated the trade off between using global adaptive filters
over all the QoS Map space, relative to local filters individually optimized for
their specific zone. We find that a relative gain of order 20% is achieved by using
local filters.

Many more simulations, covering wider evolution conditions and different fil-
ter settings, have been carried out. Although not reported on, these simulations
show similar trends to those shown here. All our results show that when evolu-
tion of a radio environment is expected, adaptive prediction techniques have a
significant role to play in the QoS Map construction.
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Abstract. This document describes the current status and future vi-
sions of roaming and locating users in science networks. At first it is
described how roaming on network level can be accomplished by es-
tablishing a RADIUS-based roaming hierarchy, with a special focus on
possible transport mechanisms for a user’s location information. After-
wards, possibilities to build location-aware services for scientists on top
of this existing roaming infrastructure are outlined.

1 Introduction

Scientific networks in Europe (often called ”NRENs”, National Research and
Education Networks) are heterogent in respect to their physical layout (some
offering wireless LAN, others providing ”docking points” to their wired back-
bone), network admission techniques (VPN-based network admission control,
web-based logins or IEEE 802.1X authentication) and their local usage policies.
In order to provide a roaming service for scientific users that lets them travel
throughout Europe and still log in with their usual credentials, a solution that
integrates all these differences into a broader solution has to be used.

The need for such a solution was seen by the European NRENs several years
ago. So, in parallel to the development of the well-known European Research Net-
work GÉANT[1] a roaming service named ”The European RADIUS hierarchy”[2]
(often also called ”EduRoam”) was developed that aims to integrate the various
different national solutions. This service was set up by the TERENA Task-Force
Mobility[3] and is based on the authentication and authorisation protocol ”RA-
DIUS” (for Remote Authentication Dial-In User Service)[4]. The use of this
flexible and standards-compliant authentication backend made it possible to in-
tegrate the different national authentication mechanisms and enabled users to
travel freely between Points of Presence (PoPs) of participating NRENs. One as-
pect of roaming which is not yet available in EduRoam is the ability to provide
location-dependent services at each of the PoPs.
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In order to provide such services the location of the user should be known to
both ends of the work, i.e. to the network where the user currently is (which
is trivial) and to the network he is originating from. This, however, requires
that the current location information is transported to the home location, where
it can be evaluated and the location-based services can be generated. When
transporting this information, special care should be taken that no unnecessary
data is transferred in order to protect the privacy of the roaming user.

2 Related Work

The development of the European roaming service is conducted in the GÉANT2
research project, specifically in the Joint Research Area 5 (JRA5)[5]. The current
research focus lies in the evolution of EduRoam, with the aim of replacing the
current static RADIUS hierarchy by a more dynamic solution. A second aspect
of JRA5 is the development of application-level roaming to make the access to
a given resource independet of the location. The work in JRA5 is closely related
to the activities of TERENA’s Task-Force Mobility[3] (network-level roaming)
and AACE Task-Force[6] (application-level roaming). The development of the
protocols involved (RADIUS, Diameter) is taking place in the ”Authentication,
Authorization and Accounting (AAA) working group”[7] of the IETF. Another
IETF working group that does closely related work to the topic of this paper is
the ”Geographic Location/Privacy (geopriv)” working group[8].

3 Roaming Technologies

A universal single-sign-on with roaming across Europe as described above can
be split in two parts1. For one, setting up connectivity for registered users –
and only for these – is an action that has to be done on a very low level on the
network stack. Current national concepts regulate network admission either on
ISO/OSI layer 2 (IEEE 802.1X as an example) or on layer 3 (Virtual Private
Networks or web-based authentication).

The other part, location-independent access to services, must take place after
network-level roaming is successfully completed. Therefore, location information
that has implicitly become available through the roaming process can be used
on application level to present personalized, location-based services and infor-
mation. EduRoam is a network admission control infrastructure that operates
both on ISO/OSI layer 2 (using the IEEE 802.1X protocol) and layer 3 (using
either web-based redirects or VPN connections). It utilises a hierarchy of RA-

1 It should be noted that roaming in the EduRoam sense is not a seamless roaming
without loss of connectivity as in, for example, GSM networks. It is rather a means
of travelling between NREN Points of Presence and having connectivity at these
PoPs.

net
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DIUS authentication servers to decide if a given user is allowed to enter the
local network. It can integrate VPN- or web-based solutions because these other
solutions can usually be configured to authenticate against a RADIUS backend.
Users are identified via usernames that include their home domain so that their
origin can easily be determined. Such usernames are similar to e-mail addresses
since they use the @ character to seperate username and home domain, e.g.
username@domain.tld. The NRENs that participate in EduRoam form a feder-
ation, which means that they trust each other’s admission decision. That way,
a user’s admission request can simply be forwarded to his home domain which
then authenticates the user with his home credentials and advises the foreign
network to either allow access to the network or not, depending on the outcome
of the authentication process.

Fig. 1. The European RADIUS hierarchy (from [9])

Figure 1 shows a simplified structure of the EduRoam RADIUS hierarchy.
A typical way that an authentication request from user stefan@restena.lu takes
through this hierarchy when he is at a location within the DFN network in
Germany could be:

1. The user enters his credentials (which is his username plus a piece of infor-
mation that authenticates him, for example a password or a certificate) into
an Authenticator at the DFN location.

2. These credentials are sent encrypted to the RADIUS server for dfn.de, which
discovers that he is not responsible for users in restena.lu.

3. The dfn.de RADIUS server forwards the encrypted credentials to the RA-
DIUS server responsible for the .de domain, which in turn discovers that he
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is not responsible and forwards them to the European top-level RADIUS
server.

4. The top-level server knows about all national servers and decides to forward
the credentials to the .lu national RADIUS server.

5. Finally, the .lu server (knowing all organisational servers in .lu) forwards the
request to the restena.lu RADIUS server which decrypts and evaluates the
credentials and produces an answer, either an Access-Accept or an Access-
Reject message.

6. Since each intermediate server keeps track of the pending request, the answer
traverses the hierarchy in reverse order of the original request until it reaches
the dfn.de domain.

7. The dfn.de RADIUS server instructs the Authenticator to which the user is
connected to either permit or deny Layer-2 traffic.

Having the user’s origin domain as integral part of the authentication procedure
is a unique situation with regards to location-based services: usually, location-
based services only take the current location of a user into account. But within
the EduRoam environment it is also possible to provide services that use the
user’s origin, or even a combination of current location and origin. The next
sections deal with the technical challenges of determining the current location of
a user and transporting this information to the user’s home institution. Further-
more, some possible location-based services are outlined that use the knowledge
of both user locations, home and current.

4 Obtaining the Current Location

Obtaining information about the origin location of a user is almost trivial for
both ends of the network infrastructure – his home institution is part of the
user name. The other part, knowing about the user’s current location is more
difficult. Usually, only the network which the user is logged into knows the exact
whereabouts of the network equipment. But it is not advisable to leave the ad-
ministrative burden of providing location-dependent services solely to the visited
location because it would lead to duplicate work in every such location (think
of a ”Welcome” page localized into several languages depending on the origin
of the user). Furthermore, there are services that only the home location of the
user can provide because it is based on information that is only locally available.
On the other hand, having only the home location administer the services is not
a viable solution as well since of course there is location-dependent information
that is only relevant at and available from the visited network (think of the
location of network services like printers or the current local traffic situation).

So, in order to provide a decent service both the visited network and the
home network of the user should know about both locations and both should be
able to deliver personalised content.
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4.1 Transport via the NAS-Identifier Attribute

One way of transporting the location information from the visited network to the
user’s origin network is by using RADIUS attributes. Such attributes are tagged
to a RADIUS message. They are defined in [4]. One special attribute, ”NAS-
Identifier”, can be used to transport the required information. NAS is short for
”Network Access Server” and is the device the user is directly connected to, e.g. a
switch or a wireless access point. Current implementations of RADIUS-capable
NAS often simply send the fully qualified domain name (in short: FQDN) of
the NAS during RADIUS authentication requests. From a certain point of view,
this can be seen as location information, but it may be very cumbersome to
retrieve actual geographical information from the FQDN. Especially when the
user belongs to an institution that resides under a gTLD, such as .org or .net,
his domain name can not at all be used to derive his current location. However,
the definiton of this attribute need not at all be the FQDN, as stated on page
52 of [4]:

The String field is one or more octets, and should be unique to the
NAS within the scope of the RADIUS server. [...] The actual format of
the information is site or application specific, and a robust implementa-
tion SHOULD support the field as undistinguished octets.

So the attribute can be used to transport fine-grained information in a textual
form as long as the identifier is unique to the device. One possible format could
be the exact street address followed by the fully qualified domain name of the
device (to ensure the uniqueness of the attribute in the case of two co-located
devices), as in the following example:

Example 1.

NAS-Identifier = ”LU;Luxembourg;rue Coudenhove-Kalergi;6;
Fondation RESTENA; < FQDN > ”

Setting the attribute to such a value would be a one-time administrative process
at the NAS device. The content of this attribute will then be transported via the
RADIUS infrastructure to the home location of the user. Then the appropriate
organisational RADIUS server can evaluate the content of the attribute and
send the current location of the user to the application-level, where the actual
location-dependent service can be set up for the user (for example a web-browser
can be instructed to prepare a web page with location-specific content that is
to be displayed to the user). Many of the currently available RADIUS servers
allow such a pass-over procedure to the application-level2.

2 For example, the popular server ”Radiator” can be configured to execute an ar-
bitrary program after a successful authentication (the so-called ”Post-Auth-Hook”
configuration directive).



346 S. Winter and T. Engel

4.2 Transport via VSAs

Using the NAS-Identifier provides the necessary possibilities to transport the
desired information. Anyhow, a more flexible and dedicated solution will need
to be developed to maintain scalability in the future. One approach is to use
so-called vendor-specific attributes (VSA).

VSAs provide a way of defining new RADIUS attributes that need not be
standardised by the IETF. They are placed in one specific IETF-standardised
RADIUS attribute, and this container attribute carries all vendor-specific at-
tributes and associated values. So, if any location attributes are to be invented,
it is only necessary to treat EduRoam as a vendor and have the NAS fill these
VSAs with the appropriate content3. That way, there is no need to use a spe-
cially formatted string in one attribute. Instead of this, a set of attributes can be
defined and used to carry pieces of information. The information from example 1
could then be carried in the attributes shown in example 2, where all attributes
preceded with ”Location-” are VSAs.

Example 2.
NAS-Identifier = <FQDN>
Location-Country = LU
Location-City = Luxembourg
Location-Street = rue Richard Coudenhove-Kalergi
Location-Street-Number = 6
Location-Description = Fondation RESTENA

4.3 Granularity

The location cannot be determined any better than on a per-device basis when
RADIUS attributes are used. This leads to a maximum granularity of several
hundred meters because the NAS is either a wireless access point, which has a
usual coverage of 100+ meters, or a network switch or hub, which may have a ca-
bling length of 100+ meters as well (depending on the type of layer-2 equipment
used).

4.4 Context Retrieval

Context retrieval in the EduRoam environment can be achieved by gathering
statistical data about the use of the service. Every participating site has the
ability to track how many users are currently using the service and how much
time these users spend in that service. This data can be collected by using
RADIUS to send accounting messages from the NAS to the RADIUS server.
The server can then generate accumulated statistics about the service usage.

This information can, for instance, be used to detect if conferences or big
meetings are currently taking place at a given location. An unusually high

3 This means that a vendor ID (enterprise number) has to be registered with IANA
because VSAs should begin with a unique vendor identifier.
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amount of guest users that are logged in for a long time at the same NAS
or adjecent NASes is a good indicator for meetings or conferences.

Currently, within the GÉANT development staff investigations are underway
that evaluate the use of other VSA attributes to provide even more information
about the users that are logging into the service. This information can include
the role of a person within a network. Among other things, this can be used to
seperate classes of service usage, e.g. a class ”student”, ”professor” or ”staff”.
Given that class information, the context retrieval could be improved, for exam-
ple to seperate student conventions from academic conferences.

5 Privacy Considerations

The information about the user that is transmitted through the hierarchy is
visible to every participating RADIUS server. Parts of the RADIUS server-to-
server connections are encrypted via a shared secret, but this applies only to user
credentials, not attributes like NAS-Identifier. So, since a RADIUS hierarchy like
EduRoam involves several intermediate hops the user’s information is exposed
to these intermediate servers unnecessarily. This can be addressed in two ways.

The first option is to filter the delivered information so that only the required
minimum is transferred over the entire hierarchy. For example, the first RADIUS
server might get all the detailed information about the user but could decide
(according to an agreed policy) to only forward country and city to the next
hops because the distant servers probably don’t need as fine-grained location
information as the first server may need.

The second possibility is to establish a means of direct peer-to-peer connec-
tion between the two ends of the hierarchy, so that there are no intermediate
servers that have to pass any sensitive information. This is, however, not pro-
vided in the RADIUS protocol, so protocol modifications or switching to a more
advanced protocol like Diameter[10] would be necessary. Investigations in that
direction are currently underway in the GÉANT2 project.

6 Location Services

Having the combination of current and home location at hand offers a new variety
of services.

The home organisation can serve any information about the current location
that it has gathered in the past. Such information may include

– Hotel discounts that the home organisation has negotiated at the visited
location (of which the visited organisation may not be aware of)

– Links to some important officials or representatives who speak the visitor’s
native language

– Experiences from earlier visitors (possibly in the form of a blog or wiki)
– A list of local scientific contacts that are in touch with the home institution
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All of this information can be presented in the user’s home language, because
the information originates from the home organisation.

Another location-based service that uses the user’s home information is the
personalised use of IP phones. Given the technical availability of IP phones that
support the RADIUS protocol, the telephone number at the home institution of
a user could be transferred to the phone in a RADIUS attribute and the user can
dial with his home number from the visited location (if telephony regulations
allow this in the visited country)4.

The visited location can also make good use of the home location information.
It could present the user with a start page that describes what kind of local
services are available to him (which might depend on the user’s origin if there
are different service levels) and that makes him acquainted with the differences
in network usage policies between the home location and the current location.
Furthermore, it could provide an ”Issue” page to the user with caveats that only
apply to guest users from a specific institution, e.g that the user’s home SMTP
server will not be reachable through the visited network because of restrictive
firewall settings. In that case, the visited institution could provide instant help
by pointing the user to an own SMTP server.

7 Conclusion

Establishing a roaming service that spans entire Europe is a challenging task.
The current state-of-the-art with a RADIUS hierarchy is already a viable and
flexible approach that supports a wide variety of underlying authentication mech-
anisms. Users can authenticate over wired as well as wireless LANs and use a
broad range of login credentials (X.509 certificates, passwords, Smart Cards etc.).
It is possible to add more value to the existing authentication process by adding
location information and classifying users into groups. This additional informa-
tion can be evaluated and used to offer highly personalised new services to the
users of this authentication system.

8 Future Work

As the evolution of the roaming service within GÉANT2 continues, new concepts
for the roaming architecture are evaluated within JRA5. One of these concepts
is the use of DNSSec to establish the connection between visited location and
home location. This would obsolete the strict hierarchy of RADIUS servers and
would also eliminate a ”single point of failure” device, namely the RADIUS root
server. By using mutiple DNS servers that are working as peers a higher resiliency

4 As of December 2004, at least one hardware platform is available (Texas Instru-
ments), though no end-user products have been built upon this platform yet.
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compared to the single RADIUS root server can be achieved without any impact
on the use of RADIUS attributes and the transported location information.

Another concept to enhance the roaming service is the use of the new Di-
ameter protocol[10]. This protocol addresses several shortcomings of RADIUS.
Since the attributes of Diameter are different to those in RADIUS, this would
imply that changes in the way location information is transmitted have to be
made.
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Abstract. In this paper we identify the common techniques and tech-
nologies that are enabling location identification in a ubiquitous comput-
ing environment. We also address the important parameters for evaluat-
ing such systems. Through this survey, we explore the current trends in
commercial products and research in the area of localization. Although
localization is an old concept, further research is needed to make it really
usable for ubiquitous computing. Therefore, we indicate future research
directions and address localization in the framework of our Smart Sur-
roundings project.

1 Introduction

Recent advances in wireless communication devices, sensors, hardware (MEMS)
technology make it possible to envision large scale dense ad-hoc networks acting
as high resolution eyes and ears of the surrounding physical space, making the
vision of Mark Weiser [36] into a reality. This calm technology promises various
applications and spans a wide range of fields ranging from medical and fitness,
security and safety, work, learning and leisure. Ad-hoc networks play a vital role
in modeling these future pervasive networks.

As we approach the level of ubiquitous network connectivity and pervasive
mobile devices, the enticing new category of context-aware applications has been
proposed. By definition [5] ‘context’ is any information that can be used to char-
acterize the situation of an entity. An entity is a person, place or object that
is considered relevant to the interaction between a user and an application, in-
cluding the user and applications themselves. A system is ’context-aware’ if it
uses contexts to provide relevant information and services to the user, where rele-
vancy depends on the user’s tasks. One of the important dimensions of context is
location. The proliferation of wireless technology, mobile computing devices and
Internet has fostered a growing interest in location-aware systems and services. It
is useful for accomplishing emergency services, E911, follow me services,finding
the nearest resources such as printer, habitat monitoring, patient tracking, asset
monitoring, buddy finder or a product finder, etc. Localization acts as a bridge
between the virtual and physical world [8].

T. Strang and C. Linnhoff-Popien (Eds.): LoCA 2005, LNCS 3479, pp. 350–362, 2005.
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A mobile or a static node could answer the question ‘Where am I?’ in sev-
eral ways. It might be relative to a map or relative to another node, or global
coordinate system. This is referred to as localization or location identification.

Networked applications are often implemented in a layered architecture or
protocol stack, and several layers of the protocol stack can benefit from local-
ization [2]. Knowing the objects location not only promote context awareness at
the application level, but also bumps up low level functionalities such as routing,
service discovery and resource management.

Localization is by nature an interdisciplinary problem involving research in
several areas of computer science and many kind of engineering. Consequently,
research has proceeded in both the systems and the algorithmic fronts. In this
paper we discuss the basic principles of localization, and the developments and
advances made in the field. Finally, we show why localization is a corner stone
in the future of pervasive computing.

1.1 Performance Parametric Measures of Localization

The key metric for evaluating a localization technique is the accuracy defined as,
how much is the estimated position deviated from the true position. The accuracy
is denoted by an accuracy value and precision value (e.g. 15 cm accuracy over
95% of the time). The precision indicates how often we expect to get at least
the given accuracy. The accuracy of a location sensing system is often used to
determine whether the chosen system is applicable for certain applications.

Calibration also plays a very important role. The uncalibrated ranging read-
ings are always greater than the true distance and are highly erroneous due to
transmit and receive delays [37]. Device calibration is the process of forcing a
device to conform to a given input/output mapping.

Responsiveness is defined as how quickly the location system outputs the
location information. It is an important parameter, especially when dealing with
mobility. However, this parameter is mostly ignored in the description of the
existing systems.

Scalability is also significant, as the proposed design should be scalable for
large networks. Also of great importance is self-organization as it is infeasible to
manually configure the location determination processes for a large number of
mobile devices in random configurations with random environmental character-
istics.

Cost, which includes the cost of installation, deployment, infrastructure and
maintenance, is also a crucial parameter. An important cost factor when run-
ning the system in a real environment is power consumption. When scaling to
thousands or millions of autonomous small devices it is clearly not feasible to
change or recharge batteries very often, thus energy efficiency should be a goal
of any localization mechanism meant for a large scale system.

In our view privacy is an important parameter of localization systems and it
should form part of the architecture since its conception. Using localization it
is very easy to create a Big Brother infrastructure that track users movements
and allow to deduce patterns of behavior. However, this issue is being generally
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Fig. 1. Taxonomy of the existing location systems

overlooked in the design of systems and considered as an after thought only.
Centralized systems are particularly weak with regard to privacy.

2 Taxonomy of Existing Location Systems

Though localization is not a new field of research,it has gained additional credit
due to the advent of ubiquitous computing research and it is still an evolving
research area. Figure 1 shows a taxonomy of localization technology.

3 Enabling Techniques and Technologies for Localization
in Wireless Ad-Hoc Networks

Localization is defined as a mechanism to find the spatial relationship between
objects [2]. An assumption in most of the localization system is the availability
of anchor nodes or landmarks [29], while some other uses beacon nodes. Langen-
doen et al [19] differentiates anchor nodes and beacon nodes. They define anchor
nodes as nodes having a priori knowledge of their own position with respect to
some global coordinate system, while beacons (access points) are nodes based
on external infrastructure (e.g. GPS-less, Cricket). Beacons have the same capa-
bilities (processing, communication, energy consumption) as other nodes in the
network. Fundamentally speaking, location systems needs some kind of input,
for example it can be sensor reading originating from a sensor, or information
from an access point as signal strength, for getting a symbolic representation.
This information is then combined using a given technique to derive the location,
either absolute or relative, of an object or set of objects. An absolute location
system may use a shared reference grid for all located objects. For example, all
GPS receivers use latitude, longitude and altitude for reporting the location,
where as a relative location system has its own frame of reference. The following
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subsections give an overview about the existing technologies and techniques that
enable localization.

3.1 Signal Technologies

The different types of signal technologies are tabulated in Table 1. Depending on
the required range, propagation speed, cost, precision, bandwidth, etc. one can
choose the required technology for a specific application. As you can see from Ta-
ble 1, there are infrared based, ultrasonic based, electromagnetic based, inertial
based, optical based, and radio frequency based systems. Depending on the type
of frequency range used, Radio Frequency can be categorized into RFID (Radio
Frequency IDentification), WLAN (IEEE 802.11b), Bluetooth (IEEE 802.15),
wide area cellular and UWB. UWB is based on sending ultra short pulses (typ-
ically < 1ns). For location identification, UWB uses Time of Arrival measure-
ment. The very short pulses lead to high accuracy and low power consumption.

3.2 Distance Measuring Techniques

The ranging technology forms the heart of any range based localization sys-
tem. There are several range-based techniques such as Time-of-arrival (TOA),
Time difference of Arrival (TDOA), Angle-of-arrival (AOA), and Received Signal
Strength Indication (RSSI). The TOA and TDOA make use of signal propaga-
tion time for finding the range of distance. To augment and complement TOA
and TDOA, AOA was proposed. AOA allows nodes to estimate and map relative
angles between the neighbors. However, this approach requires costly antenna
arrays on each node [30]. RSSI makes either theoretical or empirical calcula-

Table 1. Enabling signal technologies

Technology Merits Remarks
Infrared Inexpensive (due to ubiquitous deployment) Typical range is upto 5m

Compact Restriction to line of sight conditions
Low power Unusable in direct sunlight

Ultrasound Relatively slow propagation (speed of sound) Typical range is 3- 10m have been reported
Allows for precise measurement Environmental factors have substantial effects
at low clock rates, making the system
simpler and inexpensive

Radio Frequency Better than IR in terms of bandwidth, No proper propagation model exists
cost and speed Affected by multipath

Typical range of bluetooth is 10-15m
Typical range of WLAN is 50-100m
Typical range of RFID is 1-10m
Typical range of cellular systems is 100 -150m

DC Electromagnetic High precision Typical range is 1-3m
High signal propagation speed Signals are sensitive to environments

Precision calibration required,hence expensive
Difficult to install

Optical High precision Typical range is upto 5m
Compact Restriction to line of sight conditions
Low power Unusable in direct sunlight

Inertial Errors accumulate over time
Calibration

UWB radio High precision and accuracy Expensive
Less affected by multipath Higher receiver density than the
than the traditional RF systems conventional RF systems

nevertheless its easier to install
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tions to convert the signal strength measurements to distance estimates.There
are also other ranging techniques like E-OTD(Enhanced Observed Time Dif-
ference) and A-GPS(Assisted GPS)which are typically used in cellular location
determination.

On the other hand range free schemes make use of some algorithm that
calculates the distance in terms of hop count to anchor nodes [12]. Some algo-
rithms that use range free schemes are Centroid algorithm, DV-Hop, Amorphous,
Point-In-Test (PIT) and Approximate Point-In-Test (APIT) [12]. In the DV-hop
method, the anchor nodes are placed at known position and they transmit broad-
cast messages that are flooded throughout the network containing the location
of the anchor node, and the distance between the anchors is obtained by using
hop count as a metric. Later, any of the below discussed position estimation
method is used to estimate the node location. The other range free schemes are
explained in Section 4.2.

3.3 Location Estimation Techniques

The next step after the determination of the distance is the location estima-
tion. There are different methods for estimating the location. Triangulation
uses the geometric properties of triangles to compute object locations. It is a
positioning procedure that relies on angle measurements with respect to the
known landmarks. Triangulation is subcategorized into lateration—using dis-
tance measurements— and angulation—using angle or bearing measurements
[13]. Trilateration uses ranges to at least three known node position to find
the coordinates of unknown nodes. The trilateration [24] procedure starts with
an a priori estimated position that is later corrected towards the true position.
There are many other types of lateration such as Atomic multilateration and
Collaborative multilateration, which are addressed in detail in [31].

Proximity measures the nearness to a known set of points. The objects pres-
ence is sensed using the physical phenomenon with limited range. Scene analysis
examines a view from a particular vantage point to draw conclusions about the
observer’s location [13][17]. The scene itself can contain visual images, such as
frames captured by a wearable camera or any other measurable physical phe-
nomena, such as electromagnetic characteristics that occur when an object is at
a particular position and orientation.

When the localization problem is addressed in wireless sensor networks, there
is yet another type of location estimation method called min-max algorithm [19].
The main idea is to construct a bounding box for each anchor using its position
and distance estimate, and then to determine the intersection of these boxes.
The intersection of the bounding boxes is computed by taking the maximum of
all coordinate minimums and the minimum of all maximums. Hence it is named
as min-max. The estimated position by min-max is found to match closely with
the true position computed through lateration.
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Fig. 2. Steps in localization

The least square algorithm [30] [9]is also used to derive position estimation
from collection of reference points and their associated ranges.

Figure 2 shows that there are 3 steps involved in any localization system
namely, distance measurement to anchors or beacons, position estimation and
position refinement, which is an optional step [19]. The choice of the techniques
and technology affects the granularity and accuracy of the location information.

4 State of the Art

4.1 Implemented Systems

Loran was the first navigation system, launched before the World War II to em-
ploy time difference of arrival of radio signals, developed by MIT radiation lab
[26]. It was also the first true all weather position finding system, but it is only
2 dimensional. Transit was the first operational satellite based navigational sys-
tem launched in the year 1959. Transit users determine their position on earth
by measuring the Doppler shift of signals transmitted by the satellites. Global
Positioning Systems (GPS) [26] is one of the oldest location technologies that
provided the location of the users in 3D. GPS works well in urban outdoor envi-
ronments, but it is quirky, unreliable and its accuracy degrades when the device
is indoors and has limited line-of-sights to the satellites. It is not ubiquitously
available and hence not suitable for under water and cluttered urban environ-
ments [2]. Additionally, it cannot be used for the future calm technology, as it
is not practically implementable on low power devices and also size and the cost
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Table 2. A comparison of several radio navigation methods

System Method Coverage Dimensions Accuracy

Loran Hyperbolic Cont 2D 250m
Transit Doppler shift Global 2D 25m
Omega Hyperbolic Global/cont 2D 2-4km
GPS Spherical GLobal/Cont 3D 5-10m

pose harsh limitations. Table 2 shows the comparison of various outdoor
geo-location systems.

Bulusu has designed a GPS-less system for outdoor locations suited for very
small, low cost devices [4]. The system uses a RF-based signal technology and
proximity based position estimation and got satisfying results. In principle the
system can be used indoors, but in this case the accuracy is bad.

The active badge [35] is the one of the early centralized indoor personal
location system making use of IR technology. Each person in the office wears
a badge, which emits a unique IR signal that is then gathered by the network
of sensors and collected by a master server. The information is then relayed,
to the visual display location manager. This was mainly used as an aid for the
telephone receptionists to direct the phone calls to appropriate persons during
working time. However its range was limited and obstacles such as walls and
windows made it difficult for the IR signal to propagate. Nevertheless it works
well for the intended application of routing telephone calls.

However, the Active Badge is not able to provide fine-grained 3D location
information, which is needed by many applications. So the Active Bat [10] system
was developed, with a primary focus on low power, low cost and accuracy. The
bat is attached to the objects or persons whose location has to be determined.
These bat transmitters emit ultrasound pulse, which are received by the receiver
that is mounted on the ceiling. A central controller coordinates the transmitters
and receivers. To locate a particular bat, the controller sends the unique ID over
the radio channel. When a bat detects its ID, it sends an ultrasound pulse, which
is picked by receivers in the ceiling. From the time-of-flight measurements, the
system can calculate the 3D position of a bat to an accuracy of 3cm. Figure 3
shows the Active Bat System.1

Cricket location [28] support systems make use of proximity based lateration
techniques for providing location information. Many beacons installed at known
locations advertise the identity of that space with the use of some character
string and every device in the network has a listener attached to it. The Lis-
teners use some inference algorithm to determine the space in which they are
currently located by listening to the beacon announcements. Each beacon sends
two signals, an RF signal carrying the location data and an ultrasound carrying
a narrow pulse. Based on the difference of arrival times, the device finds the
absolute distance between the beacon and the listener.

1 Graphics copied from [10].





358 K. Muthukrishnan, M. Lijding, and P. Havinga

competing solutions, Ekahau technology does not require any additional wireless
infrastructure on top of the standard Wi-Fi network [7].

All the systems described above are already implemented. However, there
are many other theoretical methods available to solve the location identification
problem. We describe these methods in the next section.

4.2 Theoretical Methods

An often ignored issue in ongoing research is the impact of beacon density and the
placement of the beacons. Self-configuring localization systems consider beacon
density as an important parameter in characterizing the localization quality. Two
algorithms were developed HEAP and STROBE [2] depending on the density of
beacons in the network.

In the convex optimization [6] approach, the positional information is inferred
from connectivity imposed proximity constraints. Few nodes have known loca-
tions, called the anchor nodes, and the remaining nodes infer their position from
the knowledge about communication links.

MDS-MAP [32] is a method that makes use of connectivity information to
provide locations in a network with or without beacons (known co-ordinates).
The advantage of MDS-MAP is that it has a wide range of applicability, having
the ability to work with both simple connectivity and range measurements to
provide both absolute and relative positioning [32] [23]. Both convex optimiza-
tion and MDS-MAP require centralized computation.

Whilst lot of research was initially based on range-based schemes, many de-
velopments in range free schemes also came in. Range free schemes make no
assumption about validity of distance or angle information like the range based
schemes. Some examples to quote are Centroid algorithm, APIT, amorphous
localization and DV-Hop algorithm. In the centroid method [4], each node es-
timates its location by calculating the center of the locations of all seeds (or
anchors) it hears. If seeds are well positioned, the location error can be reduced
[3], but this is not possible in ad-hoc deployments. The APIT method [12] iso-
lates the environment into triangular regions between beaconing nodes, and uses
a grid algorithm to calculate the maximum area in which a node will likely re-
side. DV-based positioning algorithms are localized, distributed, hop by hop
positioning algorithms [23] [24]. They work as an extension of both distance vec-
tor routing and GPS positioning in order to provide approximate positions for
all nodes in a network where only a limited fraction of nodes have self position-
ing capabilities. They use the same principle of GPS, with the difference that
the landmarks are contacted by hop-by-hop fashion rather than a direct con-
nection and similar to distance vector each node at any time can communicate
only with its neighbors. The amorphous method [21] is similar to DV-hop as the
coordinates of the seeds are flooded throughout the network so each node can
maintain a hop count to that seed. Nodes calculate their position based on the
received seed locations and corresponding hop count. From an extensive study
on range free schemes and on benchmarking various range free schemes, Tian
He et al. [12] concluded that range free schemes offers cost effective solutions.
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Table 3. Comparison of range free schemes

Centroid DV Hop Amorphous APIT

Accuracy Fair Good Good Good
Node Density >10 >8 >8 >6
Anchors Heard >10 >8 >8 >10

ANR >0 >0 >0 >3
DOI Good Good Fair Good

GPSError Good Good Fair Good
Overhead Smallest Largest Large Small

Table 4. Summary of existing localization systems. Accuracy as reported in [11]

Technology Accuracy Location Estimation Example

Infrared based 5-10m Proximity Active Badge
Ultrasound based 1-10cm TOF-lateration Active Bat
Vision based 1cm-1m Scene Analysis Easy Living
RF-UWB based 6-10cm TOF-triangulation Ubisense
RF-Bluetooth based 2-10m Proximity, Triangulation
RF-WLAN based 2-100m Triangu.,Proximity,Scene An. Radar
Satellite based 5-10m Triangulation GPS
RF cellular based 50-10m Triangulation,Proximity GSM localization
RFID based 5cm-5m Proximity Landmarc

Table 3 lists the comparison between various range free schemes. Tian He et al.
experiment with several parameters such as node density (ND), anchors heard
(AH), anchor to node range ratio (ANR), anchor percentage (AP), degree of
irregularity (DOI), GPS error and placement of node and anchors.

Recently research on localization is focused on incorporating the mobility
model. Although mobility makes the analysis more difficult, more accuracy is
obtained. In [15], Lingxuan Hu etal. use a sequential Monte Carlo Localization
method and argues that they exploited mobility to improve accuracy and preci-
sion of localization. Probabilistic techniques, such as Markov modeling, Kalman
filtering and Bayesian analysis can also be used to determine the absolute loca-
tion of a mobile node [18].

Table 4 gives a global view of localization techniques classified by achievable
accuracy and the type of location estimation used for various technologies.

5 Conclusions and Future Work

Designing a location system for a particular environment presents difficulties
when the system is applied to other environments. Despite the plethora of es-
tablished location technology, there is no single location technology that may be
relied upon in all environments to provide accurate location information. Clearly
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“No one size fits all”, there may not be a single best technology. However each
of the techniques has its own pros and cons.

Ubiquitous computing is the wave of the future. Recent advancement in the
various related technologies are paving way for the design and implementation of
the future ubiquitous computing. Location identification is an important research
area that had gained additional credit since the epoch of pervasive computing.
This paper provided an overview of the existing location systems/algorithms
and also highlighted the limitations of the existing technologies. In order to
improve the existing techniques in future, we would focus on developing new
distributed localization algorithms for resource poor ambient systems. They need
to address specific issues like ease of deployment, scalability, and automatic
configuration. Additionally, they need to provide easy adaptability to different
types of environment, self-calibration, responsiveness, accuracy, be tolerant to
node failures and range errors. Also of great importance is self-organization
as it is infeasible to manually configure the location determination processes
for a large number of mobile devices in random configurations with random
environmental characteristics. Last but not least, we need to keep an eye on the
cost factor—computational power, resources needed and money.

While there is plenty of research going on in developing new systems or al-
gorithms, yet another available solution on hand is to make use of the existing
systems/algorithms and choose the best in each case and fuse the location in-
formation reported by several technologies to get more meaningful results. It is
not just sufficient to have technology development, also of foremost importance
is to use the existing systems and have a means to have them integrated so that
seamless transition between the available systems is achieved. Ideally the local-
ization system should provide a framework to integrate location reading from
all these sensor types into one seamless environment. The future research in the
project Smart Surroundings [33] addresses all these issues and will provide an
open platform for supporting new architectures and frameworks for the future
ambient systems.
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Abstract. The realisation of ubiquitous in- and out-door location awareness 
needs the exploration of scaleable hybrid solutions that can utilize existing in-
frastructures in novel and complimentary ways. Our hybrid solution (BlueStar) 
incorporates mobile terminals (GSM smart phones) with a two-phase approach 
to location awareness, using existing infrastructure. The first phase relies on a 
network based signal measurement (timing advance) and cell id. In the second 
phase the mobile terminal "sniffs" for the identification of local wireless de-
vices, which act as "beacons", in the environment. The mobile terminal does not 
connect to the beacons; it simple detects their presence. The aim is to offer a 
privacy enhanced yet flexible indoor/outdoor location management scheme, 
which allows for only the end-user to be aware of their fine-grained location 
data. A working example of our BlueStar system is presented along with a pre-
liminary user study of “InfoHoard” a BlueStar game, in an indoor testing  
environment. 

1   Introduction 

Intelligent environment research is attempting to take the current context of the hu-
man activity into account when interacting with the individual or group [13,23,24]. 
Context includes information from the sensed environment (environmental state) and 
computational environment (computational state) that can be provided to alter an ap-
plications behavior, or is an application state, which is of interest to the user. One as-
pect of context aware computing is location-awareness for both indoor and outdoor 
applications [3,6,9,16]. Location-aware applications include finding services such as 
printing or telephones that are close by, tracking individuals, goods and resources, lo-
cating friends and colleagues, and localised information and guides [2,5,8,11,17]. 

This paper reports on the system implementation, user study and evaluation of a 
user-centric, location-awareness method based on “location sniffing” from a fixed in-
frastructure that preserves privacy. Our patented BlueStar location sniffing method is 
based on a combination of GSM timing-advance knowledge and simply being able to 
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find a piece of local wireless infrastructure for which the location is known [1]. This 
notion of proximation does not support all classes of location-aware applications but 
rather applications that do not involve tracking or locating other people [16,19,25]. 

The rest of this paper is organized as follows. Section 2 provides a brief overview 
of both previous approaches to this problem and related work. Section 3 describes our 
system and the development of a test-bed infrastructure for the experiments. Section 4 
describes our user study. Section 5 presents our user study results and evaluation. Fi-
nally, Section 6 concludes this paper. 

2   Background 

The increasing trend in mobile hand-held personal computers and mobile phones 
(mobile terminals) has seen the development of many different location-aware sys-
tems and technologies. Traditionally, location-awareness is synonymous with “track-
ing” and its associated social, control and big-brother implications. Tracking systems 
typically rely on a fixed infrastructure to determine the device’s location [15,18,20]. 
However, it is now generally considered that location-aware applications can be based 
on location information, which is calculated either by the mobile terminal, the infra-
structure, or a combination or hybrid approach [7, 14, 18,19]. Where the device has 
information, which allows it to locate itself, the applications, which reside on it, are 
self location-aware i.e. they do not require the infrastructure to provide the location 
calculation [19]. We now briefly review the key indoor location systems.  

One of the earliest location-aware systems was PARCTAB from Xerox Palo Alto 
Research Centre (PARC) [21]. PARTAB was created to gather location data from 
special ID badges worn by each person. The system, once deployed, faced two major 
challenges: what are useful applications (follow-me phone, employee locator, and ad-
hoc meeting planner) and some employees who participated in the study objected to 
having their every move tracked and recorded (the big-brother effect). 

Research during the late 90’s at AT&T Research lab in Cambridge, UK saw the 
development of a local -aware system called the Active Bat [12]. This system consists 
of a controller, a fixed node receiver infrastructure and a number of active bat tags. 
The system operates using a combination of RF and ultrasound, and calculates time-
of-flight to estimate each tags location.  

Predating the bat system was the Active Badge system based of the use on a dif-
fuse infrared technology. The system operates by flooding the area with infrared light, 
similar to a light bulb. The infrared signals from the badge are bounced off the walls 
from the floor or ceiling for the receiving units to collect. The IR signal consists of an 
ID that is emitted on intervals or on demand [17]. 

The Cricket system from MIT uses a combination of RF and ultrasound technolo-
gies allowing a small “listener” device, which can be carried or attached to equip-
ment, to estimate its distance to the closet beacon [19].  The infrastructure is based on 
a number of non-networked ceiling-mounted beacons fixed throughout a building. 

The RADAR system from Microsoft Research is an RF in-building user location 
and tracking system using 802.11b wireless LAN technology [10]. This approach is 



 Proximation: Location-Awareness Th ough Sensed Proximity and GSM Estimation 365 

 

analogous to numerours other research efforts which include Pelican [24] and 
Aura[7].  These approaches use the signal strength to measure the distance between 
Access Point (AP) and the mobile terminal. These distances, in conjunction with an 
estimated signal propagation model or one obtained from a site survey is used to 
compute the 2D position by triangulation. 

The Global WiFi Positioning System from the PlaceLab project uses client re-
ceived 802.11 access point MAC  identifiers and signal strengths to privately compute 
a  position [22]. This approach achieves scale and ubiquity through a community-
oriented approach to beacon mapping and signal strength measurement.  

3   BlueStar 

BlueStar aims to allow only the end user to be aware of their location while indoors, 
akin to the Cricket system, rather than a system such as the Active Bat that tracks the 
user. The BlueStar sniffing method is a two-phase approach using a large-scale cellu-
lar network in conjunction with low cost local networks. Much of the existing re-
search in this area has focused on improving the accuracy of either the network posi-
tioning or indoor location tracking, rather than addressing the need for a scalable user-
centric complete solution. Further, many indoor tracking systems rely on special pur-
pose receivers (badges) and transmitters in conjunction with a costly site “radio sur-
vey”. The accuracy of the location computation is then typically a function of the 
resolution of the radio survey. 

3.1   Deducing Location 

In BlueStar the indoor location information (proximation) is deduced by hand-
set/PDA-resident (mobile terminal) applications that have two sources of information: 

• Evidence from passive sniffing of existing wireless infrastructure (Bluetooth or 
802.11b) or low-cost beacons. 

• Details about the local wireless infrastructure that are provided based on system 
knowledge of the user’s approximate location from the GSM network positioning 
system. 

The advantages of our approach include: 

• 10m accuracy (using class 2 Bluetooth beacons) sufficient for a range of location 
aware applications such as mapping applications. 

• No special purpose/expensive infrastructure. 
• No special purpose tags or locator devices. 
• No need to authenticate or formally introduce transmitter and receiver. 
• More privacy protection as the system can only track at the GSM resolution. 

In BlueStar the more privacy someone wants, the more abstract or redundant data 
they must be willing to accept to ensure a system cannot deduce where they are.  Fur-
ther, by including a network-centric approach to the delivery of the mapping, local in-
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formation and local wireless network information, the proposed system can be de-
ployed and tested on as large a scale as current global GSM network coverage. 

The primary research component is to develop a scalable delivery and data encod-
ing mechanism for both the location mapping and location-tied data. The primary de-
velopment component of this project is to integrate the approximate network location 
technologies currently available with low-cost localised location-awareness.  Typi-
cally, the handset-resident application will query for its approximate location using 
GSM mechanisms, which will then trigger the delivery of high level mapping, local 
information and existing local wireless network information, which we refer to as 
MIW (Mapping, Information, Wireless) data. 

This refinement approach ensures the user’s privacy and that the GSM network 
isn’t being tasked with keeping track of individuals on a micro level. 

3.2   System Architecture 

Our architecture consists of a number of server-side components with which the 
BlueStar server communicates, as shown in Figure 1. The handset-resident applica-
tion transmits to only the BlueStar server using HTTP over a GPRS connection.  All 
replies from the server (including maps) are cached on the local device for a specified 
period, hence minimizing GPRS bandwidth usage and cost to the user. 

 
Fig. 1. BlueStar client-server-beacon application architecture 

When the BlueStar application is started the first step is to determine the approxi-
mate location of the device. GSM location can be determined by querying the net-
work for the approximate location in the form of a series of line segments (lati-
tudes/longitudes) that define an enclosed region in space (using Cell ID plus TA). 
Once the handset-resident location module makes its initial inquiry, the BlueStar 
server contacts the location gateway, typically a GSM mobile positioning center 
(MPC), to determine the handset’s approximately location. This approximate location 
element is passed to the world model gateway which converts it into a specific 
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BlueStar location ID (or IDs) used to efficiently query the information gateway, the 
wireless infrastructure gateway, and for a map-based application, the mapping gate-
way. A BlueStar location ID maps to a discrete area, such as a shopping centre for ex-
ample. A GSM determined approximate location may map to more than one BlueStar 
location ID in a case where the GSM location ambiguously crosses two (or more) dis-
creet locations. 

Alternatively, approximate GSM location can be determined by querying the 
phone operating system directly, to obtain Cell ID, and perhaps Timing Advance in-
formation if available. The local device may then query the network to convert the 
Cell ID and TA information into a BlueStar location ID (or IDs). In addition the 
BlueStar server will return additional Cell IDs (and relevant TA information) corre-
sponding to this location ID. This method of determining approximate location has 
two distinct advantages over the previous method. 

• When entering an area covered by a discrete BlueStar location ID, location infor-
mation need only be queried from the server once.  This information is then cached 
on the local device and the network need not be contacted again, saving GPRS 
bandwidth, and cost for the user. 

• Reduced queries for a user’s approximate location actually increase privacy.  In 
normal GSM networks the exact location of a phone within a location area is un-
known unless the network pages the device (e.g. to locate it for an incoming phone 
call).  By the phone caching location information, and determining its location di-
rectly, the network is not required to page the device. 

Rather than caching all mapping, information and wireless details for the world, 
the approximate location allows BlueStar to extract a smaller portion of the world 
model as needed. This portion of the world model is delivered to the handset-resident 
application and is still large enough to ensure the system cannot micro-locate the end 
user. 

The world model information consists of enough data for the handset-resident ap-
plication to locate itself within the indoor setting, using wireless beacons.  A location 
described by a discreet location ID may consist of more than one maps in the case of a 
map based application.  For example, a shopping centre may consist of different maps 
for different floors.  In addition, the information associated with a location (such as 
special offers for the shopping centre scenario) may be subdivided into smaller areas.  
The local device must query the BlueStar server for these maps and information.  
Here there is a tradeoff between the quantity of data that must be downloaded and 
cost to the user, versus the privacy of the user.  To maintain complete privacy the de-
vice should query and cache the mapping and information data for the entire area at 
the granularity of the given GSM location.  In this case redundant information may be 
downloaded however, as a user may never visit a particular location.  To increase ef-
ficiency by reducing bandwidth consumption, and to lower cost, a user may specify 
that information and maps are only downloaded as required.  So for example, when 
the user walks to a shopping centre floor for which they have no mapping data, and a 
known wireless device from that floor is ‘sniffed’, the map will be downloaded on-
demand using HTTP over GPRS.  This has the disadvantage of allowing the system to 
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trace the location of the user to the granularity of a particular map.  This could typi-
cally allow the system to tell that the user is in a particular building, on a particular 
floor, for example.  Alternatively the user could specify an intermediate granularity 
where a number of maps within a certain distance are requested at once. 

3.3   Implementation 

In our current deployment we use existing Bluetooth infrastructure along with low-
cost wireless Bluetooth beacons that we have developed. These beacons provide no 
data access functionality but instead “act” like wireless access points. These simpli-
fied devices require no network connectivity and have been built into the form factor 
of a power plug. 

Our BlueStar server consists of an Apache web server running PHP, supported by a 
backend MYSQL database storing the MIW data.  BlueStar clients make requests to 
the BlueStar server using a defined protocol over HTTP over GPRS. 

We have developed two versions of our BlueStar client software for smart phones.  
The first consists of an implementation for Symbian series 60 devices, supporting 
phones such as the Nokia 6600.  It is possible to obtain the Cell ID directly from the 
phone operating system.  There is currently no published API for obtaining Timing 
Advance information.  This implementation queries the BlueStar server for location 
IDs corresponding to the current Cell ID.  This location information is cached on the 
phone.  The user has the option of setting the application to download all mapping 
and information data on entering a new GSM location, or downloading the mapping 
data on demand.  The application continually searches for discoverable Bluetooth de-
vices to determine the local location.  The length of time between discovery cycles is 
configurable to trade off phone battery consumption versus speed of detecting new in-
range beacons. 

In addition, we have developed a J2ME version, supporting MIDP 2.0 phones with 
JSR 82 (the Java Bluetooth specification).  J2ME MIDP 2.0 does not currently sup-
port a way to obtain Cell ID or other GSM location information, so this implementa-
tion queries for the location ID directly from the network using a GPRS connection.  
This has the disadvantages outlined in the previous section. 

4   User Study 

We conducted an initial user study based on an “InfoHoard” game concept, to deter-
mine user acceptance of the system; to evaluate its ease of use; and to illicit privacy 
concerns of users of potential and existing navigation guidance systems.   Twelve us-
ers were asked to engage in a simple treasure hunt scenario, using the BlueStar system 
running on a Nokia 6600.  Six of the users were from an IT background the remaining 
six users were from a non-IT background.  Four of the participants were female; eight 
of the participants were male.  All the participants owned mobile phones. 

To gauge the familiarity of our participants with data services on their mobile 
phones, they were asked to indicate the frequency with which they sent Short Messag-
ing Service (SMS)  messages,  the  frequency  with  which  they  used mobile Internet 
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Fig. 2. Participant familiarity with data services on mobile phones 

access (WAP/GPRS services) on their phone, and the number of times (if any) they 
had downloaded and installed application on their phones.   The results are presented 
in Figure 2.  All but two users sent SMS messages at least 3-5 times a week.  One user 
sent SMSs less frequently than this, and one user never sent SMSs.  Eight users had 
never used their phone to access the Internet, and seven users had never downloaded 
an application to install on their phone. 

4.1   Treasure Hunt Scenario 

To evaluate the system, participants were asked to engage in a simple treasure hunt 
task within an office building.  They were given a Nokia 6600 running the BlueStar 
software.  They were given a brief introduction to the system, consisting of an expla-
nation of the symbols (blue stars representing nearby beacons, blue Xs representing 
target destinations, and blue halos representing off-screen target destinations [26]), as 
shown in Figure 3.  They were shown how to use the options menu to search for the 
next location.  Participants were given the first location to find.  On reaching a target 
location, a message appeared on the phone asking a simple question, as shown in Fig-
ure 3 (1), (e.g. how many buttons are on the coffee machine?).  The answer to the 
question could be found in the environment.  Additionally, the message contained the 
next location for the user to search for where they would uncover the next message.  
Messages were only revealed in order at the various locations, so all users followed  
the same path.  Users visited four distinct locations, answering seven questions (i.e. 
they visited some locations twice).  The blue arc (halo) in Figure 3 (3) represents an 
off-screen location to the user.  The target location is at the centre of the circle formed 
by the given arc. 

The system logged the times for each user to arrive at each location and receive 
their next question.  When the users completed the treasure hunt, they were asked to 
complete a questionnaire.  The questionnaire consisted of 22 multiple choice ques-
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tions, and six open-ended questions.  The questionnaire was designed to illicit the us-
ers’ pattern of use of mobile phones (as already discussed), their impressions of the 
ease of use and intuitiveness of the various aspects of the system, their likelihood of 
using such a guidance system, and questions relating to privacy of such systems. 

 
 
 
 
 
 
 
 
 
 

Fig. 3. “InfoHoard”.  (1) Question for current location & next location.  (2) User search for next 
location.  (3) UI after search 

5   Results and Evaluation 

5.1   Time to Task Completion 

Figure 4 shows the duration between the user receiving successive treasure hunt ques-
tions 2 to 7.  Part of task 1 involved explaining the operation of the messages to the 
participants, so the duration from the first question to the second question has been 
discounted.  

The locations that participants would have to visit to answer questions were ran-
domised such that the path participants took to answer all the questions involved them 
doubling back on themselves several times.  In this way the time to completion of 
tasks would not be affected by participants anticipating the next location in advance.  
It can be observed from Figure 4 that participants completed the later stage tasks more 
rapidly than the earlier tasks.  This would seem to indicate that as participants became 
more familiar with the system, their time to complete the individual tasks improved. 

It can be observed that all participants completed the last three tasks in similar 
times: the shortest time being participant 2 completing the tasks in 3 minutes and 19 
seconds, and the longest being participant 10 completing the task in 5 minutes and 40 
seconds.  This is true for participants that took significantly longer to complete the 
first tasks, such as participants 3, 6 and 10.  This would indicate that even those 
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Fig. 4. Inter-task completion times (task 2-7) 

participants who had some trouble with the system initially, converged significantly 
towards the group average times towards the end of the treasure hunt. 

5.2   User Acceptance 

Participants were asked to evaluate the ease of use of the following features: scrolling 
of the map, zooming of the map, searching for new locations, identifying current loca-
tion using the map, and the general ease of use of the system.  The questions were 
presented on a semantic differential scale of 1-6, 1 meaning the feature was easy to 
use or understand, 6 meaning the feature was difficult to use or understand results are 
presented in Figure 5. 

Eight of the twelve users rated the ease of use of the system as 1 or 2, indicating 
most users found the system overall quite easy to use, their difficulty following the 
map notwithstanding.  Three users found the system somewhat difficult to use, rating 
it 4 or 5.   Most users found scrolling of the map, searching for new locations, and 
identifying the approximate distance and direction to off-screen target locations as 
relatively easy, with 8 or more users in each case having a difficulty level of 1 or 2. 

One user noticed that the screen scrolled automatically as he encountered new bea-
cons, and so they did not use or rate the scrolling feature.  Two users indicated that 
they did not notice the arc mechanism for determining the location of off-screen loca-
tions.  The majority of users (9) did not use the zoom feature [4], which was of little 
use for the Treasure Hunt task given. 

Users found identifying their location on the map to be a difficult task generally, 
with all but three users indicating a difficulty level of 4 or higher.  Much of this diffi-
culty can probably be accounted for by the poor quality of the map we had available 
to us.  The level of detail was perhaps too high for the task, and the names of loca-
tions were not marked clearly on the map. 

The likelihood that participants would use a guidance system such as BlueStar to 
navigate in areas they knew well; in areas they were somewhat familiar with, and 
areas they were very familiar with, is shown in Figure 6. Not surpringly, all but one 
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Fig. 5.  Perceived ease-of-use  of  the interface elements  
 

Fig. 6. User likelihood of using a guidance system in different types of location 

user indicated they would be very unlikely to use the system in an area that was well 
known to them.  All users indicated a likelihood level of 3 or above that they would 
use such a system in an area that was very unfamiliar to them.  7 users indicated they 
would be very likely, with likelihood score of 1, to use such a system.  These figures 
indicate a high acceptance rate of the system by our study participants. 

5.3   Privacy 

We made the following claim in the questionnaire: 

“There is a type of positioning used in this game.  Only the smart phone you were 
using during the game knew your ‘actual’ position (it wasn’t disclosed to anyone 
else).   In addition, our game system running on a computer in Camperdown only 
knew you were in an approximately 500 metre square area within Sydney”. 
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Participants were then asked whether they were likely to believe this claim coming 
from (a) someone they knew (e.g. the researchers running the study), or (b) someone 
they didn’t know (e.g. a third party company).   Figure 7 indicates the score indicated 
by our participants on a 6 point semantic differential scale. 

Fig. 7. User likelihood of belief in claims of resolution and self-positioning 

As can be seen from Figure 7, user responses were fairly evenly distributed over 
the scale for someone they didn’t know.  No participant indicated they would com-
pletely trust a third party source (by giving a score of 1) however.  Users were more 
inclined to trust someone they knew, with 9 users giving a score of 1 or 2, however a 
significant number of users still would not trust a source they knew to make such a 
claim about their privacy.  This indicates a level of difficulty for the global deploy-
ment of a BlueStar system in assuring users that their location is not being tracked by 
the system. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8. Granularity at which users would be willing to expose their location to others 
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We also asked users if they would be willing to release their location information 
to others (their partner, immediate family, close friends, work colleagues, and their 
boss), and to what granularity if so (within a few metres, the name of a building, sub-
urb, city, and none).  As can be seen from Figure 8, a great range of answers was 
given by participants for this question.  Some participants indicated they would be 
willing to divulge their location to within a few metres to all the individuals given.  
Others would not divulge their location information to any level of granularity. 

5.4   Qualitative Questions 

Our user study contained a number of qualitative questions that provide some insight 
in to the problems, issues and opportunities faced in deploying a passive rather than 
active location based system. 

In terms of what aspects our test participants liked the most, users commented that 
“the circular navigation system was very good – gives a good indication of where to 
go given my current location”, “The pop up questions when I came close”, “It was 
generally easy to work out how to use”, “Zoom feature where I am and where I need 
to be”, and “Target location indicated on map”.     

In terms of perceived weakness in the interface and the application itself, users 
commented that the map was too detailed for the task at hand, and that the map should 
auto-orient itself and  that the search function was not automated for the next location. 
Users commented that, “No auto rotate on the map, given low accuracy it’s quite easy 
to walk a fair distance in the wrong direction first before noticing”. 

In broad terms many users commented on the strengths and weakness of the pri-
vacy that our system offers along with their general concerns for system monitoring. 
Users who had low privacy concerns commented that “As long as I can turn it off 
whenever I want, I’m fine with it”, “City/Suburb information is quite innocuous and I 
imagine not a privacy concern to most people”, “Very good for honest truthful people 
– but not for ‘hidden’ people” and “good for boss and assistant during office hours 
only”. Users who were more concerned with their privacy commented that, “People 
don’t want anyone to know where they are – Big Brother”, “I enjoy my anonymity 
and dislike anything reminiscent of 1984” and “People are concerned with the 
‘wrong’ people knowing where they are”. 

6   Conclusions 

We have presented our scaleable hybrid solution for location awareness that uses ex-
isting wireless infrastructures in a novel and complimentary manner. By taking a two-
phase approach to location awareness, using existing infrastructure, we have realised 
a large scale location aware system. Based on the mobile terminal sniffing for the 
identification of local wireless devices, which act as "beacons", in the environment.  

We have further presented a working example of our BlueStar system along with a 
preliminary user study of “InfoHoard” a BlueStar game, in an indoor environment. 

Location-aware services are slated to be the “killer application” for the next gen-
eration of mobile phones that incorporate large displays, more memory and substan-
tially more processing power and battery. Along with the natural evolution of mobile 
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phones there is now a confluence of PDA and mobile functionality into more power-
ful and flexible computing devices with “always on” capabilities.  

By focusing on a complete and privacy-centric approach to location-awareness the 
techniques and patented methods presented and evaluated here can be readily de-
ployed by a telecommunications provider. 
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