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Preface
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Knoxville (Tennessee), Turin (Italy), Trondheim (Norway), Warsaw (Poland), Zakopane
(Poland), Lyon (France), and Maebashi City (Japan).
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Aiello, Shu-Ching Chen, Christine Collet, Agnieszka Dardzinska, Ian Davidson, Robert
Demolombe, Jitender Deogun, Jon Doyle, Tapio Elomaa, Attilio Giordana, Jerzy
Grzymala-Busse, Mirsad Hadzikadic, Reiner Haehnle, Janusz Kacprzyk, Vipul Kashyap,
Jan Komorowski, Jacek Koronacki, Tsau Young Lin, Donato Malerba, David Maluf,
Davide Martinenghi, Stan Matwin, Natasha Noy, Werner Nutt, James Peters, Jean-Marc
Petit, Vijay Raghavan, Jan Rauch, Gilbert Ritschard, Erik Rosenthal, Marie-Christine
Rousset, Nahid Shahmehri, Andrzej Skowron, Dominik Slezak, Nicolas Spyratos,
V.S. Subrahmanian, Einoshin Suzuki, Domenico Talia, Yuzuru Tanaka, Farouk Toumani,
Athena Vakali, Takashi Washio, Alicja Wieczorkowska, Xindong Wu, Xintao Wu,
Ronald Yager, Yiyu Yao, and Saygin Yucel.

The list of additional reviewers: Johan Aberg, Marie Agier, Lefteris Angelis,
Annalisa Appice, Khalid Belhajjame, Margherita Berardi, Patrick Bosc, Henrik
Bulskov, Franck Capello, Costantina Caruso, Michelangelo Ceci, Min Chen, Ioan
Chisalita, Laurence Cholvy, Dario Colazzo, Carmela Comito, Antonio Congiusta,
Frédéric Cuppens, Anusch Daemi, Fabien De Marchi, Elizabeth Diaz, Devdatt
Dubhashi, Peter Gammie, Arnaud Giacometti, Martin Giese, Paul Goutam, Gianluigi
Greco, Samira Hammiche, Thomas Herault, Seung Hyun Im, Kimihito Ito, Mikhail
Jiline, Kristofer Johannisson, Fabrice Jouanot, Matti Kääriäinen, Svetlana Kiritchenko,
Rasmus Knappe, Lotfi Lakhal, Patrick Lambrix, Tine Lassen, Anne Laurent, Dominique
Laurent, Alexandre Lefebvre, João Fernando Lima Alcantara, Gabriela Lindemann,
Yann Loyer, James Lu, Perry Mar, Carlo Mastroianni, Mirjam Minor, Dagmar Monett,
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Dheerendranath Mundluru, Oliver Obst, Raffale Perego, Aarne Ranta, Brigitte Safar,
Lorenza Saitta, Eric San Juan, Kay Schröter, Michele Sebag, Biren Shah, Laurent
Simon, Giandomenico Spezzano, Diemo Urbig, Thomas Vestskov Terney, Li-Shiang
Tsay, Phan-Luong Viet, Richard Waldinger, Christoph Wernhard, Ying Xie, Jianhua
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Methodologies for Automated
Telephone Answering

Alan W. Biermann, R. Bryce Inouye, and Ashley McKenzie

Department of Computer Science, Duke University,
Durham NC 27708, USA

{awb, rbi, armckenz}@cs.duke.edu

Abstract. We survey some of the approaches to dialogue representation
and processing for modern telephone answering systems. We include dis-
cussions of their strong and weak points and some of the performance
levels obtained by them.

1 Technologies for the Third Millennium

The advent of ubiquitous computing will bring computers and the Internet into
our lives on an almost continuous basis. We will have machines and communi-
cation access in our offices, in our vehicles, in our brief cases, on our walls, and
elsewhere. We will be able to interact with the world, access the huge Internet
resources, do local computations, and much more. But how will we utilize these
machines easily enough to really profit from their capabilities? One suggestion
is that we should speak to them as we do to humans and receive responses back
using natural language ([1],[2],[3]). However, there have been major obstacles
to the development of spoken language dialogue machines over the decades and
some of these remain a problem today. This paper will address some of the major
ideas in the development of dialogue systems and the levels of success that are
possible. The focus of much research activity in recent years has been in auto-
matic telephone answering ([4],[5],[6],[7],[3]) but we will also mention projects
that study other types of human-machine interaction ([8],[2]).

Our primary concerns in this paper are the overall conception of what a dia-
logue is and how a computer may represent it and manage it. We present some of
the most common and most successful paradigms for dialogue processing. Given
these formats, we then discuss related issues including the control of initiative,
user modeling, error correction, and dialogue optimization.

2 Paradigms for Dialogue Management

The earliest and probably the most used model for dialogues has been the finite-
state machine ([9]). The model enables the designer to systematically specify the
sequential steps of a dialogue anticipating what the user may say and designing
the responses that are needed. This is a conservative technology that enables

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 1–13, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



2 A.W. Biermann, R.B. Inouye, and A. McKenzie

precise control of every machine action and prevents surprising behaviors that
could result from unanticipated situations.

For the purposes of this paper, we will do examples from the domain of credit
card company telephone answering where we have some experience ([10]). We will
assume a greatly simplified version of the problem to keep the presentation short
but will include enough complexity to make the points. Our model will require
the system to obtain the name of the caller and an identifying account code. It
also will require the system to obtain the purpose of the call. In our simplified
example, we will assume there are only three possible goals: to determine the
current balance on the credit card account, to report that the card has been
lost and that another needs to be issued, or to request that a new address be
registered for this caller.

Figure 1 shows a finite-state solution for this simplified credit card problem.
The interaction begins with the machine greeting the user. We omit details of
what this might be but a company would have a policy as to what to say.
Perhaps it would say something like this: “Hello, this is the XYZ corporation
automated credit card information system. What can I do for you today?” The
figure shows the kinds of caller comments expected and the machine recognition
system and parser have the tasks of recognizing and processing the incoming
speech. The figure shows the next steps for the machine’s response. Its output
system needs an ability to convert a target message into properly enunciated
speech. The continuation of the diagram shows the dialogue capabilities of the
system. We omit a number of transitions in the diagram that might be included
for variations in the interactions, for unusual requests, and for error correction.

An example dialogue that traverses this diagram is as follows:

System: Hello. XYZ credit card management. How can I help you?
Caller: Hello. I need to report a lost credit card.
System: Please give me your name.
Caller: William Smith.
System: Thank you. And your account code?
Caller: X13794.
System: Okay, I will cancel your existing card and issue a new one within

24 hours.

A common problem with the finite state model is that designers become
exhausted with the detailed specification of every possible interaction that could
occur. The number of states can explode as one accounts for misrecognitions and
repeated requests, variations in the strategy of the interactions, different levels
of initiative, extra politeness in special cases, and more. This leads to another
model for dialogue systems, the form-filling model that assumes there is a set
of slots to be filled in the interaction and that processing should evolve around
the concept of filling the slots. Here the software can be designed around the
slots and the computations needed to fill them. The ordering of the dialogue
interactions is not implicitly set ahead of time and the designer need not think
about order as much. If any interaction happens to include information to fill
a slot, the information is immediately parsed and entered. If an important slot
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Fig. 1. Finite-state model for the credit card dialogue

exists that is unfilled, the system can initiate dialogue to fill it. Figure 2 shows
the simple form that would be associated with our example problem and one
can easily imagine dialogues that could evolve from this approach that are not
easily accounted for by the finite-state model. A variety of systems have been
built around this paradigm with considerable success ([7]).
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Fig. 2. The slot-filling paradigm for the example problem

The degree of flexibility for the slot-filling paradigm is sometimes not suffi-
cient.For example, in the Communicator project sponsoredby DARPA([4],[6],[3]),
the task was to set up a series of flights and hotel reservations to meet the caller’s
travel needs. This is similar to a slot-filling model except that it is not known
ahead of time how many flights and/or hotel rooms need to be scheduled so the
form needs to be grown to meet the needs of the task. A solution undertaken by
[7] is known as the agenda-based model and it grows slots to fit the task at hand.
In our credit card domain, this might correspond to listing purchased items on
the card and could be represented as shown in Figure 3. The caller has ordered
from two suppliers, one item from one and two from another. The dialogue needs
to fill in the slots shown.

Fig. 3. Model for agenda-based dialogue

A third common paradigm for dialogue is the rule-based system pioneered by
Allen, Litman, and Perrault ([11],[12]) and revised by Smith et al. ([8],[13]) Here
the emphasis is on achieving goals and the data structures for the information
exist within the logical formalisms that control the dialogue. This approach seeks
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to model problem solving activities of the participants, and dialogue is aimed at
achieving a top level goal. STRIPS-style [14] production rules model the legal
operators in the problem solving environment and dialogue acts are some of the
legal operators useful in solving the problem.

We use the notation of the Prolog programming language adopted by [8],[13]
in our example here. The form

f :- a, b, c.

represents the Prolog assertion that f can be achieved if a, b, and c can be
achieved. Processing of the goal f involves attempting to prove goals a, b, and c
sequentially. Suppose a and b are known to be true. This is expressed in Prolog
as a. and b. The system can then attempt to prove c with a rule of the form

c :- d, e, g, h.

which leads recursively to a series of partial proofs or a completed proof. How-
ever, it may be true that no such rule for c exists in which case the dialogue
system resorts to asking the dialogue partner. The missing axiom theory of Smith
et al. ([8],[13])assumes that dialogue is carried out to achieve a goal and that the
interactions with the dialogue partner address the problem of filling in the facts
needed to achieve the goal. In our example, suppose that a participant wishes
to achieve the goal f in some situation and the known facts are these:

f :- a, b, c.
a.
b.

Suppose there is no known rule for achieving c. Then the machine could ask the
question c to try to achieve goal f. If the partner can provide the answer that
c is true, then f will have been proven. (We will note below that it is good to
have a user model which tells us whether it is appropriate to ask c. Perhaps it
is not reasonable to ask this particular user this particular question.)

Here is a Prolog-style representation of the rules for solving the credit card
problem.

handlecall :-
speak("hello . . ."),
find(name,acc,req),
handle(name,acc,req),
getacknowl(s),
speak("i am handling this now. goodbye").

find(name,acc,req) :-
get(s),
parsename(s,name),
parseacc(s,acc),
parsereq(s,req).

parsename(s,name) :- (attempt parse of name).
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parsename(s,name) :-
speak("please give your name"),
get(s2),
parsename(s2,name).

parseacc(s,acc) :- (attempt parse of acc).
parseacc(s,acc) :-

speak("please give me your account code"),
get(s3),
parseacc(s3,acc).

parsereq(s,req) :- (attempt parse of req).
parsereq(s,req) :-

speak("i can give you your account balance,
handle a lost card, or record a change of address.
which of these would you like"),

get(s4),
parsereq(s4,req).

handle(name,acc,req) :-
process(name,acc,req),
outputyes(name,acc,req).

getacknowl(s) :- (attempt parse acknowledgement).

These rules are capable of the following interaction.

System:Hello. XYZ credit card processing.
Caller: Hello, this is William Smith and I have my identifier here,

X13794.
System:How may I help you?
Caller: Actually, I was shopping at the mall yesterday and when I . . .
System:(no parse possible on incoming sentences) I can give you your

account balance, handle a lost card, or record a change of address.
Which of these would you like?

Caller: Ahh, I seem to ahh lost my card.
System:Okay, I will cancel your existing card and issue a new one within

24 hours.
Caller: Thank you very much.
System:I am handling this now. Goodbye.
Caller: Goodbye.

With some additional rules, one can handle a wide variety of such dialogues.
Processing of this example proceeds as follows. The top level goal,

handlecall, is to be achieved and processing calls in the only available rule:

handlecall :- speak(), find(), handle(), getacknowl(),speak().

It attempts these goals sequentially. The first speak goal is achieved as the
system outputs the original message.
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“Hello. XYZ credit card processing.”

The second top level goal is find(name,acc,req) and it invokes the rule

find(name,acc,req) :-
get(s),
parsename(s,name),
parseacc(s,acc),
parsereq(s,req).

get(s) receives a spoken input s. This s is used in the second goal
parsename(s,name) which attempts to find a name in s. s is this:

s = ”Hello, this is William Smith and I have my identifier here, X13794.”
parsename(s,name) finds name = William Smith.

Similarly, parseacc(s,acc) is the second goal in find(name,acc,req). It finds

acc = X13794.

However, the third goal of find(name,acc,req) is parsereq(s,req). It fails
and this sends the system looking for another rule:

parsereq(s,req) :-
speak("i can give you your account balance,
handle a lost card, or record a change of address.
which of these would you like"),

get(s4),parsereq(s4,req).

This rule outputs a request and obtains this sentence

s4 = ”Ahh, I seem to ahh lost my card.”
parsereq(s4,req) obtains req = lostcard.

This completes the execution of find(name,acc,req) having obtained the name,
account code, and caller request. So processing next invokes the top level goal
handle(name,acc,req) since all arguments are known. The rest of the process-
ing proceeds similarly.

The main advantage of the rule-based methodology is that all processing is
goal oriented which models that mechanisms of real human interactions. Typical
human-human dialogue will begin with one purpose and then jump to subdia-
logues to support the main goal. Success or failure of various subdialogues cause
movement to other subdialogues, and with good luck, eventual success of the
top level dialogue. The rule-based approach enables the designer to identify the
significant subgoals of a domain and write rules that address them. Once these
rules are created, the dialogue will move effectively to the needed subgoals pos-
sibly in a very unpredictable manner. The sequential actions of the participants
cannot be known ahead of time and the dialogue machine should proceed as each
event requires. Thus the system is capable of dialogues that the designer could
never foresee ahead of time.
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A second advantage is that initiative is easily adjusted within the context
of a rule-based system. It has been shown ([15], [16]) that appropriate initiative
decisions can improve dialogue efficiency greatly. The optimum strategy requires
the system to take the initiative when it has a direct and predictable path to
success. The machine should release initiative to the partner if it has evidence
that partner can efficiently lead the interaction to success. A rule-based system
can apply variable initiative mechanisms in the context of the rules as described
below.

A third reason to use rule-based systems is that they easily enable very
complex behaviors that account for variations in user abilities. A natural user
model can live within the context of the dialogue rules guiding them to behaviors
that are specific to the current user.

Finally, the rule-based approach effectively yields predictive information about
the expected user’s responses that can be employed for error correction. These
ideas are described further below. Systems have been built based on the missing
axiom theory in our laboratory addressing the problems of equipment repair ([8],
[13]), mystery solving ([16]), and many others.

3 Programming Initiative

Smith, Hipp, and Guinn showed in ([8],[15]) that variable initiative can greatly
affect the efficiency of dialogues. We can explore briefly some of the models of
dialogue given above and the implementation of variable initiative in each case.
In the finite-state model, every input and output is anticipated by the designer
and, at significant expense, initiative can be programmed. For aggressive taking
of the initiative, states can be coded to demand certain responses from the
user and parsing can adjusted to receive only those answers. For more passive
behaviors, states can be designed to ask for help and the inputs can be parsed
for the large variety of suggestions that may come back.

The most significant observation to make about initiative is that it represents
a decision about who will specify the goals to be addressed. Smith and Hipp
implemented a variable initiative system with four levels of initiative: directive,
suggestive, declarative, and passive. The strongest level of initiative, directive,
has the machine setting all goals and not responding to user answers that may
deviate from the computer specified goals. Lower levels of initiative allow more
and more variation in the user inputs. The weakest form of initiative for the
machine, passive, has the machine wait for user assertions for what to do and it
responds to them.

In terms of the rules being used, the rule being processed at each point is se-
lected either on the basis of machine choices or user choices or some compromise
between them. The point is that the rule-based architecture provides the proper
environment for building in variable initiative because it makes explicit the ba-
sis for programming initiative, namely the decision as to who selects the next rule
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to be invoked. Initiative also involves variations in syntax for requesting and
answering. We will not address that issue here.

4 User Modeling

Returning to the credit card example, we need to remember that there are many
versions of the assertions a machine might make and the decision as to what
to say depends somewhat on the user. If you have an experienced caller who
knows about card numbers, it is reasonable to expect an answer from the request
”Please give me your account code.” However, a naive caller might be surprised
by the request and unable to respond. A more sensitive dialogue might be this:

System: Are you able to find one of your credit card statements?
Caller: Yes, I have one here.
System: Can you find that six character code at the upper right corner of

the statement?
Caller: Ahhh. . . Yes, there it is.
System: Please read me that code?
Caller: X13794.

This can be implemented by adding a rule to carry out the subdialogue. Here
is one of them.

parseacc(s,acc) :-
help(findstatement),
help(findacconstatement),
help(readacconstatement).

Then a revision to the speak routine is added that checks the user model
before it speaks anything. If the user model indicates the statement will not be
understood, speak fails and some other rule needs to be invoked. In this case, the
parseacc(s,acc) rule will be invoked which goes through a sequence of help
statements. Notice that any of these help statements must also be checked with
the user model before those statements are output. Perhaps the caller does not
have a credit card statement or does not know what a statement is. Additional
rules can be included and they will be automatically invoked if the user model
signals for them.

Thus a rule-based system can have a huge variety of behaviors that are styled
to the needs of the user. The user model is a simple and natural addition to the
basic rule-based system.

This type of user model can be augmented by including probabilities with
the assertions about user abilities. Suppose that we want to say to the caller
”Please give me your account code.” and we are unsure about whether the user
will be able to respond helpfully. Over a period of time of usage of the system,
we will obtain experience that some percent P of the callers will be able to answer
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correctly. As such percentages are gathered, it may become possible to optimize
the dialogues for minimal length and this has been studied by Inouye ([17]). If
there are many questions that may be asked and we know the probability for
each one that it will be answered correctly, we can sometimes derive a path
through the rules that will minimize the average length of the dialogues.

5 Error Correction

The best way to guarantee correct recognition of incoming speech is to know what
the speaker will say before they say it. If a speaker enunciates the Gettysburg
Address and your system knows that he or she is doing this, recognition can be
perfect. A step in this direction for telephone answering was proposed by Baker
et al. [18] who suggested that telephones of the future will have displays and
those displays can be used to prompt the speaker before each utterance is made.
That is the user can be given suggestions on the form and content of expected
responses. In a test within the credit card domain, it was found that the average
length of utterances in visually prompted cases was 2.9 words and this was 4.7
if no prompt was available. This led to substantial increases in word recognition
rates for prompted inputs.

When a dialogue model is available as described above, one can greatly im-
prove recognition by comparing the incoming utterance with the utterances that
the model predicts. Thus in the rule-based example above, one can make rea-
sonable guesses as to what might follow this statement:

System: I can give you your account balance, handle a lost card, or record
a change of address. Which of these would you like?

Here are some possibilities:

Sample utterances for the need account balance case:
How much do I owe?
What’s my acc count balance?
Can you please tell me my balance?
Account balance, please.

For the lost card case:
I lost my card.
I cannot find my credit card.
I need a new card because I seem to have misplaced the old one.
I think my card was stolen.

For the change of address case:
I just moved. I am now at . . .
Next week I will be going to California.
You have my zip code wrong on my address.
My wife has a new job. We will be moving to North Carolina.



Methodologies for Automated Telephone Answering 11

Given these possible responses and many more that might resemble them,
how do we process the answer coming in from the caller? The methodology
presented by Smith and Hipp was to measure the distance by some measure of
the incoming utterance to the expected sentences. Thus we might receive the
following:

Caller: Ahh, I seem to ahh lost my card.

The methodology is to measure the similarity between this sequence and those
that are in the expected set. We will not pursue the details of this case except
to reference two examples. Hipp ([8]) used a Hamming distance measure with
the more important words weighted more heavily. Chu-Carroll ([19]) computed a
representative word count vector for each classification (need balance, lost card,
or change of address) and then computed that vector for the incoming utterance.
The classification with the closest vector was selected as the most likely intended
meaning. We used this system in our AMITIES system ([10]).

We developed a very attractive additional technique for handling the problem
of identifying the caller ([10]). Suppose there are a million card holders for our
XYZ company and we need to identify the caller with high probability. Huge
problems arise because the pronunciation of names can vary, many new names
may be entered into the database regularly, several people may have the same
name, people may use nicknames, and so forth. We decided to place a probability
on every record in the database before the call came in giving the likelihood that
this individual was calling. Then as the information came in giving the name,
account code, address, and so forth, we updated the probability for each record
that this person was the one calling. Despite high error rates by the recognizer
on the individual items spoken, the system could select the correct record with
great accuracy. On a database of one million names with the caller spelling out
six fields of information (name, account code, etc.), the machine identified the
caller with 96.7 percent accuracy.

6 Success Finally

After several decades of optimism and many false starts, spoken language inter-
faces are beginning to work. Telephone systems for checking flight arrival and
departure are installed and working well. Many other applications such as pro-
viding stock market quotes and call directory services are running routinely and
successfully. Where more complicated negotiations are needed, experimental sys-
tems are showing promising results. In the early 1990’s, Smith and Hipp reported
success rates for equipment repair in the range of about 80 percent ([8], [13]).
More recently, the recent DARPA Communicator project reported success rates
for airline, hotel and auto rental reservations at the rate of mid 60’s to about 70
percent for the best systems that were created ([3]). With these successes, some
installed and some on the way, one can expect many more successful applications
in the coming years.
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Abstract. We present an overview of anomaly detection used in com-
puter security, and provide a detailed example of a host-based Intrusion
Detection System that monitors file systems to detect abnormal accesses.
The File Wrapper Anomaly Detector (FWRAP) has two parts, a sensor
that audits file systems, and an unsupervised machine learning system
that computes normal models of those accesses. FWRAP employs the
Probabilistic Anomaly Detection (PAD) algorithm previously reported
in our work on Windows Registry Anomaly Detection. FWRAP rep-
resents a general approach to anomaly detection. The detector is first
trained by operating the host computer for some amount of time and
a model specific to the target machine is automatically computed by
PAD. The model is then deployed to a real-time detector. In this paper
we describe the feature set used to model file system accesses, and the
performance results of a set of experiments using the sensor while attack-
ing a Linux host with a variety of malware exploits. The PAD detector
achieved impressive detection rates in some cases over 95% and about a
2% false positive rate when alarming on anomalous processes.

Keywords: Host-Based Intrusion Detection, Anomaly Detection, File
System, Wrapping

1 Introduction

Widely used commercial Intrusion Detection Systems (IDS) are based on sig-
nature matching algorithms. These algorithms match audit data of network or
host activity to a database of signatures which correspond to known attacks.
This approach, like virus detection algorithms, requires previous knowledge of
an attack and is not effective on new attacks.

Anomaly Detection is an important alternative detection methodology that
has the advantage of defending against new threats not detectable by signature-
based systems. In general, anomaly detectors build a description of normal
activity, by training a model of a system under typical operation, and compare
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the normal model at run time to detect deviations of interest. Anomaly Detectors
may be used over any audit source to both train and test for deviations from the
norm. Anomaly detection algorithms may be specification-based or data mining
or machine learning-based [11, 12], and have been applied to network intrusion
detection [9, 11] and also to the analysis of system calls for host based intrusion
detection [4, 6, 10, 23].

Specification or behavior based anomaly detectors such as the STAT approach
[19], represent normal execution of a system using programmer supplied state
transition or finite state machine representations [14]. Anomalies are detected at
run-time when the execution of a process or system violates the predefined nor-
mal execution model. Data mining or machine learning-based anomaly detectors
automatically learn a normal model without human intervention.

Anomaly detection systems are more art than science. A number of design
choices are necessary to build an effective detector. First, one must design a
monitor or auditing sensor that is able to extract data from some system or
component, and do so without wasting resources and minimizing the impact on
the system being monitored.

One must also design a set of informative “features” that are extracted from
the audit data that provides the means of computing an effective model able
to distinguish attacks from normal execution. Subsequently, one must under-
stand what “attacks” may be buried in that audit data, i.e. whether sufficient
information is manifest in the data to identify an attack from normal data. In
approaches based upon machine learning, the design process is further compli-
cated by “noise”. Too frequently in research on anomaly detection, authors state
the requirement that the training data must be purely normal and attack-free.
This is unrealistic in most cases of computer security auditing where systems are
under constant attack and monitoring generates vast quantities of data including
attacks. Hand-cleaning data to exclude noise, or attack information, or to label
data accurately, is simply not possible. Hence, anomaly detection algorithms
must be sensitive to noise and produce models that are robust.

Some approaches to host-based anomaly detection have focused on monitor-
ing the operating system’s (OS) processes during program execution and alerting
on anomalous sequences of system calls. For example, OS wrappers monitor each
system call or DLL application and test a set of rules for ”consistent” program
execution [2]. This presumes that a program’s legitimate system call execution
can be specified correctly by a set of predefined rules. Alternatively, some have
implemented machine learning techniques that model sequences of normal execu-
tion traces and thus detect run time anomalies that exhibit abnormal execution
traces [6].

There are several important advantages to auditing at the OS level. This
approach may provide broad coverage and generality; for a given target platform
it may have wide applicability to detect a variety of malicious applications that
may run on that platform.

However, there are several disadvantages to anomaly detection at the OS
monitoring level. Performance (tracing and analyzing system calls) is not cheap;
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there is a substantial overhead for running these systems, even if architected
to be as lightweight as possible. Second, the adaptability and extensibility of
these systems complicates their use as updates or patches to a platform may
necessitate a complete retraining of the OS trace models.

Furthermore, OS system call tracing and anomaly detection may have another
serious deficiency; they may suffer from mimicry attack [20], since the target
platform is widely available for study by attackers to generate exploits that
appear normal when executed.

We have taken an alternative view of host-based anomaly detection. Anoma-
lous process executions (possibly those that are malicious) may be detected by
monitoring the trace of events as they appear on attempts to alter or damage
the machine’s permanent store. Thus, a malicious attack that alters only run-
time memory would not necessarily be detected by this monitor, while the vast
majority of malicious attacks which do result in changes to the permanent store
of the host might leave a trace of anomalous file system events. In this case, the
two very important host based systems to defend and protect are the Registry
(in Window’s case) and the file system (in both Window’s and Unix cases). The
file system is the core permanent store of the host and any malicious execution
intended to damage a host will ultimately set its sights upon the file system. A
typical user or application will not behave in the same manner as a malicious
exploit, and hence the behavior of a malicious exploit is likely able to be detected
as an unusual or unlikely set of file system accesses.

The File Wrapper Anomaly Detection System (FWRAP) is presented in this
paper as an exemplary application of anomaly detection to computer security
applications. FWRAP is a host-based detector that utilizes file wrapper technol-
ogy to monitor file system accesses. The file wrappers implemented in FWRAP
are based upon work described in [25] and operate in much the same fashion
as the wrapper technology described in [2]. The wrappers are implemented to
extract a set of information about each file access including, for example, date
and time of access, host, UID, PID, and filename, etc. Each such file access thus
generates a record describing that access.

Our initial focus here is to regard the set of file system access records as a
database, and to model the likely records in this database. Hence, any record an-
alyzed during detection time is tested to determine whether it is consistent with
the database of training records. This modeling is performed by the Probabilistic
Anomaly Detection algorithm (PAD) introduced in our prior work on the Win-
dows registry [1]. We report on experiments using alternative threshold logic
that governs whether the detector generates an alarm or not depending upon
the scores computed by PAD. The PAD detector achieved impressive detection
rates in some cases over 95% and about a 2% false positive rate when alarming
on anomalous processes.

The rest of the paper is organized as follows. Section 2 briefly describes
alternative anomaly detection algorithms and a brief description of the PAD
algorithm. Section 3 discusses the architecture of the FWRAP sensor. Section 4
describes the audit data and features computed that are input to PAD to gener-
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ate models of normal file accesses. We then detail results of various experiments
running real malware against a Linux host. Section 5 describes the experimental
setup and the results and findings. Section 5 describes the open problems in
anomaly detection research and how this work can be extended.

2 Alternative Anomaly Detection Algorithms

Anomaly detection systems for computer security, and host-based intrusion de-
tection specifically, were first proposed by Denning [3]. The concept was later
implemented in NIDES [9] to model normal network behavior in order to de-
tect deviant network traffic that may correspond to an attack against a network
computer system.

A variety of other work has appeared in the literature detailing alternative
algorithms to establish normal profiles, applied to a variety of different audit
sources, some specific to user commands for masquerade detection [16, 13, 21],
others specific to network protocols and LAN traffic for detecting denial of service
attacks [12, 18] or Trojan execution, or application or system call-level data for
malware detection [6], to name a few.

A variety of different modeling approaches have been described in the litera-
ture to compute baseline profiles. These include probabilistic models or statistical
outlier detection over (temporal) data [4, 24]; comparison of statistical distribu-
tions (or histogram distance metrics) [22], one-class supervised machine learning
[13, 21] and unsupervised cluster-based algorithms [5, 15]. Some approaches con-
sider the correlation of multiple models [7, 23]. One-class Support Vector Ma-
chines have also been applied to anomaly detection in computer security [8]. W.
Lee et al. [11] describe a framework and system for auditing and data mining
and feature selection for intrusion detection. This framework consists of classi-
fication, link analysis and sequence analysis for constructing intrusion detection
models.

In general, in the case that an audit source is a stream or temporally ordered
data, a variety of models may be defined for an audit source and a detector may
be computed to generate an alarm if a violation is observed based upon volume
and velocity statistics. Volume statistics represent the amount of data observed
per unit of time, while velocity statistics model the changes in frequency of the
data over time. In practice, a number of simple algorithms work surprisingly
well. For example, computing “moving averages” over time to estimate the av-
erage state of a system, and detecting “bursts” by, for example, noting when
the volume or velocity of events exceeds one or two standard deviations from
the mean works effectively in detecting distributed denial of service attacks, or
scanning/probing activities.

One of the most cruical design choices in designing an anomaly detector is
the choice of algorithm, the feature sets and the training methodology. Funda-
mentally, the issue is whether the resultant models can effectively detect truly
abnormal events that correspond to an attack. A fuller treatment evaluating
anomaly detection algorithms and their coverage is given by Maxion [17].
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The performance of the various anomaly detectors also varies with a num-
ber of tunable parameters including the amount and quality of training data
(amount of noise present), the threshold settings and the particular decision
logic used, and whether the detectors output is validated by correlating with
other information. For example, probabilistic based algorithms typically score
data by estimating the likelihood of that data. Cluster-based or SVM-based al-
gorithms employ a distance metric or a density measure to estimate whether a
datum is normal, or a member of a minority cluster. In either case, a threshold
needs to be set to determine whether a data under test is or is not normal.
The calibration of this tunable threshold greatly affects the performance of any
anomaly detection system, either generating too few true positives, or too many
false positives.

Furthermore, computer systems are highly dynamic and rarely reach a sta-
ble state. Any normal model computed for one period of time will undoubtedly
go stale at some future time. Thus, anomaly detectors require updating and
adaption to shifting environments. Detecting when retraining is necessary, or
the time “epoch” when a detector ought to be retrained is very much a matter
of the specific environment being modeled. In many cases, these issues, calibra-
tion, environment shift, and adaptive re-training, are core design requirements
necessitating a lot of study, design and engineering for successful systems to be
deployed. Bad choices will lead to faulty systems that are either blind to real
attacks, or generate so many false alarms as to provide no useful information.

In our prior work, we proposed and developed a number of anomaly detec-
tion algorithms. Several cluster-based algorithms were explored [15, 5] as well as
probabilistic modeling for sequence data [4], and for database records [1]. The
PAD algorithm inspects feature values in its training data set, and estimates the
probability of occurrence of each value using a Bayesian estimation technique.
PAD estimates a full conditional probability mass function and thus estimates
the relative probability of a feature value conditioned on other feature values
and the expected frequency of occurrence of each feature. One of the strengths
of the PAD algorithm is that it also models the likelihood of seeing new feature
values at run-time that it may not have encountered during training. We assume
that normal events will occur quite frequently, and abnormal events will occur
with some very low probability. Our experiments and application of PAD have
been shown to be robust and effective models are trainable in any environment
where “noise” is a minority of the training data.

In the following sections we provide an exemplar anomaly detector. We
present the FWRAP anomaly detector that audits host-based file systems during
a training period, and detects abnormal file accesses at detection time using the
PAD algorithm. Anomalous processes are noted by FWRAP when a sufficient
number of anomalous file accesses are detected by PAD. We test the effective-
ness of the detector by running real exploits against a Windows machine and
meausure the detector accuracy over varying threshold settings. We begin with
a description of the FWRAP architecture.
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3 FWRAP System Architecture

Several requirements drove the design of the FWRAP system. The file system
sensor had to be lightweight, easily portable to different systems, and complete,
in the sense that it is able to monitor all file system accesses without loss of
information. Perhaps the most important requirement is that the system must
be transparent to the user.

Previous work by Zadok [25] proposed a mountable file system for Unix and
Windows which would allow additional extensions to the underlying operating
system without having to modify kernel level functionality. The FiST technology
developed in that work has been extended to provide a security mechanism via
file system auditing modules via a Vnode interface. We implemented a FiST au-
dit module that forms the basis of the FWRAP audit sensor. Figure 1 illustrates
the architecture that we developed as a standalone real time application on a
single Linux host.
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Fig. 1. The Architecture of FWRAP IDS

Once all subsystem file accesses are logged its a straightforward matter to
provide the means of reading from the log, formatting the data and sending it
to the PAD module for analysis. A typical snippet of a line of text sent to the
PAD module is as follows.

Mar 9 19:03:14 zeno kernel:
snoopfs detected access by uid 0, pid 1010, to file cat

This record was generated when the root user accesses a file named ’cat’ on
a machine named ’zeno’. We modified a C program to format this data for PAD
exemplified by the following (partial) record.

<rec><Month str>Mar</Month> <Day i>9</Day> <Time str>19:03:14</Time>
<IP str>zeno</IP> <UID i>0</UID> <PID i>1010</PID> <File str>cat</File></rec>
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3.1 PAD Detector

The data gathered by monitoring each file access is a rich set of information
that describes in great detail a single file access. Each record is treated as a
feature vector used by PAD for training a normal model that describes normal
file accesses.

PAD models each feature and pairs of features as a conditional probability. A
single feature produces a “first order consistency check” that scores the likelihood
of observing a feature value at run time. PAD also models the likelihood of
observing a new feature value at run-time that was not observed during training.
Second order consistency checks score the likelihood of a particular feature value
conditioned on a second feature. Thus, given n features in a training record,
PAD generates n first order consistency checks, and n ∗ (n − 1) second order
consistency checks. Although it is possible to use higher order consistency checks,
the computational overhead and space constraints make it infeasible for the
current implementation of PAD.

The feature vector available by auditing file accesses has 18 fields of informa-
tion, some of which may not have any value in describing or predicting a normal
file access. For example, one such feature may be the process identifier, PID, as-
sociated with the file access. PID’s are arbitrarily assigned by the underlying OS
and in and of themselves have no intrinsic value as a predictor of a file access. As
an expediency such fields may be dropped from the model. Only 7 features are
used in the experiments reported in this paper as detailed in the next section.

After training a model of normal file accesses using the PAD algorithm the
resultant model is then used at runtime to detect abnormal file accesses. Alerts
are generated via threshold logic on the PAD computed scores. As shown in
Figure 1 the detector runs on the user level as a background process. Having it
run on the user level can also provide additional protection of the system as the
sensor can be hard-coded to detect when it is the subject of a process that aims
to kill its execution, or to read or write its files. (Self-protection mechanisms for
FWRAP are beyond the scope of this paper.)

3.2 FWRAP Features

The FWRAP data model consists of 7 features extracted or derived from the
audit data provided by the FWRAP sensor.

Several of the features describe intrinsic values of the file access, for example,
the name of the file, and the user id. We also encode information about the
characteristics of the file involved in the access, specifically the frequency of
touching the file. This information is discretized into a few categories rather
than represented as a continuous valued feature. We generally follow a strategy
suggested by the Windows OS. Within the add/change applications function of
control panel in Windows, the frequency of use of an application is characterized
as ”frequently”, ”sometimes” and ”rarely”. Since it is our aim to port FWRAP to
Windows (exploiting whatever native information Windows may provide and to
correlate FWRAP with RAD), we decided in this experimental implementation
of FWRAP on Linux to follow the same principle for the Unix file system but
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with a slightly finer level of granularity than suggested by Windows. Hence, we
measured file accesses over a trace for several days, and discretized the frequency
of use of a file into the four categories as described below.

The entire set of features used by in this study to model file system accesses
are as follows:

UID. This is the user ID running the process
WD. The working directory of a user running the process
CMD. This is the command line invoking the running process
DIR. This is the parent directory of the touched file.
FILE. This is the name of the file being accessed. This allows our algorithm to

locate files that are often or not often accessed in the training data. Many
files are accessed only once for special situations like system or application
installation. Some of these files can be changed during an exploit.

PRE-FILE. This is the concatenation of the three previous accessed files. This
feature codes information about the sequence of accessed files of normal
activities such as log in, Netscape, statx, etc. For example, a login process
typically follows a sequence of accessed files such as .inputrc, .tcshrc, .history,
.login, .cshdirs, etc.

FREQUENCY. This feature encodes the access frequency of files in the train-
ing records. This value is estimated from the training data and discretized
into four categories:
1. NEVER (for processes that don’t touch any file)
2. FEW (where a file had been accessed only once or twice)
3. SOME (where a file had been accessed about 3 to 10 times)
4. OFTEN (more than SOME).

Alternative discretization of course are possible. We computed the standard
deviations from the average frequency of access files from all user processes
in the training records to define the category ranges. An access frequency
falls into the range of FEW or OFTEN categories often occurs for a file
touched by the kernel or a background process.

Examples of typical records gathered from the sensors with these 7 features
are:
500 /home/linhbui login /bin dc2xx10
725-705-cmdline Some 1205,Normal

500 /home/linhbui kmod /Linux_Attack kmod
1025-0.3544951178-0.8895221054 Never 1253,Malicious

The last items (eg., “1253,Malicious) are tab separated from the feature val-
ues and represent an optional comment, here used to encode ground truth used
in evaluating performance of the detector. The first record with pid=1205 was
generated from a normal user activity. The second was captured from an attack
running the kmod program to gain root access. The distinction is represented
by the labels ”normal” and ”malicious”. These labels are not used by the PAD
algorithm. They exist solely for testing and evaluating the performance of the
computed models.
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Another malicious record is
0 /home/linhbui sh /bin su meminfo-debug-insmod Some
1254,Malicious

This record illustrates the results of an intruder who gained root access. The
working directory (WD) is still at /home/linhbui but the UID now has changed
to 0. A record of this nature ought to be a low probability event.

4 Experiments

We deployed the FWRAP audit sensor on a “target host” machine in our lab
environment, an Intel Celeron 800MHz PC with 256 RAM, running Linux 2.4
with an ext2 file-system. The data gathered by the sensor was logged and used
for experimental evaluation on a separate machine. The latter test machine is
far faster and provided the means of running multiple experiments to measure
accuracy and performance of the PAD implementation. The target host was part
of a Test Network Environment which allowed us to run controlled executions
of malicious programs without worrying about noise from outside the network
corrupting our tests, nor inadvertently allowing leakage of an attack to other sys-
tems. Data was not gathered from a simulator, but rather from runtime behavior
of a set of users on the target machine.

We collected data from the target host for training over 5 days of normal usage
from a group of 5 users. Each user used the machine for their work, logging in,
editing some files on terminal, checking email, browsing some website, etc. The
root user performed some system maintenance as well as routine sysadmin tasks.

The logged data resulted in a data set of 275,666 records of 23 megabytes
which we used to build a PAD model on the other “test machine”. This model
will be referred to as the “clean model”, although we note that PAD can toler-
ate noise. The size of the model was 486 megabytes prior to any pruning and
compression.

Once the model was computed, one of the users on the target machine volun-
teered to be the “Attacker”, who then used the target machine for 3 experiments
each lasting from 1 to 3 hours. The malicious user ran three different exploits
and three Trojan exploits from their home account. These exploits are publicly
available on the Internet. The user was asked to act maliciously and to gain root
privileges using the attack exploits on hand. Once root control was acquired, the
user further misused the host by executing programs which placed back-doors
in the system. The system was monitored while the attacks were run. The re-
sultant monitoring produced records from the FWRAP sensors. These records
were then tested and scored by the PAD model.

The PAD analysis was run on the test machine, a dual processor 1500 MHz
with 2GB of ram. The total time to build the model of the 23 MB of training data
was three minutes, with memory usage at 14%. Once, the model was created,
we ran the model against the test data from the 3 experiments, while varying
the thresholds to generate a ROC curve. Each detection process took 15 seconds
with 40% of CPU usage and 14% of memory.
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These performance statistics were measured on the test machine, not on
the target host where the data was gathered. This experimental version was
implemented to test the efficacy of the approach and has not been optimized for
high efficiency and minimal resource consumption for deployment on the target
machine. Even so, the analysis of the computational performance of the sensor
measured during the experiments indicates that although training the model is
resource intensive, run-time detection is far less expensive. A far more efficient
professionally engineered version of FWRAP would reduce resource consumption
considerably. That effort would make sense only if the sensor achieves the goal
of detecting anomalous events indicative of a security breach.

It should be noted that the RAD sensor/detector using PAD running on
Windows has been upgraded to run exceptionally fast, with a very small amount
of memory and CPU footprint. (The current Windows implementation of PAD
requires less than 1 MB of space and the run-time detector consumes at most
5% of CPU, barely discernible.) This newer implementation of PAD is being
ported to Linux so that FWRAP will also be far more efficient than the present
prototype reported in this paper. The version reported here is the first proof of
concept implementation without the performance enhancements implemented
on the Windows platform.

5 Results

This section describes the results of a subset of experiments we ran. Space does
not permit a full treatment and comparative evaluation of alternative alert de-
cision logic.

The PAD algorithm evaluates each file access record output by the sensor by
comparing the PAD scores to a threshold value. Each record produces 49 scores
for each consistency check (7 first order + 7x6 second order). The minimum score
over all consistency checks is then tested against the threshold. If the minimum
score is below the threshold, an alert is generated for that record.

An example of the PAD output with threshold = 0.1 is as follows: 8.873115
8.39732 7.69225 4.057663 0.485905 0.323076 6.527675 8.34453 7.464175 3.727299 0.0
0.0 5.971592 8.344 7.464175 3.727299 0.0 0.0 5.79384 7.45713 7.454335 4.060443 0.0
0.0 4.97851 3.732753 3.723643 4.039242 0.0 0.0 3.982627 0.458721 0.371057 0.439515
0.14842 0.0 0.221132 0.302689 0.20546 0.258604 0.090151 0.0 0.067373 5.978326 5.81323
5.015466 4.060443 0.0 0.0 :
1254,Malicious (Min score 0.0)

A process is identified as malicious if more than some minimum number of
records it generates is scored as an anomaly. This number is a second threshold.
We tested varying threshold levels applied to the PAD scores under different
thresholds governing the number of anomalous records used to generate a final
alert.

The decision process is evaluated by varying the percentage of anomalous
records that are generated by a process in order to raise an alert. For example,
a process might be considered malicious if it generates one anomalous record, or
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all of its records are anomalous, or some percentage of its records are deemed
anomalous. We vary this percentage in the following experiments from 10% to
80%.

We define “Detection Rate” as the percentage of all process labeled “mali-
cious” that produced PAD scores below the threshold. The “False Positive Rate”
is the percentage labeled “normal” that likewise produced records with PAD
scores that were below the threshold. We illustrate the different detection rates
and false positive rates over different threshold settings in tabular form. The
results indicate that the per-process detection logic provides excellent detection
rate and lower false positive rates. This leads to the observation that a malicious
process typically generates a considerable number of anomalous events, while
many normal processes occasionally generate a few anomalous events. This is
not surprising as the same results were discovered in the RAD experiments [1].

Table 1, Table 2, and Table 3 detail the results on a Per Process basis. The
best results are 95% detection with about 2% false positive rates in experiment
1, 97% accuracy with 7% false positives in experiment 2 and 100% with 8% false
positive in experiment 3. Note that the results from experiment 1 are relatively
better with respect to false positive rates than those from experiments 2 and
3. The primary reason concerns that amount of training performed during the
different experiments. Experiment 1 had far more training data establishing
the perhaps obvious point that as the sensor models more events its detection
accuracy increases.

In the first experiment implemented on the target machine, there were 5,550
processes generated during the 3 hour period. 121 processes were generated dur-
ing the attack period (i.e. the time between the initial launching of the attacking
exploits and the Trojan software execution after he gained root access). However,
only 22 processes generated during this time were spawned by the attack.

Many of the false positives were from processes that were simply not run as
a part of the training session but were otherwise normal file system programs.

Table 1. Experiment 1, per-process detection. Number of processes: 5550, number of
malicious processes: 22

Threshold Detection False
Rate Positive

1.1 1.0 0.027090
1.0 0.954545 0.02727
0.9 0.909091 0.026690
0.8 0.909091 0.026345
0.7 0.863636 0.025927
0.6 0.863636 0.025381
0.5 0.772727 0.023363
0.4 0.772727 0.021145
0.3 0.727273 0.020981
0.2 0.727273 0.020909
0.1 0.727273 0.020163
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Table 2. Experiment 2, per-process detection. Number of processes: 1344, number of
malicious processes: 37

Threshold Detection False
Rate Positive

1.3 1.0 0.072485
1.2 0.972973 0.071741
1.1 0.972973 0.071145
1.0 0.972973 0.070104
0.9 0.972973 0.068616
0.8 0.972973 0.0675
0.7 0.972973 0.066532
0.6 0.945946 0.062961
0.5 0.945946 0.057553
0.4 0.945946 0.057328
0.3 0.918919 0.057276
0.2 0.918919 0.057180
0.1 0.918919 0.046897

Table 3. Experiment 3, per-process detection. Number of processes: 1279, number of
malicious processes: 72

Threshold Detection False
Rate Positive

0.8 1.0 0.08889
1.7 0.98611 0.08850
0.6 0.97222 0.08647
0.5 0.86111 0.07732
0.4 0.80555 0.07544
0.3 0.79166 0.07498
0.2 0.79166 0.07357
0.1 0.77777 0.07107

False positives also occurred when processes were run under varying condi-
tions. Command shell execution and file execution of a new application caused
false positives to appear. Applications generate processes in different ways de-
pending upon their underlying system call initiation. Furthermore, programs
which require a network connection to run correctly caused a false alarm when
executed without a network connection. These false alarms arise because the
model has not seen behavior from all the different execution behaviors of a given
program.

6 Conclusions

By using file system access on a Linux system, we are able to label all processes
as either attacks or normal, with high accuracy and low false positive rates. We
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observe that file system accesses are apparently quite regular and well modeled
by PAD. Anomalous accesses are rather easy to detect. Furthermore, malicious
process behavior generates a relatively significant number of anomalous events,
while normal processes can indeed generate anomalous accesses as well.

The work reported in this paper is an extension of our research on anomaly
detection. The PAD algorithm has been previously applied to network traffic,
as well as the Windows Registry, as described earlier in this paper. There are
a number of open research issues that we are actively pursuing. These issues
involve calibration, pruning, feature selection, concept (or environment) drift,
correlation and resiliency to attack.

Briefly, we seek automatic means of building anomaly detectors for arbi-
trary audit sources that are well behaved, and are easy to use. With respect
to calibration, one would ideally like a system such as FWRAP to self-adjust
its thresholding to minimize false positives while revealing sufficient evidence
of a true anomaly indicative of an abuse or an attack. It is important to un-
derstand, however, that anomaly detection models should be considered part
of the evidence, and not be depended upon for the whole detection task. This
means anomaly detector outputs should be correlated with other indicators or
other anomaly detection models computed over different audit sources, different
features or different modeling algorithms, in order to confirm or deny that an
attack is truly occurring. Thus, it would be a mistake to entirely focus on a well
calibrated threshold for a single anomaly detector simply to reduce false posi-
tives. It may in fact be a better strategy to generate more alerts, and possibly
higher numbers of false positives, so that the correlation of these alerts with
other confirmatory evidence reveals the true attacks that otherwise would go
undetected (had the anomaly detector threshold been set too low).

In the experiments run to date PAD produces fine grained models that are ex-
pensive in memory. There are several enhancements that have been implemented
in the Windows implementation of PAD for the RAD detector to alleviate its
memory consumption requirements. These include pruning of features after an
analytical evaluation that would indicate no possible consistency check violation
would be possible for a feature at run-time.

Finally, two questions come to most minds when they first study anomaly
detectors of various kinds; how long should they be trained, and when should
they be retrained. These issues are consistently revealed due to a common phe-
nomenon, concept (or environment) drift. What is modeled at one point in time
represents the “normal data” drawn from the environment for a particular train-
ing epoch, but the environment may change (either slowly or rapidly) which
necessitates a change in model.

The particular features being drawn from the environment have an intrinsic
range of values; PAD is learning this range, and modeling the inherent “variabil-
ity” of the particular feature values one may see for some period of time. Some
features would not be expected to vary widely over time, others may be expected
to vary widely. PAD learns this information (or an approximation) for the period
of time it observes the data. But it is not known if it has observed enough. RAD’s
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implementation on Windows provides the means of automatically retraining a
model under a variety of user controlled schedules or performance measures.
RAD includes a decision procedure, and a feedback control loop that provides
the means to determine whether PAD has trained enough, and deems when it
may be necessary to retrain a model if its performance should degrade. The same
techniques are easily implemented for FWRAP as well.
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Abstract. In this paper, we adapt a statistical learning approach, inspired by 
automated topic segmentation techniques in speech-recognized documents to 
the challenging protein segmentation problem in the context of G-protein cou-
pled receptors (GPCR).  Each GPCR consists of 7 transmembrane helices sepa-
rated by alternating extracellular and intracellular loops.  Viewing the helices 
and extracellular and intracellular loops as 3 different topics, the problem of 
segmenting the protein amino acid sequence according to its secondary struc-
ture is analogous to the problem of topic segmentation.  The method presented 
involves building an n-gram language model for each ‘topic’ and comparing 
their performance in predicting the current amino acid, to determine whether a 
boundary occurs at the current position.  This presents a distinctly different ap-
proach to protein segmentation from the Markov models that have been used 
previously and its commendable results is evidence of the benefit of applying 
machine learning and language technologies to bioinformatics. 

1   Introduction 

Predicting the function of a protein from its amino acid sequence information alone is 
one of the major bottlenecks in understanding genome sequences and an important 
topic in bioinformatics.  Mapping of protein sequence to function can be viewed as a 
multi-step cascaded process: the primary sequence of amino acids encodes secondary 
structure, tertiary or 3-dimensional structure, and finally quaternary structure, a func-
tional unit of multiple interacting protein subunits.  Proteins are divided broadly into 
two classes, soluble proteins and transmembrane proteins.  The problem of predicting 
secondary structure from the primary sequence in soluble proteins has been viewed 
predominantly as a 3-state classification problem with the state-of-the-art perform-
ance at 76% when multiple homologous sequences are available [1].  The problem of 
predicting secondary structure in transmembrane proteins has been limited to predict-
ing the transmembrane portions of helices in helical membrane proteins [2, 3].  Here, 
accuracy is more difficult to assess because there is a very limited number of trans-
membrane proteins with known 3-dimensional structure, and membrane lipids are 
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usually not included in these structures.  For both soluble and transmembrane pro-
teins, a large portion of inaccuracy comes from the boundary cases.  However, in 
many biological applications, knowing the precise boundaries is critical.  This paper 
addresses a subproblem of the general protein segmentation problem by limiting the 
context to G-protein coupled receptors, an important superfamily of helical trans-
membrane proteins where the order and type of secondary structures within each pro-
tein are known.  However, the approach can be extended to any helical transmem-
brane protein.  In order to address structural segmentation in proteins with high 
accuracy, we combine domain insights from structural biology with machine learning 
techniques proven for the analogous task of topic segmentation in text mining. 

1.1   G Protein Coupled Receptors 

G Protein Coupled Receptors (GPCRs) are transmembrane proteins that serve as sen-
sors to the external environment.  There are now more than 8000 GPCR sequences 
known [4], but only a single known 3-dimensional structure, namely that of rhodopsin 
[5, 6].  This is due to the fact that the structures of transmembrane proteins are diffi-
cult to determine by the two main techniques that give high-resolution structural in-
formation, NMR spectroscopy and x-ray crystallography.  However, detailed informa-
tion about the structure of individual GPCRs is urgently needed in drug design as 
approximately 60% of currently approved drugs target GPCR proteins [7].  The dis-
tribution of hydrophobic amino acids suggests a common secondary structure organi-
zation of alternating alpha helices and loops (Fig. 1): there are seven transmembrane 
helices, an (extracellular) N-terminus, three extracellular loops, a (cytoplasmic) C-
terminus, and three cytoplasmic loops. 
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Fig. 1. Schematic of the amino acid sequence and secondary structure of a GPCR.  Extracellu-
lar and cytoplasmic loops are colored dark grey and light grey respectively 

Due to insufficient real training data for predicting the boundaries of transmem-
brane helices in GPCR, the training and testing data used in this study (except for 
rhodopsin) are synthetic.  They are predictions based on hydrophobicity, which have 
been accepted by the majority of biologists as the closest estimates to the true bounda-
ries.  Because our approach does not use hydrophobicity information directly, a con-
sensus between our predictions and the hydrophobicity predictions can be interpreted 
as additional evidence that the particular predicted boundary point is correct. 
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1.2   Related Work 

A number of algorithms have been proposed to predict transmembrane domains in 
proteins using only amino acid sequence information, from the first Kyte-Doolittle 
approach based on hydrophobicity plots [8] to the more recent algorithms TMHMM 
[9] and PRED-TMR [10].  Most of these methods are either window-based or make 
use of Markov models.  Window-based algorithms predict the secondary structure of 
the central amino acid in the window by examining the residues in the local window, 
using information such as frequencies of individual amino acids in each type of sec-
ondary structure, correlations among positions within the window, and evolutionary 
information via multiple sequence alignment of homologous sequences.  Recently, 
improvements have also been found in considering interactions in the sequence out-
side the fixed window [11]. 

Like in most areas of computational biology, Markov models have been found to 
be useful in predicting the locations of transmembrane helices and are among the 
most successful prediction methods, including MEMSAT [12], HMMTOP [13] and 
TMHMM [9].  The models differ in the number of states, where each state is a 
Markov model on its own, representing different regions of the helices, extracellular 
or cytoplasmic loops. 

Due to the lack of a standard dataset, the performance of the various approaches to 
predicting transmembrane alpha helices is controversial.  Recently, a server was es-
tablished that compares the performance of different methods using a single testing 
dataset with both soluble and transmembrane proteins.  However, the training dataset 
is not uniform across the methods, making the results of the comparison unreliable [3, 
14].  Moreover, since these methods are available only as programs pre-trained on dif-
ferent datasets, a fair comparison between these methods and our own is not possible. 

2   Approach 

In human languages, topic segmentation has many applications, particularly in speech 
and video where there are no document boundaries.  Beeferman et al. [15] introduced 
a new statistical approach to segmentation in human languages based on exponential 
models to extract topicality and cue-word features.  In essence, Beeferman and his 
colleagues calculated the predictive ratio of a topic model vs. a background model, 
and where significant changes (discontinuities) were noted, a boundary hypothesis is 
generated.  Other features of the text string cuing boundaries were also used to en-
hance performance.  Here, we adapted their notion of topicality features for GPCR 
segmentation. 

2.1   Segmentation in Human Languages 

Beeferman et al. [15] used the relative performance of two language models, a long-
range model and a short-range model, to help predict the topic boundaries.  The long-
range model was trained on the entire corpus, while the short-range model was trained 
on only data seen since the last (predicted) boundary. This causes the short-range 
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model to be more specifically targeted to the current topic and as a result, it performs 
better than the long-range model while inside the current topic. However, at a topic 
boundary, the short-range model’s performance would suddenly drop below the long-
range model’s performance because it is too specific to the last topic instead of the 
general corpus, and it would need to see a certain amount of data from the new topic 
before it can again outperform the long-range model.  This was tracked using topical-
ity measure — the log ratio of the short-range model’s performance to the long-range 
model’s performance in predicting the current word.  Beeferman et al. [15] used this 
to detect the general position of the topic boundary, and cue-words (words that often 
occur near a topic boundary) to fine-tune the prediction. 

2.2   GPCR Segmentation 

Since the type and order of segments in the GPCR secondary structure is known (Fig. 
1), we built a language model for each of the segments and compared the probability 
each of them assigns to the current amino acid to determine the location of the seg-
ment boundary.  The reason for not building a short-range model and a long-range 
model as in Beeferman et al. [15] is that the average length of a protein segment is 25 
amino acids — too short to train a language model.  Previous segmentation experi-
ments using mutual information [16] and Yule’s association measure [17] have shown 
the helices to be much more similar to each other than to the extracellular and cyto-
plasmic loops.  Similarly, the N-terminus and C-terminus have been shown to be very 
similar to the extracellular and cytoplasmic loops respectively.  Moreover, since no 
two helices, extracellular or cytoplasmic segments occur consecutively, 3 segment 
models for helices, extracellular domains and intracellular domains are sufficient. 

Each of the segment models is an interpolation of 6 basic probability models — a 
unigram model, a bigram model and 4 trigram models, where a ‘gram’ is a single 
amino acid.  One of the trigram models, as well as the unigram and bigram models, 
uses the complete 20 amino acid alphabet.  The other 3 trigram models make use of 
three reduced alphabets where a group of amino acids sharing a common physio-
chemical property, such as hydrophobicity, is reduced to a single alphabet letter: 

1. LVIM, FY, KR, ED, AG, ST, NQ, W, C, H, P 
2. LVIMFYAGCW, KREDH, STNQP, and 
3. LVIMFYAGCW, KREDHSTNQP. 

The reason for using reduced amino acid alphabets is because sometimes a position 
in a primary sequence may call for any amino acid with a certain biochemical prop-
erty rather than a specific amino acid, for example, hydrophobicity in transmembrane 
proteins. 

2.2.1   Boundary Determination 
As expected from the limited context of the trigram models, the relative performance 
of the 3 segment models fluctuates significantly, making it difficult to pinpoint loca-
tions where one model begins to outperform another overall.  To smooth out the fluc-
tuations, we compute running averages of the log probabilities.  Figure 2 shows the 
running averages of the log probabilities over a window size of ±2. 
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Fig. 2. Running averages of log probabilities at each position in D3DR_RAT sequence. Verti-
cal dashed and dotted lines show the “true” and predicted boundaries respectively 

While running averages minimize the fluctuations, we still do not want the system 
to label a position as a boundary point if the model for the next segment outperforms 
the current segment model only for a few positions.  An example is the region in fig-
ure 2 between position 10 and 20 where the helix model performs better than the ex-
tracellular loop model temporarily before losing to the extracellular model again.  
Thus, we set a look-ahead interval: the model for the next segment must outperform 
the current segment model at the current position and at every position in the look-
ahead interval for the current position to be labeled a segment boundary. 

3   Evaluation 

3.1   Dataset 

The data set used in this study is the set of full GPCR sequences uploaded to 
GPCRDB [18] in September 2002.  The headers of the sequence files contain the pre-
dicted segment boundaries taken as the synthetic “truth” in our training and testing 
data.  This header information was retrievable only for a subset of these sequences, 
1298 GPCRs.  Ten-fold cross validation was used to evaluate our method. 

3.2   Evaluation and Parameter Optimization 

Two evaluation metrics were used: average offset and accuracy.  Offset is the abso-
lute value of the difference between the predicted and “true” boundary positions.  An 
average offset was computed across all boundaries and for each of the 4 boundary 
types: extracellular-helix, helix-cytoplasmic, cytoplasmic-helix, and helix-
extracellular.  In computing accuracy, we assigned a score of 1 to a perfect match be-
tween the predicted and true boundary, a score of 0.5 for an offset of ±1, and a score 
of 0.25 for an offset of ±2.  The scores for all the boundaries in all the proteins were 
averaged to produce an accuracy score. 
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The two parameters (running average window size and look-ahead interval) were 
adjusted manually to give the maximum accuracy score. One parameter was held con-
stant, while the other parameter was adjusted to find a local maximum.  Then the roles 
were reversed.  This was repeated until the parameter values converged. 

4   Results and Analysis 

Table 1 describes the accuracy and offsets for all 4 types of boundaries — extracellu-
lar-helix (E-H), helix-cytoplasmic (H-C), cytoplasmic-helix (C-H), and helix-
extracellular (H-E).  Linear interpolation of the six probability models, after normali-
zation to account for the differences in vocabulary size, assigns all of the interpolation 
weight to the trigram model with the full amino acid alphabet.  We experimented with 
“Trained” interpolation weights (i.e. only trigram model with full amino acid alpha-
bet), and pre-set weights to use “All” the models or only the 4 “Trigram” models.  
The window-size for running averages and the look-ahead interval in each case were 
optimized.  Note there is little variance in the offset over the 4 types of boundaries. 

Table 1. Evaluation results of boundary prediction.  “Trained”: trained interpolation weights, 
window-size ±2, look-ahead 5. “All”: 0.1 for unigram and bigram model, 0.2 for trigram model, 
window-size ±5, look-ahead 4.  “Trigram”: 0.25 for each trigram model, window-size ±4, look-
ahead 4 

Offset Weights Accuracy 
E-H H-C C-H H-E Avg 

Trained 0.2410 35.7 35.4 34.5 36.5 35.5 
All 0.2228 47.9 47.5 44.9 48.2 47.2 
Trigram 0.2293 50.4 50.2 47.6 50.6 49.8 

Using only the trigram model with the full amino acid alphabet shows a 5.1% im-
provement over using all 4 trigram models, which in turn shows a 2.9% improvement 
over including the unigram and bigram models.  This suggests that the unigram and 
bigram models and reduced alphabets are not very useful in this task.  However, the 
unigram and bi-gram models help in lessening the offset gap between predicted and 
true boundaries when they are more than 2 positions apart. 

4.1   Discrepancy Between Accuracy and Offset 

The accuracy in all of our results ranges from 0.22 to 0.24, suggesting an offset of ±2 
positions from the synthetic boundaries.  However, our measured offsets lie between 
35 and 50. This is because the offset measure (in the trained interpolation weights 
case) has a large standard deviation of 160 and a maximum of 2813 positions.  A his-
togram of the offsets (Fig. 3) shows a distribution with a very long tail, suggesting 
that large offsets between our predictions and the synthetic true boundaries are rare.  
After removing the 10% of proteins in our dataset with the largest offset averaged 
across their 14 boundaries, the average offset decreases from 36 to 11 positions.  This 
result suggests that the large offsets are localized in a small number of proteins in-
stead of being general for the dataset.  
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Fig. 3. Histogram of the number of sequences with the given average offset from the trained in-
terpolated models. Note that the bars for the small offsets have been cut off at 1000 in the graph 
below for visibility 

The distribution of offsets shows a local maximum at 36 amino acids, approxi-
mately the length of a helix plus a loop.  This suggests that we may be missing the 
beginning of a helix and not predicting any boundaries as a result until the next helix 
approximately 35 positions later.  To test this hypothesis, we re-evaluate our bound-
ary predictions ignoring their order.  That is, we measure the offset as the minimal ab-
solute difference between a predicted boundary point and any synthetic true boundary 
point for the same sequence.  The distribution of the new offsets is plotted in figure 4.  
The lack of a peak at position 36 confirms our hypothesis that the large offsets when 
evaluated in an order-specific fashion are due to missing the beginning of a helix and 
becoming asynchronized. 

Fig. 4. Histogram of the order-independent offsets from the trained interpolated models. Bars 
for the small offsets have been cut off at 100 in the graph below for visibility 

4.2   The Only Truth: Rhodopsin OPSD_HUMAN 

As described in Section 1.1, rhodopsin is the only GPCR for which there is experi-
mental evidence of the segment boundary positions.  Below are the predictions of our 
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approach on rhodopsin using the trained interpolated models.  The average position 
offset is 1.35. 

Predicted: 37 61 72 97 113 130 153 
Difference: 1 0 1 1 0 3 1 
True: 36 61 73 98 113 133 152 

Predicted: 173 201 228 250 275 283 307 
Difference: 3 1 2 2 1 1 2 
True: 176 202 230 252 276 284 309 

5   Conclusions 

In this paper, we addressed the problem of protein segmentation in the limited domain 
of GPCR where the order and type of secondary structure segments are known.  We 
developed a new statistical approach to protein segmentation that is distinctly differ-
ent from the fixed window and Markov model based methods currently used.  Taking 
the different types of segments as “topics” in the protein sequence, we adapted a topic 
segmentation approach for human languages to this biological problem.  We built a 
language model for each of the different segment types present in GPCRs, and by 
comparing their performance in predicting the current amino acid, we determine 
whether a segment boundary occurs at the current position.  Each of the segment models 
is an interpolated model of a unigram, a bigram and 4 trigram language models. 

The results from our approach is promising, with an accuracy of 0.241 on a scale 
where 0.25 is an offset of ±2 positions from the synthetic boundaries predicted by hy-
drophobicity profiles.  When the gap between the predicted boundary and the syn-
thetic “true” boundary is 3 or more amino acids wide, the gap tends to be much larger 
than 3.  This is because our approach relies on knowledge of the segment order and a 
‘missed’ boundary can cause the system’s perception of the protein to be misaligned, 
leading it to compare the wrong models to detect the upcoming boundaries.  This oc-
curred with a small number of GPCRs which have an N-terminus that is several or-
ders of magnitude longer than the average length of that segment.  For such proteins, 
we plan to use HMM in the future to predict multiple possibilities for the first seg-
ment boundary and then apply our approach to predict the upcoming boundaries given 
the first boundary.  The resulting sets of 14 boundaries can then be evaluated to de-
termine the most likely one.  Furthermore, the addition of “cue-words” — n-grams 
frequently found close to segment boundaries — and long-range contact information 
should help to reduce the offset of ±2. 
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Abstract. One of the most important problems with rule induction
methods is that it is very difficult for domain experts to check millions
of rules generated from large datasets. The discovery from these rules
requires deep interpretation from domain knowledge. Although several
solutions have been proposed in the studies on data mining and knowl-
edge discovery, these studies are not focused on similarities between rules
obtained. When one rule r1 has reasonable features and the other rule
r2 with high similarity to r1 includes unexpected factors, the relations
between these rules will become a trigger to the discovery of knowledge.
In this paper, we propose a visualization approach to show the similar
and dissimilar relations between rules based on multidimensional scal-
ing, which assign a two-dimensional cartesian coordinate to each data
point from the information about similiaries between this data and oth-
ers data. We evaluated this method on two medical data sets, whose ex-
perimental results show that knowledge useful for domain experts could
be found.

1 Introduction

One of the most important problems with rule induction methods is that it is
very difficult for domain experts to check millions of rules generated from large
datasets. Moreover, since the data collection is deeply dependent on domain
knowledge, rules derived by datasets need deep interpretation made by domain
experts. For example, Tsumoto and Ziarko reported the following case in analysis
of a dataset on meningitis [1].

Even though the dataset is small, the number of records is 198, they obtained
136 rules with high confidence (more than 0.75) and support (more than 20).
Here are the examples which are unexpected to domain experts.

1. [WBC 12000] & [Gender=Female] & [CSFcell 1000] => Virus meningitis
(Accuracy: 0.97, Coverage: 0.55)

2. [Age > 40] & [WBC > 8000] => Bacterial meningitis
(Accuracy: 0.80, Coverage: 0.58)

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 38–46, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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3. [WBC > 8000] & [Gender=Male] => Bacterial menigits
(Accuracy: 0.78, Coverage: 0.58)

4. [Gender=Male] & [CSFcell>1000] => Bacterial meningitis
(Accuracy: 0.77, Coverage: 0.73)

The factors in these rules unexpected to domain experts are gender and age,
which have not been pointed out in the literature on meningitis [2].

Since these detected patterns may strongly depend on the characteristics of
data, Tsumoto and Ziarko searched for the hidden factors. For this analysis,
several groupings of attributes are processed into the dataset.

The results obtained from the secondary analysis of processed data show
that both [Gender = male] and [Age > 40] are closely related with chronic
diseases, which is a risk factor of bacterial meningitis. The first attribute-value
pair, [Gender = male] is supported by 70 cases in total 198 records: 48 cases
are bacterial meningitis, all of which suffered from chronic diseases (25 cases:
diabetes mellitus, 17 cases: liver cirrhosis and 6 cases: chronic sinusitis.) On the
other hand, [Age > 40] is supported by 121 cases: 59 cases are bacterial meningi-
tis, 45 cases of which suffered from chronic diseases (25 cases: diabetes mellitus,
17 cases: liver cirrhosis and 3 cases: chronic sinusitis.) Domain explanation was
given as follows: chronic diseases, especially diabetes mellitus and liver cirrho-
sis degrade the host-defence to microorganisms as immunological deficiency and
chronic sinusitis influences the membrane of brain through the cranial bone.
Epidemiological studies show that women before 50 having mensturation suffer
from such chronic diseases less than men.

This example illustrates that deep interpretation based on data and domain
knowledge is very important for discovery of new knowledge. Especially, the
above example shows the importance of similarities between rules. When one
rule ri has reasonable features and the other rule rj with high similarity to
ri includes unexpected factors, the relations between these rules will become a
trigger to the discovery of knowledge.

In this paper, we propose a visualization approach to show the similarity
relations between rules based on multidimensional scaling, which assign a two-
dimensional cartesian coordinate to each data point from the information about
similiaries between this data and others data. We evaluated this method on three
medical data sets. Experimental results show that several knowledge useful for
domain experts could be found.

2 Similarity of Rules

Let sim(a, b) denote a similarity between objects a and b. Formally, similarity
relation should hold the following relations:

1. An object a is similar to oneself: sim(a, a).
2. If sim(a, b), then sim(b, a). (Symmetry)

It is notable that the second property is the principal axiom for the similarity
measure. In this section, we define three types of similarity measures for rules
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which hold the above relations. As shown in the subsection 1, rules are com-
posed of (1) relation between attribute-value pairs (proposition) and (2) values
of probabilistic indices (and its supporting sets). Let us call the former compo-
nent a syntactic part and the latter one a semantic part. Two similarities are
based on the characteristics of these parts.

2.1 Syntactic Similarity

Syntatic similarity is defined as the similarity between conditional parts of the
same target concept. In the example shown in Section 1, the following two rules
have similar conditional parts:

R2. [Age > 40] & [WBC > 8000] => Bacterial meningitis
(Accuracy: 0.80, Coverage: 0.58)

R3. [WBC > 8000] & [Gender=Male] => Bacterial menigits
(Accuracy: 0.78, Coverage: 0.58)

The difference between these two rules are [Age > 40] and [Gender = Male].
To measure the similarity between these two rules, we can apply several indices
of two-way contigency tables. Table 1 gives a contingency table for two rules,

Table 1. Contingency Table for Similarity

Rulej

Observed Not Observed Total
Observed a b a + b

Rulei

Not
Observed c d c + d

Total a + c b + d a + b
+c + d

Rulei and Rulej . The first cell a (the intersection of the first row and column)
shows the number of matched attribute-value pairs.

2.2 Similarities

From this table, several kinds of similarity measures can be defined [3, 4]. The
best similarity measures in the statistical literature are seven measures shown
in Table 2. It is notable that these indices satisfies the property on symmetry
shown in the beginning of this section.

2.3 Semantic Similarity: Covering

The other similarity which can be defined from the definition of the rule is based
on the meaning of the relations between formulas fi and fj from the viewpoint
of set-theoretical point of view. Let us assume that we have two rules:
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Table 2. Definition of Similarity Measures

(1) Matching Number a
(2) Jaccard’s coefficient a/(a + b + c)
(3) χ2-statistic N(ad− bc)2/M
(4) point correlation coefficient (ad− bc)/

√
M

(5) Kulczynski 1
2 ( a

a+b
+ a

a+c
)

(6) Ochiai a√
(a+b)(a+c)

=
√

αR(D)κR(D)
(7) Simpson a

min{(a+b),(a+c)}
= min(αR(D), κR(D))

N = a + b + c + d, M = (a + b)(b + c)(c + d)(d + a)

fi → D (αfi
(D), κfi

(D))
fj → D (αfj

(D), κfj
(D))

As shown in the last subsection, syntactic similarity is defined as sim(fi, fj)
from the viewpoint of syntactic representations. Since fi and fj have meanings
(supporting sets), fiA and fjA, respectively, where A denotes the given attribute
space. Then, we can define sim(fiA, fjA) by using a contingency table: Table 1
in the same way.

2.4 From Assymmetric Indices to Symmetric Ones

Since a similarity measure between two rules is symmetric, it may not capture
assymetrical information between two rules. To extract simmilarities and dis-
similarities information, we defined the following two measures:

average(R,D) =
1
2
(

a

a+ b
+

a

a+ c
), and

difference(R,D) =
1
2
| a

a+ b
− a

a+ c
|

where the difference is equivalent to the dissimilarity. It is notable that the
difference has a meaning if a �= 0. If a = 0, the difference will be maximum. We
assume that difference(R,D) is equal to 1.0 if the intersection a is equal to 0.

3 Multidimensional Scaling

3.1 Problems with Clustering

After calculating the similarity relations among rules and deriving similarity
matrix, patterns with respect to similarities will be investigated. Usually, data
miners apply clustering methods to the similarity matrix obtained from given
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datasets [3]. However, clustering have several problems: most of clustering meth-
ods, hierarchical or nearnest neighbor based methods, forces grouping given ex-
amples, attributes or classes into one or several classses, with one dimension. This
limitation is already given as a formal form of similarity function, sim(a, b). As
a mapping, similarity function is given as O×O → R, where O and R denote a
set of objects and real number, respectively.

Since each object may have many properties, one dimensional analysis may
not be sufficient for detecting the similarity between two objects. In these cases,
the increase of the dimensionality gives a wider scope for reasoning about similar-
ities. Multidimensional scaling (MDS) is one solution for dimensionality, which
uses two-dimensional plane to visualize the similarity relations between objects.

3.2 How MDS Works

Metric MDS. The most important function of MDS is to recover cartesian
coordinates (usually, two-dimensional) from a given similarity matrix. For re-
covery, we assume that a similarity is given as an inner product of two vectors
for objects. Although we need three points to recover coordinates, but one point
is fixed as the origin of the plane.

Let us assume that the coordinates of two objects xi and xj are given as:
(xi1, xi2, · · · , xip) and (xj1, xj2, · · · , xjp), where p is the number of dimension
of the space. Let k denote the origin of the space (0, 0, · · · , 0). Then, here, we
assume that the distance betweeen xi and xj dij is given as the formula of dis-
tance, such as Eucledian, Minkowski, and so on. MDS based on this assumption
is called metric MDS. Then, the similarity between i and j sij is given as:

sij = dikdjk cos θ =
p∑

m=1

ximxjm

From the triangle ijk, the following formula holds:

d2
ij = d2

ik + d2
jk − 2dikdjk cos θ.

Therefore, similarity should hold the following formula.

sij =
d2

ik + d2
jk − d2

ij

2

Since sij is given as
∑p

m=1 ximxjm, the similarity matrix for sij is given as:

Z = XXT,

where XT denotes the transposition matrix of X. To obtain X, we consider the
minimization of an objective function Q defined as:

Q =
∑

i

∑
j

(
zij −

p∑
m=1

ximxjm

)2

.
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For this purpose, we apply EckartandY oung decomposition [5] in the following
way. first, we calculate eigenvalues, denoted by λ1,· · · , λp, and eigenvectors of Z,
denoted by v1, · · · , vp. Then by using a diagnoal matrix of eigenvalues, denoted
by Λ and a matrix with eigenvectors, denoted by Y, we obtain the following
formula:

X = YΛYT,

where

Λ =

⎛⎜⎜⎜⎜⎝
λ1 0 . . . . . . . . . . 0
0 λ2 0 . . . . . . 0
. . . . . λi . . . . . . . .
0 0 . . . λp−1 0
0 0 . . . 0 λp

⎞⎟⎟⎟⎟⎠ and Y =
(
v1,v2, · · · ,vp) .

From this decomposition, we obtain X as X = YΛ1/2.

Nonmetric MDS. The above metric MDS can be applied to the case only
when the difference between similarities has the meaning. In other words, the
similarity index holds the property of interval calculus (interval scale). If the
similarity index holds the property of order, we should not apply the above
calculus to the similarity matrix, but we should apply nonmetric MDS method.
Here, we will introduce Kruskal method, which is one of the most well-known
nonmetric MDS method [6].

First, we calculate given similarities sij into distance data d∗
ij (dissimilarity).

Next, we estimate the coordinates of xi and xj from the minimization of Stress
function, defined as:

S =

√∑∑
i<j(dij − d∗

ji)2∑∑
d2

ij

,

where the distance dij is defined as a Minkowski distance:

dij =

(
P∑

m=1

|xim − xjm|t
)1/t

,

where t denotes the Minkowski constant. For the minimization of S, optimization
methods, such as gradient method are applied and the dimensionality and t will
be estimated. Since the similarity measures given above do not hold the property
of distance (triangular inequality), we adopt nonmetric MDS method to visualize
similarity relations.

3.3 Process for Visualization

Process for Visualization is given as follows:

1. Induce rules with accuracy and coverage from a given dataset.
2. Construct a Synctactic similarity matrix for rules for a target concept.
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3. Construct a Dependency Matrix for rules for a target concept.
4. Construct Average and Difference matrices from a Dependence matrix.
5. Apply nonmetric MDS methods to Synctactic matrix.
6. Apply nonmetric MDS methods to Average and Difference matrices.

Average and Difference matrix is calculated as follows. LetMdep(D),Mavg(D)
and Mdiff (D) denote a dependency, average, difference matrix for a target con-
cept D, respectively. From the definition of average and difference measure shown
in 2.4, Mavg(D) and Mdiff (D) are obtained as:

Mavg(D) =
1
2
(Mdep(D) +MT

dep(D)), (1)

Mdiff (D) =
1
2
|Mdep(D)−MT

dep(D)|, (2)

where MT
dep(D) denotes the transposition of Mdep(D).

4 Experimental Results

We applied the combination of rule induction and nonmetric MDS to a medical
dataset on differential diagnosis of headache, which has 52119 esamples, 45 classes
and 73 attributes. In these experiments, rule induction based on rough sets [7] is
applied, where δα and δκ were set to 0.75 and 0.5 for rule induction, respectively.
For similarity measures, we adopt Kulczynski’s similarity and calculate similarity
measures from accuracy and coverage of rules obtained from data.

Due to the limitation of space, we focus on the most interesting visualized
patterns for each datasets. First, Figure 1, 2 and 3 show the pattern of synctatic,
average and difference similarity of rules for headache m.c.h., respectively. The
figures suggest two groups of the features of descriptors from average and three
groups from different. While the descriptors in the right upper region in Figure 2
are those which are regularly used for the differential diagnosis of headache, the
left lower group shows the descriptors used for special types of m.c.h., which
we call emotional-evoked m.c.h. and occupational m.c.h.. Thus, these patterns
match with expert’s knowledge.

However, Figure 3 gives a different pattern: two groups are scattered in dif-
ferent ways, which suggests that the left lower group in Figure 2 does not give
overlapped intersections between rules, while the lower upper group has high
overlapped region.

5 Conclusion

In this paper, we propose a visualization approach to show the similar relations
between rules based on multidimensional scaling, which assign a two-dimensional
cartesian coordinate to each data point from the information about similiaries
between this data and others data. As similarity for rules, we define three types
of similarities: syntactic, semantic (covering based) and semantic (indice based).
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Fig. 1. Patterns of Similar Rules for m.c.h. (Synctactic Similarity: Headache)

Fig. 2. Patterns of Similar Rules for m.c.h. (Semantic Similarity(Average): Headache)

Fig. 3. Patterns of Similar Rules for m.c.h. (Semantic Similarity(Difference):
Headache)
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Syntactic similarity shows the difference in attribute-value pairs, semantic sim-
ilarity gives the similarity of rules from the viewpoint of supporting sets. MDS
assigns each rule into the point of two-dimensional plane with distance informa-
tion, which is useful to capture the intuitive dissimilarities between rules. Since
the indices for these measures may not hold the property of distance (transitiv-
ity), we adopt nonmetric MDS, which is based on the stress function.

Finally, we evaluated this method on a medical data set, whose experimental
results show that several knowledge useful for domain experts could be found.
This study is a preliminary study on the visualization of rules’ similarity based
on MDS. Further analysis of this method, such as studies on computational
complexity, scalability will be made and reported in the near future.
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C.so Svizzera 185, 10149 Torino, Italy

Abstract. This paper presents a method for automatically constructing
a sophisticated user/process profile from traces of user/process behav-
ior. User profile is encoded by means of a Hierarchical Hidden Markov
Model (HHMM). The HHMM is a well formalized tool suitable to model
complex patterns in long temporal or spatial sequences. The method de-
scribed here is based on a recent algorithm, which is able to synthesize
the HHMM structure from a set of logs of the user activity. The algorithm
follows a bottom-up strategy, in which elementary facts in the sequences
(motives) are progressively grouped, thus building the abstraction hi-
erarchy of a HHMM, layer after layer. The method is firstly evaluated
on artificial data. Then a user identification task, from real traces, is
considered. A preliminary experimentation with several different users
produced encouraging results.

1 Introduction

Building profiles for processes and for interactive users, is an important task in
intrusion detection. This paper presents the results obtained with a recent in-
duction algorithm algorithm [2], which is based on Hierarchical Hidden Markov
Model [5]. The algorithm discovers typical ”motives” 1 of a process behavior, and
correlates them into a hierarchical model. Motives can be interleaved with pos-
sibly long gaps where no regular behavior is detectable. We assume that motives
could be affected by noise due to non-deterministic causes. Noise is modeled
as insertion, deletion and substitution errors according to a common practice
followed in Pattern Recognition. An approach to deal with such kind of noisy
patterns, which reported impressive records of successes in speech recognition
[10] and DNA analysis [4], is the one based on Hidden Markov Model (HMM)
[11]). However, applying HMM does not reduce to simply running a learning
algorithm but it requires a considerable effort in order to individuate a suitable
structure for the HMM. A formal framework to design and train complex HMMs

1 A motif is a subsequence of consecutive elementary events typical of a process.

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 47–55, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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is represented by the Hierarchical Hidden Markov Model (HHMM) [5]. The prob-
lem of estimating HMM and HHMM parameters has been widely investigated
while little has been done in order to learn their structure. A few proposals can
be found in the literature in order to learn the structure of HMM. A novelty,
in this sense, is represented by a recent paper by Botta et Al. [2], which pro-
poses a method for automatically inferring from sequences, and possibly domain
knowledge, both the structure and the parameters of complex HHMMs.

In this paper, the learning algorithm proposed in [2] is briefly overviewed
and then is experimentally evaluated on three profiling case studies. The first
two cases are built on a suite of artificial traces automatically generated by a set
of given HHMMs. The challenge for the algorithm is to reconstruct the original
model from the traces. It will be shown that the algorithm is able to learn
HHMMs very similar to the original ones, in presence of noise and distractors.

The third case study refers to the problem of constructing a discriminative
model for a user typing on a keyboard [1, 3, 8]. The results reported with a set
of 20 different users are encouraging.

2 The Hierarchical Hidden Markov Model

A Hierarchical Hidden Markov Model is a generalization of the Hidden Markov
Model, which is a stochastic finite state automaton [11] defined by a tuple
〈S,O,A,B, π〉, where:

– S is a set of states, and O is a set of atomic events (observations),
– A is a probability distribution governing the transitions from one state to

another. Specifically, any member ai,j of A defines the probability of the
transition from state si to state sj , given si.

– B is a probability distribution governing the emission of observable events
depending on the state. Specifically, an item bi,j belonging to B defines the
probability of producing event Oj when the automaton is in state si.

– π is a distribution on S defining, for every si ∈ S, the probability that si is
the initial state of the automaton.

A difficulty, related to a HMM defined in this way, is that, when the set of
states S grows large, the number of parameters to estimate (A and B) rapidly
becomes intractable.

A second difficulty is that the probability of a sequence being generated by a
given HMM decreases exponentially with its length. Then, complex and sparse
events become difficult to discover.

The HHMM proposed by Fine, Singer and Tishby [5] is an answer to both
problems. On one hand, the number of parameters to estimate is strongly reduced
by assigning a null probability to many transitions in distributionA, and to many
observations in distribution B. On the other hand, it allows a possibly long chain
of elementary events to be abstracted into a single event, which can be handled
as a single item. This is obtained by exploiting the regular languages property
of being closed under substitution, which allows a large finite state automaton
to be transformed into a hierarchy of simpler ones.
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More specifically, numbering the hierarchy levels with ordinals increasing
from the highest towards the lowest level, observations generated in a state si

k

by a stochastic automaton al level k are sequences generated by an automaton
at level k + 1. Moreover, no direct transition may occur between the states of
different automata in the hierarchy. An example of HHMM is given in Figure 1.
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p a r i s
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0.5
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1.0

1.0

1.0

1.0
1.0

1.0

1.0

Fig. 1. Example of Hierarchical Hidden Markov Model. Circles denotes states with
observable emission, whereas rectangles denote gaps

The advantage of the hierarchical structure, as defined by [5], may help very
much the inference of the entire structure of the automaton by part of an induc-
tion algorithm.

The research efforts about HHMM mostly concentrate on the algorithms for
estimating the probabilities governing the emissions and the transition from state
to state. In the seminal paper by Fine et al. [5], the classical Baum-Welch algo-
rithm is extended to the HHMM. In a more recent work, Murphy and Paskin [9]
derive a linear (approximated) algorithm by mapping a HHMM into a Dynamic
Bayesian Network.

3 Learning Algorithm Overview

The basic algorithm [2] is bottom-up and constructs the HHMM hierarchy start-
ing from the lowest level. The first step consists in searching for possible motives,
i.e., short chains of consecutive symbols that appear frequently in the learning
traces, and building a HMM for each one of them. This step is accomplished
by means of classical methods used in DNA analysis [4, 7]. As, motif models
are constructed independently one from another, it may happen that models for
spurious motives be constructed. At the same time, it may happen that relevant
motives be disregarded just because their frequency is not high enough. Both
kinds of errors will be fixed at a second time. The HMMs learned so far, are
then used as feature constructors. Each HMM is labeled with a different name
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and the original sequences are rewritten into the new alphabet defined by the
set of names given to the models. In other words, every sub-sequence in the
input sequences, which can be attributed to a specific HMM, is replaced by the
corresponding name.

The subsequences between two motives, not attributed to any model, are
considered gaps and will be handled by means of special construct called gap.
We will call sequence abstraction this rewriting process. After this basic cycle has
been completed, an analogous learning procedure is repeated on the abstracted
sequences. Models are now built for sequences of episodes, searching for long
range regularities among co-occurrent motives. In this process, spurious motives
not showing significant regularities can be discarded. The major difference, with
respect to the first learning step, is that the models built from the abstract
sequences, are now observable markov models. This makes the task easier and
decreases the computational complexity. In this step, models (gaps) are built
also for the long intervals falling between consecutive motives.

In principle, the abstraction step could be repeated again on the sequences
obtained from the first abstraction step, building a third level of the hierarchy,
and so on. However, up to now, we considered only problems where two hier-
archical levels are sufficient. After building the HHMM structure in this way, it
can be refined using standard training algorithms like the ones proposed in [5, 9].
However, two other refinement techniques are possible.

The first technique concerns the recovery of motives lost in the primary learn-
ing phase because not having a sufficient statistical evidence. As said above, this
missed information has actually been modeled by gaps. A nice property of the
HHMM is that sub-models in the hierarchy have a loose interaction with one
another, and so their structure can be reshaped without changing the global
structure. Then, the model of a gap can be transformed into the model of a
motif later on, when further data will be available.

The second method consists in repeating the entire learning cycle using as
learning set only the portion of the sequences where the instance of the previ-
ously learned HHMM have been found with sufficient evidence. Repeating the
procedure allows more precise models to be learned for motives, because false
motives will no longer participate to the learning procedure. The details about
the implementation can be found in [2].

4 Evaluation on Artificial Traces

A specific testing procedure has been designed in order to monitor the capability
of the algorithm of discovering ”known patterns” hidden in trace artificially
generated by a handcrafted HHMMs. Random noise and spurious motives have
been added to all sequences filling the gaps between consecutive motives, in order
to make the task more difficult.

Three target HHMMs, each one constructed according to a two level hierarchy
have been used to generate a set of 72 learning tasks (24 for every model). Every
learning task consists of a set of 330 traces. The 90% of the sequences contain an
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instance of a target HHMM that should be discovered by the learning program,
whereas the 10% contain sequences of spurious motives non generated by the
target HHMM. The sequence length ranges from 80 to 120 elementary events.

The structure for the high level of the three models is shown in Figure 2.
Every state at the high level emits a string (motif) generated by an HMM at the
low level, indicated with a capital letter (A,B,C,D,E). A different HMM (F) has
been used to generate spurious motives. The gaps between motives have been
filled with subsequences containing random noise.
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Fig. 2. HHMM used for evaluation on artificial data

The evaluation of the obtained results has been done on the base of the
bayes classification error between two (or more HHMMs). Formally, given two
HHMMs, λ1 and λ2, and the set L of all possible traces, which can be generated
by λ1 or λ2, the Bayes classification error C(λ1, λ2) is defined as:

C(λ1, λ2) =
∑
x∈L

[min(p(λ1|x), p(λ2|x)]p(x) (1)

being p(λ1|x) and p(λ2|x) the probability that, given a trace x, it has been
generated by λ1 or λ2, respectively, and p(x) the a priori probability of x. We
notice that the upper-bound for C(λ1, λ2)is 0.5, when λ1 and λ2 are identical.
In general, for N models, the upper-bound is given by the expression 1− 1/N .

In general, expression (1) cannot be computed because L is too large. There-
fore, we adopted an approximate evaluation made using a subset of L stochas-
tically sampled.

The bayes classification error 1 intervenes in the evaluation procedure in two
different ways. A first way is to measure the quality of the learned models. A
perfect learner should learn a model identical to the one used to generate the
traces. Therefore, a learned model has to be considered as much accurate as
much close to 0.5 the classification error, between it and the original model, is.

The second way is to estimate the difficulty of the learning task. It is rea-
sonable to assume that the difficulty of identifying a model hidden in a set of
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traces grows along with the similarity among the motives belonging to the model
and the spurious motives. Moreover, the difficulty grows also when the motives
belonging to a same model become similar each other, because it becomes more
difficult to discover the correspondence between a motif and the hidden state
it has been emitted from. Therefore, the experimentation has been run using
different versions of models A, B, C, D, E, F with different bayes classification
error among them.

The results obtained under three different conditions of difficulty are sum-
marized in Table 1. The similarity between the six kinds of motives has been
varied from 0.2 to 0.55. For every setting, the experiment has been repeated 8
times for each one of the three models. The reported results are the average over
the 8 runs. In all cases, the bayes classification error has been estimated using
a set of traces obtained by collecting 500 sequences generated from each one of
the models involved in the specific comparison.

Table 1. Bayes classification error between the target model and the learned model,
versus the confusion among the basic motives (reported in the first line)

Motives 0.2 0.4 0.55
Model (a) 0.48 0.46 0.45
Model (b) 0.47 0.42 0.42
Model (c) 0.43 0.42 0.41

It appears that the performances suffer very little from the similarity among
the motif models, and in all cases, the similarity between the original model and
the learned model is very high (C(λ1, λ2), is close to 0.5).

5 Evaluation of the Generalization Capabilities

The second case study has the goal of evaluating the ability of the algorithm
at correctly generalizing the nominal form of motives in presence of noise. The
generalization of the learned HHMM is assessed by considering the maximum
likelihood sequence, it generates. In the best case this should be identical to
the one generated by the original model, used to construct the dataset. For this
group of experiments, HHMMs, which generate sequences of names of towns
in a predefined order, have been used. Such HHMMs also model the presence
of noise in the data, in form of insertion, deletion and substitution errors. The
gaps between the names are filled by symbols randomly chosen in the alphabet
defined by the union of the letters contained in the names. Moreover, random
subsequences, up to 15 characters long, have been added at the beginning and
the end of each sequence. The global length of the sequences ranges from 60
to 120 characters. The difficulty of the task has been controlled by varying the
degree of noise.
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One set of experiments has been designed in this framework. More specifically,
a sequence of problems has been generated varying the number of words (5 ≤
w ≤ 8), the word length (5 ≤ L ≤ 8) and the noise level (N ∈ {0%, 5%, 10%, 15%}.
For every triple < w,L,N >, 10 different datasets has been generated for a total
of 640 learning problems.

Table 2. Performances obtained with town names dataset. The sequence length ranges
from 60 to 140 characters. The CPU time, for solving a problem, ranges from 42 to 83
seconds on a Pentium IV 2.4Ghz

After the first cycle After refinement
Noise Level Noise Level

w L 0% 5% 10 % 15% 0% 5% 10 % 15%
5 5 0.03 0.06 0.06 0.08 0.04 0.04 0.04 0.04
5 6 0.06 0.12 0.12 0.09 0.03 0.03 0.03 0.03
5 7 0.00 0.02 0.03 0.05 0.00 0.00 0.02 0.00
5 8 0.02 0.04 0.02 0.04 0.00 0.00 0.00 0.00
6 5 0.06 0.11 0.04 0.04 0.10 0.06 0.00 0.03
6 6 0.06 0.10 0.06 0.19 0.05 0.00 0.00 0.00
6 7 0.03 0.03 0.02 0.05 0.02 0.00 0.00 0.00
6 8 0.01 0.04 0.05 0.05 0.00 0.00 0.04 0.00
7 5 0.02 0.05 0.11 0.17 0.02 0.05 0.01 0.10
7 6 0.01 0.10 0.05 0.14 0.04 0.02 0.05 0.04
7 7 0.00 0.06 0.02 0.05 0.00 0.00 0.02 0.05
7 8 0.01 0.06 0.09 0.11 0.01 0.00 0.09 0.09
8 5 0.00 0.00 0.01 0.00 0.00 0.00 0.01 0.00
8 6 0.03 0.08 0.10 0.14 0.03 0.06 0.06 0.14
8 7 0.00 0.01 0.01 0.08 0.00 0.00 0.00 0.00
8 8 0.01 0.03 0.08 0.09 0.01 0.00 0.00 0.0

The most important results are summarized in Table 2. The error rate is eval-
uated as the edit distance (i.e. the minimum number of corrections) between the
maximum likelihood sequence (maximum consensus) generated by the Viterbi
algorithm [6] from the original HHMM and the one generated from the learned
HHMM. When, an entire word is missed, the corresponding error is set equal to
the its length. Experiments in table 2, reporting an error rate much higher than
the others, have missed words. In all cases, the learning cycle has been iterated
twice, as explained in Section 3. It appears that the average error rate after one
refinement cycle decreases of about 50% with respect to the first learning step.

From Table 2, it appears that the model extracted from the data without noise
is almost error free. Moreover, the method seems to be little sensitive with respect
to the sequence length while the error rate roughly increases proportionally to
the noise in the original model (the 15% of noise corresponds to an average error
rate of about 19%).
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6 User Identification

The task consists in learning to identify a user from the its typing style on a
keyboard. The basic assumption is that every user has a different way of typing
that becomes particularly evident when he types words which are specifically
important for him, such its name or words referring to his job. Assimilating such
words to motives characteristic of a user, it is possible to learn a discriminating
HHMM on the basis of them.

Two experiments have been done. In the first, a group of 20 users have been
asked to type a sentence of 22 syllables on the same keyboard. A transparent
program recorded, for every typed key, the duration and the delay two consec-
utive strikes creating a trace for every typing session. Each user provided ten
repetitions of the sentence. Then, a dataset of 200 traces has been obtained,
which has been partitioned into a learning set of 140 traces and a testing set of
60 traces. According to a standard procedure in machine learning, 20 HHMMs
have been learned from the learning set. Then, the 20 HHMMs have been used
to classify the traces in the testing set, according to the following standard pro-
cedure. For each HHMM M and for each trace t the forward-backward algorithm
[11] is applied in order to estimate the probability for t of being generated by
M . Then, t is attributed to the HHMM that has shows the highest probability.
If such a HHMM is the model of the the user that has generated t, the classifi-
cation is considered correct. Otherwise it is counted as a misclassification error.
However, it may happen that all HHMMs show a null probability when t does
not belong the language of anyone of them. This is considered a rejection error.
In, the specific case, 76% of the traces have been correctly classified with a very
good margin (a strong difference between the probability assigned by the cor-
rect model and the other ones). An analysis of the misclassified data has shown
that they are by to the presence of serious typing errors (it is quite rare that a
sequence in the dataset does not show any typing correction). As the number of
repetitions for a single user is small, the algorithm was not able to learn also the
error modalities for each one of them.

In the second experiment, a volunteer (not belonging to the group of 20 users
in the first experiment) provided 140 repetitions of the same sentence used in
the first experiment. A set of 100 of them has been used to build a model of
the user. The HHMM learned by the algorithm contained 11 motif models at
the low level corresponding to 11 states at the high level. It has been evaluated
using the remaining 40 traces of the volunteer and the 200 traces used in the
first experiment. The results have been excellent: on the 40 traces belonging to
the volunteer, the log-odds of the probability of the trace assigned by the model
was always very high (from +140 to +190), whereas on the 200 traces of the
other users it was always very low (from -10 to +10).

The experiment shows that, increasing the size of the dataset, the algorithm
has been able to learn a very accurate model.
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7 Conclusions

We have proposed a method for automatically synthesizing complex profiles
based on HHMMs from traces. In preliminary tests on artificial datasets, the
method succeeded in reconstructing non trivial two level HHMMs, whereas the
results obtained on a task of user identification are very encouraging. It is worth
noticing that, in this case, the goal was not to compete with the results obtained
by task specific algorithms[1, 3, 8], but to test how a general purpose algorithm
performed on a non trivial task for which it was not customized. In fact, the
learning algorithm has been simply run on the datasets dedicating few hours to
prepare the experiment. Even if the experimentation is not extensive enough for
a definitive conclusion, the results look interesting. In particular, we consider
very promising the fact that the distance between the models of the different
users is very large.
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Abstract. A contingency table summarizes the conditional frequencies
of two attributes and shows how these two attributes are dependent on
each other with the information on a partition of universe generated by
these attributes. Thus, this table can be viewed as a relation between two
attributes with respect to information granularity. This paper focuses on
statistical independence in a contingency table from the viewpoint of
granular computing, which shows that statistical independence in a con-
tingency table is a special form of linear dependence. The discussions
also show that when a contingency table is viewed as a matrix, its rank
is equal to 1.0. Thus, the degree of independence, rank plays a very im-
portant role in extracting a probabilistic model from a given contingency
table.

1 Introduction

Statistical independence between two attributes is a very important concept in
data mining and statistics. The definition P (A,B) = P (A)P (B) show that the
joint probability of A and B is the product of both probabilities. This gives sev-
eral useful formula, such as P (A|B) = P (A), P (B|A) = P (B). In a data mining
context, these formulae show that these two attributes may not be correlated
with each other. Thus, when A or B is a classification target, the other attribute
may not play an important role in its classification.

Although independence is a very important concept, it has not been fully
and formally investigated as a relation between two attributes.

In this paper, a statistical independence in a contingency table is focused on
from the viewpoint of granular computing.

The first important observation is that a contingency table compares two
attributes with respect to information granularity. It is shown from the definition
that statistifcal independence in a contingency table is a special form of linear
depedence of two attributes. Especially, when the table is viewed as a matrix,
the above discussion shows that the rank of the matrix is equal to 1.0. Also, the
results also show that partial statistical independence can be observed.

The second important observation is that matrix algebra is a key point of
analysis of this table. A contingency table can be viewed as a matrix and several
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operations and ideas of matrix theory are introduced into the analysis of the
contingency table.

The paper is organized as follows: Section 2 discusses the characteristics of
contingency tables. Section 3 shows the conditions on statistical independence
for a 2 × 2 table. Section 4 gives those for a 2 × n table. Section 5 extends
these results into a multi-way contingency table. Section 6 discusses statistical
independence from matrix theory. Finally, Section 7 concludes this paper.

2 Contingency Table from Rough Sets

2.1 Rough Sets Notations

In the subsequent sections, the following notations is adopted, which is intro-
duced in [7]. Let U denote a nonempty, finite set called the universe and A
denote a nonempty, finite set of attributes, i.e., a : U → Va for a ∈ A, where
Va is called the domain of a, respectively. Then, a decision table is defined as
an information system, A = (U,A ∪ {D}), where {D} is a set of given decision
attributes. The atomic formulas over B ⊆ A ∪ {D} and V are expressions of
the form [a = v], called descriptors over B, where a ∈ B and v ∈ Va. The set
F (B, V ) of formulas over B is the least set containing all atomic formulas over
B and closed with respect to disjunction, conjunction and negation. For each
f ∈ F (B, V ), fA denote the meaning of f in A, i.e., the set of all objects in U
with property f , defined inductively as follows.

1. If f is of the form [a = v] then, fA = {s ∈ U |a(s) = v}
2. (f ∧ g)A = fA ∩ gA; (f ∨ g)A = fA ∨ gA; (¬f)A = U − fa

By using this framework, classification accuracy and coverage, or true positive
rate is defined as follows.

Definition 1.
Let R and D denote a formula in F (B, V ) and a set of objects whose decision
attribute is given as �, respectively. Classification accuracy and coverage(true
positive rate) for R→ D is defined as:

αR(D) =
|RA ∩D|
|RA|

(= P (D|R)), and κR(D) =
|RA ∩D|
|D| (= P (R|D)),

where |A| denotes the cardinality of a set A, αR(D) denotes a classification
accuracy of R as to classification of D, and κR(D) denotes a coverage, or a true
positive rate of R to D, respectively.

2.2 Two-Way Contingency Table

From the viewpoint of information systems, a contingency table summarizes the
relation between two attributes with respect to frequencies. This viewpoint has
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already been discussed in [10, 11]. However, this study focuses on more statistical
interpretation of this table.

Definition 2. Let R1 and R2 denote binary attributes in an attribute space A.
A contingency table is a table of a set of the meaning of the following formulas:
|[R1 = 0]A|,|[R1 = 1]A|, |[R2 = 0]A|,|[R1 = 1]A|, |[R1 = 0 ∧ R2 = 0]A|,|[R1 =
0∧R2 = 1]A|, |[R1 = 1∧R2 = 0]A|,|[R1 = 1∧R2 = 1]A|, |[R1 = 0∨R1 = 1]A|(=
|U |). This table is arranged into the form shown in Table 1, where: |[R1 = 0]A| =
x11 + x21 = x·1, |[R1 = 1]A| = x12 + x22 = x·2, |[R2 = 0]A| = x11 + x12 = x1·,
|[R2 = 1]A| = x21 + x22 = x2·, |[R1 = 0 ∧ R2 = 0]A| = x11, |[R1 = 0 ∧
R2 = 1]A| = x21, |[R1 = 1 ∧ R2 = 0]A| = x12, |[R1 = 1 ∧ R2 = 1]A| = x22,
|[R1 = 0 ∨R1 = 1]A| = x·1 + x·2 = x··(= |U |).

Table 1. Two way Contingency Table

R1 = 0 R1 = 1
R2 = 0 x11 x12 x1·
R2 = 1 x21 x22 x2·

x·1 x·2 x··
(= |U | = N)

From this table, accuracy and coverage for [R1 = 0]→ [R2 = 0] are defined as:

α[R1=0]([R2 = 0]) = |[R1 = 0 ∧R2 = 0]A|
|[R1 = 0]A| =

x11

x·1
,

and

κ[R1=0]([R2 = 0]) = |[R1 = 0 ∧R2 = 0]A|
|[R2 = 0]A| =

x11

x1·
.

2.3 Multi-way Contingency Table

Two-way contingency table can be extended into a contingency table for multi-
nominal attributes.

Definition 3. Let R1 and R2 denote multinominal attributes in an attribute
space A which have m and n values. A contingency tables is a table of a set
of the meaning of the following formulas: |[R1 = Aj ]A|, |[R2 = Bi]A|, |[R1 =
Aj∧R2 = Bi]A|, |[R1 = A1∧R1 = A2∧· · ·∧R1 = Am]A|, |[R2 = B1∧R2 = A2∧
· · · ∧R2 = An]A| and |U | (i = 1, 2, 3, · · · , n and j = 1, 2, 3, · · · ,m). This table is
arranged into the form shown in Table 1, where: |[R1 = Aj ]A| =

∑m
i=1 x1i = x·j,

|[R2 = Bi]A| =
∑n

j=1 xji = xi·, |[R1 = Aj ∧ R2 = Bi]A| = xij, |U | = N = x··
(i = 1, 2, 3, · · · , n and j = 1, 2, 3, · · · ,m).
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Table 2. Contingency Table (m× n)

A1 A2 · · · An Sum
B1 x11 x12 · · · x1n x1·
B2 x21 x22 · · · x2n x2·
...

...
...

. . .
...

...
Bm xm1 xm2 · · · xmn xm·
Sum x·1 x·2 · · · x·n x·· = |U | = N

3 Statistical Independence in 2 × 2 Contingency Table

Let us consider a contingency table shown in Table 1. Statistical independence
between R1 and R2 gives:

P ([R1 = 0], [R2 = 0]) = P ([R1 = 0])× P ([R2 = 0])
P ([R1 = 0], [R2 = 1]) = P ([R1 = 0])× P ([R2 = 1])
P ([R1 = 1], [R2 = 0]) = P ([R1 = 1])× P ([R2 = 0])
P ([R1 = 1], [R2 = 1]) = P ([R1 = 1])× P ([R2 = 1])

Since each probability is given as a ratio of each cell to N , the above equations
are calculated as:

x11

N
=
x11 + x12

N
× x11 + x21

N
x12

N
=
x11 + x12

N
× x12 + x22

N
x21

N
=
x21 + x22

N
× x11 + x21

N
x22

N
=
x21 + x22

N
× x12 + x22

N

Since N =
∑

i,j xij , the following formula will be obtained from these four
formulae.

x11x22 = x12x21 or x11x22 − x12x21 = 0

Thus,

Theorem 1. If two attributes in a contingency table shown in Table 1 are sta-
tistical indepedent, the following equation holds:

x11x22 − x12x21 = 0 (1)
��

It is notable that the above equation corresponds to the fact that the deter-
minant of a matrix corresponding to this table is equal to 0. Also, when these
four values are not equal to 0, the equation 1 can be transformed into:

x11

x21
=
x12

x22
.
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Let us assume that the above ratio is equal to C(constant). Then, since x11 =
Cx21 and x12 = Cx22, the following equation is obtained.

x11 + x12

x21 + x22
=
C(x21 + x22)
x21 + x22

= C =
x11

x21
=
x12

x22
. (2)

It is notable that this discussion can be easily extended into a 2xn contingency
table where n > 3. The important equationwill be extended into

x11

x21
=
x12

x22
= · · · = x1n

x2n
=
x11 + x12 + · · ·+ x1n

x21 + x22 + · · ·+ x2n
=

∑n
k=1 x1k∑n
k=1 x2k

(3)

Thus,

Theorem 2. If two attributes in a contingency table (2× k(k = 2, · · · , n)) are
statistical indepedent, the following equations hold:

x11x22 − x12x21 = x12x23 − x13x22 = · · · = x1nx21 − x11xn3 = 0 (4)
��

It is also notable that this equation is the same as the equation on collinearity
of projective geometry [2].

4 Statistical Independence in m × n Contingency Table

Let us consider a m×n contingency table shown in Table 2. Statistical indepen-
dence of R1 and R2 gives the following formulae:

P ([R1 = Ai, R2 = Bj ]) = P ([R1 = Ai])P ([R2 = Bj ])
(i = 1, · · · ,m, j = 1, · · · , n).

According to the definition of the table,

xij

N
=

∑n
k=1 xik

N
×

∑m
l=1 xlj

N
. (5)

Thus, we have obtained:

xij =
∑n

k=1 xik ×
∑m

l=1 xlj

N
. (6)

Thus, for a fixed j,
xiaj

xibj
=

∑n
k=1 xiak∑n
k=1 xibk

In the same way, for a fixed i,

xija

xijb

=
∑m

l=1 xlja∑m
l=1 xljb
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Since this relation will hold for any j, the following equation is obtained:

xia1

xib1
=
xia2

xib2
· · · = xian

xibn
=

∑n
k=1 xiak∑n
k=1 xibk

. (7)

Since the right hand side of the above equation will be constant, thus all the
ratios are constant. Thus,

Theorem 3. If two attributes in a contingency table shown in Table 2 are sta-
tistical indepedent, the following equations hold:

xia1

xib1
=
xia2

xib2
· · · = xian

xibn
= const. (8)

for all rows: ia and ib (ia, ib = 1, 2, · · · ,m).
��

5 Contingency Matrix

The meaning of the above discussions will become much clearer when we view
a contingency table as a matrix.

Definition 4. A corresponding matrix CTa,b
is defined as a matrix the element

of which are equal to the value of the corresponding contingency table Ta,b of two
attributes a and b, except for marginal values.

Definition 5. The rank of a table is defined as the rank of its corresponding
matrix. The maximum value of the rank is equal to the size of (square) matrix,
denoted by r.

The contingency matrix of Table 2(T (R1, R2)) is defined as CTR1,R2
as below:⎛⎜⎜⎜⎝

x11 x12 · · · x1n

x21 x22 · · · x2n

...
...

. . .
...

xm1 xm2 · · · xmn

⎞⎟⎟⎟⎠
5.1 Independence of 2 × 2 Contingency Table

The results in Section 3 corresponds to the degree of independence in matrix
theory. Let us assume that a contingency table is given as Table 1. Then the
corresponding matrix (CTR1,R2

) is given as:(
x11 x12
x21 x22

)
,

Then,

Proposition 1. The determinant of det(CTR1,R2
) is equal to x11x22 − x12x21,
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Proposition 2. The rank will be:

rank =

{
2, if det(CTR1,R2

) �= 0
1, if det(CTR1,R2

) = 0

From Theorem 1,

Theorem 4. If the rank of the corresponding matrix of a 2times2 contingency
table is 1, then two attributes in a given contingency table are statistically inde-
pendent. Thus,

rank =

{
2, dependent

1, statistical independent

This discussion can be extended into 2× n tables.

Theorem 5. If the rank of the corresponding matrix of a 2×n contigency table
is 1, then two attributes in a given contingency table are statistically independent.
Thus,

rank =

{
2, dependent

1, statistical independent

5.2 Independence of 3 × 3 Contingency Table

When the number of rows and columns are larger than 3, then the situation is
a little changed. It is easy to see that the rank for statistical independence of
a m × n contingency table is equal 1.0 as shown in Theorem 3. Also, when the
rank is equal to min(m,n), two attributes are dependent.

Then, what kind of structure will a contingency matrix have when the rank is
larger than 1,0 and smaller than min(m,n)− 1 ? For illustration, let us consider
the following 3times3 contingecy table.

Example. Let us consider the following corresponding matrix:

A =

⎛⎝1 2 3
4 5 6
7 8 9

⎞⎠ .

The determinant of A is:

det(A) = 1× (−1)1+1det

(
5 6
8 9

)
+2× (−1)1+2det

(
4 6
7 9

)
+3× (−1)1+3det

(
4 5
7 8

)
= 1× (−3) + 2× 6 + 3× (−3) = 0
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Thus, the rank of A is smaller than 2. On the other hand, since (123) �= k(456)
and (123) �= k(789), the rank of A is not equal to 1.0 Thus, the rank of A is
equal to 2.0. Actually, one of three rows can be represented by the other two
rows. For example,

(4 5 6) =
1
2
{(1 2 3) + (7 8 9)}.

Therefore, in this case, we can say that two of three pairs of one attribute are
dependent to the other attribute, but one pair is statistically independent of the
other attribute with respect to the linear combination of two pairs. It is easy to
see that this case includes the cases when two pairs are statistically independent
of the other attribute, but the table becomes statistically dependent with the
other attribute.

In other words, the corresponding matrix is a mixure of statistical depen-
dence and independence. We call this case contextual independent. From this
illustration, the following theorem is obtained:

Theorem 6. If the rank of the corresponding matrix of a 3× 3 contigency table
is 1, then two attributes in a given contingency table are statistically independent.
Thus,

rank =

⎧⎪⎨⎪⎩
3, dependent

2, contextual independent

1, statistical independent

It is easy to see that this discussion can be extended into 3 × n contingency
tables.

5.3 Independence of m × n Contingency Table

Finally, the relation between rank and independence in a multi-way contingency
table is obtained from Theorem 3.

Theorem 7. Let the corresponding matrix of a given contingency table be a
m×n matrix. If the rank of the corresponding matrix is 1, then two attributes in
a given contingency table are statistically independent. If the rank of the corre-
sponding matrix is min(m,n) , then two attributes in a given contingency table
are dependent. Otherwise, two attributes are contextual dependent, which means
that several conditional probabilities can be represented by a linear combination
of conditional probabilities. Thus,

rank =

⎧⎪⎨⎪⎩
min(m,n) dependent

2, · · · ,min(m,n)− 1 contextual independent

1 statistical independent
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6 Conclusion

In this paper, a contingency table is interpreted from the viewpoint of gran-
ular computing and statistical independence. From the definition of statistical
independence, statistical independence in a contingency table will holds when
the equations of collinearity(Equation 6) are satisfied. In other words, statisti-
cal independence can be viewed as linear dependence. Then, the correspondence
between contingency table and matrix, gives the theorem where the rank of the
contingency matrix of a given contingency table is equal to 1 if two attributes
are statistical independent. That is, all the rows of contingency table can be
described by one row with the coefficient given by a marginal distribution. If the
rank is maximum, then two attributes are dependent. Otherwise, some proba-
bilistic structure can be found within attribute -value pairs in a given attribute,
which we call contextual independence. Thus, matrix algebra is a key point of
the analysis of a contingency table and the degree of independence, rank plays
a very important role in extracting a probabilistic model.
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Abstract. In this paper we propose an original approach to apply data
mining algorithms, namely decision tree-based methods, taking into ac-
count not only the size of processed databases but also the processing
time. The key idea consists in constructing a decision tree, within the
DBMS, using bitmap indices. Indeed bitmap indices have many useful
properties such as the count and bit-wise operations. We will show that
these operations are efficient to build decision trees. In addition, by us-
ing bitmap indices, we don’t need to access raw data. This implies clear
improvements in terms of processing time.

Keywords: Bitmap indices, databases, data mining, decision trees,
performance.

1 Introduction

Mining large databases efficiently has been the subject of many research studies
during the last years. However, in practice, the long processing time required by
data mining algorithms remains a critical issue. Indeed, traditional data min-
ing algorithms operate on main memory, which limits the size of the processed
databases. There are three approaches to overcome this limit. The first way
consists in preprocessing data by using feature selection [11] or sampling [4, 18]
techniques. The second way is to increase the scalability, by optimising data
accesses [6, 15] or algorithms [1, 7]. The third way consists in integrating data
mining methods within DataBases Management Systems (DBMSs) [5]. Many
integrated approaches have been proposed. They usually use SQL extensions for
developing new operators [8, 12, 16] or new languages [9, 10, 19]. This trend has
been confirmed with the integration of data mining tools in commercial solutions
[13, 17], but these are real ”black boxes” requiring also the use of Application
Programming Interfaces (APIs).

In opposition to these different solutions, recent works have proposed to in-
tegrate decision tree-based methods within DBMSs, using only the tools offered
by these latter. The analogy is made between building successive partitions,
representing different populations, and successive relational views modeling the
decision tree [2]. Building views tend to increase processing time due to multiple
accesses. This can be improved by using a contingency table as proposed in [3].
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Instead of applying data mining algorithms to the training set, we apply them to
the contingency table which is much smaller. In this paper, we propose to improve
processing time by reducing not only the size of the training set, but also the data
accesses. Indeed, our approach is to use bitmap indices to represent the training
set and apply data mining algorithms on these indices to build our decision tree.
The population frequencies of a given node in the decision tree are obtained by
applying counting and low-cost boolean operations on selected bitmap indices.
To run these operations, the DBMS does not need to access raw data. Thus, in
opposition to the integrated approaches proposed in the literature, our approach
presents three advantages: (1) no extension of the SQL language is needed; (2)
no programming through an API is required and (3) no access data sources is
necessary. To validate our approach, we implemented the ID3 (Induction De-
cision Tree) method [14] as a PL/SQL stored procedure, named ID3 Bitmap.
To prove that our implementation of ID3 works properly, we successfully com-
pared the output of our procedure with the output of an existing and validated
data mining in-memory software, Sipina [20]. Moreover, we showed that with
bitmap indices we did not have a size limit when dealing with large databases
as compared to in-memory software, while obtaining linear processing times.

The remainder of this paper is organized as follows. First, we present the
principle of bitmap indices in Section 2. In Section 3, we present our bitmap-
based approach for decision tree-based methods. Section 4 details our imple-
mentation of ID3 method, presents the experimental results and the complexity
study. We finally conclude this paper and provide future research directions in
Section 5.

2 Bitmap Indices

A bitmap index is a data structure used to efficiently access large databases.
Generally, the purpose of an index is to provide pointers to rows in a table
containing given key values. In a common index, this is achieved by storing a
list of rowids for each key corresponding to the rows with that key value. In
a bitmap index, records in a table are assumed to be numbered sequentially
from 1. For each key value, a bitmap (array of bits) is used instead of a list
of rowids. Each bit in the bitmap corresponds to an existing rowid. If the bit
is set to ”1”, it means that the row with the corresponding rowid contains
the key value ; otherwise the bit is set to ”0”. A mapping function converts
the bit position to an actual rowid, so the bitmap index provides the same
functionality as a regular index even though it uses a different representation
internally.

2.1 Example

To illustrate how bitmap indices work, we use the Titanic database as an exam-
ple. Titanic is a table containing 2201 tuples described by four attributes Class,
Age, Gender and Survivor (Table 1). A bitmap index built on the Survivor
attribute is presented in Table 2.
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Table 1. Titanic Database

Class Age Gender Survivor

1st Adult Female Yes
3rd Adult Male Yes
2nd Child Male Yes
3rd Adult Male Yes
1st Adult Female Yes
2nd Adult Male No
1st Adult Male Yes
Crew Adult Female No
Crew Adult Female Yes
2nd Adult Male No
3rd Adult Male No
Crew Adult Male No
... ... ... ...

Table 2. Survivor Bitmap Index

Rowid .. 12 11 10 9 8 7 6 5 4 3 2 1

Survivor No .. 1 1 1 0 1 0 1 0 0 0 0 0
Yes .. 0 0 0 1 0 1 0 1 1 1 1 1

2.2 Properties

Bitmap indices are designed for efficient queries on multiple keys. Hence, queries
are answered using bit-wise operations such as intersection (AND), and union
(OR). Each operation takes two bitmaps of the same size and the operator is
applied on corresponding bits. In the resulting bitmap, every ”1” bit marks the
desired tuple. Thus counting the number of tuples is even faster. For some select
queries ”SELECT COUNT()...WHERE ... AND ...”, those logical operations
could provide answers without returning to data sources. In addition to standard
operations, the SQL engine can use bitmap indices to efficiently perform special
set-based operations using combinations of multiple indices. For example, to find
the total number of ”male survivors”, we can simply perform the logical AND
operation between bitmaps representing Survivor=”Yes” and Gender=”Male”,
then count the number of ”1” (Table 3).

Table 3. Bitmap(Survivor=”Yes”) AND Bitmap(Gender=”Male”)

Rowid .. 12 11 10 9 8 7 6 5 4 3 2 1

Survivor=”Yes” .. 0 0 0 1 0 1 0 1 1 1 1 1
Gender=”Male” .. 1 1 1 0 0 1 1 0 1 1 1 0

AND .. 0 0 0 0 0 1 0 0 1 1 1 0
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3 Bitmap-Based Decision Trees Methods

Induction trees are among the most popular supervised data mining methods
proposed in the literature. They may be viewed as a succession of smaller and
smaller partitions of an initial training set. They take as input a set of objects
(tuples, in the relational databases vocabulary) described by a collection of pre-
dictive attributes. Each object belongs to one of a set of mutually exclusive
classes (attribute to be predicted). Induction tree construction methods apply
successive criteria on the training population to obtain these partitions, wherein
the size of one class is maximized. In the ID3 algorithm, the discriminating
power of an attribute for segmenting a node of the decision tree is expressed by
a variation of entropy and more precisely, its entropy of Shannon.

3.1 Principle

In this paper, we propose to integrate decision tree-based methods within DBMSs.
To achieve this goal, we only use existing structures, namely, bitmap indices, that
we exploit through SQL queries. Bitmap indices improve select queries perfor-
mance by applying count and bit-wise logical operations such as AND. This type
of queries coincides exactly to those we need to build a decision tree and more
precisely to define the nodes’ frequencies. Indeed, as we have shown in Table 3,
to find the total number of the ”male survivors”, SQL engine performs logical
AND and COUNT operations onto bitmap indices and gets the result. In the
case of a decision tree-based method, this query may correspond to a segmenta-
tion step for obtaining the population frequency of the class Survivor=”Yes” in
the node Gender=”Male”.

To show that our approach is efficient and relevant, we introduced the use of
bitmap indices into the ID3 method. This induces changes in the computation
of the information gain for each predictive attribute. Thus, in our approach,
for an initial training set, we create its associated set of bitmap indices for
predictive attributes and the attribute to be predicted. Then, the ID3 algorithm
is applied onto the set of bitmap indices rather than the whole training set. For
the root node of the decision tree, the population frequencies are obtained by
simply counting the total number of ”1” in the bitmaps built on the attribute
to be predicted. For each other node in the decision tree, we generate a new
set of bitmaps, each one corresponding to the class in the node. The bitmap
characterizing each class in the current node is obtained by applying the AND
operation between the bitmap associated to the current node and the bitmaps
corresponding to the successive nodes from the root to the current node. To get
the population frequency of each class in this node, we count the total number of
”1” in the resulting bitmap. Since the information gain is based on population
frequencies, it is also computed with bitmap indices.

3.2 Running Example

To illustrate our approach, let us take the Titanic database as an example
(Table 1). The aim is to predict which classes of the Titanic passengers are
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more likely to survive the wreck. Those passengers are described by different
attributes which are: Class={1st ; 2nd ; 3rd ; Crew}; Age={Adult ; Child}; Gen-
der={Female; Male} and Survivor={No; Yes}.

For each predictive attribute (Gender, Class and Age) and the attribute to be
predicted (Survivor), we create its corresponding bitmap index (Table 4). Thus,
our learning population is precisely composed of these four different bitmap
indices. Hence, we apply the decision tree building method directly on this set
of bitmap indices.

Table 4. Bitmap Indices for Titanic’s Database

Rowid .. 12 11 10 9 8 7 6 5 4 3 2 1

Class Crew .. 1 0 0 1 1 0 0 0 0 0 0 0
1st .. 0 0 0 0 0 1 0 1 0 0 0 1
2nd .. 0 0 1 0 0 0 1 0 0 1 0 0
3rd .. 0 1 0 0 0 0 0 0 1 0 1 0

Age Child .. 0 0 0 0 0 0 0 0 0 1 0 0
Adult .. 1 1 1 1 1 1 1 1 1 0 1 1

Gender Female .. 0 0 0 1 1 0 0 1 0 0 0 1
Male .. 1 1 1 0 0 1 1 0 1 1 1 0

Survivor No .. 1 1 1 0 1 0 1 0 0 0 0 0
Yes .. 0 0 0 1 0 1 0 1 1 1 1 1

To obtain the root node of the decision tree, we have to determine the pop-
ulation frequency of each class. In our running example, these frequencies are
obtained by counting the number of ”1” in the bitmaps associated to Survivor=
”Yes” and Survivor= ”No” respectively (Fig. 1).

Fig. 1. Root node

Then, the variation of entropy indicates that the segmentation attribute is
Gender. The population of the root node is then divided into two sub-nodes
corresponding to the rules Gender= ”Male” and Gender= ”Female” respec-
tively. Each sub-node is composed of two sub-populations, those that survived
and those that did not. To obtain the population frequencies of the node Gen-
der= ”Male” , we apply the logical operation AND firstly between the Gender=
”Male” bitmap and the Survivor= ”Yes” bitmap and secondly between the Gen-
der= ”Male” bitmap and the Survivor= ”No” bitmap. Then we count the total
number of ”1” in the corresponding And bitmap (Table 5). The same process is
performed for the node Gender=”Female” (Fig. 2). This process is repeated for
all the other predictive attributes to obtain the final decision tree.
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Table 5. AND-bitmaps for the node Gender= ”Male”

Rowid .. 12 11 10 9 8 7 6 5 4 3 2 1

Survivor=”Yes” .. 0 0 0 1 0 1 0 1 1 1 1 1
Gender=”Male” .. 1 1 1 0 0 1 1 0 1 1 1 0
AND .. 0 0 0 0 0 1 0 0 1 1 1 0
Survivor=”No” .. 1 1 1 0 1 0 1 0 0 0 0 0
Gender=”Male” .. 1 1 1 0 0 1 1 0 1 1 1 0
AND .. 1 1 1 0 0 0 1 0 0 0 0 0

Fig. 2. Nodes of the first level of the decision tree

4 Validation

4.1 Implementation

We have implemented the ID3 method using bitmap indices as a PL/SQL stored
procedure, namely ID3 Bitmap, under Oracle 9i, which is part of a broader
package named decision tree that is available on-line1. This stored procedure
allows us to create the necessary bitmap indices for a given training set and then
build the decision tree. Since Oracle uses by default B-Tree indices, we forced
it to use bitmap indices. The nodes of the decision tree are built by using an
SQL query that is based on the AND operation applied on its own bitmaps
and its parent bitmaps. Then, the obtained And bitmaps are used to count the
population frequency of each class in the node with simple COUNT queries.
These counts are used to determine the criterion that helps either partitioning
the current node into a set of disjoint sub-partitions based on the values of a
specific attribute or concluding that the node is a leaf, i.e., a terminal node. In
the same way, to compute the information gain for a predictive attribute, our
implementation uses bitmap indices rather than the whole training set.

4.2 Experimental Results

In order to validate our bitmap-based approach and compare its performances to
classical in-memory data mining approaches, we tested it on the Titanic training
set (Table 1). To have a significant database size, we duplicated the records
of Titanic database. Moreover, these tests have been carried out in the same
environment: a PC with 128 MB of RAM and the Personal Oracle DBMS version

1 http://bdd.univ-lyon2.fr/download/decision tree.zip



Bitmap Index-Based Decision Trees 71

Fig. 3. Processing time with respect to database size

9i (Fig. 3). First, we compared the processing times of ID3 Bitmap to those
of a classical in-memory implementation of ID3 available in the Sipina data
mining software [20]. We clearly observe that ID3 Bitmap allowed us mining
large databases without size limit comparing with ID3 Sipina, while obtaining
linear processing times with respect to the database size. For databases over 50
Mo, with the hardware configuration used for the tests, Sipina is unable to build a
decision tree as compared to our method. Secondly, we compared the processing
times of our ID3 Bitmap with the view-based approach ID3 V iew [2]. The
results we obtain clearly underline the gain (40%) induced by ID3 Bitmap,
that has a much lower processing time than ID3 V iew on an average.

4.3 Complexity Study

Our objective is to confirm, from a theoretical point of view, the results obtained
by our approach. For this study we place ourselves in the worst case, i.e. the
indices are too large to be loaded in memory.

Let N be the total number of tuples in the training set, K the number of
attributes, L the average length, in bits, of each attribute and A the average
number of values of each attribute.

First we evaluate the size of training sets. The size of the initial training set
is N ∗ L ∗ K bits. For our bitmap-based approach, this initial training set is
replaced by the set of bitmap indices. Thus K bitmap indices are created with
an average number of A bitmaps for each index. Each bitmap has a size of N
bits. In this case, the size of the training set is N ∗A ∗K bits. As regards to the
size of the training set and thus the loading time, our approach is preferable if
A < L, which corresponds to a majority of cases.

In terms of time spent to data reading, we consider that a bit is read in one
time unit.

The total number of nodes on the ith depth level can be approximated by
Ai−1. Indeed we suppose that the obtained decision tree is complete and bal-
anced. To reach level i+ 1 from an unspecified level i of the tree, each training
set must be read as many times as there are predictive attributes remaining at
this level, i.e. (K − i).

In the classical approach, as the size of the training set is N ∗L ∗K, reading
time for level i (in time units) is (K − i) ∗N ∗L ∗K ∗Ai−1. Hence, to build the
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whole decision tree, in the classical approach, the reading time is :
∑K

i=1(K −
i) ∗N ∗ L ∗K ∗Ai−1.

In our bitmap index-based approach, the index size is approximated by
N ∗ A bits. To reach level i + 1 from an unspecified level i of the tree, for
a given predictive attribute, the number of index to read is i + 1. Thus, at
level i, the reading time is : (i + 1)(K − i)N ∗ Ai. Hence, to build the whole
decision tree with our bitmap index-based approach, the reading time is :∑K

i=1(i+ 1)(K − i)N ∗Ai.
To evaluate the gain in time, we build the following ratio:

R = time with classical approach
time with bitmap index−based approach =

KL
A

∑K

i=1
(K−i)∗Ai∑K

i=1
(K−i)(i+1)∗Ai

.

After computing we obtain : R =
KL
A

∑K

i=1
(K−i)∗Ai∑K

i=1
(K−i)∗Ai+

∑K

i=1
i(K−i)∗Ai

R−1 = A
KL (1 +

∑K

i=1
i(K−i)∗Ai∑K

i=1
(K−i)∗Ai

) = A
KL (1 +G)

As we consider the polynomials of higher degree, G is of complexity K. Thus
R−1 is of complexity A

L . Indeed R−1 = A
KL (1 + K) = A

L (1 + 1
K ) and 1

K is
insignificant. Our approach is interesting if the ratio R−1 is lower than one, that
means if A < L, which corresponds to a majority of the cases.

5 Conclusion and Perspectives

These last years, an important research effort has been made to apply efficiently
data mining methods on large databases. Traditional data mining algorithms op-
erate on main memory, which limits the size of the processed databases. Recently,
a new approach has emerged. It consists in integrating data mining methods
within DBMSs using only the tools offered by these latter. Following the inte-
grated approach, we proposed in this paper an original method for applying deci-
sion trees-based algorithms on large databases. This method uses bitmap indices
which have many useful properties such as the count and the bit-wise operations
that can be used through SQL queries. Our method has two major advantages:
it is not limited by the size of the main memory and it improves processing times
because there is no need to access data sources since our method uses bitmap
indices rather than the whole training set. To validate our approach, we im-
plemented the ID3 method, under the form of a PL/SQL stored procedure into
the Oracle . We showed that our bitmap-based implementation allowed us
mining bigger databases as compared to the in-memory implementations while
obtaining linear processing times with respect to the database size.

There are different perspectives opened by this study. We plan to implement
other data mining methods using bitmap indices. More precisely, extending our
approach to deal with the OR operator in the case for example of the CART
method allowing grouping attribute values into classes. Moreover, we intend

DBMS
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to compare the performances of these implementations to their equivalent in-
memory software on real-life databases.
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Abstract. In this paper, we firstly introduce an approach to the mod-
eling of a domain-specific ontology for use in connection with a given
document collection. Secondly, we present a methodology for deriving
conceptual similarity from the domain-specific ontology. Adopted for
ontology representation is a specific lattice-based concept algebraic lan-
guage by which ontologies are inherently generative. The modeling of a
domain specific ontology is based on a general ontology built upon com-
mon knowledge resources as dictionaries and thesauri. Based on analysis
of concept occurrences in the object document collection the general on-
tology is restricted to a domain specific ontology encompassing concepts
instantiated in the collection. The resulting domain specific ontology
and similarity can be applied for surveying the collection through key
concepts and conceptual relations and provides a means for topic-based
navigation. Finally, a measure of concept similarity is derived from the
domain specific ontology based on occurrences, commonalities, and dis-
tances in the ontology.

1 Introduction

The use of ontologies can contribute significantly to the structure and organiza-
tion of concepts and relations within a knowledge domain.

The introduction of ontologies into tools for information access provides foun-
dation for enhanced, knowledge-based approaches to surveying, indexing and
querying of document collections.

We introduce in this paper the notion of an instantiated ontology, as a subon-
tology derived from a general ontology and restricted by the set of instantiated
concepts in a target document collection. As such, this instantiated ontology
represents a conceptual organization reflecting the document collection, and re-
veals domain knowledge, for instance about the thematic areas of the domain
which in turn facilitates means for a topic-based navigation and visualization of
the structure within the given domain.

The primary focus of this paper concerns the modeling and use of ontologies.
We introduce, in section 2, to a formalism for representation of ontologies. Sec-
tion 3 describes the modeling of general and instantiated ontologies, respectively

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 74–82, 2005.
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and illustrates the use of instantiated ontologies for surveying, visualization of
both a given domain, but also queries or sets of domain concepts. Finally, in
section 4, we derive a measure of conceptual similarity, based on the structure
and relations of the ontology.

Both modeling and use of ontologies relies on the possibility to identify con-
cept occurrences in – or generate conceptual descriptions of – text. To this end
we assume a processing of text by a simplified natural language parser provid-
ing concept occurrences in the text. This parser may be applied for indexing
of documents as well as for interpreting queries. The most simplified principle
used here is basically a nominal phrase bracketing and an extract of nouns and
adjectives that are combined by a “noun chr adjective”-pattern concept ( chr
representing a “characterized by” relation).

Thus, for instance, for the sentence Borges has been widely hailed as the
foremost contemporary Spanish-American writer, the parser may produce the
following:

borges, writer[chr:contemporary,chr:foremost,chr:spanish american]

Concept expressions, that are the key to modelling and use of ontologies,
are explained in more detail below, we refer, however, to [2] for a discussion of
general principles behind parsing for concepts.

2 Representation of Ontologies

The purpose of the ontology is to define and relate concepts that may appear in
the document collection or in queries to this.

We define a generative ontology framework where a basis ontology situates
a set of atomic term concepts A in a concept inclusion lattice. A concept lan-
guage (description language) defines a set of well-formed concepts, including
both atomic and compound term concepts.

The concept language used here, Ontolog[8], defines a set of semantic rela-
tions R that can be used for “attribution” (feature-attachment) of concepts to
form compound concepts. The set of available relations may vary with different
domains and applications. We may choose R = {wrt,chr,cby,tmp, loc, . . .},
for with respect to, characterized by, caused by, temporal, location, respectively.

Expressions in Ontolog are concepts situated in the ontology formed by an
algebraic lattice with concept inclusion (isa) as the ordering relation.

Attribution of concepts – combining atomic concepts into compound concepts
by attaching attributes – can be written as feature structures. Simple attribution
of a concept c1 with relation r and a concept c2 is denoted c1[r : c2].

Given atomic concepts A and relations R, the set of well-formed terms L of
the Ontolog language is defined as follows.

– if x ∈ A then x ∈ L
– if x ∈ L, ri ∈ R and yi ∈ L, i = 1, . . . , n

then x[r1 : y1, . . . , rn : yn] ∈ L
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It appears that compound terms can be built from nesting, for instance,
c1[r1 : c2[r2 : c3]] and from multiple attribution as in c1[r1 : c2, r2 : c3].

The attributes of a term with multiple attributes T = x[r1 : y1, . . . , rn : yn] are
considered as a set, thus we can rewrite T with any permutation of {r1 : y1, . . . ,
rn : yn}.

3 Modeling Ontologies

One objective in the modelling of domain knowledge is for the domain expert or
knowledge engineer to identify significant concepts in the domain.

Ontology modelling in the present context is, compared to other works within
the ontology area, a limited approach. The modelling consists of two parts.
Firstly an inclusion of knowledge from available knowledge sources into a general
ontology and secondly a restriction to a domain-specific part of the general
ontology. The first part involves modeling of concepts in a generative ontology
using different knowledge sources. In the second part a domain-specific ontology
is retrieved as a subontology of the general ontology. The restriction to this
subontology is build based on the set of concepts that appears (is instantiated)
in the document collection and the result is called an instantiated ontology.

3.1 The General Ontology

Sources for knowledge base ontologies may have various forms. Typically a tax-
onomy can be supplemented with for instance word and term lists as well as
dictionaries for definition of vocabularies and for handling of morphology.

We will not go into details on the modeling here but just assume the presence
of a taxonomy in the form of a simple taxonomic concept inclusion relation isakb
over the set of atomic concepts A. isakb and A expresses the domain and world
knowledge provided. isakb is assumed to be explicitly specified – e.g. by domain
experts – and would most typically not be transitively closed.

Based on îsakb, the transitive closure of isakb, we can generalize into a rela-
tion over all well-formed terms of the language L by the following:

– if x îsakb y then x ≤ y
– if x[. . .] ≤ y[. . .] then also

x[. . . , r : z] ≤ y[. . .], and
x[. . . , r : z] ≤ y[. . . , r : z],

– if x ≤ y then also
z[. . . , r : x] ≤ z[. . . , r : y]

where repeated . . . in each case denote zero or more attributes of the form ri : wi.
The general ontology O = (L,≤,R) thus encompasses a set of well-formed

expressions L derived from the concept language with a set of atomic concepts
A, an inclusion relation generalized from an expert provided relation isakb and
a supplementary set of semantic relations R, where for r ∈ R we obviously have
that x[r : y] ≤ x and that x[r : y] is in relation r to y. Observe that L is infinite
and that O thus is generative.
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3.2 The Domain-Specific Ontology

Apart from the general ontology O, the target document collection contributes
to the construction of the domain ontology. We assume a processing of the target
document collection, where an indexing of text in documents, formed by sets of
concepts from L, is attached. In broad terms the domain ontology is a restric-
tion of the general ontology to the concepts appearing in the target document
collection.

More specifically the generative ontology is, by means of concept occurrence
analysis over the document collection, transformed into a domain specific on-
tology restricted to include only the concepts instantiated in the documents
covering that particular domain. We thus introduce the domain specific ontol-
ogy as an “instantiated ontology” of the general ontology with respect to the
target document collection.

The instantiated ontology OÎ appears from the set of all instantiated con-
cepts I, firstly by expanding I to Î – the transitive closure of the set of terms and
subterms of term in I – and secondly by producing the subontology consisting
of Î connected by relations from O between elements of Î.

The subterms of a term c is obtained by the decomposition τ(c). τ(c) is
defined as the set of all subterms of c, which thus includes c and all attributes
of subsuming concepts for c.

t(c) = {x|c ≤ x[. . . , r : y] ∨ c ≤ y[. . . , r : x], x, y ∈ L, r ∈ R}

τ(c) = closure of {c} with respect to t

For a set of terms we define τ(C) =
⋃

cεC τ(c). As an example, we have that

τ(c1[r1 : c2[r2 : c3]]) = {c1[r1 : c2[r2 : c3]], c1[r1 : c2], c1,
c2[r2 : c3], c2, c3}.

Let ω(C) for a set of terms C be the transitive closure of C with respect to ≤.
Then the expansion of the set of instantiated concepts I becomes:

Î = ω(τ(I))

Now, the C-restiction subontology OC = (C,≤,R) with respect to a given set
of concepts C, is the subontology of O over concepts in C connected by ≤ and
R. Thus the instantiated ontology OÎ = (Î ,≤,R) = (ω(τ(I)),≤,R) is the Î-
restiction subontology of O.

Finally we define isa as the transitive reduction of ≤ and consider (Î ,isa,R)
for visualization and as basis for similarity computation below.

3.3 Modeling Domain-Specific Ontologies – An Example

Consider the knowledge base ontology isakb shown in Figure 1a. In this case we
have A = {cat, dog, bird, black, brown, red, animal, color, noise, anything} and
L includes A and any combination of compound terms combining elements of
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CHR CHR CHR
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Fig. 1. a) An example knowledge base ontology isakb b) A simple instantiated ontology
based on figure a and the set of instantiated concepts cat[chr:black], dog[chr:black],
dog[chr:brown], noise[cby:dog[chr:black]]

A with attributes from A by relations from R, due to the generative quality
of the ontology. Now assume a miniature target document collection with the
following instantiated concepts:

I = cat[chr:black], dog[chr:black], dog[chr:brown],
noise[cby:dog[chr:black]]

The decomposition τ(I) includes any subterm of elements from I, while Î =
ω(τ(I)) adds the subsuming {animal, color, anything}:

Î = {cat, dog, black, brown, animal, color, noise, anything,
cat[chr:black], dog[chr:black], dog[chr:brown],
noise[cby:dog], noise[cby:dog[chr:black]]}

where the concepts red and bird from A are omitted because they are not
instantiated.

The resulting instantiated ontology (Î ,≤,R) is transitively reduced into the
domain-specific ontology (Î ,isa,R) as shown in figure 1b.

3.4 Visualization of Instantiated Ontologies

As the instantiated ontology is a restriction of a general ontology with respect
to a set of concepts, it can be used for providing structured descriptions. The
restriction could be with respect to the sets of concepts in a particular target
document collection. But it could also comprise the set of concept of a query,
the set of concept in a complete search result, or any set of concept selected by
the user or the querying system.
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The notion of instantiated ontologies has as such applications with respect
to navigation and surveying of the topics covered by the domain in question,
where the domain could be the instantiated ontology of any of the suggested
restrictions above.

As the concepts instantiated in the document collection expresses a structur-
ing of the information available, we can it to address one of the difficulties users
have to overcome when querying information systems, which concerns the trans-
formation of their information need into the descriptions used by the system.

Consider the following example, where we have a document collection with
the following four instantiated concepts

I = {stockade[chr:old], rampart[chr:old], church[chr:old], palisade}

and a global ontology constructed from version 1.6 of the WordNet lexicon [6],
the Suggested Upper Merged Ontology (SUMO) [7], and the mid-level ontology
(MILO) [7] designed to bridge the high-level ontology SUMO and WordNet.

Fig. 2. A simple instantiated ontology, based on WordNet, SUMO and MILO and the
four concepts stockade[chr:old], rampart[chr:old], church[chr:old], palisade

The instantiated ontology reveals two different aspects covered by the doc-
ument collection, 1) different kinds of fortifications and 2) a place of worship.
On a more general level the instantiated ontology describes buildings and the
abstract notion of something dated back in time.

Another use of instantiated ontologies is for visualizing user queries. When
users pose queries to the system using polysemous concepts, the instantiated
ontology constructed from the query can be used to visualize the different senses
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known to the system. If for example a user poses a query Q = {bank, huge}, then
the system cannot use the concept huge to resolve the context/diambuiguate
bank, since huge can be used in connection with different senses of bank.

One possible way to incorporate the knowledge visualized is to the user to
identify which sense meant, and use the disambiguated concept in the query
evaluation.

4 Deriving Similarity

As touched upon elsewhere in this paper a domain ontology, that reflects a doc-
ument collection, may provide an excellent means to survey and give perspective
to the collection. However as far as access to documents is concerned ontology
reasoning is not the most obvious evaluation strategy and it may well entail scal-
ing problems. Applying measures of similarity derived from the ontology is a way
to replace reasoning with simple computation still influenced by the ontology. A
well-known and straightforward approach to this is the shortest path approach
[5, 9], where closeness between two concepts in the ontology imply high similarity.
A problem with this approach is that multiple connections are ignored.

Consider the following example, where we have three concepts, all of which are
assumed subclasses of pet: dog[chr:grey], cat[chr:grey] and bird[chr:yellow].
If we consider only the isa-edges then there is no difference in similarity between
any pair of them due to the fact that they are all specializations of pet. If we
on the other hand also consider the semantic edges (chr), then we can add the
aspect of shared attribution to the computation of similarity. In our example, we
can, by including the the chr-edges, capture the intuitive difference in similarity
between two grey pets compared to the similarity between a grey and a yellow
pet. This difference would be visualized by the existence of a path, that includes
the shared concept, between the two concepts sharing attribution.

4.1 Shared Nodes Similarity

To differentiate here an option is to consider all paths rather than only the
shortest path. A “shared nodes” approach that reflects multiple paths, but still
avoids the obvious complexity of full computation of all paths is presented in [1].
In this approach the basis for the similarity between two concepts c1 and c2 is
the set of “upwards reachable” concepts (nodes) shared between c1 and c2. This
is, with α(x) = ω(τ(x)), the intersection α(x) ∩ α(y).

Similarity can be defined in various ways, one option being, as described in
[3], a weighted average, where ρ ∈ [0, 1] determines the degree of influence of the
nodes reachable from x respectively y.

sim(x, y) = ρ
|α(x) ∩ α(y)|
|α(x)| + (1− ρ)

|α(x) ∩ α(y)|
|α(y)| (1)

As it appears the upwards expansion α(c) includes not only all subsuming con-
cepts {ci | c ≤ ci} but also concepts that appears as direct or nested attributes
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to c or to any subsuming concept of these attributes. The latter must be included
if we want to cope with multiple connections and want to consider for instance
two concepts more similar if they bear the same color.

4.2 Weighted Shared Nodes Similarity

However, a further refinement seems appropriate here. If we want two con-
cepts to be more similar if they have an immediate subsuming concept (e.g.
cat[chr:black] and cat[chr:brown] due to the subsuming cat) than if they only
share an attribute (e.g. black shared by cat[chr:black] and dog[chr:black] we
must differentiate and cannot just define α(c) as a crisp set. The following is a
generalization to fuzzy set based similarity.

First of all notice that α(c) can be derived as follows. Let the triple (x, y, r)
be the edge of type r from concept x to concept y, E be the set of all edges in
the ontology, and T be the top concept. Then we have:

α(T ) = {T}
α(c) = {c} ∪ (∪(c,ci,r)∈Eα(ci))

A simple modification that generalizes α(c) to a fuzzy set is obtained through
a function weight(r) that attach a weight to each relation type r. With this
function we can generalize to:

α(T )= {1/T}
α(c) = {c} ∪ (∪(c,ci,r)∈Eweight(r) ∗ α(ci))

= {c} ∪ (∪(c,ci,r)∈EΣμ(cij)/cij∈α(ci)weight(r) ∗ μ(cij)/cij)

α(c) is thus the fuzzy set of nodes reachable from the concept c and modified
by weights of relations weight(r). For instance from the instantiated ontology
in figure 1b, assuming relation weights weight(isa) = 1, weight(chr) = 0.5 and
weight(cby) = 0.5, we have:

α(noise[cby:dog
[chr:black]) = 1/noise[cby:dog[chr:black] + 1/noise + 0.5/dog[chr:black] +
0.5/dog + 0.5/animal + 0.25/black + 0.25/color + 1/anything

For concept similarity we can still use the parameterized expression (1) above,
applying minimum for fuzzy intersection and sum for fuzzy cardinality:

α(cat[chr:black]) ∩ α(dog[chr:black]) = 0.5/black + 0.5/color + 1/animal +
1/anything

|α(cat[chr:black]) ∩ α(dog[chr:black])| = 3.0

The similarities between dog[chr:black] and other concepts in the ontology
are, when collected in a fuzzy subset of similar concepts (with similar(x) =
Σsim(x, y)/y) and ρ = 4

5 the following:

similar(dog[chr:black]) = 1.00/dog[chr:black]+0.68/dog+0, 6/cat[chr:black]+
0.6/noise[cby:dog[chr:black]+0, 52/animal+0, 45/black+0, 45/cat+0, 39/color+
0, 36/anything + 0, 34/brown + 0.26/noise
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5 Conclusion

Firstly, we have introduced the notion of a domain-specific ontology as a restric-
tion of a general ontology to the concepts instantiated in a document collection,
and we have demonstrated its applications with respect to navigation and sur-
veying of a target document collection.

Secondly, we have presented a methodology for deriving similarity using the
domain-specific ontology by means of weighted shared nodes. The proposed mea-
sure incorporates multiple aspects when calculating overall similarity between
concepts, but also respects the structure and relations of the ontology.

It should be noted that modelling of similarity functions is far from objective.
It is not possible to define optimal functions, neither in the general nor in the
domain specific case. The best we can do is to specify flexible, parameterized
functions on the basis of obvious ’intrinsic’ properties of intuitive interpretation,
and then to adjust and evaluate these functions on an empirical basis.
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{Xavier.Bonnaire, Marı́a-Cristina.Riff}@inf.utfsm.cl

Abstract. Controlling parameters during execution of parallel evolu-
tionary algorithms is an open research area. Some recent research have
already shown good results applying self-calibrating strategies. The moti-
vation of this work is to improve the search of parallel genetic algorithms
using monitoring techniques. Monitoring results guides the algorithm to
take some actions based on both the search state and the values of its
parameters. In this paper, we propose a parameter control architecture
for parallel evolutionary algorithms, ba sed on self-adaptable monitoring
techniques. Our approach provides an efficient and low cost monitoring
technique to design parameters control strategies. Moreover, it is com-
pletely independant of the implementation of the evolutionary algorithm.

1 Introduction

When we design an evolutionary algorithm to address a specific problem we need
to define a representation, and a set of operators to solve the problem. We also
need to choose parameters values which we expect to give the algorithm the
best performance. This process of finding adequate parameter values is a time-
consuming task and considerable effort has already gone into automating this
process [8]. Researchers have used various methods to find good values for the
parameters, as these can affect the performance of the algorithm in a significant
way. The best known mechanism to do that is tuning parameters on the basis of
experimentation, something like a generate and test procedure. Taking into ac-
count that a run of an evolutionary algorithm is an intrinsically dynamic adaptive
process, we could expect that a dynamic adaptation of the parameters during the
search could help to improve the performance of the algorithm, [4], [15], [17], [7].
The idea of adapting and self-adapting parameters during the run is not new, but
we need to manage a compromise between both the improvement of the search
and the adaptation cost. A number of recent publications have shown that paral-
lel implementation is a promising choice to make evolutionary algorithms faster
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[3], [12]. However, parallel evolutionary algorithms with multiple populations
are difficult to configure because they are controlled by many parameters, more
than a sequential approach, and that’s obviously affects their efficiency and ac-
curacy. A parallel approach includes other kind of parameters like the size of the
populations, the number of the populations, the rate of migration. Researchers
have recently proposed new approaches for self-calibrating parallel evolutionary
algorithm [9], [10], [11], [16]. These strategies are frequently included into the al-
gorithm and they allow to change its parameters values during the execution. The
key idea here is to monitor the search to be able to trigger actions from param-
eters control strategies, in order to improve the performance of the parallel evo-
lutionary algorithms. In this paper, we propose a parameter control architecture
for parallel evolutionary algorithms, based on self-adaptable monitoring tech-
nique. This paper is organized as follows: In the next section we briefly describe
the mechanisms for dynamic parameter control. In section 3 we introduce the
architecture for monitoring. In section 4 we present the performance evaluation
of the architecture. Finally, section 5 presents the conclusions and future work.

2 Dynamic Parameter Control

We can classify the parameter selection process in two different methods: tuning
and parameter control, [6]. Tuning as mentioned above implies a generate and
test procedure, in order to define which are the “best” parameters values for an
evolutionary algorithm. Usually, these parameters values are fixed for all the runs
of the algorithm. We can expect that the “best” parameters values depend on
the step of the algorithm we are. For that reason, the idea to design strategies to
allow the algorithm to change its parameters values during its execution appears
as a promising way to improve the performance of an evolutionary algorithm. In
this context many ideas have been proposed in the research community, between
them we find self-adaptability process where the individuals include information
that can influence the parameters values and their evolution could use some cri-
teria to produce changes, [13], [14], [4]. A recent research [7] defines an algorithm
which is able to adapt its parameters during the execution as a self-calibrating
algorithm. They propose a strategy to change the population size of the genetic
algorithm taking into account the state of the search. The advantage of changing
the parameters values during the execution becames more relevant when we are
tackling NP-complete problems. The frame of this research is parallel evolution-
ary algorithms which could potentially include more parameters than sequencial
ones. For instance, Lis in [9] considers control of one parameter only: mutation
probability. She adapts mutation rates in a parallel GA with a farming model.
At the beginning the master processor creates an initial population and sends
portions of the population to the slave processors. The sub-populations evolve
independently on the slave processors. After a predetermined interval of number
of generations the slave processors send their best individual to the master pro-
cessor. Then the master processor gathers these individuals and sends the best
individual to the slave processors. The mechanism of adaptation is related to

-
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the mutation probability in the slave processors. If the best individual was ob-
tained from a slave processor with a low mutation rate then it implies to reduce
in all slave processors their mutation probabilities, in the same way if it came
from a slave processor with a high mutation rate the slaves mutation probabili-
ties will be increased. Combining forms of control is much more difficult as the
interactions of even static parameter settings for different components of single
evolutionary algorithms are not well understood, as they often depend on the ob-
jective function and representation that are used. Several empirical studies have
been performed to investigate the interactions between various parameters of an
EA, [5]. In [10] Lis & Lis introduced a strategy for self-adapting parallel genetic
algorithm for the dynamic mutation probability, crossover rate and population
size. Their work is a good idea to control various parameters at the same time
for a parallel genetic algorithm. More recently, Tongchim et al, [16] proposed an
adaptive algorithm that can adjust parameters of genetic algorithms according
to the computed performance. This performance is directly related to the fit-
ness of each population. Their parallel genetic algorithm uses a ring architecture
to send and to receive the messages. Each node has two set of parameters, it
chooses the best of them according to the fitness evaluation. The messages from
a node to its neighboor include the best set of its parameter values. Another
research work which proposes an architecture for massive parallelization of com-
pact genetic algorithm is presented in [11]. In their approach the architecture is
controlled by a master process who is charged to receive and to send informa-
tion to the nodes or “workers”. The communication is only between master and
worker, and it only occurs when both have accomplished m iterations, and when
a change of parameter values has been produced in the node.

All of the approaches mentioned above do not include an observation task.
The idea of observation allows to take actions according to the state detected
by the monitoring technique. For instance, in a traditional genetic algorithm
context, when we detect that after a number of generations the algorithm is
not able to converge and it is doing too much exploration, a natural action
could be either to increase the crossover probability or to reduce the mutation
probability. We can think about more sophisticated actions, such reducing the
number of individuals of the population, migrating a set of individuals from
a node which has the best fitness value to another one, or also mixed actions
triggered by the observation of a set of conditions. We introduce in this paper
an architecture which is able to implement efficient parameter control strategies
using the idea of monitoring the evolution, and take some actions during the
execution in order to accelerate the convergence process.

3 The Architecture Proposed

We suppose in this paper that a Parallel Genetic Algorithm (PGA) is a set
of workers processes running on one or more nodes of a cluster or a grid, and
a set of one or more controllers that implement control parameters strategies.
Figure 1 shows our Dynamic Parameters Control Architecture (DPCA). Several
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Fig. 1. Architecture DPCA

workers can be on the same node as well as several controllers. The key idea in
our proposition is that the controllers are able to detect some special conditions
about the workers, and then can trigger actions to modify one or more param-
eters of the worker (operator probability, population size, migration frequency,
etc...). A Worker condition can be a variable condition like the fitness value (the
fitness has not changed since the last n generations), or the population state
(the population became uniform or to sparced), etc... The action triggered by
a controller depends on the control strategy that has been implemented by the
GA designer. Next section will show that controllers strategies can be dynam-
ically modified during the GA execution. To detect a special condition on a
worker, DPCA uses self adaptable probes to monitor the workers state [1], [2].
Monitoring can brings significant overhead when the observation is systematic,
for example if a notification is sent each time a given state changes. Our self
adaptable probes provide a way for the workers to hardly reduce this overhead
by sending a notifications only when it is strictly necessary. To do this, a self
adaptable probe is composed of one or more monitoring conditions. For example,
we can implement a monitoring condition on the fitness value. The probe noti-
fication is an event based mechanism. When a least one monitoring condition is
satisfied in a probe, the probe sends a notification about the associated resource.
A controller that receives the notification can then trigger a corresponding ac-
tion, according to a control parameter strategy. A typical GA worker structure
(written in pseudo C language) in DPCA is shown in figure 2. The Monitoring()
function in DPCA has the code shown in figure 3.

The Notify() primitive sends a message on the network to inform the con-
trollers that a particular condition has been satisfied on a worker. A controller
can then take an action according to its parameter control strategy. The Re-
ceiveActions() is a non blocking primitive that checks if some actions have been
received from a controller. If the ActionSet is not empty, the ExecuteActions()
primitive executes all the requested actions atomically (that is during the ac-
tual generation). All possible actions on the worker parameters must be initially
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Begin /* Main Loop */
while (gen < maxgen )

ActionSet = ReceiveActions()
ExecuteActions(ActionSet)
SelectIndividuals( population )
Transform( ind )
fitness = EvaluatePopulation( population )
Monitoring()
gen = gen + 1

endwhile
End /* Main Loop */

Fig. 2. GA worker structure

Monitoring()
Begin
for condition in ConditionSet

if ( condition() == true )
then

Notify( condition )
return;

endif
endfor
End

Fig. 3. Monitoring Function in DPCA

present into the worker. That is all the primitives required to change the param-
eters must be implemented. From the controllers and the workers point of view,
all actions have an identification number (an integer). The correspondence be-
tween the identifier and the action itself is a convention between the controllers
and the workers. The workers then binds this identifier with their corresponding
internal primitive. For example, action25 is known by both workers and con-
trollers to be “Modify the population size”. On the worker side, identifier 25
will be binded to the ModifyPopulationSize() primitive. On the controller side,
the parameter control strategy, must decide which actions should be taken when
monitoring conditions occur, in which order, etc...It is illustrated in figure 4.

A condition that checks every 100 generations if the fitness value has at least
decreased 0.5 since the last notification can be the code shown in figure 5.

The controller can pass arguments to the worker when it triggers the action.
The number of arguments depends on the action. A worker can have as many
actions as necessary. An action can also modify more than one parameter at
the same time, it is just a matter of convention between the controller and the
worker.A typical action to change the population size parameter on the worker
side can be the code shown in figure 6.
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Fig. 4. Worker Controler Interactions

Boolean Condition1()
Begin
if ( gen modulo 100 �= 0 ) return false
if Δ(lastfitness, fitness) >= 0.5 return true
else return false
End

Fig. 5. Example of a Boolean Condition

ModifyPopulationSize( newsize )
Begin
ResizePopulation( population, newsize );
popsize = newsize;
End

Fig. 6. Example of a tipycal action

3.1 DPCA Communication System

DPCA uses a multicast model where messages are signed with a message pro-
tocol, a message type, a message sub-type, and a message context. Each message
also contains a data part. The protocol, type, and sub-type are integer fields.
The context field is a string. The communication system is based on the Pub-
lish/Subscribe paradigm. The controllers subscribe to messages send by the
workers, and the workers subscribe to message send by the controllers. The sub-
scription uses the message signature. If we suppose that the protocol for DPCA
is 1. Workers and Controllers can agree than a worker monitoring notification
for the fitness value (condition 1) will be as follow:
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Protocol 1 DPCA protocol (convention)
Type NOTIFICATION Monitoring notification
Sub-Type 1 fitness condition 1
Context “nodeid:workerid” Worker identifier
Data “fitnessvalue” The actual fitness value

To be able to receive this message, the controller must subscribe to the fol-
lowing message signature: <1, NOTIFICATION, 1,“nodeid:workerid”>. Note
that all fields of a subscription can accept wildcard values (-1 for integer, “*”
for strings) to simplify the subscription, and also to be unaware of the number
of workers for example.

On the other side, if the controller wants to react to this monitoring noti-
fication, and according to its current parameter control strategy it requires to
change the population size (action 25), it will send to the worker the following
message:

Protocol 1 DCPA protocol
Type REQUEST Action request
Sub-Type 25 Action 25 requested
Context “nodeid:workerid” Worker identifier
Data “newpopsize” Argument

This will required from the worker to be subscribed to the following signature:
<1, REQUEST, 25, “nodeid:workerid”>.

Note that, as the ReceiveActions() primitive is a non blocking one, a con-
troller reaction to a notification can be taken into account by the worker after
executing a few more generations. It depends on the network load, the controller
reaction speed, etc... This is a normal behavior if we want to build a reactive
architecture where the workers won’t block waiting for some controller requests.

Because the DPCA communication model is based on a publish/subscribe
technique, the message exchange between workers and controllers is location
independent. Workers and Controllers can be on any nodes of the cluster or the
grid. The subscription mechanism also supports to dynamically add new workers
or new controllers during the execution. It also provides an easy way to build
different logical organization of the workers and controllers:

– All workers are managed by only one controller. That is, this controller could
implement a unique control parameter strategy.

– Each worker has its own controller, with a dedicated strategy.
– Several controllers can control the parameters of a given worker. For example,

a controller can only react to a given monitoring condition.
– A set of workers is managed by a set of controllers.

It is also possible for a controller to unsubscribe to all monitoring notification
and terminate independently of the workers execution. It is thus easy to stop a
controller, and to start a new one with another parameter control strategy. It is
then possible to test the efficiency of a strategy for a given algorithm or problem
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that is been solved, without having to restart the whole computation.
Additionally, all workers have the following three special actions:

– Action 1: Allows a controller to delete a monitoring condition into a given
worker: < 1, REQUEST, 1, “nodeid:workerid”, “condition id”>.

– Action 2: Allows a controller to add a new monitoring condition into a given
worker: <1, REQUEST, 2, “nodeid:workerid”, “condition id:path to new
code”>, the last argument gives the path in the filesystem where to find
the object code file corresponding to the new condition. The new condition
code is dynamically loaded and linked into the worker.

– Action 3: Allows, in the same way as Action 2, a controller to modifify
an existing monitoring condition into a given worker: <1, REQUEST, 3,
“nodeid:workerid”, “condition id:path to new code”> Note that the use of
wildcards in the context field allows a controller to address the whole set of
workers.

Therefore, a controller can also include in its parameter control strategy,
a way to refine the monitoring conditions of a given worker or of all workers.
Refining monitoring conditions can be very useful in the case of self adaptating
GAs that change themselves their parameters. It could become necessary for a
controller to start to receive monitoring information about the use of a given
operator that was not of interest before.

4 Evaluation of the Performance

DPCA has shown good performance in term of overhead introduced to the mon-
itored processes. The minimum additional time required for the process execu-
tion is about 2.5% of the initial execution time. This includes the monitoring
code, and the network accesses. The maximum overhead that has been observed,
with systematic monitoring of a ressource, is about 20% of additional time to
execution the process. A reasonable overhead, that is when using reasonable
monitoring conditions should not exceed 5% of additional execution time.

5 Conclusions

The monitoring architecture that we proposed in this paper can significantly
contribute to design efficient parallel evolutionary algorithms. It allows to take
advantage of the power of cluster computing, providing a low cost observation
system needed to build a dynamic parameter control system. The self-adaptables
probes used to handle the parameter variations significantly reduce the overhead
of the monitoring while offering a good observation technique. Our architecture
allows to easily design different parameter control strategies through the con-
trollers and can dynamically handle news strategies. DPCA allows to manages
multiple parameter control strategies with different controllers. Each controller
can adapt the monitoring associated to the workers it manages by dynamically
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adding, changing or deleting monitoring conditions. Moreover, testing new con-
trol parameters strategies can be done without restarting the whole computing
process. One of the best promising research area is to use similar techniques than
those that are used for the dynamic change of monitoring condition to be able
to modify the GA itself during its execution. This kind of modification of the
execution code could allows to insert new operators in the GA or also to modify
the way it handles the population.
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Abstract. Recently, there are many researchers to design Bayesian network 
structures using evolutionary algorithms but most of them use the only one fit-
test solution in the last generation. Because it is difficult to integrate the impor-
tant factors into a single evaluation function, the best solution is often biased 
and less adaptive. In this paper, we present a method of generating diverse 
Bayesian network structures through fitness sharing and combining them by 
Bayesian method for adaptive inference. In the experiments with Asia network, 
the proposed method provides with better robustness for handling uncertainty 
owing to the complicated redundancy with speciated evolution.  

1   Introduction 

One commonly used approach to deal with uncertainty is a Bayesian network (BN) 
which represents joint probability distributions of domain. It has already been recog-
nized that the BN is quite easy to incorporate expert knowledge. BN and associated 
schemes constitute a probabilistic framework for reasoning under uncertainty that in 
recent years has gained popularity in the community of artificial intelligence. From an 
informal perspective, BN is directed acyclic graph (DAG), where the nodes are random 
variables and the arcs specify the dependency between these variables. It is difficult to 
search for the BN that best reflects the dependency in a database of cases because of the 
large number of possible DAG structures, given even a small number of nodes to con-
nect. Recently, there are many researchers to design BN structures using evolutionary 
algorithms but most of them use the only one fittest solution in the last generation [1].  

The main problem with standard evolutionary algorithms appears that they eventu-
ally converge to an optimum and thereby loose their diversity necessary for efficiently 
exploring the search space and its ability to adapt to a change in the environment 
when a change occurs. In this paper, we present a method of generating diverse evolu-
tionary Bayesian networks through fitness sharing and combining them by Bayes rule. 
It is promising to use multiple solutions which have different characteristics because 
they can deal with uncertainty by complementing each other for better robustness. 
Several works are concerned with machine learning based on evolutionary computa-
tion (EC) and combining the solutions found in the last population [2, 3, 4]. Fig. 1 
shows the basic idea of the proposed method. To show the usefulness of the method, 
we conduct experiments with a benchmark problem of ASIA network.   
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Fig. 1. The proposed ensemble model of speciated Bayesian networks 

2   Evolutionary Bayesian Networks 

As indicated by [5], evolutionary algorithm is suitable for dynamic and stochastic 
optimization problems but there are a few works to deal with the issue using evolu-
tionary Bayesian network. One important approach to learning Bayesian networks 
from data uses a scoring metric to evaluate the fitness of any given candidate network 
for the database, and applies a search procedure to explore the set of candidate net-
works [6]. Because learning Bayesian networks is, in general, an NP-hard problem 
and exact methods become infeasible, recently some researchers present a method for 
solving this problem of the structure learning of Bayesian network from a database of 
cases based on evolutionary algorithms [7].  

 Larranaga et al. carry out performance analysis on the control parameters of the 
genetic algorithms (population size, local optimizer, reproduction mechanism, prob-
ability of crossover, and mutation rate) using simulations of the ASIA and ALARM 
networks [1]. Also, they propose searching for the best ordering of the domain vari-
ables using genetic algorithms [8]. Wong et al. have developed a new approach 
(MDLEP) to learn Bayesian network structures based on the Minimum Description 
Length (MDL) principle and evolutionary programming (EP) [9]. Wong et al. propose 
a novel data mining algorithm that employs cooperative co-evolution and a hybrid 
approach to discover Bayesian networks from data [10]. They divide the network 
learning problem of n  variables into n  sub-problems and use genetic algorithms for 
solving the sub-problems.  

3   Speciated Evolutionary Bayesian Network Ensemble 

The system sets each BN with random initial structures. The fitness of Bayesian net-
work for training data is calculated using general Dirichlet prior score metric (DPSM). 
Yang reports that DPSM performs better than other scoring metrics [11]. Fitness shar-
ing using MDL difference measure which needs only small computational cost re-
scales the original fitness for diversity. Once the fitness is calculated, genetic algo-
rithm selects the best 80% individuals to apply genetic operators. The genetic opera-
tors, crossover and mutation, are applied to those selected individuals. After applying 
genetic operations, the new set of individuals forms a new population. It finishes 
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when stop criterion is satisfied. Using clustering, representative individuals are se-
lected and combined with Bayesian scheme. 

3.1   Representation 

In evolutionary algorithm, it is very important to determine the representation of an 
individual. There are several methods to encode a Bayesian network such as connec-
tion matrix and variable ordering list. Although connection matrix representation is 
simple and genetic operators can be easily implemented, additional “repair” operation 
is needed. In the structure learning of Bayesian network an ordering between nodes of 
the structure is often assumed, in order to reduce the search space. In variable order-
ing list, a Bayesian network structure can be represented by a list L  with length ,n  
where its elements jl  verify 

),(  , then )( if VllijlPal ijij ∈<∈  

Although variable ordering list can reduce search space, it has a shortcoming that only 
one Bayesian network structure can be constructed from one ordering.  
   In this paper, we devise a new chromosome representation which combines both of 
them. It does not need a “repair operator” but also provides enough representation 
power for searching diverse Bayesian network structures. In this representation, a 
Bayesian network structure can be represented by a variable ordering list L  with 
length ,n  and nn×  connectivity matrix C. The definition of L  is the same as the 
above formula but an element of matrix C is used for representing an existence of arcs 
between variables.  

>
=

otherwise.0

,)(  xand between x arcan  is  thereif1 ji
c ji

ij  

Lower left triangle describes the connection link information. 

3.2   Genetic Operators 

The crossover operator exchanges the structures of two Bayesian networks in the 
population. Since finding an optimal ordering of variables resembles the traveling 
salesman problem (TSP), Larranaga et al. use genetic operators that were developed 
for the TSP problem [8]. In their work, cycle crossover (CX) operator gives the best 
results and needs a small population size to give good results while other crossover 
operators require larger population sizes. CX operator attempts to create an offspring 
from the parents where every position is occupied by a corresponding element from 
one of the parents. The nn×  connection matrix can be represented as a string with 
length ,2Cn  because only lower left triangle area in the matrix describes useful in-

formation. Two connection matrix represented as a string can be exchanged by using 
1-point crossover.  

The displacement mutation operator (DM) is used for mutation of variable order. 
The combination of cycle crossover and the mutation operator shows better results in 
extensive tests [8]. The operator selects a substring at random. This substring is re-
moved from the string and inserted in a random place. Mutation operator for the con-
nection matrix performs one of the two operations: addition of a new connection and 
deletion of an existing connection. If the connection link does not exist and the con-
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nection entry of the BN matrix is ‘0’, a new connection link is created. If the connec-
tion link already exists, it removes the connection link.  

3.3   Fitness Evaluation 

In order to induce a Bayesian network from data, researchers proposed a variety of 
score metrics based on different assumptions. Yang et al. compared the performance 
of five score metrics: uniform prior score metric (UPSM), conditional uniform prior 
score metric (CUPSM), Dirichlet prior score metric (DPSM), likelihood-equivalence 
Bayesian Dirichlet score metric (BDe), and minimum description length (MDL) [11]. 
They concluded that the tenth-order DPSM is the best score metric. If the Dirichlet 
distribution is assumed, then the score metric can be written as 
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Here, ijkN  denotes the number of cases in the given database D  in which the variable 

ix  takes the kth value ( irk  ,  ,2 ,1= ), and its parent )( ixPa  is instantiated as the jth 

value ( iqk  ,  ,2 ,1= ), and .
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ijkij NN  ijkN ′  is the corresponding Dirichlet distribu-

tion orders and .
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ir
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ijkij NN  As [11], we investigate a special case where the 

Dirichlet orders are set to a constant, say .10=′ijkN  

3.4   Fitness Sharing with MDL Measure 

There are several ways to simulate speciation. In this paper, fitness sharing technique 
is used. Fitness sharing decreases the fitness of individuals in densely populated area 
and shares the fitness with other BN’s. Therefore, it helps genetic algorithm search 
broader solution space and generate more diverse BN’s. With fitness sharing, the 
genetic algorithm finds diverse solution. The population of BN’s is defined as 

}.,,,{ _21 sizepopBBB  

Given that fi is the fitness of an individual iB  and sh(dij) is a sharing function, the 

shared fitness fsi  is computed as follows : 
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The sharing function sh(dij) is computed using the distance value dij which means the 
difference of individuals iB  and jB  as follows:  
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Here, s means the sharing radius. s is set with a half of the mean of distances be-
tween each BN in initial population. If the difference of the individuals is larger than 

s, they do not share the fitness. Only the individuals that have smaller distance value 
than s can share the fitness. Fitness of individuals on the highest peak decreases 
when the individuals in the area are dense.  

Although there is no consensus on the distance measure for the difference of indi-
viduals iB  and ,jB  an easily acceptable measure is structural difference between 

them. Lam defines the structural difference measure in the minimum description 
length principle which is well established in machine learning [12]. To compute the 
description length of the differences we need develop an encoding scheme for repre-
senting these differences. It is clear that the structure of iB  can be recovered from the 

structure of jB  and the following information. 

 A list of the reverse arcs  
 The missing arcs of iB   

 The additional arcs of iB   

Let r, m, and a be, respectively, the number of reverse, missing, and additional arcs in 
,iB  with respect to a network .jB  Since there are )1( −nn  possible directed arcs, we 

need )]1([log2 −nn  bits. The description length iB  given jB  is as follows. 

)]1([log)()|()|( 2 −++== nnamrBBDLBBDL ijji  

Because it is formally defined and has low computational cost, we have adopted the 
measure to calculate the difference between Bayesian networks.  

3.5   Combination of Multiple Bayesian Networks 

Single linkage clustering is used to select representative Bayesian networks from a 
population of the last generation. The number of individuals for the combination is 
automatically determined by the predefined threshold value. Bayesian method takes 
each BN’s significance into accounts by allowing the error possibility of each BN to 
affect the ensemble’s results [13]. 

The number of selected BN’s is K. B= },,,{ 21 KBBB . B denotes the set of the 

BN’s. Q is the target node. M is the number of states of Q that has Mggg ,,, 21  

states. The kth BN produces the probability that Q is in state i using Bayesian infer-
ence, and it is defined as )(kPi . Using training data, )|5.0)(( ii qQkPP =>  is calcu-

lated. Finally, ),,,|( 21 ki BBBqQP = is represented as follows. 

∏
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4   Experimental Results  

The ASIA network, introduced by Lauritzen and Spiegelhalter [14] to illustrate their 
method of propagation of evidence considers a small piece of fictitious qualitative me
dical knowledge. Fig. 2 presents the structure of the ASIA network. The ASIA  
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 is a small Bayesian network that calculates the probability of a patient having 
tuberculosis, lung cancer or bronchitis respectively based on different factors, for exa
mple whether or not the patient has been to Asia recently. 

There are several techniques for simulating BN’s, and we have used probabilistic 
logic sampling, with which we develop a database of 1000 cases. Population size is 
50 and the maximum generation number is 1000. Crossover rate is 0.5, selection rate 
is 0.8 and mutation rate is 0.01.  

Visit to Asia?

Tuberculousis? Lung cancer?

Smoker?

Bronchitis?

Lung cancer or
Tuberculosis?

Positive X-ray? Dyspnoea?

  

Fig. 2. The network structure for a benchmark problem 

Randomly selected 100 cases from the 1000 cases are used as test data while the 
remaining data are used for training. Because the size of the network is relatively 
small, both of genetic algorithm without speciation and that with speciation can find 
near-optimal solutions. Unlike other classifiers such as neural networks and support 
vector machine, Bayesian network can infer the probability of unobserved target sta-
tes given the observed evidences. It is assumed that “Tuberculousis,” “Lung cancer,” 
“Bronchitis,” and “Lung cancer or Tuberculosis” nodes are unobserved target vari-
ables and the remaining nodes are observed variables. The four nodes are regarded as 
target nodes and represent whether a person gets a disease. Although the data are 
generated from the original ASIA network, inference results for the data using the 
original network may be incorrect because there are only four observed variables.  

Using single linkage clustering method, the last generation of speciated evolution 
is clustered and there are five clusters when threshold value is 90. If the number of 
individuals in the cluster is more than two, the one with the highest fitness is chosen. 
An individual labeled as 49 in the largest cluster shows the best fitness (-2123.92) 
while the others’ fitness are ranged from -2445.52 to -2259.57. Although the fitness 
values of four individuals in other clusters are relatively smaller than the best one, the 
combination can be stronger one by complementing each other. Inference accuracies 
of original network, the best individual from simple genetic algorithm without speci-
ation (Fig. 3), and the combination of the speciated Bayesian networks (Fig. 4) for the 
“Lung cancer or Tuberculosis” node are 98%, 98%, and 99%, respectively. For “Tu-
berculousis,” “Lung cancer,” and “Bronchitis” nodes, they show the same accuracy. 
Both of the best individual in simple genetic algorithm and the individual labeled as 
49 in the speciation have a similar structure with the original network. However, the 
other four networks in the speciation have more complex structures than the original 
network. Table 1 summarizes the inference results of the case where only the combi-
nation of BN’s produces correct result. 

 network
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Reversed 
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Fig. 3. The best individual evolved using simple genetic algorithm without speciation 

Predictive accuracy is the most popular technique for evaluating models, whether 
they are Bayesian networks, classification trees, or regression models [15]. However, 
a fundamental problem lies in that predictive accuracy entirely disregards the confi-
dence of the prediction. For example, a prediction of the target variable with a prob-
ability of 0.51 counts exactly the same as a prediction with a probability of 1.0. In 
recognition of this kind of problem, there is a growing movement to employ cost-
sensitive classification methods. Good invented a cost neutral assessment measure 
[16]. Good’s definition is  

=+=
i

i vxPIR )](log1[ 2  

where i  indexes the test cases, v  is the actual class of the ith test case and )( ixP  is th
e probability of that event asserted by the learner.  
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(a) Label=17 (Fitness=-2385.91)              (b) Label=29 (Fitness=-2445.52) 
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 (c) Label=39 (Fitness=-2259.57)            (d) Label=46 (Fitness=-2359.82) 

Visit to Asia?

Tuberculousis? Lung cancer?
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Bronchitis?

Lung cancer or
Tuberculosis?

Positive X-ray? Dyspnoea?  
(e) Label=49 (Fitness=-2123.92) 

Fig. 4. The five individuals evolved using genetic algorithm with speciation 
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Table 1. Inference results of “Lung cancer or Tuberculosis” when “Visit to Asia” is “No visit,” 
“Smoker” is “Non-Smoker,” “Positive X-ray” is “Abnormal” and “Dyspnoea” is “Present.” The 
original value of “Lung cancer or Tuberculosis” is “True.” (T=True, F=False) 

 
The origi
nal netwo

rk 

The best individ
ual in simple G

A 

Label
 17 

Label 
29 

Label 
39 

Label 
46 

Label 
49 

The combinatio
n of five BN’s 

 False False False True True True False True 
P(T) 0.494 0.471 0.118 0.709 0.676 0.576 0.464 0.503 
P(F) 0.506 0.529 0.882 0.291 0.324 0.424 0.536 0.497 

Table 2. Information rewards for inferring “Bronchitis” when “Dyspnoea” is unobservable. 
Experimental results are the average of ten runs 

The original network 
The best individual 

in simple GA 
The best individual i

n speciation 
The combination of BN’s 

-2.08 -3.14 ± 0.18 -3.02 ± 0.22 0.86 ± 0.24 

 
(a) Genetic algorithm                            (b) Speciated evolution 

Fig. 5. The comparison of dendrograms 

The combination of the speciated BN’s can improve the predictability even when 
some variables are unobserved. Table 2 summarizes information reward values for the 
situation and the combination of BN’s shows the best performance. If the reward 
value is high, it means that the classifier performs well. Although the best individual 
in the speciated evolution returns similar reward value with that from the best indi-
vidual in genetic algorithm, the combination returns improved information reward 
value that is larger than that of original network. Fig. 5 shows the comparison of den-
drogram. In Fig. 5(a), 40 individuals in the left side form one cluster and they are 
almost the same. Meanwhile, 40 individuals in the left side in Fig. 5(b) form a number 
of clusters.  

5   Conclusion 

In this paper, we have proposed an ensemble of multiple speciated Bayesian net-
works using Bayesian combination method. Although some Bayesian networks in 
ensemble provides incorrect inference, the ensemble network can perform correctly 
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by reflecting each Bayesian network’s behavior in training data and reducing the 
effect of incorrect results. Experimental results on ASIA network show that the 
proposed method can improve simple genetic algorithm which converges to only 
one solutions (sometimes the best solution performs poorly in changed environ-
ments) and the fusion of results from speciated networks can improve the inference 
performance by compensating each other. Future work of this research is to develop 
real-world applications based on the proposed method. Highly dynamic problems 
such as robot navigation, user context recognition, and user modeling can be consi-
dered as candidates. 
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Abstract. This paper deals with mining the logical layer of the Seman-
tic Web. Our approach adopts the hybrid system AL-log as a knowl-
edge representation and reasoning framework and Inductive Logic Pro-
gramming as a methodological apparatus. We illustrate the approach by
means of examples taken from a case study of frequent pattern discovery
in data of the on-line CIA World Fact Book.

1 Background and Motivation

The Semantic Web is the vision of the WWW enriched by machine-processable
information which supports the user in his tasks [3]. Its architecture consists
of several layers, each of which is equipped with an ad-hoc mark-up language.
Therefore it poses several challenges in the field of Knowledge Representation
and Reasoning (KR&R), mainly attracting people doing research on Description
Logics (DLs) [1]. E.g., the design of OWL (http://www.w3.org/2004/OWL/) for
the ontological layer has been based on DLs derived from ALC [17]. Also ORL
[6], recently proposed for the logical layer, extends OWL ’to build rules on top
of ontologies’. It bridges the expressive gap between DLs and Horn clausal logic
(or its fragments) in a way that is similar in the spirit to hybridization in KR&R
systems such as AL-log [5]. The Semantic Web is also gaining the attention of
the Machine Learning and Data Mining communities, thus giving rise to the
new application area of Semantic Web Mining [2]. Most work in this area simply
extends previous work to the new application context, e.g. [12], or concentrates
on the RDF/RDFSchema layer, e.g. [13]. Yet OWL and ORL raise research
issues that are of greater interest to these communities. A crucial issue is the
definition of generality orders for inductive hypotheses. Indeed many approaches
in machine learning, e.g. Inductive Logic Programming (ILP) [15], and data
mining, e.g. Mannila’s framework for frequent pattern discovery [14], are centered
around the mechanism of generalization and propose algorithms based on a
search process through a partially ordered space of inductive hypotheses.

In this paper we show how our ILP framework for learning in AL-log [9, 10, 8]
can be considered as a logic-based methodology for mining the logical layer of
the Semantic Web. Our goal is to show that AL-log, though less expressive than
ORL, is powerful enough to satisfy the actual needs of expressiveness in many
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Table 1. Syntax and semantics of ALC

bottom (resp. top) concept ⊥ (resp. �) ∅ (resp. ΔI)
atomic concept A AI ⊆ ΔI

role R RI ⊆ ΔI ×ΔI

individual a aI ∈ ΔI

concept negation ¬C ΔI \ CI

concept conjunction C �D CI ∩DI

concept disjunction C �D CI ∪DI

value restriction ∀R.C {x ∈ ΔI | ∀y (x, y) ∈ RI → y ∈ CI}
existential restriction ∃R.C {x ∈ ΔI | ∃y (x, y) ∈ RI ∧ y ∈ CI}

equivalence axiom C ≡ D CI = DI

subsumption axiom C � D CI ⊆ DI

concept assertion a : C aI ∈ CI

role assertion 〈a, b〉 : R (aI , bI) ∈ RI

Semantic Web applications. In the rest of this section we briefly introduceAL-log
and the aforementioned learning framework.

1.1 Knowledge Representation and Reasoning with AL-Log

The system AL-log [5] integrates two KR&R systems. The structural sub-
system Σ is based on ALC [17] and allows for the specification of knowledge
in terms of classes (concepts), binary relations between classes (roles), and in-
stances (individuals). Complex concepts can be defined from atomic concepts
and roles by means of constructors (see Table 1). Also Σ can state both is-a re-
lations between concepts (axioms) and instance-of relations between individuals
(resp. couples of individuals) and concepts (resp. roles) (assertions). An inter-
pretation I = (ΔI , ·I) for Σ consists of a domain ΔI and a mapping function
·I . In particular, individuals are mapped to elements of ΔI such that aI �= bI if
a �= b (unique names assumption). If O ⊆ ΔI and ∀a ∈ O : aI = a, I is called
O-interpretation. The main reasoning task for Σ is the consistency check. This
test is performed with a tableau calculus that starts with the tableau branch
S = T ∪M and adds assertions to S by means of propagation rules like

– S →� S ∪ {s : D} if
1. s : C1 � C2 is in S,
2. D = C1 and D = C2,
3. neither s : C1 nor s : C2 is in S

– S →� S ∪ {s : C′ �D} if
1. C � D is in S,
2. s appears in S,
3. C′ is the NNF concept equivalent to ¬C
4. s : ¬C �D is not in S
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– S →⊥ {s : ⊥} if
1. s : A and s : ¬A are in S, or
2. s : ¬� is in S,
3. s : ⊥ is not in S

until either a contradiction is generated or an interpretation satisfying S can be
easily obtained from it [5]. The relational subsystem Π extends Datalog [4]
by using the so-called constrained Datalog clause, i.e. clauses of the form

α0 ← α1, . . . , αm&γ1, . . . , γn

where m ≥ 0, n ≥ 0, αi are Datalog atoms and γj are constraints of the
form s : C where s is either a constant or a variable already appearing in
the clause, and C is an ALC concept. A constrained Datalog clause of the
form← β1, . . . ,βm&γ1, . . . , γn is called constrained Datalog query. For an AL-
log knowledge base B = 〈Σ,Π〉 to be acceptable, it must satisfy the following
conditions: (i) The set of predicate symbols appearing in Π is disjoint from the
set of concept and role symbols appearing in Σ; (ii) The alphabet of constants
used in Π coincides with O; (iii) For each clause in Π, each variable occurring in
the constraint part occurs also in the Datalog part. The interaction between Σ
and Π allows the notion of substitution to be straightforwardly extended from
Datalog to AL-log. It is also at the basis of a model-theoretic semantics for
AL-log. An interpretation J for B is the union of an O-interpretation IO for
Σ and an Herbrand interpretation IH for ΠD (i.e. the set of Datalog clauses
obtained from the clauses of Π by deleting their constraints). The notion of
logical consequence paves the way to the definition of correct answer and answer
set similarly to Datalog. Reasoning for an AL-log knowledge base B is based on
constrained SLD-resolution, i.e. an extension of SLD-resolution with the tableau
calculus to deal with constraints. Constrained SLD-refutation is a complete and
sound method for answering queries, being the definition of computed answer
and success set analogous to Datalog. A big difference from Datalog is that
the derivation of a constrained empty clause does not represent a refutation
but actually infers that the query is true in those models of B that satisfy its
constraints. Therefore in order to answer a query it is necessary to collect enough
derivations ending with a constrained empty clause such that every model of B
satisfies the constraints associated with the final query of at least one derivation.

1.2 Learning in AL-Log

In our framework for learning in AL-log the language L of hypotheses admits
only constrained Datalog clauses that are compliant with the properties of
linkedness and connectedness [15] and the bias of Object Identity (OI) [18]. In
this context the OI bias can be considered as an extension of the unique names
assumption from the semantics of ALC to the syntax of AL-log. It boils down
to the use of substitutions whose bindings avoid the identification of terms.
The space of hypotheses is ordered according to the generality relation �B
(called B-subsumption [9]) that can be tested by resorting to constrained SLD-
resolution. Therefore the ALC machinery plays a role during learning.
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<owl:Class rdf:ID="MiddleEastCountry">
<owl:sameAs>

<owl:intersectionOf rdf:parseType="Collection">
<owl:Class rdf:ID="AsianCountry" />
<owl:Restriction>

<owl:onProperty rdf:resource="#Hosts" />
<owl:someValuesFrom rdf:resource="#MiddleEasternEthnicGroup" />

</owl:Restriction>
</owl:intersectionOf>

</owl:sameAs>
</owl:Class>

Fig. 1. Definition of the concept MiddleEastCountry in OWL

Theorem 1. Let H1, H2 be two constrained Datalog clauses, B an AL-log
knowledge base, and σ a Skolem substitution for H2 w.r.t. {H1} ∪ B. We say
that H1 �B H2 iff there exists a substitution θ for H1 such that (i) head(H1)θ =
head(H2) and (ii) B ∪ body(H2)σ � body(H1)θσ where body(H1)θσ is ground.

Since �B is a quasi-order [9], a refinement operator has been proposed to
search (L,�B) [10]. Also �B can be exploited to make the evaluation of hy-
potheses more efficient [8]. Though this learning framework is valid whatever the
scope of induction (prediction/description) is, it is implemented in the system
AL-QuIn1 [10, 8] as regards the case of characteristic induction (description).

2 Semantic Web Mining with AL-QuIn

The system AL-QuIn solves a variant of the frequent pattern discovery problem
which takes concept hierarchies into account, thus yielding descriptions of a data
set at multiple granularity levels. More formally, given

– a data set r including a taxonomy T where a reference concept Cref and
task-relevant concepts are designated,

– a multi-grained language L = {Ll}1≤l≤maxG

– a set {minsupl}1≤l≤maxG of support thresholds

the problem of frequent pattern discovery at l levels of description granularity,
1 ≤ l ≤ maxG, is to find the set F of all the patterns P ∈ Ll frequent in r,
namely P ’s with support s such that (i) s ≥ minsupl and (ii) all ancestors of P
w.r.t. T are frequent in r.

In AL-QuIn, the data set r is actually an AL-log knowledge base.

Example 1. As a running example, we consider an AL-log knowledge base BCIA
that enriches Datalog facts2 extracted from the on-line 1996 CIA World Fact

1 A previous version of AL-QuIn is described in [11].
2 http://www.dbis.informatik.uni-goettingen.de/Mondial/mondial-rel-facts.flp
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Book3 with ALC ontologies4. The structural subsystem Σ of BCIA focus on the
concepts Country, EthnicGroup, Language, and Religion. Axioms like

AsianCountry � Country.
MiddleEasternEthnicGroup � EthnicGroup.
MiddleEastCountry ≡ AsianCountry � ∃Hosts.MiddleEasternEthnicGroup.
IndoEuropeanLanguage � Language.
IndoIranianLanguage � IndoEuropeanLanguage.
MonotheisticReligion � Religion.
ChristianReligion � MonotheisticReligion.
MuslimReligion � MonotheisticReligion.

define four taxonomies, one for each concept above. Note that Middle East coun-
tries (concept MiddleEastCountry, whose definition in OWL is reported in Fig-
ure 1) have been defined as Asian countries that host at least one Middle Eastern
ethnic group. Assertions like

’ARM’:AsianCountry.
’IR’:AsianCountry.
’Arab’:MiddleEasternEthnicGroup.
’Armenian’:MiddleEasternEthnicGroup.
<’ARM’,’Armenian’>:Hosts.
<’IR’,’Arab’>:Hosts.
’Armenian’:IndoEuropeanLanguage.
’Persian’:IndoIranianLanguage.
’Armenian Orthodox’:ChristianReligion.
’Shia’:MuslimReligion.
’Sunni’:MuslimReligion.

belong to the extensional part of Σ. In particular, Armenia (’ARM’) and Iran
(’IR’) are two of the 14 countries that are classified as Middle Eastern.

The relational subsystem Π of BCIA expresses the CIA facts as a constrained
Datalog program. The extensional part of Π consists of Datalog facts like

language(’ARM’,’Armenian’,96).
language(’IR’,’Persian’,58).
religion(’ARM’,’Armenian Orthodox’,94).
religion(’IR’,’Shia’,89).
religion(’IR’,’Sunni’,10).

whereas the intensional part defines two views on language and religion:

speaks(CountryID, LanguageN)←language(CountryID,LanguageN,Perc)
& CountryID:Country, LanguageN:Language

3 http://www.odci.gov/cia/publications/factbook/
4 The ontology available at http://www.daml.org/2003/09/factbook/factbook-ont

for the same domain is not good for our illustrative purposes because it contains
only atomic concepts and shallow concept hierarchies.
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<owlx:Rule>
<owlx:antecedent>

<owlx:classAtom>
<owlx:class="&MiddleEastCountry" /><owlx:Variable owlx:name=" X">

</owlx:classAtom>
<owlx:classAtom>

<owlx:class="&Religion" /><owlx:Variable owlx:name=" Y">
</owlx:classAtom>
<owlx:individualPropertyAtom owlx:property="&believes">

<owlx:Variable owlx:name=" X"><owlx:Variable owlx:name=" Y">
</owlx:individualPropertyAtom>

</owl:antecedent>
<owlx:consequent>

<owlx:individualPropertyAtom owlx:property="&q">
<owlx:Variable owlx:name=" X">

</owlx:individualPropertyAtom>
</owlx:consequent>

</owlx:Rule>

Fig. 2. Representation of the O-query Q1 in ORL

believes(CountryID, ReligionN)←religion(CountryID,ReligionN,Perc)
& CountryID:Country, ReligionN:Religion

that can deduce new Datalog facts when triggered on BCIA.

The language L for a given problem instance is implicitly defined by a declar-
ative bias specification that allows for the generation of expressions, called O-
queries, relating individuals of Cref to individuals of the task-relevant concepts.
More formally, an O-query Q to an AL-log knowledge base B is a (linked, con-
nected, and OI-compliant) constrained Datalog clause of the form

Q = q(X)← α1, . . . , αm&X : Cref , γ2, . . . , γn

where X is the distinguished variable. The O-query Qt = q(X)← &X : Cref is
called trivial for L.

Example 2. We want to describe Middle East countries (individuals of the ref-
erence concept) with respect to the religions believed and the languages spo-
ken (individuals of the task-relevant concepts) at three levels of granularity
(maxG = 3). To this aim we define LCIA as the set of O-queries with Cref =
MiddleEastCountry that can be generated from the alphabet A= {believes/2,
speaks/2} of Datalog binary predicate names, and the alphabets

Γ 1= {Language, Religion}
Γ 2= {IndoEuropeanLanguage, . . . , MonotheisticReligion, . . .}
Γ 3= {IndoIranianLanguage, . . . , MuslimReligion, . . .}

of ALC concept names for 1 ≤ l ≤ 3. Examples of O-queries in LCIA are:
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Q0= q(X) ← & X:MiddleEastCountry
Q1= q(X) ← believes(X,Y) & X:MiddleEastCountry, Y:Religion
Q2= q(X) ← believes(X,Y), speaks(X,Z) & X:MiddleEastCountry,

Y:MonotheisticReligion, Z:IndoEuropeanLanguage
Q3= q(X) ← believes(X,Y), speaks(X,Z) & X:MiddleEastCountry,

Y:MuslimReligion, Z:IndoIranianLanguage

where Q0 is the trivial O-query for LCIA, Q1 ∈ L1
CIA, Q2 ∈ L2

CIA, and Q3 ∈ L3
CIA.

A representation of Q1 in ORL is reported in Figure 2.

The support of an O-query Q ∈ L w.r.t. B supplies the percentage of indi-
viduals of Cref that satisfy Q and is defined as

supp(Q,B) =| answerset(Q,B) | / | answerset(Qt,B) |

where answerset(Q,B) is the set of correct answers to Q w.r.t. B, i.e. the set
of substitutions θi for the distinguished variable of Q such that there exists a
correct answer to body(Q)θ w.r.t. B.

Example 3. The substitution θ ={X/’ARM’} is a correct answer to Q1 w.r.t.
BCIA because there exists a correct answer σ={Y/ ’Armenian Orthodox’} to
body(Q1)θ w.r.t.BCIA. Furthermore, since | answerset(Q1,BCIA) |= 14 and
| answerset(Qt,BCIA) |=| MiddleEastCountry |= 14, then supp(Q1,BCIA) =
100%.

The system AL-QuIn implements the levelwise search [14] for frequent pat-
tern discovery. This method is based on the following assumption: If a generality
order � for the language L of patterns can be found such that � is mono-
tonic w.r.t. the evaluation function supp, then the resulting space (L,�) can
be searched breadth-first starting from the most general pattern in L by al-
ternating candidate generation and candidate evaluation phases. In particular,
candidate patterns of a certain level k are obtained by refinement of the frequent
patterns discovered at level k − 1. In AL-QuIn patterns are ordered according
to B-subsumption (which has been proved to fulfill the abovementioned condi-
tion of monotonicity [11]). The search starts from the trivial O-query in L and
iterates through the generation-evaluation cycle for a number of times that is
bounded with respect to both the granularity level l (maxG) and the depth level
k (maxD). In the following we illustrate the features of �B in this context.

Example 4. We want to check whether Q1 B-subsumes the O-query

Q4= q(A) ← believes(A,B) & A:MiddleEastCountry, B:MonotheisticReligion

belonging to L2
CIA. Let σ={A/a, B/b} a Skolem substitution for Q4 w.r.t.

BCIA∪{Q1} and θ={X/A, Y/B} a substitution for Q1. The condition (i) of Theorem
1 is immediately verified. It remains to verify that (ii) B′ =

BCIA ∪ {believes(a,b), a:MiddleEastCountry, b:MonotheisticReligion}
|=believes(a,b) & a:MiddleEastCountry, b:Religion.
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We try to build a constrained SLD-refutation for

Q(0) = ← believes(a,b) & a:MiddleEastCountry, b:Religion

in B′. Let E(1) be believes(a,b). A resolvent for Q(0) and E(1) with the empty
substitution σ(1) is the constrained empty clause

Q(1) = ← & a:MiddleEastCountry, b:Religion

The consistency of Σ′′ = Σ′ ∪ {a:MiddleEastCountry, b:Religion} needs
now to be checked. The first unsatisfiability check operates on the initial tableau
S

(0)
1 = Σ′ ∪ {a:¬MiddleEastCountry}. The application of the propagation rule

→⊥ to S
(0)
1 produces the final tableau S

(1)
1 = {a:⊥}. Therefore S

(0)
1 is unsat-

isfiable. The second check starts with S
(0)
2 = Σ′ ∪ {b:¬Religion}. The rule

→� w.r.t. MonotheisticReligion�Religion, the only one applicable to S
(0)
2 ,

produces S
(1)
2 = Σ ∪ {b:¬Religion, b:¬MonotheisticReligion�Religion}.

By applying →	 to S
(1)
2 w.r.t. Religion we obtain S

(2)
2 = Σ ∪ {b:¬Religion,

b:Religion} which brings to the final tableau S
(3)
2 = {b:⊥} via →⊥.

Having proved the consistency of Σ′′, we have proved the existence of a
constrained SLD-refutation for Q(0) in B′. Therefore we can say that Q1 �B Q4.
Conversely, Q4 ��B Q1. Similarly it can be proved that Q2 �B Q3 and Q3 ��B Q2.

Example 5. It can be easily verified that Q1 B-subsumes the following query

Q5= q(A) ← believes(A,B), believes(A,C) & A:MiddleEastCountry, B:Religion

by choosing σ={A/a, B/b, C/c} as a Skolem substitution for Q5 w.r.t. BCIA∪{Q1}
and θ={X/A, Y/B} as a substitution for Q1. Note that Q5 ��B Q1 under the OI
bias. Indeed this bias does not admit the substitution {A/X, B/Y, C/Y} for Q5
which would make possible to verify conditions (i) and (ii) of Theorem 1.

Example 6. Note that �B relations can be verified by comparing the answer
sets of the two O-queries at hand. E.g., Armenia satisfies Q2 but not to Q3, thus
confirming that Q3 ��B Q2. This is quite interesting for the following reasons.
Armenia, as opposite to Iran (which satisfies all the patterns from Q1 to Q5), is a
well-known borderline case for the geo-political concept of Middle East, though
the Armenian is usually listed among Middle Eastern ethnic groups. In 1996 the
on-line CIA World Fact Book considered Armenia as part of Asia. But modern
experts tend nowadays to consider it as part of Europe, therefore out of Middle
East. This trend emerges from the fact that, among the characterizations of the
Middle East reported in this section, Armenia satisfies only the weakest one.

3 Conclusions

Methodologies for Semantic Web Mining can not ignore the features of standard
mark-up languages for the Semantic Web. In particular mining the logical layer
requires approaches able to deal with representations combining Horn clauses
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and DLs. The system AL-QuIn implements a framework for learning in AL-
log which goes beyond the potential of traditional ILP as discussed in [9, 10, 8].
Furthermore the existence of an implementation makes a difference from related
approaches, notably the framework for learning in Carin-ALN [16, 7]. In this
paper we have presented the intended application of AL-QuIn in Semantic Web
Mining. For the future, we wish to extend the underlying learning framework
to more expressive hybrid languages so that AL-QuIn can cope with larger
fragments of ORL. This will allow us - as soon as huge ORL data sources will
be made available - to evaluate extensively the application.
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Abstract. This paper proposes a new method for analyzing textual
data. The method deals with items of textual data, where each item
includes various viewpoints and each viewpoint is regarded as a class.
The method inductively acquires classification models for 2-class classi-
fication tasks from items labeled by multiple classes. The method infers
classes of new items by using these models. Lastly, the method extracts
important expressions from new items in each class and extracts char-
acteristic expressions by comparing the frequency of expressions. This
paper applies the method to questionnaire data described by guests at a
hotel and verifies its effect through numerical experiments.

1 Introduction

As computers and network environments have become ubiquitous, many kinds
of questionnaires are now conducted on the Web. A simple means of analyzing
responses to questionnaires is required. The responses are usually composed of
selective responses and textual responses. In the case of the selective responses,
the responses can be analyzed relatively easily using statistical techniques and
data mining techniques. However, the responses may not correspond to the
opinions of respondents because the respondents have to select appropriate re-
sponses from among those given by the designers of the questionnaires. Also,
the designers are unable to receive unexpected responses because only those
expected by the designers are available. On the other hand, in the case of the
textual responses, the respondents can freely describe their opinions. The de-
signers are able to receive more appropriate responses that reflect the opinions
of the respondents and may be able to receive unexpected responses. Therefore,
textual responses are expected to be analyzed using text mining techniques.
Even though many text mining techniques [2] [3] [8] [9] have previously been
studied, textual data has not always been analyzed sufficiently. Since analysis
may be undertaken for various purposes and there are various types of tex-
tual data, it is difficult to construct a definitive text mining technique. The
text mining technique must reflect the features of the textual data. In this
paper, we propose a new analysis method that deals with textual data that
includes multiple viewpoints. The method is designed to deal with free-form
textual responses, to classify textual responses to questionnaires according to
various viewpoints, and to discover characteristic expressions corresponding to
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each viewpoint. We apply the proposed method to the analysis of textual re-
sponses given by guests at a hotel and verify its effect through numerical exper-
iments.

2 Analysis of Textual Responses

2.1 Analysis Targets

Many kinds of comments may be expressed in textual responses to question-
naires. It is important to investigate all textual responses in detail and to include
measures that resolve problems in the responses. However, the amount of textual
responses that analysts can investigate is limited. Even if they could investigate
all textual responses, it would be impracticable to include all required measures
due to constraints regarding cost, time, etc. Therefore, it is necessary to show
rough trends for the textual responses and to extract the important topics from
them. Thus, we propose a method that classifies textual data into various view-
points and extracts important expressions corresponding to each viewpoint.

2.2 Analysis Policy

Respondents to a questionnaire can freely describe their opinions in textual re-
sponses, and the respondents can provide responses that include multiple view-
points. For example, in the case of a questionnaire for guests at a hotel, a guest
may provide a textual response that includes three viewpoints, e.g. bad aspects
of the hotel, good aspects of the hotel, and requests to the hotel. If the respon-
dents classified their responses according to the viewpoints and put them into
columns, the analyst’s task would be easy. However, since the respondents would
be likely to find such a questionnaire troublesome, a low response rate would be
likely. It is necessary to allow textual responses that include multiple viewpoints
in order to ease the burden on respondents.

We first consider a method that uses passage extraction techniques [6] [10] for
that purpose. The techniques can extract specific parts of textual data and are
used effectively in a question answering task. However, it is necessary for many
passage extraction techniques to measure the distance between a standard sen-
tence and parts of the textual data. In the case of analysis of textual responses to
questionnaires, it is difficult to decide what corresponds to a standard sentence.
Therefore, we can not extract the specific parts using the techniques.

Next, we consider classifying each textual response by using a classification
model. The classification model has to identify textual responses that include
a single viewpoint and textual responses that include multiple viewpoints. It is
difficult for the model to identify the former responses with the latter responses,
because the former responses may be a part of the latter responses. A large num-
ber of training examples are required to inductively learn the model, because the
latter responses are composed of combinations of the former responses. There-
fore, a method based on a classification model is not always appropriate.

Thus, we try to acquire classification models corresponding to viewpoints.
Here, the classification models can identify whether or not a textual response
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corresponds to a viewpoint. The models are acquired from training example sets
that correspond to viewpoints. We can identify viewpoints that correspond to
each textual response by using the models and can also extract expressions from
textual responses included in a specific viewpoint. Here, it should be noted that
the expressions are not always related to the specific viewpoints. This is the rea-
son they can be related to other viewpoints that simultaneously occur with the
specific viewpoint. However, the number is much smaller than the number of ex-
pressions related to the specific viewpoint. Therefore, we can extract expressions
that correspond to each viewpoint by comparing the number of expressions ex-
tracted in each viewpoint. We consider that the classification and the extraction
can analyze textual responses to questionnaires.

2.3 Analysis Flow

We constructed a new analysis method based on the policy described in subsec-
tion 2.2. The method is composed of five processes as shown in Figure 1. Here,
the method deals with a language without word segmentation, such as Japanese.
In the following, the processes are explained.

Fig. 1. Analysis flow

Feature Extraction Process: The process decomposes each textual response
into words with corresponding parts of speech by using morphological analysis
[5]. The process extracts words, if their tf-idf values are bigger than or equal to
a threshold and their parts of speech are included in a designated set of parts
of speech. The process regards the extracted words as attributes. The process
also evaluates whether or not the words are included in a textual response. If
the words are included, the process gives 1s to the corresponding attributes.
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Table 1. Training examples corresponding to the viewpoint “Bad”

ID Attribute Class
small <adjective> · · · bath <noun>

A1 1 · · · 0 c1

A2 0 · · · 0 c0

A3 0 · · · 1 c0

A4 1 · · · 1 c1

A5 0 · · · 0 c1

Otherwise, the process gives 0s to them. Therefore, a column vector as shown
at the upper-right side in Figure 1 is assigned to each textual response.

Generation Process of Training Examples: The process selects a viewpoint
in the class table. The process evaluates whether the viewpoint is assigned in
a textual response or not. If the viewpoint is assigned, the process assigns the
class c1 to the textual response. Otherwise, the process assigns the class c0 to it.
The process generates the training example set corresponding to the viewpoint
by integrating attribute values with the classes. Table 1 shows an example of
training examples corresponding to the viewpoint “Bad”.

Inductive Learning Process: The process acquires classification models from
each training example set by solving 2-class classification tasks. Each model cor-
responds to a viewpoint. In this paper, the process uses a support vector machine
(SVM) [4] to acquire the models, because many papers [1] [7] have reported that
an SVM gives high precision ratios for text classification. The process acquires
classification models described with hyperplanes by using an SVM.

Class Inference Process: The process applies textual responses to be evalu-
ated to each classification model. Here, each textual response is characterized
by words extracted from the textual responses to be learned. The process infers
classes, c0s or c1s, corresponding to the textual responses to be evaluated for each
viewpoint. In Figure 1, three kinds of classes corresponding to the viewpoints
“Bad”, “Good”, and “Request” are assigned to the responses B1 ∼ B5.

Expression Extraction Process: The process extracts expressions from the
textual responses with class c1. Here, the expressions are words that are specific
parts of speech or phrases that are specific sequences of parts of speech such
as <adjective> and <noun>. The words and the sequences are designated by
analysts. The process calculates the frequency of the expressions in each view-
point and assigns the viewpoint with the maximum frequency to the expressions.
Lastly, the process extracts expressions that are bigger than or equal to a thresh-
old. The expressions are regarded as characteristic expressions in the viewpoints.

For example, assume that five textual responses are given. Here, two textual
responses include the expression “small room”, two textual responses include
the expression “clean room”, and one textual response includes the expressions
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“small room” and “clean room”. Also, assume that textual responses with “small
room” are classified into “Bad” and textual responses with “clean room” are
classified into “Good”. In the case of “Good”, “clean room” occurs 3 times and
“small room” occurs once. Similarly, in the case of “Bad”, “clean room” occurs
once and “small room” occurs 3 times. Therefore, we can extract “clean room”
as an expression relating to “Good” and “small room” as an expression relating
to “Bad”.

3 Numerical Experiments

3.1 Experimental Method

We used textual responses to a questionnaire collected from guests at a hotel.
Each textual response contains comments on the hotel. The comments have three
viewpoints: bad aspects of the hotel, good aspects of the hotel, and requests to
the hotel. Analysts read each textual response and assigned three viewpoints to
each textual response. Thus, some textual responses have multiple viewpoints
and other textual responses have a single viewpoint. We collected a total of
1,643 textual responses with viewpoints assigned by analysts not as a single set
but as the result of 4 separate attempts. The data sets D1, D2, D3, and D4
corresponding to 4 attempts are related such that D2 ⊆ D3 and D4 = D1 +
D3. The frequency of the textual responses in the data set is shown in Table
2. In Table 2, “Yes” indicates the number that includes a viewpoint and “No”
indicates the number that does not include a viewpoint.

Table 2. Distribution of comments

D1 D2 D3 D4
Yes No Yes No Yes No Yes No

Bad 48 59 603 714 693 843 741 902
Good 62 45 707 610 823 713 885 758
Request 51 56 457 860 506 1,030 557 1,086
Total 107 1,317 1,536 1,643

In order to evaluate the difference in the feature extraction process, we used
9 lexical filters and 5 thresholds of tf-idf values. Each filter extracts the part
of speech designated by Table 3. That is, a filter L1 extracts adjectives and
a filter L9 extracts all words. Also, the thresholds are changed in the range
0.000 ∼ 0.020.

At first, we performed numerical experiments by using D1. We extracted
attributes from textual responses included in D1 by using a lexical filter and
a threshold. 10-Cross validation experiments were applied to textual responses
with attribute values and a single viewpoint. Also, the 10-Cross validation exper-
iments were performed for three viewpoints. Moreover, these numerical experi-
ments were performed for each lexical filter and each threshold. We calculated
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Table 3. Lexical filter

Filter Part of speech Filter Part of speech Filter Part of speech
L1 adjective L4 adjective, verb L7 adjective, verb, noun
L2 verb L5 adjective, noun L8 L7, numeral, symbol, alphabet,

desinence, interjection, unknown
L3 noun L6 verb, noun L9 All parts of speech

the precision ratio defined by Formula (1) for each viewpoint, each filter, and
each threshold.

precision ratio =
Number of correctly classified textual responses

Number of textual responses
(1)

Next, we performed numerical experiments by using D2, D3, and D4. We
extracted attributes from textual data included in each data set, where we used
a lexical filter and a threshold selected by the former experiments. The number of
attributes was about 1,400. We also performed 10-Cross validation experiments
for each viewpoint and each data set, and calculated precision ratios.

Lastly, we extracted expressions from textual responses in D1. We selected
lexical filters and thresholds that corresponded to maximum precision ratios and
acquired classification models for each viewpoint. We set 2 as the threshold of
the expression extraction process and extracted nouns. We investigated which
textual responses included extracted words and classified extracted words into
four categories: correct category, wrong category, mixed category, and neutral
category. Here, correct category indicates that an extracted word corresponds to
its viewpoint, wrong category indicates it does not correspond to its viewpoint,
mixed category indicates it corresponds to its viewpoint and also corresponds
to other viewpoints, and neutral category indicates it is not related to all view-
points. We calculated frequency ratios defined by Formula (2) for the correct
category, the wrong category, and the mixed category.

frequency ratio =
Number of expressions of each category

Number of expressions except the neutral category
(2)

3.2 Experimental Results

Table 4 shows results for changing lexical filters and thresholds. Each cell shows
average precision ratios in three viewpoints. The last row shows average values
when using the same threshold and the last column shows average values when
using the same lexical filter.

Figure 2 shows results for changing data sets. Solid lines in the figures indicate
results for “Bad”, “Good”, and “Request”. A solid heavy line indicates average
values for three viewpoints. Here, we used a lexical filter L9 and a threshold
0.005, because the filters and the threshold give a model with a stable precision
ratio, as shown in Table 4.

Lastly, Table 5 shows frequency ratios for D1.
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Table 4. Precision ratio for thresholds and filters in D1

Threshold
Filter 0.000 0.005 0.010 0.015 0.020 Average
L1 0.667 0.667 0.664 0.673 0.660 0.666
L2 0.508 0.508 0.514 0.520 0.539 0.518
L3 0.586 0.586 0.592 0.579 0.583 0.585
L4 0.660 0.660 0.629 0.617 0.648 0.643
L5 0.676 0.676 0.695 0.664 0.695 0.681
L6 0.651 0.651 0.626 0.617 0.611 0.631
L7 0.682 0.682 0.707 0.657 0.664 0.679
L8 0.688 0.688 0.688 0.654 0.667 0.677
L9 0.698 0.698 0.682 0.685 0.667 0.686
Average 0.646 0.646 0.644 0.630 0.637 0.641

Fig. 2. Precision ratio for data sets

3.3 Discussion

Setting of Viewpoints: In this analysis task, we used three viewpoints. The
viewpoints can not always apply to all analysis tasks. However, the viewpoints
can apply to analysis of the customer voice in the service field. We have large
amounts of data in the field. Therefore, we consider that the viewpoints have a
wide range of application tasks.

Influence of Lexical Filters: The textual responses describe the impressions
of the guests. Expressions that include adjectives and nouns are important. They
lead to the correct viewpoint classification. We believe this is the reason the lex-
ical filters that included adjectives and nouns provided comparatively high pre-
cision ratios. On the other hand, the morphological analysis engine sometimes
leads to incorrect word segmentation. In particular, the engine tends to fail in the
case of word segmentation for text that includes new words and proper nouns.
This causes the engine to identify the words as unknown words, or to segment
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Table 5. Frequency ratio of expressions

Bad Good Request
Correct 0.887 0.512 0.800
Wrong 0.065 0.198 0.086
Mixed 0.048 0.291 0.114

the words at wrong positions and assign wrong parts of speech to the words.
The L9 lexical filter is able to deal with new words and proper nouns because
the filter extracts all parts of speech. Therefore, the L9 filter gives the highest
precision ratio. However, the filter causes an increase in attributes. The L5 or L7
filters should be used, if calculation speed and memory size are important con-
siderations. This is the reason the numbers of their attributes are comparatively
small and their average precision ratios are almost equal to the L9 filter.

Influence of the Thresholds: The number of attributes increases as the
threshold of the feature extraction process becomes low. When an inductive
learning method uses large amounts of attributes, the method tends to acquire a
classification model which excessively depends on training examples. It is neces-
sary to select an appropriate threshold. However, in these textual responses, the
difference in the thresholds does not lead to a big difference in precision ratios.
The thresholds are not relatively sensitive. We believe the reason behind this
result is the low number of irrelevant words, because each textual response deals
with limited topics and is described in a comparatively short sentence.

Influence of Increase in Textual Responses: The precision ratio becomes
higher as the number of textual responses increases. The case of D4 is about
8% higher than the case of D1. We believe this is why a more appropriate
classification model is acquired by using many textual responses. On the other
hand, the precision curves do not always converge. If more training examples are
used, the proposed method may give a higher precision ratio.

Validation of Extracted Expressions: In the case of “Bad” and “Request”,
frequency ratios of “Correct” are comparatively high and the proposed method
extracts valid expressions. On the other hand, in the case of “Good”, the fre-
quency ratio of “Correct” is low. We believe this is the reason many “Good”
textual responses are accompanied by topics of other classes. That is, the clas-
sification model for “Good” tends to classify a textual response as “Good”. If
some guests assign topics to “Good” and other guests assign the topics to “Bad”
or “Request”, the expressions corresponding to the topics tend to acquire the
maximum frequency in the case of “Good”. Therefore, the frequency ratio of
“Mixed” becomes high and the frequency ratio of “Correct” becomes low in
the case of “Good”. In the future, it will be necessary to devise a method that
identifies topics with multiple viewpoints.

According to the above discussion, we believe that the proposed method is
able to classify textual responses to questionnaires and extract valid expressions
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to some extent. The method therefore makes it possible for analysts to easily
acquire new knowledge from textual responses.

4 Summary and Future Work

This paper proposes a new analysis method in order to analyze textual responses
to questionnaires. The method was applied to questionnaire data collected from
guests at a hotel. We show that precision ratios based on classification mod-
els were improved by an increase in training examples. We also show that the
method extracted valid expressions of textual responses. We believe the method
is efficient for analyzing textual responses to questionnaires.

In the future, we hope to develop a method that extracts more characteristic
expressions. In this paper, we adopted a simple method based on frequency, but
the method extracts many words included in the neutral category. The frequency
of words included in the neutral category must be reduced. We also hope to
develop a system in which the method is applied via a graphical user interface,
and will also attempt to apply the method to other types of questionnaire data.
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Abstract. The performance of association rule mining in terms of com-
putation time and number of redundant rules generated deteriorates as
the size of database increases and/or support threshold used is smaller.
In this paper, we present a new approach called SARM — succinct as-
sociation rule mining, to enhance the association mining. Our approach
is based on our understanding of the mining process that items become
less useful as mining proceeds, and that such items can be eliminated
to accelerate the mining and to reduce the number of redundant rules
generated. We propose a new paradigm that an item becomes less useful
when the most interesting rules involving the item have been discovered
and deleting it from the mining process will not result in any significant
loss of information. SARM generates a compact set of rules called suc-
cinct association rule (SAR) set that is largely free of redundant rules.
SARM is efficient in association mining, especially when support thresh-
old used is small. Experiments are conducted on both synthetic and
real-life databases. SARM approach is especially suitable for applica-
tions where rules with small support may be of significant interest. We
show that for such applications SAR set can be mined efficiently.

1 Introduction

Association rule mining is one of the most important data mining techniques.
Association rules are of the form X ⇒ Y , where X is the antecedent, and Y the
consequent of the rule. Support of X ⇒ Y indicates the percentage of transactions
in dataset that contain both X and Y . Confidence of X ⇒ Y denotes the
probability of a transaction containing Y given that it contains X. Association
rule mining is to find rules that have support and confidence greater than user-
specified minimum support (smin) and confidence (cmin) threshold values.

Apriori algorithm [4] is the well known standard method for association min-
ing, and most of the later algorithms follow the framework of Apriori. Real
world studies, however, show that association rule mining is still faced with the
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problems of time-inefficiency, especially for applications on large databases when
minimum support threshold used is small [8]. While in many cases, small smin is
desirable, and it is important to improve the mining efficiency when smin used
is small. Another problem in association mining is that often too many rules are
generated, many of which are redundant [6]. In this paper, to solve the problem
of time inefficiency and rule redundancy in association mining, we propose ap-
proach called SARM— succinct association rule mining. The SARM approach
generates a set of succinct association rules (SAR) that contains most of the
interesting and useful rules and can be mined efficiently.

A key factor that causes the inefficiency and redundancy in association rule
mining is the large amount of items in a database. It maybe noted that the min-
ing complexity is exponentially proportional to the dimension of the database
[7]. We claim that some items might lose their usefulness from the point of view
of information as the mining proceeds. That is, at a certain point in the min-
ing process, if there are interesting rules involving the item that have not been
discovered yet, then the item is useful and important to the mining process at
this point. Therefore, an item loses its usefulness or importance as the min-
ing progresses and the interesting rules involving it are discovered. We define
the SARM paradigm as follows: if the most interesting rules involving an item
have been discovered, then such item becomes less useful, and deleting it from
the mining accelerates the mining and reduces the number of redundant rules
generated as well. Finding the point at which most of the interesting rules in-
volving the item have been discovered during the mining process is based the
model of maximal potentially useful (MaxPUF) association rules [2], which are
a set of rules that are most informational and interesting. If the MaxPUF rules
of an item have been mined, we show that such an item becomes less useful
and deleting it from the mining process will not result in any significant loss of
information.

2 Related Work

The SARM approach is based on the maximal potentially useful (MaxPUF) pat-
tern model. We give a brief review for background knowledge of our work in [2, 3].
To facilitate interesting pattern discovery, we develop a logic model of data min-
ing that integrates formal concept analysis (FCA) [5] and probability logic [1] in
[3]. Probability logic extends first-order logic with probability expression capa-
bility. It defines a language that includes predicate symbols, object variables,
statistical probability operation “[ ]”. Predicate symbols represent conjunctions
of attributes, and Object variables define the domain of a set of objects of in-
terest. Operation “[ ]” computes the probability of a proposition represented by
predicate symbols over a set of objects.

Definition 1. Concept. If P is a predicate symbol and x an object variable, Px

is a concept, or simply denoted as P if the domain is clear from the context.
If P1,...,Pj are concepts of the same domain, P = P1... ∧ Pj is a concept.



SARM — Succinct Association Rule Mining 123

If P =
n∧

i=1

Pi, we say P is a superconcept of Pi and Pi is a subconcept of

P , 1 ≤ i ≤ n. The set of all concepts for given context form a lattice under
superconcept/subconcept relation [2, 5]. Moreover, we define all superconcepts
and subconcepts of a concept Q as the relative concepts of Q.

Definition 2. Elementary and Conditional Pattern. If P is a concept, then
[P ] = r (0 ≤ r ≤ 1) is an elementary pattern. If P , Q are concepts and P �= ∅,
then [Q|P ] = r is a conditional pattern. Q is called conSequent Concept (SC),
and P conDition Concept (DC) of the pattern. Probability r is called confidence
of the pattern, and r= [QP ]

[P ] . A pattern is an elementary or a conditional pattern.

We can logically formulate an association rule as a conditional pattern. DC of
the conditional pattern represents the antecedent of the rule and SC represents
the consequent of the rule. Probability of the pattern denotes the confidence of
the rule. Support of the antecedent, the consequent and the rule is equal to the
probability of the corresponding elementary patterns. For example, if we have an
rule A⇒ B with confidence c and support s, then the corresponding conditional
pattern is [B|A] = c, and sup(A) = [A], sup(B) = [B], s = sup(AB) = [AB].

Definition 3. MaxPUF patterns and Valid DC. Let cmin be the user-defined
minimum confidence threshold, a pattern [B|A] = r, if r ≥ cmin, and there is no
patterns in the form of [B|A′] = r′ where r′ ≥ cmin and A′ ⊂ A, then [B|A] = r
is a MaxPUF pattern of consequent concept B, and A is called a valid DC of B.

The interestingness of a pattern is tightly related to the confidence of the
pattern. No doubt, high confidence patterns are interesting. However, MaxPUF
patterns are the most informational and potentially useful patterns among all
the high confidence patterns. Among all high-confidence patterns of a certain
SC, MaxPUF patterns are the patterns DC of which has smallest number of
items. The DCs of a MaxPUF pattern is the point of articulation in the concept
lattice [2]. Below this point, no high-confidence pattern can be constructed with
the relative concepts of the Valid DC. A Valid DC is the most informational
condition concept, because it is the minimal condition concept such that the SC
occurs at high enough frequency. A further narrower condition concept (DC),
is not as interesting as Valid DC, because the additional items are very likely
minor condition factors or trivial factors. In this sense, Valid DC can be seen as
the set of main conditional factors to assure the occurrence of the consequent
concept. As a Valid DC is the most informational concept among all of its relative
concepts, we state that a MaxPUF pattern is most informational pattern among
all the patterns of a consequent concept (SC).

3 SARM — Succinct Association Rule Mining

In association mining, an attempt to obtain more complete information results in
much higher cost in terms of computation time and in addition a larger number
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of redundant rules generated. To strike a balance between these two extremes, we
do not mine the entire set of useful rules, rather, we want to efficiently discover a
subset of rules that contains most of the informational rules while only as small
number of redundant rules as possible are generated.

As the mining process is to first generate candidate frequent itemsets and
then validate the candidates, to accelerate the procedure, our thought process is
to reduce the number of candidates that are not useful. The number of candidates
is largely determined by the number of total items in the dataset. For example, if
one more items is added to the dataset, at each pass, the number of candidates
is at least doubled. In this sense, if we can efficiently reduce the number of
items, we can greatly reduce the number of candidates generated and the related
computation of support. Therefore, to accelerate the rule mining, we consider
how to effectively reduce the number of unimportant items in the mining process.
The importance of an item is related to the notion of redundant rules.

Assertion. Rules of the following types are redundant: 1) rules with low con-
fidence; 2) rules that is not MaxPUF rule and has consequent identical to a
MaxPUF rule; 3) the rules information of which can be deducted or implied
from the rules already generated.

At the beginning of association mining, all the items are important. However,
as mining progresses, some items become less important or less informational,
because useful rules involving these items have already been discovered. Thus
we could delete such items from the mining process and not consider them in
further computations. Now the problem is which are these items?

Assume after generating frequent k-itemsets in the mining, instead of contin-
uing to generate (k+1)-itemsets, we first generate high-confidence patterns using
k-itemsets. Suppose that we discover a pattern [B|A] = r, where r ≥ ce > cmin.
Here ce is a user-defined parameter that we call elimination confidence thresh-
old. ce is a relatively high value, we usually define ce higher than 0.7. What will
happen if we delete itemset B from the dataset? There are six types of patterns
that will be affected by the deletion of itemset B, which are 1)[B|AX] = r,
2)[BY |AX] = r, 3) [Y |BA] = r, 4) [B|Y ] = r, 5) [Y |B] = r, 6) [BY |A] = r,
where A, X and Y represent arbitrary itemsets.

Discussion on Missing Patterns. First of all, if these patterns have confi-
dence lower than cmin, then they are redundant and thus these patterns should
not be mined. So in the following discussions, we assume that these patterns, if
mined, will have confidence higher than cmin.

Case 1. For patterns of the form [B|AX], we argue they are not as useful as
pattern [B|A] because [B|A] is the MaxPUF pattern of consequent concept B.
Based on the Assertion in Section 3.1, pattern [B|AX] is redundant compared
to the MaxPUF pattern [B|A]. It is desirable that such patterns are not mined.

Case 2. After B is deleted, no patterns of the form [Y |BA] will be discovered.
We argue that if we could discover the pattern [Y |A], then [Y |A] is the MaxPUF
pattern of [Y |BA] and thus [Y |BA] is redundant in presence of [Y |A].
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Lemma 1. Assume a pattern [B|A] ≥ ce and [Y |BA] ≥ cmin, then [Y |A] ≥
cmin ∗ ce, and [[Y |A] ≥ cmin] ≥ 1−cmin

1−cmin·ce
, that is, the probability that [Y |A] ≥

cmin is greater than 1−cmin

1−cmin·ce
.

Proof: Since [B|A] = supp(AB)
supp(A) = c ⇒ supp(AB) = supp(A) · r, and[Y |AB] =

supp(Y AB)
supp(AB) = supp(Y AB)

supp(A)·r ≥ cmin ⇒ supp(Y AB)
supp(A) ≥ r · cmin, then [Y |A] =

supp(Y A)
supp(A) ≥

supp(Y AB)
supp(A) ≥ r · cmin ≥ ce · cmin. As [cmin · ce ≥ cmin] ≥ 1−cmin

1−cmin·ce
,

therefore, [[Y |A] ≥ cmin] ≥ 1−cmin

1−cmin·ce
.

Case 3. [BY |AX] implies two pieces of information: [B|AX] and [Y |AX]. The
mining of [Y |AX] is not affected by deletion of B. [B|AX] is less useful compared
to its MaxPUF pattern [B|A]. Because we use high ce value, [B|A] suggest that
A may always imply B, then AX also imply B. Therefore, [B|AX] and [Y |AX]
together imply the information of [BY |AX] and make [BY |AX] redundant.

Case 4. The discovery of [B|Y ] can be formulated as discovering the MaxPUF
patterns, SC of which is B. If B is an interesting consequent concept (SC), we
can start a special process to find all of its MaxPUF patterns.

Case 5 For patterns [Y |B], there are two cases. First if Y is a 1-itemset, the
mining [Y |B] is not affected by deletion of B. On the other hand, if Y =
{y1, y2, ..., yk} (k > 1) and [Y |B] ≥ cmin, it is easy to see that [yi|B] ≥ cmin (1 ≤
i ≤ k). As yi is 1-itemset, mining of [yi|B] is not affected by the deletion of B.
Then we only need a complementary process to discover patterns with k-itemset
SC (k > 1) from the patterns that have 1-itemset SC and an identical DC, which
is B in this case. We introduce this process in Section 4.

Case 6. Similar strategy in Case 5 is used for patterns of the form [BY |A]. That
is, can we discover this pattern based on [B|A] and [Y |A], which are patterns
with 1-itemset SC and an identical DC, which is A in this case.

Succinct Association Rule Set. From the above discussions, we can see if
we delete the SCs of high-confidence patterns during the mining process, we are
still able to discover most of the useful patterns/rules. As it is not necessary to
discover all the rules, which results in many redundant ones, we propose SARM,
a novel approach for improving the efficiency of association mining and at the
same time discovering most of the useful rules. In general, SARM approach is a
mining process involves dynamic elimination of items during the mining process.
That is, after discovering the frequent k-itemsets, if we can construct a pattern
[B|A] ≥ ce from a k-itemsets, we prohibit the SC of the pattern, which is B
in this case, from generating candidate (k + 1)-itemsets. SARM generates a set
of association rules we call succinct association rule (SAR) set. As association
rules can be represented as patterns, the formal definition of SAR set is given
as follows using the format of patterns.

Definition 4. Succinct Pattern Set. Let I = {i1, i2, ..., im} represent the set of
items in a database, cmin and ce respectively be minimum and elimination confi-

.
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dence thresholds. Succinct pattern set is a set of patterns of the form [X|Y ] = r
where 0 ≤< cmin ≤ r ≤ 1, and meet the condition that in the set, if there is a
rule of the form [B|A] ≥ ce, then there is no rule of the form [B1|A1] = r1 such
that B ⊆ B1 ∪A1 and |A|+ |B| > |A1|+ |B1|.

Lemma 2. 1-itemset deletion property. In SARM, if pattern [B|A] = r is gener-
ated from a k-itemset and r ≥ ce, then B is a 1-itemset and A is a (k−1)-itemset.

This Lemma can be proven by contradiction. Assume k-itemsets are generate
in the kth pass. If there is a pattern [B|A] ≥ ce, where B = {b1, ..., bm} (k >
m > 1), then in the (k −m + 1)th pass, we must have discovered the pattern
[b1|A] ≥ ce, which results in the deletion of item b1. And similar case is for other
bi. As bi has been deleted before kth pass, the pattern [B|A] will not exist. It is
a contradiction.

Some patterns of the form [BY |A] and [Y |B] are not included in the SAR
set, to prevent information loss, SARM includes a special complementary process
to discover such patterns whenever deemed necessary. SARM approach explores
only the most informational patterns. In SARM, after an item has been explored
with adequate information, it is eliminated and does not take part in any future
mining process. The deletion of some items will greatly reduce the number of
candidate patterns, and at the same time, it is safe from loss of information.
SARM is a good model for the objective to accelerate association rule mining
and have an overview of the most useful patterns. The SAR set may not contain
some special patterns, but it retains most of the informational association rules
and is largely free of redundant rules.

4 The SARM Algorithm

The SARM approach has two parts, the main part, mining the SAR set, and the
other is a complementary process to mine patterns not included in SAR set.

Mining the SAR Set. SARM algorithm combines itemset discovery and rule
mining, and use rule mining results to help eliminate less important item, which
is shown in Figure 1. SARM algorithm commits several passes to discover fre-
quent itemsets from 1-itemsets to l-itemsets. Each pass includes three main steps.
The first step is to generate candidate k-itemsets (CSk) and check the support of
them to find the set of frequent k-itemsets (FSk). This is similar to Apriori. But
different from Apriori, before continue to generate candidate (k+1)-itemsets, in
the second step, we use the discovered frequent k-itemsets to build up associa-
tion rules. If a rule has confidence higher than ce, we delete the consequent item,
i.e., we prune the FSk to generate FSCk, so that none of itemsets in FSCk

includes the eliminated items. In general, FSCk is the set of FSk except those
itemsets that include the items in EC. In the third step, use FSCk to generate
candidate frequent (k + 1)-itemsets (CSk+1). The process is repeated until no
candidate itemsets can be generated.
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Algorithm: SARM (D, I, smin, cmin, ce)
Input: 1)Database D, 2)smin, 3)cmin and 4)elimination confidence (ce).
Output: SAR set satisfying smin, cmin, and ce.
1)Discover all frequent 1-itemsets, store into FS1;
2)FSC1 = FS1; k = 2;
3)CS2 = {c | c = f1 ∩ f2, |c| = 2, ∀f1, f2 ∈ FSC1};
4)FS2=Gen-FS(CS2);
5)EC=Gen-rule(FS2);
6)FSC2 = FS2 − {f | f ∈ FS2, f ∩ EC �= ∅};
7)while (FSCk �= ∅)
8) k + +;
9) CSk = {c | c = f1 ∩ f2, |c| = k, ∀f1, f2 ∈ FSCk−1};
10) FSk=Gen-FS(CSk);
11) EC=Gen-rule(FSk);
12) FSCk = FSk − {f | f ∈ FSk, f ∩ EC �= ∅};
13)end while

Fig. 1. SARM: Succinct Association Rules Mining Algorithm

The Complementary Process. The complementary process is to generate
patterns with k-itemset SC (k > 1) from the patterns with 1-itemset SC and an
identical DC.

Lemma 3. It is possible that pattern [X1X2...Xi|A] ≥ cmin only if for ∀Xj ,
[Xj |A] ≥ cmin, 1 ≤ j ≤ i.

Based on Lemma 4, to the discover the patterns SC of which is a k-itemset
(k ≥ 2), it depends on the patterns SC of which is 1-itemset. The idea is, check
the discovered patterns, only if two or more 1-itemset SCs have a common DC,
we can construct a candidate pattern, DC of which is the common DC and SC is a
combination of the 1-itemset SCs. For example, assume there are two discovered
patterns [1|3] and [2|3], where the common DC=(3), then [1, 2|3] should be a
candidate pattern because it is possible [1, 2|3] ≥ cmin.

5 Experiments and Analysis

The experiments are designed to test the efficiency of the proposed algorithm
for mining SAR set, compare the SAR set with the set of rules discovered by
Apriori-like algorithms and evaluate the set of SAR. Comprehensive performance
studies are conducted on both synthetic and real-life datasets. The programs are
coded in C++, and experiments are conducted on a 950 MHz Intel Pentium-3
PC with 512 MB main memory.

Figure 2 and 3 show the experimental results on the synthetic database.
For T40 databases, SARM is 5 to 20 times faster. The improvement increases
almost exponentially as smin decreases. This demonstrates that SARM model
is efficient and suitable for applications requiring small smin. The decrease of
running time is due to reduction in the number of candidates generated in SARM
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Fig. 2. Varying Support for Database T40I10D200K
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Fig. 3. Performance Study for Different ce Value on Database T25I6D100K

and correspondingly less supporting computations are needed as some items are
deleted during the mining process. Following Lemma 1, it is noted that a huge
enough value for ce must be chosen so that patterns of the form [Y |A] ≥ cmin

can be effectively discovered. In the experiments, we choose ce = 0.9, 0.8, 0.7,
and cmin = 0.6, then based on Lemma 1, it is estimated that [[Y |A] ≥ cmin]
is respectively greater than 82%, 77%, 69%. From Figure 3, we see that as ce
decreases, the execution time decreases, so do the number of candidates and
rules generated (see Figure 3). These are natural results since smaller ce will
result in more items satisfying the elimination threshold earlier and thus being
deleted earlier, and then smaller number of candidates and rules are generated.
The SAR set is much smaller than general association rule set, for T25 data,
the number of rules in SAR set is 25 times smaller than that of Apriori rules on
average, and 70 to 190 times smaller for T40 data.

Experiments on Real-life Databases. We further evaluate the SAR set that
is generated from the real-life databases. The data is collected from the weather
station at Clay Center, Nebraska. We intend to discover rules that demonstrate
the relations between weather events and environmental indices. We use quality
metrics Precision and Recall to evaluate the rule set. Precision is defined as
the percentage of interesting rules discovered among all the rules discovered by
an algorithm, and recall is defined as the percentage of rules discovered by an
algorithm to the number of rules that exist in the given datasets. Based on the
definitions, the recall of the conventional rule set discovered by Apriori algorithm
can be deemed as 100% because we can assume that all the rules that exist in
the database are the rules discovered by Apriori. Table 1 shows the comparison
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Table 1. SAR Set Evaluation

cmin = 0.8 # Rules Recall(%) Precision(%)
Apriori 2423 100 4.95
SAR(ce = 0.95) 595 91.67 20.79
SAR(ce = 0.9) 303 76.67 30.36
SAR(ce = 0.8) 157 66.67 50.96

of general rule set and SAR set with respect to the recall and precision. The
precision of the SAR set is five to eleven times higher than general rule set
generated by Apriori with different ce value used. This demonstrates that SAR
set is largely free of redundant rules. The recall of the SAR set is reasonably high,
which shows that SAR set can discover most of the useful association rules. We
also notice that the length of the longest rules in SAR set is generally half of that
in general rule set. That is, SARM tends to discover short useful patterns. This
fact complies with the principle of MaxPUF association rules that we believe if
shorter condition can predict a consequent, then the rules with longer condition
to predict the same consequent are redundant.

6 Conclusions

In this paper, we investigate the issues affecting the efficiency of association min-
ing in terms of computation time and the number of redundant rules generated,
especially when a smaller smin is used in context of large databases. We show
that items become less informational and thus less important as the mining pro-
ceeds. Thus, dynamically deleting such items during the mining process not only
improves the mining efficiency but also effectively prevents the generation of a
large number of trivial or redundant rules. Based on our hypothesis, we propose
a new model called SARM, which generates a compact rule set called SAR set.
We develop an algorithm to discover the SAR set, which combines the discovery
of frequent itemsets and generation of rules, in a way to accelerate the mining
process. The experimental results on synthetic databases show that SARM is
5 to 20 times faster than Apriori algorithm as smin decreases. We evaluate the
SAR set generated from real-life databases, and show that SAR set retains most
of the useful rules and is largely free of redundant rules, the precision increases
five to eleven times as compared to rules generated by Apriori, and at the same
time, the recall value remains high. We believe that SARM is an efficient and
useful model for generating most informational patterns in large databases.
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Abstract. Anomaly detection is based on profiles that represent normal behav-
iour of users, hosts or networks and detects attacks as significant deviations 
from these profiles. In the paper we propose a methodology based on the appli-
cation of several data mining methods for the construction of the “normal” 
model of the ingoing traffic of a department-level network. The methodology 
returns a daily model of the network traffic as a result of four main steps: first, 
daily network connections are reconstructed from TCP/IP packet headers pass-
ing through the firewall and represented by means of feature vectors; second, 
network connections are grouped by applying a clustering method; third, clus-
ters are described as sets of rules generated by a supervised inductive learning 
algorithm; fourth, rules are transformed into symbolic objects and similarities 
between symbolic objects are computed for each couple of days. The result is a 
longitudinal model of the similarity of network connections that can be used by 
a network administrator to identify deviations in network traffic patterns that 
may demand for his/her attention. The proposed methodology has been tested 
on log files of the firewall of our University Department.  

Keywords: Anomaly detection, daily model, data mining, machine learning, 
symbolic data analysis, network traffic analysis. 

1   Introduction and Related Work 

Intrusion detection is the process [1] of monitoring the events occurring in a computer 
system or network and analysing them for signs of intrusions, defined as the attempts 
to bypass the security mechanisms of a computer or a network. 

The two analysis strategies are misuse detection and anomaly detection. While the 
former is based on extensive knowledge, provided by human experts, of patterns 
associated with known attacks, the latter is based on profiles that represent normal 
behaviour of users, hosts or networks and detects attacks as significant deviations 
from these profiles. The misuse detection strategy is based on matching the input 
streams to a signatures database, so as it can detect only known attacks and its effec-
tiveness strongly depends on how frequently the database is updated. On the contrary, 
anomaly detection is potentially able to recognize new types of attacks, but it requires 
to define first what can be considered a normal behaviour for the observed entity 
(which can be a computer system, a particular user, etc.), and thereafter to decide how 
to label a specific activity as abnormal [2]. 
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To overcome difficulties met in manually defining a model of normality for anom-
aly detection, it has been proposed to apply data mining and machine learning meth-
ods to clean data [3] [4], that is, data certainly containing no anomalies. However, this 
approach presents at least two issues. Firstly, clean data are difficult to obtain be-
cause, if we use real data, it is very hard to guarantee that there are no attacks in them, 
while simulated data represent only a limited view of the behaviour of a real system 
(computer or network) and the model trained over them will be difficult to update. 
Secondly, it is difficult to make anomaly detection systems adaptive because they 
cannot be trained in real-time given that they require clean data.  

In the literature, various methods have been proposed for constructing normal 
models from simulated data, either clean (i.e. normal) or anomalous. In [5] a normal 
sequences model is built by means of look ahead pairs and contiguous sequences. Lee 
& Stolfo [6] build a prediction model for anomalies by training decision trees over 
normal data, while Ghosh & Schwartzbard [7] use a neural network to obtain the 
model. In [8] unlabeled data for anomaly detection are analyzed by looking at user 
profiles and by comparing an intrusive activity vs. a normal activity. A survey of 
techniques used for anomaly detection is given in [9]. 

When dealing with large volumes of network or system data collected in real-time, 
it is impracticable to apply supervised learning methods, which require a pre-
classification of activities as normal or anomalous. This justifies the interest for some 
unsupervised learning techniques and, more in general, for descriptive data mining 
methods, whose aim is that of finding the intrinsic structures, relations, or affinities in 
data but no classes or labels are assigned a priori. 

In this paper we propose a methodology for the construction of a daily model of 
the network traffic, that starts with the application of a clustering (unsupervised) 
method to feature vectors representing daily network connections reconstructed from 
TCP/IP packet headers passing through a firewall. Clusters are then described as sets 
of rules generated by a supervised inductive learning algorithm. The last steps of the 
proposed methodology consist of the transformation of rules into symbolic objects 
and in the subsequent computation of similarities between symbolic objects for each 
couple of days. The result is a longitudinal model of the similarity of network connec-
tions that can be used by a network administrator to identify deviations in network 
traffic patterns that may demand for his/her attention. 

The paper is organized as follows. In the next section the collection and pre-
processing of real log files of a firewall is illustrated, while in Section 3 the genera-
tion of descriptions, expressed as sets of rules, for daily network connections is ex-
plained. The transformation of rules into symbolic objects and the formulation of the 
dissimilarity measure used in our analysis are both described in Section 4.  A discus-
sion on discovered longitudinal models for the traffic of our departmental network 
concludes the paper. 

2   Data Collection and Preprocessing 

The source data set is formed by four successive weeks of firewall logs of our De-
partment, from May 31st to June 27th , 2004.  A transaction is a single logged packet, 
each of which is described by the following attributes: counter (integer), date, time, 
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protocol (tcp/udp/icmp), direction (inbound/outbound), action (accept, drop, rejected, 
refused), source IP, destination IP, service port, source port, length, rule, diagnostic 
message, sys_message and others. Files have been cleaned from our service traffic 
generated by internal servers or internal broadcast. No missing or incorrect values 
have been observed in extracted data.  

The target dataset is built by reconstructing the entire connections from single 
packets. In our analysis we have used only accepted ingoing connections and we have 
a file for every day that contains all the connections opened and closed in that day. 
There are very few connections between two days that have been discarded. Since the 
goal is to create the daily description of our connections, we have chosen to work 
with few but fundamental attributes, namely: 

a. StartHalfHour (integer): The original time field of a packet has the format 
hh:mm:ss. We have chosen to map this value to the range [0, 47] by dividing a 
day into 48 intervals, each of half an hour: a connection belongs to the time in-
terval it starts in. 

b. Protocol (nominal): udp, tcp; few icmp values have been dropped when generat-
ing training data. 

c. DestinationIP (integer): this field, which is composed of four bytes, can only 
have the value of our network addresses, so we have considered only the last 
byte (values 0..255).  

d. SourceIP (nominal): this field has a very high cardinality because it represents 
the entire IPv4 space.  

e. ServicePort (nominal): the requested service (http, ftp, smtp and many other 
ports). 

f. NumPackets (integer): the number of connection packets. 
g. Length (integer): the time length of the connection. 
h. NationCode (nominal): the two digit code of the nation the source IP belongs to. 
i. NationTimeZone (integer): the time zone of the nation the source IP belongs to, 

expressed as difference from GMT value; in some cases this is a mean value 
(e.g. for Russia or USA). 

The features set above describes quite precisely a connection, however the high 
cardinality of SourceIP, if treated as nominal feature, may cause some problems in 
subsequent data mining steps. In a set of preliminary experiments performed on the 
first week of available data, we tested the importance of SourceIP when the source of 
a connection is also described by two redundant, but less precise, features such as 
NationCode or NationTimeZone. We observed that SourceIP behaves as a masking 
variable [10] and adds a bit of  noise to clustering, therefore we decided to drop it in 
subsequent experiments. At the end of the pre-processing step, two different feature 
sets have been considered, one including only NationCode and the other including 
only NationTimeZone. 

3   Describing Daily Network Connections 

Clustering. Clustering is a global model of discovery and summarization used as a 
basis for more precise models [11] and it widely employed in different sciences. In 
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this work two different clustering algorithms, namely K-means and EM, have been 
considered, so that a comparison of possibly different results is possible [10]. 

K-means is very simple and reasonably efficient. It distributes instances between 
clusters deterministically by trying to minimize the distance (in our case the Euclid-
ean one) between an instance and its cluster’s centroid. The EM (expectation-
maximization) algorithm distributes instances probabilistically. It tries to maximize 
likelihood looking for the most feasible parameters’ values, in particular, the number 
of clusters. Both K-means and EM are implemented in the data mining package Weka 
[12] which we used in our experiments.  

One of the most important problems in a clustering task is to determine the optimal 
number k of clusters. The parameter k has been determined by applying a cross-
validation procedure on clustering results generated by the EM algorithm. More pre-
cisely, data are randomly divided in 10 subsets containing almost the same number of 
instances, and EM is run on every subset; k is initially set to 1 and incremented by 1 if 
the log-likelihood averaged over the ten runs increases.  

For a fair comparison of the two clustering methods, EM is executed first, keeping 
the results for the best k obtained by cross-validation, and then K-means is tested for 
the same k value of EM. 

Classification Rules. Both clustering techniques presented above have the disadvan-
tage that they do not provide intensional descriptions of the clusters obtained. Inten-
sional descriptions are essential in our context, since they provide the network admin-
istrator with human-interpretable patterns of network traffic. To overcome this limita-
tion, several conceptual clustering techniques have been proposed in the literature 
[13], [14]. However, conceptual clustering methods are known to be rather slow. 
Therefore, we adopt a two-stepped approach. First, we apply a non-conceptual clus-
tering algorithm, either EM or k-means, in order to decrease the size of the problem. 
Then we generate a set of rules whose consequents represent the cluster membership, 
that is, rules discriminate the resulting clusters.  

The rules, which provide an intensional description of clusters, are generated by 
means of the algorithm PART [15]. PART combines two rule learning paradigms, 
namely divide-and-conquer and separate-and-conquer, and is characterized by high 
efficiency. It adopts the separate-and-conquer strategy in that it builds a rule, removes 
the instances it covers, and continues creating rules recursively for the remaining 
instances until none are left. However, the generation of each rule differs from the 
standard separate-and-conquer strategy, since it is based on the rule conversion of the 
path to the leaf with the largest coverage in a pre-pruned decision tree built for the 
current set of instances (hence the combination with the divide-and-conquer strategy). 
The time taken to generate a rule set of size r is O(r⋅a⋅N⋅logN), where a is the number 
of attributes or features and N is the number of training examples. It is noteworthy 
that no pruning of the resulting rule set is performed, since our goal is that of pre-
cisely describing the phenomena rather than increasing predictive accuracy.  

By testing two distinct clustering algorithms on two different data sets correspond-
ing to the two feature sets (one with NationCode and one with NationTimeZone), we 
collect four sets of rules for each day. Some statistics are reported shown on Table 1 
for three days of June 2004. The average value of the number of generated rules is 
generally greater than one hundred for the first features set while it is more manage-
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able for the second set. It is worthwhile to notice that in this way we can drastically 
reduce data to treat and to store: daily model of network traffic is given by few hun-
dreds of rules vs. thousands of network connections. The proposed daily model is 
light and at the same time adaptive because it is easily able to follow network vari-
ability; a network traffic change implies that one of its components can disappear or 
appear and, in our approach, this means that a rule disappears or appears.  

By examining the distribution of instances per cluster, we notice that while EM 
tends to create one big cluster and many other significantly smaller, K-means tends to 
evenly distribute instances among clusters. 

Table 1.   Values of instances, clusters and rules obtained on June  4th , 5th , and 6th , 2004 

Clusters 
EM/K-means 

Rules generated by PART 

1st feature set 2nd feature set 
     Day Instances 

1st 
feature set 

2nd 
feature set EM K-means EM K-means 

June 
4th, 2004 

20,130 4 4 156 143 138 38 

June 
5th, 2004 40,270 5 3 98 188 10 22 

June 
6th, 2004 

16,302 2 6 179 90 45 33 

4   Building a Longitudinal Model of Similarities 

The rule set generated by PART for every day is a static representation of daily net-
work traffic. However, the network administrator needs to compare patterns of net-
work traffic over time in order to: 

- understand which events have to be considered recurrent or random 
- observe how characteristics of network connections vary upon time. 

To build a longitudinal model of network traffic from daily sets of rules, we pro-
pose to compute similarities between rules derived for a user-defined time window. 
Rules correspond to homogeneous classes or groups of connections, that is, to second-
order objects according to the terminology commonly used in symbolic data analysis 
(first-order objects correspond to the description of individual connections) [16]. 

Second order objects are described by set-valued or modal variables. A variable Y 
defined for all elements k of a set E is termed set-valued with the domain Y if it takes 
its values in P( )={U | U ⊆  },  that is the power set of Y. When Y(k) is finite for 
each k, then Y is called multi-valued. A single-valued variable is a special case of set-

valued variable for which |Y(k)|=1 for each k. When an order relation  is defined on 

Y then the value returned by a set-valued variable can be expressed by an interval 

Y Y
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[α,β], and Y is termed an interval variable. More generally, a modal variable is a set-
valued variable with a measure or a (frequency, probability or weight) distribution 
associated to Y(k). The description of a class or a group of individuals by means of 
either set-valued variables or modal variables is termed symbolic object (SO). Spe-
cifically, a Boolean symbolic object (BSO) is described by set-valued variables only, 
while a probabilistic symbolic object (PSO), is described by modal variables with a 
relative frequency distribution associated to each of them.  

A set of symbolic data, which involves the same variables to describe different 
(possibly overlapping) classes of individuals, can be described by a single table, 
called symbolic data table, where rows correspond to distinct symbolic data while 
columns correspond descriptive variables. Symbolic data tables are more complex to 
be analysed than standard data tables, since each item at the intersection of a row and 
a column can be either a finite set of values, or an interval or a probability distribu-
tion. The main goal of the research area known as symbolic data analysis is that of 
investigating new theoretically sound techniques to analyse such tables [16].  

Many proposals of dissimilarity measures for BSOs have been reported in litera-
ture [17]. They have been implemented in a software package developed for the three-
years IST project ASSO (Analysis System of Symbolic Official Data) 
(http://www.assoproject.be/). 

Therefore, to provide the network administrator with a dynamic representation of 
network traffic, we propose to transform rules into symbolic objects and then to com-
pute the dissimilarities between different SOs of different days by means of the ASSO 
software. The most similar and recurrent SOs in a fixed time window represent the 
dominant behaviour of network, similar and less frequent events are its secondary 
aspects while symbolic objects very different from other ones are anomalies. 

Transformation of rules into symbolic objects is straightforward. For instance, the 
following rule, obtained by K-means on the first features subset on June 4th, 2004:  

ServicePort=10131 AND StartHalfHour>41 AND Nation-
Code=DE : c3  

is transformed in this SO: 

[StartHalfHour=[42,47]] ∧ [Protocol=*] ∧ [Destina-
tionIP=*] ∧ [service=10131] ∧ [NumPackets=*] ∧   
[Length=*] ∧ [NationCode=DE]. 

The symbol “*”, which represents the whole domain, is assigned to variables not 
present in the rule antecedent. 

To execute this step, the DISS module of the ASSO software has been used; the 
dissimilarity measure selected for our analysis is that proposed by Gowda and Diday 
[18]. 

The rules found for a given day are compared with rules of all previous days within 
a time window. To simplify computation at this stage, the ten rules with highest sup-
port have been chosen for each day. The result is a daily dissimilarity matrix, that is, a 
table of dissimilarities values between a day and its previous ones. Every element is a 
dissimilarity measure D and it is represented by “DxRy” where x is the day and y is 
the number of the rule with respect to the same day. The matrix has as many columns  
 



 Learning  the Daily Model of Network Traffic 137 

Table 2. Structure of daily dissimilarity matrix 

 so1gi so2gi … soNigi 

so1g1 D(so1g1,so1gi) D(so1g1,so2gi) … D(so1g1,soNigi) 

so2g1 D(so2g1,so1gi) D(so2g1,so2gi) … D(so2g1,soNigi) 

… … … … … 
soN1g1 D(soN1g1,so1gi) D(soN1g1,so2gi) … D(soN1g1,soNigi) 

so1g2 D(so1g2,so1gi) D(so1g2,so2gi) … D(so1g2,soNigi) 

… … … … … 
soN2g2 D(soN2g2,so1gi) D(soN2g2,so2gi) … D(soN2g2,soNigi) 

… … … … … 
so1gi-1 D(so1gi-1,so1gi) D(so1gi-1,so2gi) … D(so1gi-1,soNigi) 

… … … … … 
soNi-1gi-1 D(soNi-1gi-1,so1gi) D(soNi-1gi-1,so2gi) … D(soNi-1gi-1,soNigi) 

as the  SOs  of the referenced day while the number  of its rows is equal to the sum of 
the SOs of all previous days. The structure of this matrix for the ith day  (i>2)  is 
shown in Table 2, where Ni  represents the number of SOs  of the ith day.  

To identify similar rules between the present day and the previous ones a numeri-
cal threshold (dissMax)  has been fixed; given a rule r, all the rules whose dissimilar-
ity from r is less then dissMax are considered similar to r. An example of the possible 
output is given in the following, where rules similar to Rule 1 of the 4th day (June 3rd, 
2004) are shown: 

Day 4 similar rules found (dissMax = 2.0) 

>> Rule 1: /* of the 4th day */ 

DestinationIP <= 87 AND NationTimeZone >-4 AND Star-
tHalfHour > 26 : c1 /* cluster identifier */  

- Similar rules (1): 

> Rule 3 of day 3 (diss=1.7528): NationTimeZone > -6 
AND StartHalfHour > 25: c0. 

By consulting the lists of similar rules the network administrator is able to recog-
nize sets of connections that are recurrent and other less frequent or random sets. In 
this way, the network administrator can learn more and more detailed information 
about network traffic.  

Further information about a rule or its corresponding symbolic object songm (n-th 
rule of m-th day) can be obtained by computing its dissimilarity mean value: 
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where w is the chosen time window (the number of previous days considered) and ni 

is the number of rules of the jth  day. The dissimilarity mean value measures “how 



138 C. Caruso, D. Malerba, and D. Papagni 

much” a rule is similar to all the rules previously seen. By using a graphical represen-
tation (see Fig. 1), the high values of the calculated means can identify rules very 
dissimilar from other ones while the low values put in evidence rules similar to the 
previous ones in the fixed time window w. 

 

Fig. 1. The dissimilarity mean value of the rules generated by PART for clusters results ob-
tained by EM algorithm and 1st feature set 

Another interesting parameter is the minimum value of dissimilarity of a rule; in-
deed, a rule with high mean dissimilarity could be similar to few others but very dis-
similar from the remaining ones and the mean value is not able to capture this situa-
tion. Therefore we compute, with the formula (2), the minimum value of dissimilarity 
amongst a fixed rule and all the rules of the previous days: 
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Dominant aspects of the network (i.e. frequent rules) can be reasonably represented 
by a set of recurrent similar rules whose mean and minimal dissimilarity values are 
low; secondary (but legal) aspects can have high mean dissimilarity values, while 
anomalies where domain expert attention must concentrate on, should have high val-
ues for both parameters.  

5   Analysis of Results and Discussion 

The main aim of this work is to investigate the potentialities of a new methodology in 
order to identify and learn patterns in the network traffic. The experiments have been 
made on the network traffic of our department but the features used are general and so 
this methodology can be applied to the traffic of every network active device.  

One of the problem in learning network traffic is the huge quantity of data which 
pass daily through the network. It is important to reduce treated data by representing 
them with relatively few patterns. In our experiments we managed to compress the 
original firewall logs of 950 MB total size in 27 small dissimilarity matrices. For our 
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experiments, we used a Pentium IV with 512 MB Ram, 80 GB HD, CPU 2,4 GHz. 
The cleaning and preprocessing phases, the clustering phase, the rules generation 
phase and the DISS phase needed respectively 60 seconds, 15 minutes (EM) or 8 
minutes (K-means), 15 minutes and 1 minute for each daily files. 

We cannot report here all the graphs obtained by graphical representation of the 
mean and minimal dissimilarities but we try to summarize the main quantitative pecu-
liarities observed in using K-means or EM as clustering algorithm and SP3.1 or SP3.2 
as a feature subset. In our graphs, the mean dissimilarity fluctuates in a limited range 
of values since the fourth day (we chose w = 3). The mean values of extracted rules 
vary in a wider range when data are clusterized by EM rather than by K-means. In 
fact, the mean dissimilarity values obtained by K-means are generally lower of 1 unit 
than those obtained by EM, so that rules obtained by EM seems “more different” each 
other. The other aspect to underline is that the graphs obtained by EM and K-means 
have similar behaviour along the time: they generally show high and low peaks nearly 
at the same points. The first three days represent a transient period, for both the clus-
tering algorithms, when the SP3.1 features subset is used, while this phenomenon 
does not show up for SP3.2. Although the graphs obtained with the two feature sub-
sets have similar behaviour,  mimimum and maximum points are respectively higher 
and lower with SP3.2 subset than with SP3.1. This suggests that the feature Nation-
TimeZone puts more in evidence very similar or dissimilar rules. 

The behaviour of mean dissimilarity and minimal one is the same: they respec-
tively grown or decrease at the same time but the graphical representations obtained 
by the difference of mean and minimal dissimilarity show that this value is higher in 
the experiments with EM algorithm. 

These results confirm that the proposed methodology is promising as to the most 
interesting aspect, that is, learning of network behaviour patterns along time by build-
ing a longitudinal model. A limit of this work is that we considered only syntactic 
dissimilarity measures according to which the more syntactically different two rules 
are the more dissimilar they are. However it may happen that two rules with several 
different attribute-value pairs represent the same network event. Therefore, it is im-
portant to investigate dissimilarity measures based on their actual coverage, that is, 
the observations that they daily share. 

6   Conclusions and Future Work 

For a network administrator it is important to have a complete description of the con-
nections behaviour so to understand the development of his/her own network. This 
aspect is becoming more and more relevant and in fact commercial firewalls include 
modules which, though the computation of simple descriptive statistics, try to inform  
the security officer on the qualitative nature of network traffic. Firewalls have no 
means to give information about  the mass of connections.  The built-in modules per-
mit to analyse every aspect of packet streams; some firewalls also possess an SQL 
dialect to query its own logs but SQL queries give answers about something the user 
already know or “suspect”. 

Personal experience as netadmins teaches us that some types of attack strategies 
against the network are discovered by chance. Often, netadmins have to read the fire-
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wall logs to notice anomalous connections neither intrusion detection systems nor 
firewall itself would be able to notice. Although a firewall offers a privileged view-
point with respect to other points in the network because of its concentration of all the 
pass-through traffic, the network security can only be guaranteed by agents distrib-
uted in different points that collaborate each other; a firewall is just one of this point.  

These considerations justify some interest towards the application of data mining 
techniques to firewall logs in order to develop better tools for network security. In the 
paper we have proposed a methodology based on the application of several data min-
ing methods for the construction of the “normal” model of the ingoing traffic of a 
department-level network. The methodology returns a daily model of the network 
traffic as a result of four main steps: 1) description of daily network connections; 2) 
clustering; 3) generation of sets of rules for each cluster; 4) conversion of rules into 
symbolic objects and computation of dissimilarities between symbolic objects. 

As future work, we intend to achieve better computational performance and a bet-
ter degree of automation. Moreover, to reach a better degree of automation we intend 
to investigate the problem of automatically selecting the threshold dissMax with re-
spect to which rule similarity is compared. All results obtained as mean and minimum 
values will be further analysed by means of mathematical techniques to gain more 
insights on the dynamics of curves. Another research direction concerns the consid-
eration of other essential information sources, like network servers logs or systems 
logs, for the tasks of intrusion detection and intrusion prevention. We also intend to 
investigate the use of coverage-based dissimilarity measures as alternative to syntax-
based measures. Finally, we intend to develop further research on how to transform 
daily experience in effectual and stable knowledge which is able to distinguish among 
different types of anomalies. 
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Abstract. Efficient processing of complex streaming data presents multiple chal-
lenges, especially when combined with intelligent detection of hidden anomalies
in real time.We label such systems StreamAnomaly Monitoring Systems (SAMS),
and describe the CMU/Dynamix ARGUS system as a new kind of SAMS to detect
rare but high value patterns combining streaming and historical data. Such patterns
may correspond to hidden precursors of terrorist activity, or early indicators of the
onset of a dangerous disease, such as a SARS outbreak. Our method starts from
an extension of the RETE algorithm for matching streaming data against multiple
complex persistent queries, and proceeds beyond to transitivity inferences, condi-
tional intermediate result materialization, and other such techniques to obtain both
accuracy and efficiency, as demonstrated by the evaluation results outperforming
classical techniques such as a modern DMBS.

1 Introduction

Efficient processing of complex streaming data presents multiple challenges. Among
data intensive stream applications, we identify an important sub-class which we call
Stream Anomaly Monitoring Systems (SAMS). A SAMS monitors transaction data
streams or other structured data streams and alerts when anomalies or potential hazards
are detected. The system is expected to deal with very-high data-rate streams, many
millions of records per day, yet the matches of the anomaly conditions should be very
infrequent. However, the matches may generate very high-urgency alerts, may be fed
to decision-making systems, and may invoke significant actions. The conditions for
anomalies or potential hazards are formulated as persistent queries over data streams by
experienced analysts. The data streams are composed of homogeneous records such as
money transfer transaction records or hospital inpatient admission records.

Examples motivating a SAMS can be found in many domains including banking,
medicine, and stock trading. For instance, given a data stream of FedWire money trans-
fers, an analyst may want to find linkages between big money transfer transactions
connected to suspected people or organizations. Given data streams from all the hospi-
tals in a region, a SAMS may help with early alerting of potential diseases or bio-terrorist
events. In a stock trading domain, connections between trading transactions with certain

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 142–151, 2005.
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features may draw an analyst’s attention to check whether insider information is being
illegally used.

In this paper, we are concerned with optimal incremental evaluation plans of rarely
matching persistent queries over high data rate streams and large-volume historical data
archives. We focus on exploring the very-high-selectivity query property to produce
good/optimal incremental evaluation plans to solve the performance problem posed by
the very-large-volume historical data and very-high stream data rates.

The basic algorithm for the incremental evaluation is a variant of the Rete algorithm
which is widely used in rule-based production systems. The Rete match algorithm [7]
is an efficient method for matching a large collection of patterns to a large collection of
objects. By storing partially instantiated (matched) patterns, Rete saves a significant com-
putation that would otherwise have to be re-computed repetitively in recursive matching
of the newly produced working elements. The adapted Rete for stream processing adopts
the same idea of storing intermediate results (partial results) of the persistent queries
matched against the historical data. New data items arriving at the system may match
with the intermediate results to significantly speed up producing the new query results.
This is particularly useful when intermediate result size is much smaller than the size
of the original data to be processed. This is exactly the case for many SAMS queries.
The historical data volume is very large, yet intermediate results may be minimized by
exploiting the very-high-selectivity query property.

ARGUS is a prototype SAMS that exploits the adapted Rete algorithm, and is built
upon the platform of Oracle DBMS. It also explores transitivity inferences, and condi-
tional intermediate result materialization, and will further incorporate complex compu-
tation sharing functionality and the Dynamix Matcher [6] into the system. The Dynamix
Matcher is an integrated part of the ARGUS project that can perform fast simple-query
filtering before joins and aggregations are processed by Rete; it has also been used for
commercial applications. In ARGUS, a persistent query is translated into a procedural
network of operators on streams and relations. Derived (intermediate) streams or re-
lations are conditionally materialized as DBMS tables. A node of the network, or the
operator, is represented as one or more simple SQL queries that perform the incremental
evaluation. The whole network is wrapped as a DBMS stored procedure.

Fig. 1. ARGUS System Architecture Fig. 2. A Rete network for Example 4
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In this paper, we present some SAMS query examples, describe the Rete-based
ARGUS design and extensions, and conclude with preliminary performance results, and
related work.

2 SAMS Query Examples

We choose the FedWire money transfer domain for illustration and experiments in this
paper. It has a single data stream that contains money transfer transaction records. We
present seven persistent query examples (one is also presented with the formulated SQL
query) which cover the SAMS query scope: selection, join, aggregation, and using views.
For more details, and more thorough analysis of the results please see [11].

Example 1. The analyst is interested in knowing if there exists a bank, which received
an incoming transaction over 1,000,000 dollars and performed an outgoing transaction
over 500,000 dollars on the same day.

Example 2. For every big transaction, the analyst wants to check if the money stayed in
the bank or left it within ten days.

Example 3. For every big transaction, the analyst wants to check if the money stayed in
the bank or left it within ten days by transferring out in several smaller transactions. The
query generates an alert whenever the receiver of a large transaction (over $1,000,000)
transfers at least half of the money further within ten days of this transaction.

Example 4. For every big transaction of type code 1000, the analyst wants to check if
the money stayed in the bank or left within ten days. An additional sign of possible fraud
is that transactions involve at least one intermediate bank. The query generates an alert
whenever the receiver of a large transaction (over $1,000,000) transfers at least half of
the money further within ten days using an intermediate bank.

SELECT ∗
FROM transaction r1, transaction r2,

transaction r3
WHERE r2.type code = 1000 and
r3.type code = 1000 and
r1.type code = 1000 and
r1.amount > 1000000 and
r1.rbank aba = r2.sbank aba and

(continue)

r1.benef account = r2.orig account and
r2.amount > 0.5 ∗ r1.amount and
r1.tran date <= r2.tran date and
r2.tran date <= r1.tran date + 10 and
r2.rbank aba = r3.sbank aba and
r2.benef account = r3.orig account and
r2.amount = r3.amount and
r2.tran date <= r3.tran date and
r3.tran date <= r2.tran date + 10;

Example 5. Check whether any bank has incoming transactions of $100,000,000 or
more and outgoing transactions of $50,000,000 or more on one particular day.

Example 6. Get the transactions of Citibank and Fleet on a particular day.

Example 7. The analyst is interested in knowing whether Citibank has conducted a
transaction on a particular day with the amount exceeding 1,000,000 dollars.
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3 ARGUS Profile System Design

Figure 1 shows the SAMS dataflow and the ARGUS system architecture. Analysts selec-
tively formulate the conditions of anomalies or potential hazards as persistent queries,
and register them with the system. Data records in streams arrive continuously. Regis-
tered queries are scheduled periodic executions over the new data records, and return
any new results as alerts. The ARGUS system contains two components, the database
created on the Oracle DBMS, and the Rete construction module, ReteGenerator, which
translates persistent queries into Rete networks. Wrapped in a stored procedure, a Rete
network encodes an instance of the adapted Rete algorithm. Registering a persistent
query in the database includes creating and initializing the intermediate tables based on
the historical data, and storing and compiling the Rete network procedure.

QueryTable is a system table that records query information, one entry per query.
Each entry contains the query ID, the procedure name to call, the query priority, and
a boolean flag indicating whether the query is active or not. Do queries() is a system
level procedure that finds all the active Rete networks from QueryTable in the order of
their priorities, and executes them one by one. New data arrive continuously and are
appended to data tables. The active Rete networks are scheduled periodical runs on new
data arrivals, and generate alerts when any persistent query matches the new data.

3.1 Adapted Rete Algorithm

Let n andm denote the old data sets, and Δn and Δm the new much smaller incremental
data sets, respectively. By Relational Algebra, a selection operation σ on data n + Δn
is equivalent to σ(n + Δn) = σ(n) + σ(Δn). σ(n) is the set of old results that is
materialized. To evaluate incrementally, only the computation on Δn is needed (σ(Δn)).
Similarly, for a join operation � on (n + Δn) and (m + Δm), we have (n + Δn) �

(m + Δm) = n � m + Δn � m + n � Δm + Δn � Δm. n � m is the set of old
results that is materialized. Only the computations on Δn � m+n � Δm+Δn � Δm
portion are needed, which can be decomposed to three joins. When Δn and Δm are
small compared to n and m, the time complexity of the incremental join is linear with
O(n+m).

Figure 2 shows a Rete network for Example 4. A satisfied result set contains joins of
three tuples each of which satisfies a set of selection predicates, identified as Pattern 1,
Pattern 2, and Pattern 3, respectively. To allow incremental evaluation, each intermediate
result storage comprises two parts, the main part that stores intermediate results for
historical data, and the delta part that stores the intermediate results for new data.

In summary, a Rete network performs incremental query evaluation over the delta
part (new stream data) and materializes intermediate results. The incremental evaluation
makes the execution much faster. However, a potential problem is that when any ma-
terialized intermediate table grows very large, thus requiring many I/O operations, the
performance degrades severely. Fortunately, since queries are expected to be satisfied
infrequently, there are usually highly selective conditions that make the intermediate
tables fairly small. We investigated several optimization techniques to minimizing the
sizes of intermediate result tables.
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3.2 Translating SQL Queries into Rete Networks

A query may contain multiple SQL statements and a single SQL statement may contain
unions of multiple SQL terms. Multiple SQL statements allow an analyst to define
views. Each SQL term is mapped to a sub-Rete network. These sub-Rete networks are
then connected to form the statement-level sub-networks. And the statement-level sub-
networks are further connected based on the view references to form the final query-level
Rete network. For more details, please see [11].

ReteGenerator. ReteGenerator contains three components: the SQL Parser, the Rete
Topology Constructor, and the Rete Coder. The SQL Parser parses a query (a set of
SQLs) to a set of parse trees. The Rete Topology Constructor rearranges the connections
of nodes in the sub-parse tree of each SQL term to obtain the desired sub-Rete network
topologies. And the Rete Coder generates the Rete network code and corresponding
DDL statements in Oracle PL/SQL language by traversing the reconstructed parse trees
and instantiating the code templates.

The Rete Topology Constructor takes three steps to construct the sub-Rete network
topology for each SQL term based on its where clause sub-parse tree. First, predicates
are classified based on the tables they use. Second, the classified predicate sets are
sorted based on the number of tables that the sets contain. Finally, the new subtree is
reconstructed bottom-up. Single-table predicate sets correspond to leaf nodes. A new
node joining two existing nodes is selectively created if a join predicate set exists. The
process continues until all nodes are merged into a single node. Figure 3 shows the
reconstructed where clause subtree of the query Example 4.

Aggregation and Union. An SQL term may contain groupby/having clauses. If it also
contains a where clause, the Rete network is generated for the where clause and
the output of the Rete network is stored in a table, which will be the input to the
groupby/having clauses. Then the system does the operations of grouping/having on the
whole input table, and finds the difference between the current results and the previous
results. These grouping operations on whole input sets will be replaced by incremental
aggregation in future.

Fig. 3. The ReconstructedWhere clause Sub-
tree for Example 4

Fig. 4. Execution Times of Q1-Q7
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3.3 Improvements on Rete Network

Transitivity Inference. Transitivity Inference explores the transitivity property of com-
parison operators, such as >, <, and =, to infer hidden selective single-table conditions
from a set of existing conditions. For example, in Example 4, the query has the fol-
lowing conditions (the first is very selective): r1.amount > 1000000, r2.amount >
r1.amount∗0.5, and r3.amount = r2.amount. The first two conditions imply a selec-
tive condition on r2: r2.amount > 500000. Further, the third condition and the newly
derived condition imply another selective condition on r3: r3.amount > 500000. These
inferred conditions have significant impact on performance. The first level intermediate
tables, filtered by the highly selective selection predicates, are made very small, which
saves significant computation on subsequent joins.

Conditional Materialization. If intermediate results grow large, for instance in join
queries where single-table selection predicates are not selective and transitivity inference
is not applicable, pipelined operation is preferable to materialization.AssumeTransitivity
Inference is not applicable by turning the module off, Example 4 is such a query. The
two single-table selection predicates (r2.type code = 1000, r3.type code = 1000) are
highly non-selective, the sizes of the intermediate results are close to that of the original
data table. Aware of the table statistics, or indicated by users, such a materialization can
be conditionally skipped, which we call Conditional Materialization. In our experiments,
Rete network Q11 is a Conditional Rete network for Example 4 while Q10 is another
one for the same example. They are similar except that Q11 does not materialize the
results of the two non-selective selection predicates.

User-Defined Join Priority. Join priority specifies the join order that the Rete network
should take. It is similar to the reordering of join operators in traditional query optimiza-
tion. The ReteGenerator currently accepts user-defined join priority. We are working
on applying query optimization techniques based on table statistics and cost models to
automatically decide the optimal join order.

3.4 Current Research

We are designing complex extensions to incorporate computation sharing, cost-based
optimization, incremental aggregation, and the Dynamix Matcher. Computation sharing
among multiple queries adds much more complexity to the system. We are developing
the schemes to index query predicates and predicate sets, and algorithms to identify and
rearrange predicate sets to minimize intermediate result sizes in the shared networks.
Cost-based optimization automatically decides the join order and the choice of condi-
tional materialization based on table statistics. Incremental aggregation aggregates data
items by maintaining sufficient statistics instead of the whole group items. For example,
by preserving the SUM and COUNT, up-to-date AVERAGE can be calculated without
accessing the historical data. The Dynamix Matcher is a fast query matching system for
large-scale simple queries that exploits special data structures. We are working on the
scheme of rerouting the partial query evaluations to Dynamix Matcher when they can
be efficiently carried out by the Dynamix Matcher.
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4 Experimental Results

4.1 Experiment Setting

The experiments compared performance of the prototype ARGUS to the Oracle DBMS
that ARGUS was built upon, and were conducted on an HP computer with 1.7G CPU
and 512M RAM, running Windows XP.

Data Conditions. The data conditions are derived from a database of synthesized Fed-
Wire money transfer transactions. The database D contains 320,006 records. The times-
tamps of the data span 3 days. We split the data in two ways, and most of the experiments
were conducted on both data conditions:

– Data1. Old data: the first 300, 000 records of D. New data: the remaining 20, 006
records of D. This data set provides alerts for most of the queries being tested.

– Data2. Old data: the first 300, 000 records of D. New data: the next 20, 000 records
of D. This data set does not generate alerts for most of the queries being tested.

Queries. We tested eleven Rete networks created for the seven queries described in
Section 2. Q1-Q7 are the Rete networks for the seven examples created in a common
setting, respectively: no hidden condition is added to the original queries, and Transitivity
Inference module is turned on. Q8 and Q10 are variants of Example 2 and 4 that are
generated without Transitivity Inference. Q9 is the variant of Example 4 whose original
SQL query is enhanced with hidden conditions. Q11 is a Conditional Rete network of
Example 4.

When running the original SQL queries, we combined the historical (old) data and
the new data (stream). It takes some time for Rete networks to initialize intermediate
results, yet it is a one-time operation. Rete networks provide incremental new results,
while original SQL queries only provide whole sets of results.

4.2 Results Interpretation

Figure 4 summarizes the results of running the queries Q1-Q7 on the two data condi-
tions. For most of the queries, Rete networks with Transitivity Inference gain significant
improvements over directly running the SQL queries. For more details, please see [11].

Aggregation. Q3 and Q5 are the two queries involving aggregations. Q3’s Rete network
has to join with the large original table. And Rete’s incremental evaluation scheme is not
applicable to Q5. This leads to limited or zero improvement of the Rete procedures. We
expect incremental aggregation will provide noticeable improvements to these queries.

Transitivity Inference. Example 2 and 4 are queries that benefit from Transitivity Infer-
ence. Figure 5 shows the execution times for these two examples. The inferred condition
amount > 500000 is very selective with selectivity factor of 0.1%. Clearly, when Tran-
sitivity Inference is applicable and the inferred conditions are selective, a Rete network
runs much faster than its non-TI counterpart and the original SQL.

Note that in Figure 5 SQL TI (Q9), Example 4 with manually added conditions,
runs significantly faster than the original one. This suggests that this type of complex
transitivity inference is not applied in the DBMS query optimization, and may be a
potential new query optimization method for a traditional DBMS.
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Fig. 5. “Rete TI”: Rete generated with Transi-
tivity Inference. “Rete Non-TI”: Rete without
Transitivity Inference. “SQL Non-TI”: Origi-
nal SQL query. “SQL TI”: Original SQL query
with hidden conditions manually added

Fig. 6. Effect of Conditional Materialization.
Comparing the execution times of Conditional
Rete, Non-Conditional Rete, and SQL for Ex-
ample 4 on Data1 and Data2

Conditional Materialization. Assume Transitivity Inference is not applicable by turn-
ing the module off for Example 4, we obtain a Rete network Q10, and a Conditional
Rete network Q11. Figure 6 compares the execution times of the Conditional Rete net-
work, the Rete network, and original SQL. It is clear that if non-selective conditions are
present, Conditional Rete is superior to the original Rete network.

5 Related Work

TREAT [13] is a variant form of Rete that skips the materialization of intermediate join
nodes but joins all nodes in one step. Match Box algorithm [16] pre-computes a rule’s
binding space, and then has each binding independently monitor working memory for
the incremental formation of tuple instantiations. LEAPS [14] is a lazy matching scheme
that collapses the space complexity required by Rete to linear.

A generalization of Rete and TREAT, Gator [9] is a non-binary bushy tree instead
of a binary bushy tree like Rete, applied to a scalable trigger processing system [10],
in which predicate indexing provides computation sharing among common predicates.
The work on Gator networks is more general than ours with respect to employing non-
binary discrimination networks with cost model optimizations. However, [9] explores
only single tuple updates at a time, does not consider aggregation operators, and is used
for trigger condition detection instead of stream processing.

Our work is closely related to several Database research directions, including Ac-
tive Databases [8][20][18], materialized view maintenance [3], and Stream Database
systems. Some recent and undergoing stream projects, STREAM [2], TelegraphCQ [4],
and Aurora [1], etc., develop general-purpose Data Stream Management Systems, and
focus on general stream processing problems, such as high data rates, bursting data
arrivals, and various query output requirements, etc. Compared to these systems, AR-
GUS tries to solve the performance problem caused by very-large-volume historical data
and high data rates by exploiting the very-high-selectivity property of SAMS queries,
particularly optimizing incremental query evaluations.

OpenCQ, WebCQ [12], and NiagaraCQ [5] are continuous query systems for Internet
databases with incremental query evaluation schemes over data changes. NiagaraCQ’s
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incremental query evaluation is similar to Rete networks. However, it addresses the
problem of very large number of queries instead of very-large volume data and high data
rates, and the optimization strategy is sharing as much computation as possible among
multiple queries. Distinguishably, ARGUS attempts to minimize the intermediate result
sizes in both single-query Rete networks and shared multi-query Rete networks.ARGUS
applies several techniques such as transitivity inference and conditional materialization
toward this goal.

Alert [18] and Tapestry [19] are two early systems built on DBMS platforms. Alert
uses triggers to check the query conditions, and modified cursors to fetch satisfied tuples.
This method may not be efficient in handling high data rates and the large number of
queries in a stream processing scenario. Similar to ARGUS, Tapestry’s incremental
evaluation scheme is also wrapped in a stored procedure. However, its incremental
evaluation is realized by rewriting the query with sliding window specifications on the
append-only relations (streams). This approach becomes inefficient when the append-
only table is very large. Particularly, it has to do repetitive computations over large
historical data whenever new data is to be matched in joins.

There is some relevant work on inferring hidden predicates [15][17]. However, they
deal with only the simplest case of equi-join predicates without any arithmetic opera-
tors. ARGUS deals with general 2-way join predicates with comparison operators and
arithmetic operators for Transitivity Inference.

6 Conclusion

Dealing with very-large volume historical data and high data rates presents special chal-
lenges for a StreamAnomaly Monitoring System. InARGUS, Rete networks provide the
basic framework for incremental query evaluation, and the very-high-selectivity prop-
erty of SAMS queries is exploited to minimize intermediate result sizes and speed up
performance significantly. The techniques include transitivity inference, user-defined
join priority, and conditional materialization. The later two will be replaced by a more
general cost-based optimization method that will subsume them. We are also extensively
expanding the system to incorporate multi-query computation sharing, incremental ag-
gregation, and the Dynamix Matcher.

Acknowledgements. This work was supported in part byARDA, NIMD program under
contract NMA401-02-C-0033. The views and conclusions are those of the authors, not
of the U.S. government or its agencies. We thank Chris Olston for his helpful suggestions
and comments, and Bob Frederking, Eugene Fink, Cenk Gazen, Dwight Dietrich, Ganesh
Mani, Aaron Goldstein, and Johny Mathew for helpful discussions.

References

1. D. J. Abadi and etc. Aurora: a new model and architecture for data stream management. The
VLDB Journal, 12(2):120–139, 2003.

2. B. Babcock, S. Babu, M. Datar, R. Motwani, and J. Widom. Models and Issues in Data Stream
Systems. In Proc. of the 21st ACM SIGMOD-SIGACT-SIGART Symp. PODS, 2002.



ARGUS: Rete + DBMS = Efficient Persistent Profile Matching 151

3. J. A. Blakeley and etc. Updating Derived Relations: Detecting Irrelevant and Autonomously
Computable Updates. ACM Trans. on Database Systems (TODS), 14(3):369–400, 1989.

4. S. Chandrasekaran and etc. TelegraphCQ: Continuous Dataflow Processing for an Uncertain
World. In Proc. of the 2003 Conf. on Innovative Data Systems Research.

5. J. Chen and etc. Design and Evaluation of Alternative Selection Placement Strategies in
Optimizing Continuous Queries. In Proc. of the 18th Intl. Conf. on Data Engineering, 2002.

6. E. Fink, A. Goldstein, P. Hayes, and J. Carbonell. Search for Approximate Matches in Large
Databases. In Proc. of the 2004 IEEE Intl. Conf. on Systems, Man, and Cybernetics.

7. C. L. Forgy. Rete:A FastAlgorithm for the Many Pattern/Many Object Pattern Match Problem.
Artificial Intelligence, 19(1):17–37, 1982.

8. L. Haas and etc. Startburst Mid-Flight: As the Dust Clears. IEEE Trans. on Knowledge and
Data Engineering, 2(1):143–160, 1990.

9. E. N. Hanson, S. Bodagala, and U. Chadaga. Optimized Trigger Condition Testing in Ariel
Using Gator Networks. Technical Report TR-97-021, CISE Dept., Univ. of Florida, 1997.

10. E. N. Hanson and etc. Scalable Trigger Processing. In Proc. of the 15th Intl. Conf. on Data
Engineering, 1999.

11. C. Jin and J. Carbonell. ARGUS: Rete + DBMS = Efficient Continuous Profile Matching on
Large-Volume Data Streams. Tech. Report CMU-LTI-04-181, Carnegie Mellon Univ. 2004
URL: www.cs.cmu.den/c̃jin/publications/Rete.pdf.

12. L. Liu, W. Tang, D. Buttler, and C. Pu. Information Monitoring on the Web: A Scalable
Solution. World Wide Web Journal, 5(4), 2002.

13. D. P. Miranker. TREAT: A New and Efficient Match Algorithm for IA Production Systems.
Morgan Kaufmann, 1990.

14. D. P. Miranker and D. A. Brant. An algorithmic basis for integrating production systems and
large databases. In Proc. of the Sixth Intl. Conf. on Data Engineering, 1990.

15. K. Ono and G. Lohman. Measuring the Complexity of Join Enumeration in Query Optimiza-
tion. In Proc. of 16th Intl. Conf. on VLDB, pages 314–325, 1990.

16. M. W. Perlin. The match box algorithm for parallel production system match. Technical
Report CMU-CS-89-163, Carnegie Mellon Univ., 1989.

17. H. Pirahesh and etc. A Rule Engine for Query Transformation in Starburst and IBM DB2 C/S
DBMS. In Proc. of 13th Intl. Conf. on Data Engineering, pages 391–400, 1997.

18. U. Schreier, H. Pirahesh, R. Agrawal, and C. Mohan. Alert: An Architecture for Transforming
a Passive DBMS into an Active DBMS. In Proc. of 17th Intl. Conf. on VLDB, 1991.

19. D. Terry, D. Goldberg, D. Nichols, and B. Oki. Continuous Queries over Append-Only
Databases. In Proc. of the 1992 ACM SIGMOD Intl. Conf.

20. J. Widom and S. Ceri, editors. Active Database Systems. Morgan Kaufmann, 1996.



Failing Queries in Distributed Autonomous
Information System
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Abstract. There are two basic cases when Query Answering System
(QAS) for a Distributed Autonomous Information System (DAIS) may
give no answer to a submitted query. Let us assume that q is that query
which is submitted to an information system S representing one of the
sites in DAIS. Systems in DAIS can be incomplete, have hierarchical
attributes, and we also assume that there are no objects in S which
descriptions are matching q. In such a case, QAS will fail and return
the empty set of objects. Alternatively, it may relax query q as it was
proposed in [7], [8], [2]. It means that q is replaced either automatically
or with a help from user by a new more general query. Clearly, the
ultimate goal is to find a generalization of q which is possibly the smallest.
Smaller generalizations of queries always guarantee higher confidence in
objects returned by QAS. Such QAS is called cooperative. We may also
encounter failing query problem when some of the attributes listed in q
are outside the domain of S. We call them foreign for S. In such a case,
we extract definitions of foreign attributes for S at other sites in DAIS
and next used them in QAS to solve q. However, to do that successfully,
we have to assume that both systems agree on the ontology of their
common attributes [14], [15], [16]. Such definitions are used to identify
which objects in S may satisfy that query. The corresponding QAS is
called collaborative. This paper shows that cooperation can be used as a
refinement tool for the collaboration strategy dealing with failing query
problem as presented in [14], [15].

1 Introduction

Distributed Autonomous Information System (DAIS) is a system that connects
a number of autonomous information systems using network communication
technology. In this paper, we assume that some of these systems may have hier-
archical attributes and some of them are incomplete. Incompleteness is under-
stood by allowing to have a set of weighted attribute values as a value of an
attribute. Additionally, we assume that the sum of these weights has to be equal
1. The definition of an information system of type λ and distributed autonomous
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information system used in this paper was given by Raś and Dardzińska in [15].
The type λ is used to monitor the weights assigned to values of attributes by
Chase algorithm [5], if they are greater than or equal to λ. If the weight assigned
by Chase to one of the attribute values is less than the threshold value λ, then
this attribute value is ruled out. Semantic inconsistencies among sites are due to
different interpretations of attributes and their values among sites (for instance
one site can interpret the concept young differently than another site). Ontolo-
gies ([9], [10], [17], [18], [19], [1], [20], [6]) are usually used to handle differences
in semantics among information systems. If two systems agree on the ontology
associated with attribute young and its values, then attribute young can be used
as a semantical bridge between these systems. Different interpretations are also
due to the way each site is handling null values. Null value replacement by a
value predicted either by statistical or some rule-based methods is quite common
before queries are answered by QAS. In [14], the notion of rough semantics and
a method of its construction was proposed. The rough semantics can be used to
model and nicely handle semantic inconsistencies among sites due to different
interpretations of incomplete values.

There are some cases when Query Answering System (QAS) for a Distributed
Autonomous Information System (DAIS) may fail to return a satisfactory an-
swer to a submitted query. For instance, let us assume that an information
system S has hierarchical attributes and there is no single object in S which
description is matching a query submitted by a user. By generalizing that query,
we may identify objects in S which descriptions are nearest to the description
submitted by the user. We may also faced failing query problem when some of
the attributes listed in a query q are outside the domain of a queried informa-
tion system S. The way to solve this problem is to extract definitions of such
attributes at one of the remote sites for S in DAIS and next used them by QAS
to identify objects in S satisfying q. This problem is similar to the problem when
the granularity of the attribute value used in a query q is less general than the
granularity of the corresponding attribute used in S. By replacing this attribute
value in q by the one used in S, we retrieve objects from S which possibly satisfy
q. Alternatively, we may compute definitions of this attribute value at one of the
remote sites for S in DAIS and next used them by QAS to enhance the pro-
cess of identifying which objects in S satisfy that query. However, before doing
that, we need to know that both systems involved in this process agree on the
ontology of their common attributes [14], [15], [16]. In this paper, we present a
new strategy for failing query problem in DAIS.

2 Query Processing with Incomplete Data

In real life, information about objects is collected and stored in information
systems residing at many different locations, built independently. These systems
are usually incomplete and their attributes may have different granularity levels.
For instance, at one system, concepts child, young,middle-aged, old, senile may
represent the domain of attribute age. At the other information system, we
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may use just integers to define that domain. If these two systems agree on the
ontology related to attribute age and its values, then they can use this attribute
when they communicate with each other. It is very possible that an attribute is
missing in one information system while it occurs at many others. Assume now
that user submits a query to a Query Answering System (QAS) of S (called
a client), which can not answer it due to the fact that some of the attributes
used in a query are either missing in S or their granularity is more specific than
the granularity of the same attributes at S. In all such cases, system S can
collaborate with other information systems (called servers) to get definitions of
these attributes from them. These new definitions form a knowledge base which
is used to chase (see [4]) that missing values or discover more precise values
that can replace the current values of attributes at S. Algorithm Chase for
DAIS, based on rules, was given by Raś and Dardzińska in [4]. This algorithm
can be easily modified so it can be used for refinement of object descriptions
in S. But before that, semantic inconsistencies due to different interpretations
of incomplete values among sites have to be somehow resolved. For instance,
it can be done by taking rough semantics [14], mentioned earlier. In any case,
collaborating sites have to agree on the ontology associated with their common
attributes. For simplicity reason, in this paper, we are not considering ontology
associated with users.

Definition 1:
We say that S = (X, A, V ) is a partially incomplete information system of type
λ, if S is an incomplete information system and the following three conditions
hold:

– aS(x) is defined for any x ∈ X, a ∈ A,

– (∀x ∈ X)(∀a ∈ A)[(aS(x) = {(ai, pi) : 1 ≤ i ≤ m}) →
∑m

i=1 pi = 1],

– (∀x ∈ X)(∀a ∈ A)[(aS(x) = {(ai, pi) : 1 ≤ i ≤ m}) → (∀i)(pi ≥ λ)].

Now, let us assume that S1, S2 are partially incomplete information sys-
tems, both of type λ. The same objects (from X) are stored in both systems
and the same attributes (from A) are used to describe them. The meaning
and granularity of values of attributes from A in both systems S1, S2 is also
the same. Additionally, we assume that aS1(x) = {(a1i, p1i) : 1 ≤ m1} and
aS2(x) = {(a2i, p2i) : 1 ≤ m2}.

We say that containment relation Ψ holds between S1 and S2, if the following
two conditions hold:

– (∀x ∈ X)(∀a ∈ A)[card(aS1(x)) ≥ card(aS2(x))],

– (∀x ∈ X)(∀a ∈ A)[[card(aS1(x)) = card(aS2(x))] →
[
∑

i
=j |p2i − p2j | >
∑

i
=j |p1i − p1j |]].

Instead of saying that containment relation holds between S1 and S2, we
can equivalently say that S1 was transformed into S2 by containment mapping
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Ψ . This fact can be presented as a statement Ψ(S1) = S2 or (∀x ∈ X)(∀a ∈
A)[Ψ(aS1(x)) = Ψ(aS2(x))]. Similarly, we can either say that aS1(x) was trans-
formed into aS2(x) by Ψ or that containment relation Ψ holds between aS1(x)
and aS2(x).

So, if containment mapping Ψ converts an information system S to S′, then
S′ is more complete than S. Saying another words, for a minimum one pair
(a, x) ∈ A×X, either Ψ has to decrease the number of attribute values in aS(x)
or the average difference between confidences assigned to attribute values in
aS(x) has to be increased by Ψ . To clarify this definition, let us assume that
aS1(x) = {(a1,

1
3 ), (a2,

2
3 )} and aS2(x) = {(a1,

1
5 ), (a2,

4
5 )}. Clearly S2 is closer

to a complete system than S1 with respect to a(x), since our uncertainty in the
value of attribute a for x is lower in S2 than in S1.

To give an example of a containment mapping Ψ , let us take two information
systems S1, S2 both of the type λ, represented as Table 1 and Table 2.

Table 1. Information System S1

X a b c d e

x1 {(a1,
1
3 ), (a2,

2
3 )} {(b1,

2
3 ), (b2,

1
3 )} c1 d1 {(e1,

1
2 ), (e2,

1
2 )}

x2 {(a2,
1
4 ), (a3,

3
4 )} {(b1,

1
3 ), (b2,

2
3 )} d2 e1

x3 b2 {(c1,
1
2 ), (c3,

1
2 )} d2 e3

x4 a3 c2 d1 {(e1,
2
3 ), (e2,

1
3 )}

x5 {(a1,
2
3 ), (a2,

1
3 )} b1 c2 e1

x6 a2 b2 c3 d2 {(e2,
1
3 ), (e3,

2
3 )}

x7 a2 {(b1,
1
4 ), (b2,

3
4 )} {(c1,

1
3 ), (c2,

2
3 )} d2 e2

x8 b2 c1 d1 e3

It can be easily checked that the values assigned to e(x1), b(x2), c(x2), a(x3),
e(x4), a(x5), c(x7), and a(x8) in S1 are different than the corresponding values
in S2. In each of these eight cases, an attribute value assigned to an object in S2
is less general than the value assigned to the same object in S1. It means that
Ψ(S1) = S2.

Again, let us assume that S1 = (X, A, V1), S2 = (X, A, V2) are partially
incomplete information systems, both of type λ. Although attributes in both
systems are the same, they differ in granularity of their values. We assume that
aS1(x) = {(a1i, p1i) : 1 ≤ i ≤ m1} and aS2(x) = {a1}.

We say that containment relation Φ holds between S2 and S1, if the following
two conditions hold:
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Table 2. Information System S2

X a b c d e

x1 {(a1,
1
3 ), (a2,

2
3 )} {(b1,

2
3 ), (b2,

1
3 )} c1 d1 {(e1,

1
3 ), (e2,

2
3 )}

x2 {(a2,
1
4 ), (a3,

3
4 )} b1 {(c1,

1
3 ), (c2,

2
3 )} d2 e1

x3 a1 b2 {(c1,
1
2 ), (c3,

1
2 )} d2 e3

x4 a3 c2 d1 e2

x5 {(a1,
3
4 ), (a2,

1
4 )} b1 c2 e1

x6 a2 b2 c3 d2 {(e2,
1
3 ), (e3,

2
3 )}

x7 a2 {(b1,
1
4 ), (b2,

3
4 )} c1 d2 e2

x8 {(a1,
2
3 ), (a2,

1
3 )} b2 c1 d1 e3

– (∀i ≤ m1)[a1i is a child of a1 in the ontology part representing hierarchical
attribute a],

– either {a1i : 1 ≤ i ≤ m1} does not contain all children of a1 or weights in
{p1i : 1 ≤ i ≤ m1} are not all the same.

Instead of saying that containment relation holds between S2 and S1, we
can equivalently say that S2 was transformed into S1 by containment mapping
Φ. This fact can be written as Φ(S2) = S1 or (∀x ∈ X)(∀a ∈ A)[Φ(aS2(x)) =
Φ(aS1(x))]. Similarly, we can either say that aS2(x) was transformed into aS1(x)
by Φ or that containment relation Φ holds between aS2(x) and aS1(x).

So, if containment mapping Φ converts an information system S to S′, then
information about any object in S′ is more precise than about the same object
in S. Clearly, if {a1i : 1 ≤ i ≤ m} contains all children of a1, then semantically
a1 has the same meaning as {(a1i, 1/m) : 1 ≤ i ≤ m}.

3 How to Handle Failing Queries in DAIS

Assume now that a query q(B) is submitted to system S = (X, A, V ), where B is
the set of all attributes used in q and that A∩B �= ∅. All attributes in B−[A∩B]
are called foreign for S. If S is a part of DAIS, then for definitions of foreign
attributes for S we may look at its remote sites (see [14]). We assume here that
two information systems can collaborate only if they agree on the ontology of
attributes which are present in both of them. Clearly, the same ontology does
not mean that a common attribute is of the same granularity at both sites.
Similarly, the granularity of values of attributes used in a query may differ from
the granularity of values of the same attributes in S. In [14], it was shown that
query q(B) can be processed at site S by discovering definitions of values of
attributes from B − [A ∩ B] at any of the remote sites for S and use them to
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answer q(B). With each rule discovered at a remote site, a number of additional
rules (implied by that rule) is also discovered. For instance, let us assume that
two attributes age and salary are used to describe objects at a remote site which
ascribes to the ontology given below:

– age( child(≤17),
young(18,19,...,29),
middle-aged(30,31,...,60),
old(61,62,...,80),
senile(81,82,...,≥100))

– salary( low(≤10K,20K,30K,40K),
medium(50K,60K,70K),
high(80K,90K,100K),
very-high(110K,120K,≥130K))

Now, assume that the rule (age, young) −→ (salary, 40K) is extracted at the
remote site. Jointly with that rule, the following rules are also discovered:

– (age, young) −→ (salary, low),
– (age,N) −→ (salary, 40K), where N = 18, 19, ..., 29,
– (age,N) −→ (salary, low), where N = 18, 19, ..., 29.

If both attributes are used in S and the granularity of values of the attribute
salary in S is more general than the granularity of values of the same attribute
used in some rules listed above, then these rules can be used by containment
mapping Φ to convert S into a system S′. Information about objects, with respect
to attribute salary, is more precise in S′ than in S. This conversion is necessary,
if only the granularity of values of the attribute salary used in query q(B) is
the same as its granularity used in rules in Φ. Otherwise, we would be forced to
replace the user query by more general one in order to match the granularity of
values of attributes used in S. Clearly, the user will be more pleased if his query
is kept untouched.

Assume now that L(D) = {(t → vc) ∈ D : c ∈ G(A)} (called a knowledge-
base) is a set of all rules extracted at a remote site for S = (X, A, V ) by
ERID(S, λ1, λ2), where G(A) is the set of attributes in S which values are
more general than the corresponding values of attributes used in q(B). Parame-
ters λ1, λ2 represent thresholds for minimum support and minimum confidence,
correspondingly. ERID is the algorithm for discovering rules from incomplete
information systems, presented by Dardzińska and Raś in [4]. The type of in-
completeness in [15] is the same as in this paper if we only assume that any
attribute value a1 in S can be replaced by {(a1i, 1/m) : 1 ≤ i ≤ m}, where
{a1i : 1 ≤ i ≤ m} is the set of all children of a1 in the ontology associated
with a1.

By replacing values of attributes in G(A), describing objects in S, by values
which are finer, we can easily arrive to a new system Φ(S) in which q(B) will fail
(we get either the empty set of objects or set of weighted objects with weights
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below some threshold value provided by user). In this paper we propose an
objective strategy to find an optimal subset of G(A) for the refinement process
of attribute values. But before it is presented, another issue has to be discussed
first.

Foreign attributes for S can be seen as attributes which are 100% incomplete
in S, that means values (either exact or partially incomplete) of such attributes
have to be ascribed to all objects in S. Stronger the consensus among sites on
a value to be ascribed to x, finer the result of the ascription process for x can
be expected. Assuming that systems S1, S2 store the same sets of objects and
use the same attributes to describe them, system S1 is finer than system S2, if
Ψ(S2) = S1.

But, before we continue this discussion any further, we have to decide first
on the interpretation of functors or and and, denoted in this paper by + and ∗,
correspondingly. We adopt the semantics of terms proposed by Raś & Joshi in
[16] as their semantics has all the properties required for the query transforma-
tion process to be sound [see [16]]. It was proved that, under their semantics,
the following distributive property holds: t1 ∗ (t2 + t3) = (t1 ∗ t2) + (t1 ∗ t3).

So, let us assume that S = (X, A, V ) is an information system of type λ and
t is a term constructed in a standard way (for predicate calculus expression)
from values of attributes in V seen as constants and from two functors + and ∗.
By NS(t), we mean the standard interpretation of a term t in S defined as (see
[16]):

– NS(v) = {(x, p) : (v, p) ∈ a(x)}, for any v ∈ Va,
– NS(t1 + t2) = NS(t1)⊕NS(t2),
– NS(t1 ∗ t2) = NS(t1)⊗NS(t2),

where, for any NS(t1) = {(xi, pi)}i∈I , NS(t2) = {(xj , qj)}j∈J , we have:

– NS(t1)⊕NS(t2) =
{(xi, pi)}i∈(I−J) ∪ {(xj , pj)}j∈(J−I) ∪ {(xi, max(pi, qi))}i∈I∩J ,

– NS(t1)⊗NS(t2) = {(xi, pi · qi)}i∈(I∩J).

Now, we are ready to discuss the failing query problem in DAIS. Let S =
(X, A, V ) represents the client site in DAIS. For simplicity reason, we assume
that A = A1∪A2∪{a, b, d}, Va = {a1, a2, a3}, Vb = {b1,1, b1,2, b1,3, b2,1, b2,2, b2,3,
b3,1, b3,2, b3,3}, Vd = {d1, d2, d3}, and that the semantics of hierarchical attributes
{a, b, c, d}, used in DAIS, is a part of DAIS ontology defined as:

– a(a1[a1,1, a1,2, a1,3], a2[a2,1, a2,2, a2,3], a3[a3,1, a3,2, a3,3])
– b(b1[b1,1, b1,2, b1,3], b2[b2,1, b2,2, b2,3], b3[b3,1, b3,2, b3,3])
– c(c1[c1,1, c1,2, c1,3], c2[c2,1, c2,2, c2,3], c3[c3,1, c3,2, c3,3])
– d(d1[d1,1, d1,2, d1,3], d2[d2,1, d2,2, d2,3], d3[d3,1, d3,2, d3,3])

So, the set {a1, a2, a3} represents the values of attribute a at its first gran-
ularity level. The set {a1,1, a1,2, a1,3, a2,1, a2,2, a2,3, a3,1, a3,2, a3,3} represents the
values of attribute a at its second granularity level. Attributes in {b, c, d} have
a similar representation. Clearly, ai,j is finer than ai, for any i, j.
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Now, we assume that query q = ai,1 ∗ bi ∗ ci,3 ∗ di is submitted to S. There is
number of options for solving q.

The first step to solve the query is to generalize ai,1 to ai and ci,3 to c. This
way query q is replaced by a new query q1 = ai ∗ bi ∗ di. Now, either there
are objects in S satisfying q1 or further generalization of q1 is needed. In the
first case, we can only say that objects matching q1, may satisfy q. Further
generalization of q will decrease the chance that the retrieved objects will match
q. Since the granularity of attributes used in q1 is the same as the granularity of
attributes in S, we can use cooperative query answering approach (see [7], [8],
[2]) to find the nearest objects in S matching q1. If there is a number of objects
in S satisfying q1, then we can use knowledge discovery methods to check which
of these objects should satisfy the property ai,1 ∗ci,3 and the same should satisfy
query q. To be more precise, we search DAIS for a site which has overlapping
attributes with S, including attributes a, c. The granularity level of attributes
a, c has to be the same as their granularity level in q. For instance, if S1 is
identified as such a site, we extract from S1 definitions of ai,1 and ci,3 in terms
of the overlapping attributes between S and S1. These definitions are used to
identify which objects retrieved by q1 should also match query q.

Distributive property t1 ∗ (t2 + t3) = (t1 ∗ t2) + (t1 ∗ t3), mentioned earlier,
is important because of the replacement of values of attributes either in q or
in q1 by terms which are in disjunctive form. For instance, if di −→ ai,1 and
ci −→ ai,1 are extracted at remote sites for S, then di + ci may replace ai,1 in q.

Finally, we can check what values of the attribute a and of the attribute c are
implied by di ∗ bi,2 at remote sites for S and if any of these implications (rules)
have high confidence and high support. This information is used to identify which
objects in S can be seen as the closest match for objects described by q.
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Abstract. In the world of text document classification, the most general case is 
that in which a document can be classified into more than one category, the 
multi-label problem. This paper investigates the performance of two document 
classification systems applied to the task of multi-class multi-label document 
classification. Both systems consider the pattern of co-occurrences in docu-
ments of multiple categories. One system is based on a novel sequential data 
representation combined with a kNN classifier designed to make use of se-
quence information. The other is based on the “Latent Semantic Indexing” 
analysis combined with the traditional kNN classifier. The experimental results 
show that the first system performs better than the second on multi-labeled 
documents, while the second performs better on uni-labeled documents. Per-
formance therefore depends on the dataset applied and the objective of the  
application. 

1   Introduction 

Text documents classification is one of the tasks of content-based document manage-
ment. It is a problem of assigning a document into one or more classes. In multi-class 
document classification, there are more than two classes, however documents can be 
uni-labeled. On the other hand, in multi-label classification, a document may fall into 
more than one class, thus a multi-label classifier should be employed. For example, 
given classes “North America”, “Asia”, “Europe”, a news article about the trade rela-
tionship between U.S.A and France may be labeled both to the “North America” and 
the “Europe” classes.  

In this paper, we investigate the performance of two document classification sys-
tems regarding the task of multi-class multi-label document classification. Both of the 
systems consider the patterns of co-occurrences in documents or categories, and solve 
the high dimensionality problem of the traditional vector space model. The first sys-
tem is based on a novel document representation technique developed by the authors 
– a hierarchical Self Organizing Feature Map (SOM) architecture – to encode the 
documents by first considering the relationships between characters, then words, and 
then word co-occurrences. After which, word and word co-occurrence sequences were 
constructed to represent each document. This system automates the identification of 
typical document characteristics, while considering the significance of the order of 
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words in a document.  In the second system, documents are first represented using the 
traditional vector space model (VSM), and then Latent Semantic Indexing is used to 
encode the original vectors into a lower dimensional space. It constructs the associa-
tion within documents and terms from a “Semantic” view. The k-Nearest Neighbour 
(kNN) classification algorithm is employed at the stage categorization of both sys-
tems. However, to make use of the sequence information that the first system cap-
tures, new similarity function designed by the authors is employed, whereas kNN is 
applied using cosine similarity function to the second system. To evaluate both of the 
systems, experiments are performed on a subset of Reuters-21578 data set. The results 
show that the first system performs better than the second one on the multi-labeled 
documents; while the second performs better on the uni-labeled documents. The over-
all performances of both systems are very competitive, however the first system 
emphasizes the significant order of the words within a document, whereas the second 
system emphasizes the semantic association within the words and documents.    

The rest of the paper is organized as follows: Section 2 presents the system frame-
work and the data preprocessing applied to both systems. Section 3 describes the en-
coded data representation model designed by the authors, whereas section 4 presents the 
alternative Latent Semantic Indexing algorithm. The classification algorithm employed 
is described in section 5. Experiments performed and results obtained are presented in 
section 6. Finally, conclusions are drawn and future work is discussed in section 7. 

2   System Framework and Document Pre-processing 

The principle interest in this work is the scheme used to express co-occurrences con-
sequently; the pre-processing and classification stages remain the same for both sys-
tems. Pre-processing removes all tags and non-textual data from the original docu-
ment. Then a simple part-of-speech (POS) tagging algorithm [3] is used to select 
nouns from the document after which special nouns are removed.  What is left is used 
as the input for both of the representation systems. 

3   The Encoded Sequential Document Representation  

In this document representation, we make use of the ability of an unsupervised learn-
ing system – Self Organizing Feature Map (SOM) – to provide approximations of a 
high dimensional input in a lower dimensional space [5, 6]. The SOM acts as an en-
coder to represent a large input space by finding a smaller set of prototypes.  

Thus, in this work, a hierarchical SOM architecture is developed to understand the 
documents by first encoding the relationships between characters, words, and then 
words co-occurrences. The hierarchical nature of the model and the corresponding U-
matrix of trained SOMs are shown in Figure 1. In this model, the system is defined by 
the following three steps:  

1) Input for the First-Level SOMs: The assumption at this level is that the SOM 
forms a codebook for the patterns in characters that occur in a specific document 
category. In order to train an SOM to recognize patterns in characters, the document 
data must be formatted in such a way as to distinguish characters and highlight the 
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relationships between them. Characters can easily be represented by their ASCII rep-
resentation. However, for simplicity, we enumerated them by the numbers 1 to 26, i.e. 
no differentiation between upper and lower case.  The relationships between charac-
ters are represented by a character's position, or time index, in a word. It should be 
noted that it is important to repeat these words as many times as they occur in the 
documents, so that the neurons on the SOM will be more excited by the characters of 
the more frequent words and their information will be more efficiently encoded.  

2) Input for the Second-Level SOMs: The assumption at this level is that the 2nd 
level SOM forms a codebook for the patterns in words that occur in a specific docu-
ment category. When a character and its index are run through a trained first-level 
SOM, the closest neurons (in the Euclidian sense), or Best Matching Units (BMUs), 
are used to represent the input space. A two-step process is used to create a vector for 
each word, k, which is input to the first-level SOM of each document: 

- Form a vector of dimension equal to the number of neurons (r) in the first-level 
SOM, where each entry of the vector corresponds to a neuron on the first-level 
SOM, and initialize each entry of the vector to 0. 

- For each character of word k, 

o Observe which neurons n1, n2, ..., nr are closest. 
o Increase entries in the vector corresponding to the 3 most affected 

BMUs by 1/j, 1  j  3. 

Hence, each vector represents a word through the sum of its characters. The results 
given by the second-level SOM are clusters of words on the second-level SOM. 

3) Input for the Third-Level SOMs: The assumption at this level is that the SOM 
forms a codebook for the patterns in word co-occurrence that occur in a specific 
document category. In the context of this architecture, word co-occurrence is simply a 
group of consecutive words in a document.  The consecutive words are from a single 
document with a sliding window of size 3. The input space of the third-level SOM is 
formed in a similar manner to that in the second-level, except that each word in the 
word co-occurrences is encoded in terms of the indexes of the 3 closest BMUs result-
ing from word vectors passed through the second-level SOMs. Thus, the length of the 
input vector to the third-level SOM is 9. The results given by third-level SOM are 
clusters of word co-occurrence on the third-level SOM. 

After training the SOMs, we analyzed the results of the trained second and third level 
SOMs. We observed that documents from the same category always excited the same or 
similar parts of the second and third level SOMs respectively, as well as sharing BMU 
sequences with each other, Figures 2-3. Moreover, we observed that the different catego-
ries have their own characteristic most frequent BMU sequences. Based on these obser-
vations, we propose a document representation system where each document has two 
sequence representations: The first one is based on the second-level SOM, i.e. the word 
based sequence representation. The other is based on the third-level SOM, i.e. the word 
co-occurrence based sequence representation. These two sequence representations are 
combined together during the classification stage. The sequence representation 
(word/word co-occurrence) is defined as a two dimensional vector. The first dimension 
of the vector is the index of the BMUs on the second (third) level SOM; the second di-
mension is the Euclidean distance to the corresponding BMUs. 
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Fig. 1. An overview of the hierarchical SOMs encoding architecture 

4   Latent Semantic Indexing (LSI) 

A lot of research has been performed using Latent Semantic Indexing (LSI) for in-
formation retrieval with many good results for text retrieval, in particular [2, 4]. How-
ever, very little consideration has been given to the performance of LSI on multi-class 
multi-label document classification problems. LSI emphasizes capturing words or 
term co-occurrences based on the semantics or “latent” associations. The mapping of 
the original vectors into new vectors is based on Singular Value Decomposition 
(SVD) applied to the original data vectors [1, 7]. Usually, the original document vec-
tors are constructed using the so-called vector space model and the TF/IDF weighting 
schema. There are many TF/IDF weighting schemas. The one we used here is: 

 Pij = tfij . log (N/dfi)                                                             (1) 

Pij: Weight of term tj in document di 
tfij: Frequency of term tj in document di 

3 10 9 18 25 26 54 61 62 
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rons on the first layer SOM 

U-Matrix of 
the first 
Layer SOM 
(Character 
encoding) 

U-Matrix of the second Layer SOM 
(Word encoding) 

1     0        1/2     0    1/3               …

U-Matrix of the third Layer SOM 
(Words co-occurrence encoding, a hit 

histogram sample of the categories ‘earn’ 
(blue) and ‘interest’ (red)) 

Indexes of 3 most affected BMUs 
of word “corn” word co-
occurrence “corn rates reserves” 



 Evaluation of Two Systems on Multi-class Multi-label Document Classification 165 

 

                          
 
Fig. 2. BMU sequences of two documents from category “Earn” on the second-level SOM 

 
 
 
 
 
 
 
 
 
 

Fig. 3. BMU sequences of two documents from category “Earn” on the third-level SOM 

N: Total number of documents in corpus 
dfi: Number of documents containing term tj 

Moreover, LSI omits all but the k largest singular values. Here, k is an appropriate 
value to represent the dimension of the low-dimensional space for the corpus. Hence, 
the approximation of mnA ×  becomes [7]: 

 T
kmkkknmn VSUA ×××× =ˆ  (2) 

Anxm- is a mn×  matrix representing documents  

rnU ×
– )....( ,2,1 ruuu is the term-concept matrix 

rrS × – ),....,( 21 rdiag ∂∂∂ ,
iiS  is the strength of concept i 

rmV ×
– )...,,( 21 rvvv is the document-concept matrix 

In the experiments performed here, a large range of k values (from 25 to 1125) was 
explored to fully investigate its efficiency on the multi-class multi-label documents 
classification. 

5   The Document Classification Algorithm Employed 

The k-Nearest Neighbour (kNN) classifier algorithm has been studied extensively for 
text categorization by Yang and Liu [8]. The kNN algorithm is quite simple: To clas-
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sify a test document, the k-Nearest Neighbour classifier algorithm finds the k nearest 
neighbours among the training documents, and uses category labels of the k nearest 
training documents to predict the category of the test document. The similarity in 
score of each neighbour document to the test document is used as the weight of the 
categories of the neighbour document [8]. If there are several training documents in 
the k nearest neighbour, which share a category, the category gets a higher weight.  

In this work, we used the Cosine distance (3) to calculate the similarity score for 
the document representation based on LSI. However, since the Cosine distance meas-
urement does not fit the encoded sequential data representation, we designed a simi-
larity measurement formula (4) and (5). Both (4) and (5) consider the length of the 
shared BMU sequences, in which (4) emphasizes the similarity degree of the BMUs in 
a sequence, while (5) emphasizes the length of the document to be measured. After 
weighting the categories by using (4) and (5), we normalize the weight and combine 
the normalized weight of each category by adding them together.  
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Di : Test document to be categorized.  
Dj : Document in the training set.   
n : Total number of BMUs in common BMU sequences of  Di and Dj.  
W: Euclidean distance of a word to the corresponding BMU 
dist(Wik,Wjk): The distance between W and the corresponding BMU in the com-
mon BMU sequences of Di and Dj. This shows the similarity between words 
(word co-occurrences) 
length(Dj): Length of the document in the training set in terms of BMU se-
quences. 

6   Experimental Setup and Results 

In this work, we employed a well-known multi-class multi-label document data set - 
Reuters-215781. There are a total of 12612 news stories in this collection. These sto-
ries are in English, where 9603 are pre-defined as the training set, and 3299 are pre-
defined as the test set. In our experiments, all 9603 training files are used, which be-
long to 118 categories. In order to fully analyze the performance of the systems for 
the multi-class multi-label document classification problem, we chose 6 of the top 10 
categories of the Reuters-21578 data set to test the categorization performance. These 
categories are “Earn”, “Money-fx”, “Interest”, “Grain”, “Wheat” and “Corn”. The 

                                                           
1  Reuters data set,  http://www.daviddlewis.com/resources/testcollections/reuters21578/ 
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relationships between these categories in the training set are shown in Figure 4, and 
are the same as their relationships in the test set. Moreover, there are 8231 nouns left 
after pre-processing; where it is these nouns that are used to build the SOM and LSI 
representations.  

 

 
Fig. 4. Size and relationship of the six categories in the training set 

Facing a multi-labeled (N labels) test document, we classify the test document to 
the top N weighted categories. The F1-measure is used to measure performance. We 
experiment with four kNN limits for the SOM representation — k = 3, 5, 10 and 15, 
whereas seven kNN limits (k = 25, 115, 225, 425, 525, 625, and 1125) for the LSI 
representation. In this case, our experiments show that “k = 5” gives the best perform-
ance in terms of the Macro F1-measure score. 
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TP :  Positive examples, classified to be positive. 
FN :  Positive examples, classified to be negative. 
FP:   Negative examples, classified to be positive. 

Tables 1 and 2 show most of the results on multi-labeled documents and uni-
labeled documents, respectively. Table 3 shows the Macro F1-measure of the multi-
labeled and uni-labeled documents. It is apparent that both systems have very com-
petitive performance on the task of multi-class multi-label document classification. 
From the returned Macro-F1 value, the system based on the sequential document 
representation performs better than the system based on LSI. On the other hand, LSI 
works better, where each document is based on a single topic. The experiments show 
that LSI does work better on the uni-labeled documents on some k values (25 or 125). 
However, it works worse on the multi-labeled documents whatever the k value is.  

The encoded sequential document representation can capture the characteristic se-
quences for documents and categories. Good performance is achieved by utilizing the 
sequence information for classification. The results show that it works better for the 
relatively larger categories, such as “Money+Interest”, “Grain+Wheat” and “Earn”. 
We conclude the reasons behind this is: This data representation is based on the ma-
chine-learning algorithm to capture the characteristic word or word co-occurrences 
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for categories, so the more frequent the word or word co-occurrences are, the more 
easily it can be caught and represented by the neurons of the hierarchical SOM based 
architecture developed here. In the experimental corpus, the larger categories present 
more frequent word or word co-occurrences to the architecture. 

Table 1. Classification results of the multi-labeled documents2,3 

F1-Measure Category Size in 
Test set SDR LSI 

(25) 
LSI 
(125) 

LSI 
(225) 

LSI 
(425) 

LSI 
(525) 

LSI 
(625) 

LSI 
(1125) 

M+I  43 0.86 0.79 0.73 0.74 0.80 0.78 0.78 0.67 
G+C 34 0.55 0.44 0.54 0.59 0.59 0.58 0.52 0.56 
G+W 49 0.76 0.62 0.43 0.71 0.73 0.71 0.69 0.65 

G+C+W 22 0.75 0.98 0.88 0.90 0.85 0.80 0.86 0.76 
Micro-F1 Measure 0.74 0.68  0.61 0.72 0.73 0.71 0.70 0.65 

Table 2. Classification results of the uni-labeled documents3 

F1-Measure Category Size in 
Test set SDR LSI 

(25) 
LSI 
(125) 

LSI 
(225) 

LSI 
(425) 

LSI 
(525) 

LSI 
(625) 

LSI 
(1125) 

Earn 1087 0.97 0.97 0.97 0.96 0.96 0.96 0.95 0.94 
Money 136 0.61 0.68 0.67 0.64 0.58 0.58 0.56 0.56 
Interest 88 0.44 0.54 0.61 0.56 0.57 0.58 0.58 0.51 
Grain  44 0.35 0.40 0.35 0.34 0.30 0.29 0.23 0.29 
Micro-F1 Measure 0.88 0.89 0.89 0.88 0.87 0.87 0.86 0.85 

Table 3. The overall classification results of multi-labeled and uni-labeled documents2 

 SDR LSI 
(25) 

LSI 
(125) 

LSI 
(225) 

LSI 
(425) 

LSI 
(525) 

LSI  
(625) 

LSI 
(1125) 

Macro-F1 0.81 0.78 0.75 0.80 0.80 0.75 0.75 0.75 

7   Conclusion and Future Work 

Through this work, we explored the performance of two document classification sys-
tems regarding the task of multi-class multi-label document classification. Both of the 
systems consider the patterns of co-occurrences in documents or categories, and solve 
the high dimensionality problem associated with the traditional vector space model. 
However, the first system considers the term co-occurrences from the aspect of the 
order of the terms within documents, while the Latent Semantic Indexing considers 

                                                           
2 M+I: “Money-fx+Interest”; G+C: “Grain+Corn”; G+W: “Grain+Wheat”; G+C+W: 

“Grain+Corn+Wheat”. 
3 SDR: Sequential Document Representation; LSI (n): Latent Semantic Indexing with k 

value=n. 
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the term co-occurrences from the aspect of semantic association within them and 
documents.  

The experimental results show that the SOM representation performs better than 
the LSI on the multi-labeled documents; while LSI performs better on the uni-labeled 
documents. The over all performances of both systems are very competitive. The 
encoding mechanism of the SOM system can efficiently work on both textual and 
non-textual data. Since the order and the frequency of patterns are maintained as they 
appear before input to the encoding architecture, it is expected to perform better for 
other data classification applications such as medical or business information systems 
where sequence information is more significant and important. Moreover, it can be 
used for online data classification without seeing all the terms or patterns in the whole 
corpus. The methodology of the LSI system is easy to use and discovered the seman-
tic associations between the terms within the documents. It is very accurate when 
each document is on a single topic and the terms are partitioned among the topics 
such that each topic distribution has high probability on its own terms. 

The idea of sequential data representation for document classification is new, more 
improvements such as looking into the integration of different sizes of the SOMs for 
the encoding architecture, investigating other styles of representations on top of the 
encoding architecture, will be done in the future. In addition, other classifiers, which 
explicitly support sequence classification, will also be analyzed and utilized in the 
later research. 
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Abstract. Information and the knowledge pertaining to it are important to mak-
ing informed decisions. In domains where knowledge changes quickly, such as 
business and open source intelligence gathering there is a need to represent and 
manage the collection of dynamic information from multiple sources. Some of 
this information may be transitory due to its situated context and time-limited 
value (eg driven by a changing business market). Ontologies offer a way to 
model concepts and relationships from information sources and for dynamic 
domains it is important to look at how to support evolution of knowledge repre-
sented in an ontology, the change management of an ontology and how to main-
tain consistency when mapping and merging knowledge from multiple sources 
to an ontology base.  One of the difficulties is that often contradictions can oc-
cur and sources may be unreliable.  In this paper we introduce a technique for 
merging knowledge while ensuring that the reliability of that knowledge is cap-
tured and present a model which supports ontology evolution through the inclu-
sion of trust and belief measures. 

1   Introduction 

This paper introduces an evolutionary approach for the management of information 
models which need to reflect evolving knowledge related to uncertain and/or dynami-
cally changing domains. This is often driven by the need to keep track of changing 
relationships in a dynamic operating environment such as a rapidly changing market 
in a business domain or intelligence gathering operations. There is increasing interest 
in open source intelligence gathering (OSINT) [18] where there are multiple sources 
of information in the public domain with contradictions and unreliability associated 
with the sources. For business there is interest in OSINT for time critical decision 
making in dynamic domains (eg rapidly changing markets, portfolio management) 
and also its use in business competitive intelligence (CI) [20]. As support for stan-
dardized methods of knowledge exchange gains momentum, ontologies [1] are  
increasingly being used to store information models and the need to keep track of an 
ontology’s development has resulted in increasing research work in the area of ontol-
ogy evolution [2-4]. Our notion of an ontology follows that of [1] where an ontology 
is defined as metadata that explicitly defines the semantics of terminology in a ma-
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chine readable format.  In this paper we use the ontology web language (OWL) [5] as 
a standardized way of representing an information model as part of the proposed sys-
tem. There has been research work looking at how to analyze dynamic information 
sources such as the internet and then through techniques such as text mining, natural 
language processing and other processes create models of how concepts relate to each 
other [18]. For the system presented here we assume that a process has already been 
applied (associated with what we term an information gathering (IG) agent which is 
defined as an entity responsible for gathering and processing information into an 
information source) to convert information sources into a common ontological form 
(OWL) but that there may still exist issues such as semantic heterogeneity (ie same 
name used for different concepts or different names used for the same concept) across 
sources. 

Ontology evolution can be described as the adaptation of an ontology to reflect the 
changing state of a domain [3] which may include the change management process by 
which the ontology is kept consistent [6].  Building up a correct ontology for a spe-
cific domain can be a time intensive activity and generally requires a knowledge or 
domain expert.  Domain experts perform a variety of tasks involved with managing 
information for a specific domain, while knowledge experts usually create the seman-
tics and terminology of a specific domain. A domain expert is often required to re-
solve conflicts, handle uncertainty, and to make decisions, such as how data items 
may relate to each other across multiple sources.  This necessity to compare, contrast 
and resolve differences between multiple sources is part of the process of information 
fusion [7].  This process can often be broken down to a mapping and merging prob-
lem [8].  Knowledge of the semantics involved in the context of information can be 
used to discover and make decisions about appropriate merges and relationships; this 
is known as a mapping.  Our approach to this problem assumes that decisions will be 
made by one or more decision makers (DMs) who utilize a knowledge management 
system. The role of the system in this context is to facilitate the storage and revision 
of an information model resulting from the fusion of sources supplied by multiple IG 
agents, as discussed by [8], with the DM making decisions about uncertain or in-
accurate knowledge representation derived from the source. Not all sources are equal 
in terms of reliability and because of the time critical nature of the system it is up to 
the DM to decide on their confidence in sources at the time the information needs to 
be merged. Because there may be different DMs who have different levels of domain 
knowledge we propose that this operation should be modified both by the DM's con-
fidence in the source (can be considered in terms of a belief measure) and also the 
reputation of the DM or system trust in the DM (ie how much should the system trust 
the assignment of belief values?). 

There is extensive research [7-9] into automated approaches for knowledge fusion 
problems but for domains where knowledge is transient, uncertain or incomplete there 
is a need to continually capture domain knowledge and this generally requires some 
mechanism for rapid assimilation to enhance decisions based on the information and 
the knowledge describing it.  Merging of ontologies, based on interaction with a user 
through the use of automatically generated suggestions is a feature of tools such as 
PROMPT [7] and Chimaera  [9].  Tools like Protégé-2000 [13] also provide editing 
functionality that can help support some of the requirements of ontology evolution.  
However there is still a need to effectively capture knowledge through user interac-
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tion (especially for the mapping problem) where this knowledge is not always static 
or certain and these tools currently provide no mechanism for representing this uncer-
tainty. The main contribution of this paper is the proposal of a knowledge manage-
ment system based on evolving ontologies to support evolutionary change resulting 
from uncertainty in domain knowledge and the discussion of results obtained using 
preliminary experiments with an initial prototype.  Part of this includes the aim of 
minimizing the level of human interaction when performing an information fusion 
using evolving ontologies, in particular to postpone the need for a domain expert to 
validate the ontology. The use of uncertainty in stored relationships reflects the need 
to represent uncertainty present in domain knowledge.  This could be due to incom-
plete or inaccurate information (eg as a result of the lack of domain knowledge by a 
user who needs to store information) or the need to keep track of a dynamic set of 
relationships which change due to nature of the domain. 

This paper is structured as follows: In section 2 a brief overview of related work is 
presented. Section 3 introduces our model of an evolutionary ontology.  Section 4 
provides an overview of our proposed system model and the initial prototype imple-
mentation.  Section 5 discusses a relevant case study from an intelligence gathering 
domain and finally section 6 is our conclusion and discussion of future work. 

2   Related Work 

Ontologies are becoming widely used as a representation language and are used to 
assist in the fusion of information [7, 10].  Many tools supply assistance to domain 
experts when the fusion of ontologies is necessary.  One limitation of all current im-
plementations is that it is assumed that the ontologies being merged are static struc-
tures and the knowledge contained is certain.  This limits the use of these tools in real 
world situations where knowledge is subjective and the creators of the knowledge are 
not always completely certain on the correct semantics of the concepts contained 
within.  An ontology consists of a hierarchy that relates classes via properties [11].  
The property and hierarchy relationships are where we propose the uncertainty may 
occur.  Although not yet supported by tools there has been recent work by [17] to 
apply a Bayesian approach to uncertainty modeling using OWL ontologies and a draft 
by W3C [23] on how to represent n-ary relations in OWL which presents patterns 
which could be used to handle belief values. 

McGuinness et al [9] propose Chimaera as an ontology fusion tool.  Chimaera’s 
has a suggestion algorithm based on pattern matching.  Chimaera searches through the 
first model and then using a set of reasons searches through the second model for a 
match.  Another tool OntoMerge [8] was originally designed to convert ER models 
from database schema to an ontology, in a process called “Ontolization”[8].  Dou 
states that the process of Ontolization can’t be fully automatic because only domain 
experts know the meanings and relationships of the terms.  Thus it is only possible, 
for software, to provide assistance with this process.  This manual mapping is utilised 
by OntoMerge to provide a mechanism for merging ontologies, which was proven to 
be a requirement for the translation process [7]. OntoMerge uses first-order logic to 
provide predicate axioms to map the source ontologies onto target ontology.  Another 
ontology fusion tool is PROMPT, proposed by Noy et al [11].  PROMPT is a plug-in 
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component for Protégé-2000 [4].  PROMPT was developed to provide a semi-
automatic approach to merging ontologies by providing automation where attainable, 
and guidance where it is unable to decide upon the correct results. These tools supply 
suggestions in regards to the fusion of models.  This implies that the user performs the 
fusion not the tool.  This causes problems as the user’s knowledge, in the domain, 
must be sufficient to ensure they know which suggestions to accept and additionally 
which extra mappings are required to ensure a successful fusion.  The tools ability to 
quickly locate likely fusions would minimize the task of a domain expert to search 
through the models. 

Ontology evolution is part of providing richer knowledge models [2].  When dis-
cussing ontology evolution versioning is a key concept [2,3] which allows the user to 
highlight the differences between two ontologies.  The reason behind this is that as 
ontologies change the applications using them do not.  This causes problems in that 
the static applications are expecting the ontology to be static and then manipulate the 
dynamic data described.  Versioning allows the application to access the version of 
the ontology that it expects to use.  In regards to our work the application using the 
ontology expects there to be changes and actively searches for possible solutions 
(based on belief values) of the ontology.  This means that it is assumed applications 
are mostly concerned with the most relevant current state (or view) of the domain for 
a problem or decision at hand (eg the right information at the right time).  Previous 
states supply a framework and a basis for the evolution but once the evolution is per-
formed the previous state is fully incorporated with the new knowledge.   

When evolving ontologies it is necessary to perform consistency checking to en-
sure the ontology is valid [3].  This need complicates the process of evolution as the 
ontology must remain consistent.  Stanjanovic [3] further propose that the evolution 
process should be supervised and offer advice.  Since the evolution process we are 
implementing revolves around the merging of new knowledge to the existing ontol-
ogy we can leverage suggestion algorithms in current ontology merging tools to sup-
ply this advice.  While supervision should be performed by a domain expert by in-
cluding beliefs in the ontology structures we hope to assist the user in making in-
formed decisions on an evolving knowledgebase.   

3   Evolutionary Ontology Model 

Often in time critical scenarios it is not possible to have a knowledge expert on hand 
to assist with knowledge management.  In domains where new information is con-
stantly being provided for decision making purposes there is a need for rapid merging 
of both the information and the relating semantic knowledge.  This need for quick 
assimilation and the unavailability of a knowledge expert often leaves the task of 
merging in the hands of less qualified staff.  Thus it is necessary to firstly ensure the 
knowledge is converted to a standardized representation language, like OWL [5].  
This conversion can be easily achieved if a direct one to one mapping exists. If no one 
to one mapping exists the conversion can still be performed but it may contain errors.  
The challenge then is the resolution of semantic problems that may exist, such as the 
terminology used, the ambiguity of concepts or the semantic structure.  A knowledge 
expert would be able to solve these discrepancies, but in time critical scenarios the 
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knowledge expert often forms a “bottle neck” [13] that may be detrimental to achiev-
ing a deadline.  To overcome the error of the semantics uncertain relationships can be 
made transient until they are confirmed or rejected and belief factors can be assigned 
to these transitory relationships in order to provide the end user with insight into the 
ontology and those relationships that may be incorrect.  At some point the ontology 
will need to be “cleaned up” by a knowledge expert to remove erroneous relation-
ships, ensure correct terminology and to reinforce correct semantics.  In a time critical 
scenario it is useful to keep superfluous knowledge, with uncertainty, to allow for 
quick decisions to be made and this motivates our notion of an evolutionary ontology. 

3.1   Ontology Evolution Process 

The Evolutionary Ontology Model proposed in this paper aims at providing a mecha-
nism for input, from multiple sources, into an evolving base ontology, σ base.  For 
such ontology to near completeness we need to add additional concepts (classes) and 
semantic relationships (properties or inheritance hierarchy) over time usually in the 
form of a new ontology, σ new.  Changes are driven by merging of new information 
and knowledge (converted to a standardized ontological form) with the base ontology.  
Therefore we can define a merge,Μ , of the two ontologies, such that the new knowl-
edge is reflected in the resultant base ontology, σ *

base , for each σ new , as follows:  

Μ (σ base ,σ new)  σ *
base (1) 

To achieve this it is not enough to simply insert the set of relationships, Rnew, into 
the set of original relationships Rbase.  There is often extra information and context 
that needs to be considered when inserting new relationships or concepts.  An IG 
agent, in this work, is considered to be a provider of new information and the knowl-
edge that pertains to it, that may be stored in a personal ontology.  This is provided to 
a decision maker (DM) who makes decisions based on the information that the ontol-
ogy describes.  A major concern when accepting input from an IG agent is the cor-
rectness of the supplied information and knowledge.  This is broken down into how 
strong is the DM’s belief in the relationships in the agent’s personal ontology and how 
strong is the system’s trust in the DM. The aim is to capture these beliefs so that the 
structure of the ontology allows different views on the changing state of a domain 
model.   

3.2   Ontology Change Operations 

Critical to evolutionary ontologies is examining the operations used to manipulate and 
evolve the ontology.  These operations are mainly derived from graph theory as 
shown in [13] and include the addition, modification and removal of concepts (nodes) 
and relationships (arcs).  These operations provide a solid basis for the evolution of 
ontologies.  In addition to standard operations [4] we propose additional operations, 
strengthen belief and weaken belief as well as specializing the add relationship and 
remove relationship to include belief and trust factors and to weaken belief.  These 
additional operations allow for the system to capture beliefs about the relationships 
between knowledge concepts.  The add relationship operation will need to ensure that 
the relationship doesn’t exist and if it does will need to strengthen the belief of that 
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relationship while the remove relationship operation needs to weaken the belief of the 
relationship.  Once the belief is sufficiently small it may be more efficient for an on-
tology management process to remove this relationship.   

The ontology model we use, OWL [5], consists of a set of nodes which in this solu-
tion can be considered to be concrete concepts.  These nodes are connected by a mu-
table set of relationships that represent possible solution spaces of how these concepts 
relate. When multiple relationships occur between two concepts it is necessary to 
place limitations to ensure that only the most correct solutions are shown using views.  
A view is a selection (subset) of relationships designed to reduce the number of rela-
tionships, between two concepts, that are displayed to the DM.  Views allow the DM 
to filter the solution space to select the best possible solution (relationship between 
two concepts) for their scenario.  All views will contain a base set of relationships 
confirmed by a knowledge expert (i.e. the belief is 100%).  Currently this can is 
achieved in two ways:  a “max belief” view that shows the most probable relation-
ships between concepts or a “max belief and max trust” view which shows the maxi-
mum belief of the input sources with the highest trust.  The beliefs are evolutionary in 
nature, as other sources may concur or conflict with the current knowledge. 

3.3   Assigning Belief and Trust Values 

There are a number of formal models which have been applied to decision making 
and reasoning with uncertain, vague or incomplete information. These include Bayes-
ian reasoning, belief networks, the Dempster-Shafer theory of evidence, fuzzy logic 
and general probability theory (see [16] for a review of uncertainty formalisms). 

In non-standard probability models belief functions are used to allow a decision 
maker to assign bounds on probabilities linked to events without having to come up 
with exact probabilities which are often unavailable. We have chosen to use belief 
functions to represent the system belief in a relationship contained in the base ontol-
ogy combined with belief revision based on the Certainty Factor (CF) Model devel-
oped by Buchanan and Shortliffe [19] in their work with the rule-based medical ex-
pert system MYCIN. Because of its simplicity and more natural appeal to users over 
the use of strict probability theory the CF model has been widely used to handle un-
certainty in a range of rule-based expert systems. Certainty factors can be viewed as 
relative measures that do not translate to a measure of absolute belief. [16] indicates 
that CFs can be viewed as representing “changes of belief”. Therefore they are useful 
in the heuristic approach (based on combining CFs) which we have adopted for belief 
revision under uncertainty. Certainty factors can be used to manage incrementally 
acquired evidence (eg from expert assessment) with different pieces of evidence hav-
ing different certainty values. The CF model does not have a rigourous mathematical 
foundation like the Dempster-Shafer model but can be shown to approximate standard 
probability theory (see [16]) in many situations. CFs are numerical values in range [-
1.0,1.0]. To support the required reinforcement and weakening operations we used a 
CF- combining function (eg see Stanford CF calculus [19]) which provides the neces-
sary framework.   

In this model system belief in a relationship is quantified (via a belief function) as 
a value in the range [0,1] which can be interpreted as a percentage value and stored as 
association information for a relationship.  The ontology model stores the highest 
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level of trust of a DM who has provided knowledge that causes a reinforcement of 
belief in or creation operation on a relationship. The advantage of keeping the highest 
trust value ensures that the current DM or user of the system can differentiate between 
multiple novice DMs of the past and one expert DM’s view on a relationship.  

In this initial proposal a CF is used to reflect the DM confidence in an information 
source being processed. This CF is then scaled based on the system trust in the DM. 
The idea of trust used in this proposal is based on work in reputation systems [14]. 
The machine belief B (Rm) is restricted to the range [0,1] and can be viewed as the 
degree of system belief that a relationship should exist based on the accumulated 
decision making evidence to date. This is because the machine belief B (Rm) deter-
mines whether a relationship Rm remains in the ontology or not with negative values 
having no meaning and a value reaching zero signifying that a relationship has ex-
pired and should be removed. Values of machine belief B are not able to be decre-
mented below zero. The DM’s overall certainty ut is a standard CF in the range [-1,1] 
which needs to be applied to a selected relationship in an information source model 
being processed. Positive values represent an incremental belief and negative values 
represent an incremental disbelief in a relationship. Each selection utilizes a trust 
modifier, ϕ  , (a scalar in the range [0,1]) which when applied to the DM’s initial 

certainty u1 in the IG agent from which the information originated (ie the DM confi-
dence in the information source) acts as a weight to provide the overall certainty ut. 
This is calculated using:  

ut = ϕ  * u1 (2) 

The trust modifier, ϕ  , represents the reputation of the DM (ie the amount of trust 

the system has in the DM based on their reputation or rating). This simple approach to 
representing trust has been adopted in the initial prototype of the system. The scale 
used for the trust modifier has a set of possible categories or levels (“Novice”, “In-
termediate”, “Advanced”, “Domain Expert”, “Knowledge Expert”) mapped to a set of 
numerical values in the range [0,1] which can be interpreted as percentages in the 
range [0%,100%]. This initial set of categories can easily be extended to provide a 
finer grained set of trust levels. The overall certainty ut will be negative when weak-
ening the belief in a relationship and positive to strengthen.  To strengthen the sys-
tem’s current belief, Bi (Rm), on a relationship, Rm, the new knowledge concerning the 
existence of the relationship represented through the calculated value of ut, with (ut > 
0) the resultant machine belief Bf (Rm) can be revised using: 

Bf (Rm) = Bi (Rm) + ut – (Bi (Rm)* ut) (3) 

To weaken the belief, Bi (Rm), the new knowledge about the relationship repre-
sented by ut, with (ut < 0) and the machine belief is revised using:  

Bf (Rm) = (ut + Bi (Rm)) / (1- MIN (|Bi (Rm) |, | ut |)) (4) 

When a relationship is added between two concepts that already have existing rela-
tionships it is necessary to weaken the belief of all existing relationships.  When a 
source has a different relationship between two concepts the implication is of contra-
dicting the existing relationships. The “clean-up” process is performed by a knowl-
edge expert (ϕ = 1). The process involves removing incorrect relationships and 



 Uncertain Knowledge Gathering: An Evolutionary Approach 177 

 

strengthening the belief in correct relationships to have no uncertainty. This can be 
performed at any time but should be conducted at regular intervals.  

4   System Prototype 

The system (see Fig 1) created aims to capture the beliefs and trust factors of relation-
ships in an ontology.  It is necessary to provide mechanisms for the DM to supply the 
necessary information to determine beliefs. This has been achieved by providing a 
mechanism for entering belief factors when a relationship between two concepts is 
created in the base ontology.  The DM simply annotates their belief to the relation-
ship.  The system uses a trust factor in the DM to scale the new knowledge in regards 
to the impact on the current knowledge base.  This is a procedure utilized to ensure 
that a source is verified before supplying its knowledge to the knowledge base.  Once 
the verification is obtained the new knowledge can be merged into the existing knowl-
edge base. For this system the fusion is currently performed by Protégé-2000 with the 
PROMPT plug-in [7].  This follows a series of suggestions to assist the DM in 
merging the concepts in the new knowledge to the current base ontology.   

Once the merging and updating of beliefs is completed the DM is able to examine 
the ontology by use of views.  Once a view is selected the DM is then able to provide 
a view of the instance data (information) and how it semantically interacts. An addi-
tional part of the system implemented involves editing of the ontology.  This is 
achieved using Protégé-2000 and allows for the maintenance of the ontology in situa-
tions where incorrect concepts have been introduced.  This allows the knowledge 
expert to adjust the ontology to ensure there is consistency. 

 

Fig. 1. System Overview showing the main system components 

5   Case Study 

Intelligence gathering is an important part of defense operations and often relies on 
channels of new information and knowledge originating from varied and different 



178 D. Hooijmaijers and D. Bright 

 

sources [22]. An Intelligence Analyst (IA), the decision maker, often needs to make 
informed decisions based on the knowledge and provide a solution of how the knowl-
edge concepts work together to be able to provide their intelligence documentation.  
There is increased use of open source intelligence gathering from public domains like 
the internet to aid intelligence operations. Often the knowledge in these situations is 
uncertain while in other situations the IG agent providing the knowledge may be cir-
cumspect and require verification.  In time critical situations the sheer volume of 
knowledge coming to the IA can make this a labour intensive task with decisions 
being made quickly and often ignoring some components of knowledge.  Thus the IA 
needs to make multiple decisions to ensure the best possible presentation of the in-
formation and knowledge for their superiors. The following steps would be 
complementary with the needs of an IA in this type of scenario: 

1. Decide on the standardization if necessary 
2. Decide on how to complete the Merge of new knowledge  
3. Decide on an appropriate view that provides the best solution space 
4. Send up the chain of command to aid command level decisions 

Using our proposed system and this procedure the IA would convert, if necessary, 
the information and knowledge to OWL, while including their confidence in the in-
formation source model.  The IA then utilizes the fusion mechanism to fuse the new 
knowledge allowing for multiple solution spaces to be created. The process is re-
peated if new knowledge is obtained or if the Intelligence Documentation is rejected. 
The IA is required to categorize the sources providing the information and knowl-
edge.  This categorization is based on confidence or belief levels where a good proven 
source of information may have a higher belief value then an untried source. A belief 
value is selected in the range [0%,100%] (stored as a number in the range [0,1]). The 
system also captures the trust in the IA for this case study using the following trust 
categories:  ((“Novice” , 10%), ("Intermediate", 20%), ("Advanced", 40%), ("Domain 
Expert", 75%), ("Knowledge Expert", 100%)). An initial knowledge base, shown in 
Fig 2, was used to describe a current state of the domain.  To simplify the view in-
stance data has not been included.  It can be seen that there exist two relationships 
between “Person” and “Task”, this is an example of an extraneous relationship in 
which a DM may have been unsure as to the correct link between them.  Alternately 
both links may be correct in which case it may be necessary for a knowledge expert to 
clarify the situation. 

To this knowledgebase a new knowledge source, σ new, was submitted by an IG 
agent (CFs u1 = +1.0 have been applied to relationships “Organisation Sponsors” and 
“Budget” and a CF of u1 = +0.7 to “Funding”) and needs to be merged with the σ base 
(using IA trust = 40%).  This new knowledge source contains two existing concepts 
task and organization and a new concept Finance.  The addition of the new concept 
and the relationships between the existing concepts is a merge operation by PROMPT 
and requires the belief to be adjusted by trust and CF values as shown in Fig 2 using 
eqns. (2) and (3).  The relationship in σ new between “Organisation” and “Task”, 
“Organisation Sponsors”, is different to the relationship between the same concepts in 
σ base, “Organisation Tasks”.  This will create an extraneous relationship between 
these concepts and in turn weaken the beliefs of all other relationships between them, 
using eqn. (4), as shown in Fig 3. 
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Fig. 2. Knowledgebase σ base  representing a current state of the domain 

 

Fig. 3. Updated Knowledgebase σ base* after a new knowledge source σ new  is added 
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6   Summary and Future Work 

In this paper we have shown that the inclusion of trust and uncertainty during ontol-
ogy evolution, driven by merging of new knowledge, can be potentially valuable to 
the time critical gathering of information in rapidly changing domains.  The approach 
is based on belief values associated with relationships and uses extraneous relation-
ships subsets of which signify possible current views on the domain.  Current merging 
and visualization tools are utilized to provide a framework, offer suggestions and 
allow for decision makers to modify, view and employ the possible solutions to prob-
lems and decision making within their domain.  To enable ontology evolution we 
have introduced two additional operations that (i) strengthen the belief that a relation-
ship between two concepts is correct and (ii) weaken the belief. Although we are still 
in the process of implementing our solution it can be seen from initial experiments 
that the additional information stored in the ontology provides a dynamic modeling 
approach for a dynamic domain.  Extraneous relationships result in complex ontology 
structure and we are experimenting with the InVision System for visualization [21] 
which can be useful in providing multiple views on data. 
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Abstract. Several classes of propositional formulas have been used as target lan-
guages for knowledge compilation. Some are based primarily on c-paths (essen-
tially, the clauses in disjunctive normal form); others are based primarily on d-
paths. Such duality is not surprising in light of the duality fundamental to classical
logic. There is also duality among target languages in terms of how they treat links
(complementary pairs of literals): Some are link-free; others are pairwise-linked
(essentially, each pair of clauses is linked). In this paper, both types of duality are
explored, first, by investigating the structure of existing forms, and secondly, by
developing new forms for target languages.

1 Introduction

Several classes of propositional formulas have been used as target languages for knowl-
edge compilation, including Horn clauses, ordered binary decision diagrams, tries1, and
sets of prime implicates/implicants—see, for example, [2, 3, 8, 12, 20, 21]. The discov-
ery of formula classes that have properties that are useful for target languages is ongoing.
Within the past several years, decomposable negation normal form [6] (DNNF), link-
less formulas called full dissolvents [15], factored negation normal form [9] (FNNF),
and pairwise-linked clause sets, in which every pair of clauses contain complementary
literals (called EPCCL in [10]), have been investigated as target languages. It is not
surprising that dualities arise when comparing target languages, but the extent of their
prevalence may be surprising.

Most research has restricted attention to conjunctive normal form (CNF). This may
be because the structure of negation normal form (NNF) can be quite complex. However,
there is growing interest in target languages that are subclasses of NNF. Decomposable
negation normal form, studied by Darwiche [5, 6], is one such class. They are linkless
and have the property that atoms are not shared across conjunctions. Every DNNF
formula is automatically a full dissolvent—the end result of applying path dissolution to
a formula until it is linkless. Although linkless, full dissolvents may share atoms across
conjunctions. It turns out that many of the applications of DNNF depend primarily on

� This research was supported in part by the National Science Foundation under grant CCR-
0229339.

1 A variation of a tree, often used to store dictionaries.

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 182–190, 2005.
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the linkless property and are available and equally efficient with full dissolvents [15].
Moreover, full dissolvents can be advantageous both in time and in the size of the
resulting formula.

The class FNNF of factored negation normal form formulas is introduced in [9].
They provide a canonical representation of arbitrary boolean functions. They are closely
related to BDDs, but there is a DPLL-like tableau procedure for computing them that
operates in PSPACE.

The pairwise-linked formulas introduced by Hai and Jigui [10] appear to be struc-
turally quite different from—and rather unrelated to—DNNF, full dissolvents, or to
FNNF formulas. For one thing, pairwise-linked formulas are in CNF and the others are
not; for another, pairwise-linked formulas have many links while the others are link-free.
It turns out, however, that these classes are closely related, not only through traditional
AND/OR-based duality, but also through a kind of link-based duality. These formula
classes are examined in light of both types of duality; the resulting insight leads to new
compilation techniques and to new target languages.

A brief summary of the basics of NNF formulas is presented in Section 2.1. There
is also a short discussion of negated form (NF), which is useful as the assumed input
language since any logical formula whatsoever can be converted to equivalent negated
form in linear time. Path dissolution is described in Section 2.2; greater detail can be
found in [13]. Decomposable negation normal form is also described in that section.

The class of pairwise-linked clause sets is examined in Section 3.1. Several new
observations are made, and an alternative to the compilation technique of [10] is proposed
that does not require subsumption checks. This is generalized to d-path linked formulas
in Section 3.2. Section 4 focuses on duality relationships: Both traditional and/or based
duality and link-based.

Proofs are omitted due to lack of space; they can be found in [16].

2 Linkless Normal Forms

There is growing interest [3, 11, 5, 6, 13, 19, 22] in non-clausal representations of logical
formulas. The NNF representation of a formula often has a considerable space advantage,
and many CNF formulas can be factored into an NNF equivalent that is exponentially
smaller. Similar space saving can be realized using structure sharing, for example with
tries. On the other hand, there is experimental evidence [13] that factoring a CNF formula
can provide dramatic improvements in performance for NNF based systems.

Linkless formulas have several properties desirable for knowledge compilation. In
[9], factored negation normal form (FNNF) and ordered factored negation normal form
(OFNNF), both linkless, are introduced. The latter is a canonical representation of any
logical formula (modulo a given variable ordering of any superset of the set of variables
that appear in the formula). The FNNF of a formula can be obtained with Shannon ex-
pansion. The dual Shannon expansion and the dual of FNNF are described in Section 3.2.
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2.1 Negated Form and Negation Normal Form

A logical formula is said to be in negated form (NF) if it uses only three binary connec-
tives, ∧,∨,⇔, and if all negations are at the atomic level. Negated from is introduced
in [9] and is useful as an input form because any logical formula can be converted to
negated form in linear time (and space). An NF formula that contains no ⇔’s is in
negation normal form (NNF).

Two literal occurrences are said to be c-connected if they are conjoined within the
formula (and d-connected if they are disjoined within the formula). A c-path (d-path) is a
maximal set of c-connected (d-connected) literal occurrences. A link is a complementary
pair of c-connected literals.

Related to factoring is the Shannon expansion of a formula G on the atom p, also
known as semantic factoring; it is defined by the identity, G ≡ (p∧G[true/p]) ∨ (¬p∧
G[false/p]), where G[β/p] denotes the replacement of all occurrences of atom p by β
in G. Observe that any formula G may be replaced by the formula on the right. In fact,
this rule can be applied to any subformula, and, in particular, to the smallest part of the
formula containing all occurrences of the variable being factored. The term semantic
factoring reflects the fact that all occurrences of the atom p within the subformula under
consideration have in effect been ‘factored’into one positive and one negative occurrence.
Darwiche’s conditioning operation, the original Prawitz Rule [18], BDDs, and Step 4 in
Rule III of the Davis-Putnam procedure [7] are closely related to Shannon expansion.

2.2 Path Dissolution and Decomposable Negation Normal Form

Path dissolution [13] is an inference mechanism that works naturally with formulas
in negation normal form. It operates on a link by restructuring the formula so that all
paths through the link are deleted. The restructured formula is called the dissolvent;
the c-paths of the dissolvent are precisely the c-paths of the original formula except
those through the activated link. Path dissolution is strongly complete in the sense that
any sequence of link activations will eventually terminate, producing a linkless formula
called the full dissolvent. The paths that remain are models of the original formula.
Full dissolvents have been used effectively for computing the prime implicants and
implicates of a formula [19, 20]. Path dissolution has advantages over clause-based
inference mechanisms, even when the input is in CNF, since CNF can be factored. The
time savings is often significant, and the space savings can be dramatic.

Let atoms(F) denote the atom set of a formula F . An NNF formula F is said to
be in decomposable negation normal form (DNNF) if F satisfies the decomposability
property: If α = α1 ∧ α2 ∧ ... ∧ αn is a conjunction in F , then i �= j implies that
atoms(αi) ∩ atoms(αj) = ∅; i.e., no two conjuncts of α share an atom. Observe
that a DNNF formula is necessarily linkless since a literal and its complement cannot
be conjoined—after all, they share the same atom. The structure of formulas in DNNF
is much simpler than the more general NNF. As a result, many operations on DNNF
formulas can be performed efficiently. Of course, obtaining DNNF can be expensive,
but if this is done once as a preprocessing step, the “expense” can be spread over many
queries.
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2.3 Testing for Entailment

One common query of a knowledge base K is the question,“Does K logically entail a
clause C?” A yes answer is equivalent to (K ∧ ¬C) being unsatisfiable. Both DNNF
formulas and full dissolvents, which are linkless, can answer such a query in time linear in
the size of the knowledge base2 For DNNF formulas, this is accomplished by converting
(K ∧ ¬C) to DNNF with a technique called conditioning [6]. If the resulting DNNF
reduces to empty, then the answer to the query is yes.

Full dissolvents can also determine entailment in linear time. If a knowledge base
K is a full dissolvent, K contains no links, and all links in K ∧ ¬C go between K and
¬C; i.e., between K and a unit. Dissolving on such links strictly decreases the size of
the formula. Each operation is no worse than linear in the amount by which the formula
shrinks, so the total time required to dissolve away all links is linear in the size of K.
The formula that is produced is again linkless, and if this formula is empty, the answer
to the query is yes.

There is another approach for answering this query; it is based on Nelson’s Theorem,
a proof of which can be found in [19]:

Theorem 1. In any non-empty formula K in which no c-path contains a link, i.e., if K
is a full dissolvent, then every implicate of K is subsumed by some d-path of K. ��

A clauseC can then be tested for entailment as follows: First, consider the subformula
of K consisting of all complements of literals of C. Then C is entailed if this subgraph
contains a full d-path throughK. This computation can be done in time linear in the size
of K—for a proof see [15].

3 Pairwise-Linked Formulas

In Section 2, classes of linkless formulas used as target languages for knowledge com-
pilation were described. The opposite approach is considered in this section: Classes of
formulas with many links are explored. As we shall see in Section 4, there is a duality
to these two approaches.

3.1 Pairwise-Linked Clause Sets

Hai and Jigui introduced pairwise-linked clause sets in [10]. They call them EPCCL
Theories: Each Pair (of clauses) Contains Complementary Literals.This class of formulas
has a number of nice properties, including the fact that satisfiability can be determined
in linear time. The authors provide an elegant proof of this result, included here, with a
clever combination of the inclusion/exclusion principle and the observation that every
proper subset of the complete matrix, defined below, on m variables is satisfiable.

A maximal term onm variables is a clause that contains allm variables (positively or
negatively). The complete matrix (see [1]) onm variables is the clause set Cm consisting
of all 2m maximal terms. It is easy to see that Cm is minimally unsatisfiable; that is,

2 Linear time is not very impressive: The knowledge base is typically exponential in the size of
the original formula.
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Cm is unsatisfiable, but every subset is satisfiable. The authors use their extension rule,
defined below, to extend any (non-tautological) clause3 to a logically equivalent set
of maximal terms. They observe that a clause set is thus unsatisfiable if and only if
extending every clause to maximal terms produces all of Cm, i.e., exactly 2m clauses.
As a result, satisfiability can be reduced to a counting problem. The authors use the
inclusion/exclusion principle, stated below, to do this count in linear time on pairwise-
linked clause sets.

The extension rule can be defined as follows: Let C be a clause, and let p be an atom
not appearing in C. Then the clause set C ′ = {C ∨ p, C ∨ p̄} is the extension of C with
respect to p. Observe that C ′ is logically equivalent to C. With repeated applications of
extension, a set of maximal terms equivalent to any clause can be obtained. If m is the
size of maximal terms, then 2m−|C| is the size of the equivalent set of maximal terms.

The inclusion/exclusion principle can be stated as follows: Let P1, P2, ..., Pn be
any collection of finite sets. Then (∗) | ∪n

i=1 Pi| =
∑n

i=1 |Pi| −
∑

1≤i<j≤n |Pi ∩
Pj | + . . . + (−1)n+1|P1 ∩ P2 ∩ . . . ∩ Pn|.

Given a set F = {C1, . . . , Cn} of clauses (with m variables), let Pi denote the
set of maximal terms obtained by extending Ci. Then F is equivalent to

⋃n
i=1 Pi and

thus is satisfiable iff
∣∣∣⋃n

i=1 Pi

∣∣∣ < 2m. Observe that, for pairwise-linked clause sets,

since the Ci’s are pairwise linked, the sets Pi are pairwise disjoint. Thus, while for
arbitrary clause sets the inclusion/exclusion principle may be impractical to use, for
pairwise-linked clause sets, the formula (∗) reduces to | ∪n

i=1 Pi| =
∑n

i=1 |Pi|.
The satisfiability of a pairwise-linked clause set can thus be determined in linear

time by determining whether
∑n

i=1 |Pi| =
∑n

i=1 2m−|Ci| is 2m. Determining whether
a clause is entailed by a pairwise-linked clause set can also be done in polynomial time.
If F is the clause set, and C = {p1, p2, ..., pk} is the clause, then F |= C iff F ∧¬C is
unsatisfiable. Since¬C can be thought of as a set of unit clauses, whetherF |= C can be
determined by finding a pairwise-linked clause set that is equivalent to F ∪

⋃k
i=1{pi}.

The computation time will be polynomial if the equivalent pairwise-linked clause set
can be constructed in polynomial time.

The method used by Hai and Jigui to accomplish this is simple and elegant. If {p}
is a unit clause to be added to F , partition F into three sets of clauses: Let F1 be the
set of clauses containing p̄, let F2 be the set of clauses containing p, and let F3 be
the remaining clauses. The clauses of F are of course already pairwise linked, so we
need only be concerned about links between one clause in F and the unit clause {p}.
The clauses in F1 are already linked to {p}, and {p} subsumes each clause in F2, so
they may be deleted. If C is a clause in F3, then extend C with respect to p, producing
C ∪ {p̄} and C ∪ {p}. The latter is subsumed by p and thus may be deleted. We thus
have a pairwise linked clause set that is logically equivalent to F ∪{{p}}. Observe that
the method used to produce this clause set amounts to the following: Add the unit {p}
to the given pairwise-linked clause set, delete all clauses subsumed by the unit, and add
p̄ to all clauses not containing p̄. This process is clearly linear in the size of the original
clause set F and thus is at most quadratic for adding several unit clauses. The results of
this discussion are summarized in the next theorem.

3 Tautologies cannot be extended to maximal terms because they contain an atom and its negation.
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Theorem 2. (Hai and Jigui [10]) IfF is a set of pairwise-linked clauses, then determin-
ing whether F is satisfiable can be done in time linear in the size of F , and whether F
entails a given clause can be determined in polynomial time. ��
A note of caution: The extension rule can be used to create an equivalent pairwise-linked
set of clauses F ′ from any clause set F , and these operations are polynomial in F ′.
However, F ′ may be exponentially larger than F .

Quite a bit more can be said about pairwise-linked clause sets. Recall that a literal
occurring in a clause set is said to be pure if its complement does not occur in the clause
set. It is well known (and very easy to verify) that a clause set is unsatisfiable if and only
if the clause set produced by removing all clauses containing pure literals is unsatisfiable.
The next theorem may therefore be surprising — see [16] for a proof.

Theorem 3. Let F be an unsatisfiable set of tautology-free pairwise-linked clauses.
Then F contains no pure literals. ��

It is often desirable to work with minimally unsatisfiable clause sets, but, typically, it
is not easy to find such a set, even knowing that the clause set is unsatisfiable. The next
theorem may therefore also be surprising. (The proof — see [16] — is immediate from
observations in [10], but there is also an elegant proof that relies only on first principles.)

Theorem 4. Let F be an unsatisfiable set of tautology-free pairwise-linked clauses.
Then F is minimally unsatisfiable. ��

3.2 DPL Formulas

The class of pairwise-linked formulas discussed in Section 3.1 is restricted to CNF. Not
surprisingly, there is a corresponding class of NNF formulas that contains the CNF class
as a special case; they are called d-path linked (DPL) formulas. Satisfiability of certain
DPL formulas can also be determined in polynomial time, and so there is the potential
advantage that such an NNF formula may be exponentially smaller than the equivalent
pairwise-linked clause set.

An NNF formula G is said to be d-path linked if every pair of distinct d-paths is
linked, and if no d-path contains more than one occurrence of an atom. Note that the
latter condition forces each d-path, which is an occurrence set, to correspond exactly to a
non-tautological clause in a CNF equivalent of G; i.e., the set of d-paths is an equivalent
pairwise-linked clause set.

It may seem that working with DPL formulas is impractical. Determining whether
an NNF formula is d-path linked would appear to be as hard as determining whether a
clause set is pairwise-linked, and it would appear that few arbitrary NNF formulas are in
this class. A DPL formula can be obtained by factoring a pairwise-linked clause set, but
then the full cost of producing the clause set must be paid. Nevertheless, the situation is
more promising than this.

A compilation algorithm is presented in [10] that requires CNF input and produces a
pairwise-linked clause set as output. At the heart of the algorithm is a triply-nested loop;
at the innermost level resides a subsumption check. Here, a compilation algorithm is
introduced that does not use subsumption and that compiles arbitrary formulas directly
into DPL formulas. The key to the algorithm is the dual Shannon expansion of a formula
G, which is defined to be ¬SE(¬G, p) = (p ∨ G[false/p) ∧ (¬p ∨ G[true/p]).
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The dual of the FNNF operator is a DPL formula called disjunctive factored negation
normal form; it is defined using duality by D-FNNF(L,F) = ¬ FNNF(L,¬F).

If pi is chosen so that i is maximal, the result is called ordered D-FNNF and denoted
D-OFNNF. The remarks about FNNF apply in a straightforward but dual manner to these
formulas. Thus a knowledge base will compile to a formula that can be regarded as a
binary tree with root 1, and whose leaves do not have leaf siblings. Branches of D-FNNF
(FNNF) trees correspond to d-paths (c-paths). Just as FNNF formulas have no c-links,
in D-FNNF there are no d-links. But it is evident from the definition that the d-paths are
pairwise linked: The left and right subtrees are rooted at p and ¬p, respectively, and so
all branches within the left subtree contain p, and all branches within the right subtree
contain ¬p.4

If a knowledge base K is compiled by the D-OFNNF operator, the question, Given
clauseC = {p1, . . . , pn}, doesK entailC, i.e., isK∧¬C unsatisfiable? can be answered
as follows: Substitute 0 for pi and 1 for¬pi, 1 ≤ i ≤ n, throughout D-OFNNF(L,K) and
apply theSIMP rules. If the query is entailed byK, the tree simplifies to 0. This process
is linear in D-OFNNF(L,K). It is interesting to note that for an arbitrary entailmentF |=
C, determining whether F ∧¬C is unsatisfiable cannot done by substituting constants;
indeed, this is anNP-complete problem. But for a D-OFNNF tree, simplification alone
is sufficient because the D-OFNNF of an unsatisfiable formula is a root labeled 0.5

It is not always necessary to perform all the substitutions and simplifications to
determine whether the query is entailed. Suppose C is an implicate of K—i.e., suppose
K |= C. Then ¬C |= ¬K, so an assignment making all literals of C false must falsify
K. This viewpoint is useful because, just as branches of an OFNNF formula represent
satisfying interpretations, D-OFNNF branches represent falsifying ones; i.e., setting all
literals on a branch to false falsifies the formula. Thus, the set of literals labeling a branch
is an implicate of the formula. Recall that an implicate is prime if it is minimal in the
sense that no proper subset is also an implicate.

Lemma 1. Let F be an arbitrary logical formula, and let IP be a clause containing q
such that F ∧ ¬(IP − {q}) is not unsatisfiable. Then IP is a prime implicate of F iff
IP − {q} is a prime implicate of F ∧ ¬q. ��

Theorem 5. Let the nodes on branch B in D-OFNNF(L,K) be labeled q1, . . . , qm, in
that order, so that qm is the leaf. Then there is a unique subset IP of {q1, . . . , qm} that
is a prime implicate of K. Moreover, IP contains qm. ��

Theorem 5 provides another way to test a clause C = {p1, . . . , pn} for entailment.
Suppose the tree is stored so that each node has a bit vector indicating the branch leading
to it from the root. The occurrences of pn in the tree may be scanned, and each node’s
vector can be examined to determine whether p1, . . . , pn−1 are on that branch. Such
branches are consistent with C. If a consistent branch is found in which pn is not a
leaf, then C is not entailed by K (since the assignment falsifying every literal on this
branch falsifies C but not K). If no such branch is found, substitute 0 for pn and 1 for
¬pn, apply SIMP , and repeat for pn−1. Queries for which the answer is yes require as

4 In a dual manner, an FNNF formula represents a pairwise d-linked DNF clause set.
5 But let us not forget that building D-OFNNF may be expensive.
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much computation time with either approach, but if the answer is no, this method may
terminate more quickly.

4 Dualities

That duality should arise in a variety of ways in the study of propositional languages
is hardly surprising. But in this setting it is so pervasive that a brief synopsis may be
illuminating.

Perhaps the most familiar duality is that of CNF and DNF. The latter is (conjunctive)
link-free, but typically has many d-links; the former is free of d-links but may have many
c-links. From Nelson’s Theorem [17], we know that the prime implicants of a tautology-
free CNF formula are present as non-contradictory c-paths, and the prime implicates
of a contradiction-free DNF formula are present as non-tautological d-paths. It turns
out that producing implicants and implicates syntactically is the result not of CNF/DNF
per se, but of the absence of links, which is a side effect of converting to CNF or to
DNF.

Computing the full dissolvent of a formula removes links without producing DNF;
similarly, the disjunctive dual of dissolution produces a formula without d-links. This
leads to a version of Nelson’s Theorem based only on the absence of links [19].

The work of Hai and Jigui [10] pointed towards an additional layer of duality—
namely that implicates can be extracted not only from c-linkless formulas, but also from
pairwise-linked clause sets. Thus entailment testing is facilitated either by removing
links or by adding enough of them. An immediate consequence is that a DNF clause
can be polynomially6 checked for being a prime implicant of a pairwise d-linked DNF
formula.

In [15, 9], Shannon expansion is used to compile to DNNF and to FNNF; these
target languages are regarded essentially as c-linkless. But of course FNNF is an NNF
generalization of a pairwise d-linked DNF formula, and this realization led the authors
to develop D-FNNF, an NNF generalization of a pairwise c-linked CNF formula, using
the dual of Shannon expansion. It is by now obvious that the prime implicant status of
literal conjunctions can be conveniently tested using OFNNF.

Nelson’s Theorem provides a duality between the type of link that is absent and the
type of query that is easily answered. The additional duality between many links and the
absence of links induces a symmetry: Both prime implicants and prime implicates can be
tested with both pairwise-linked formulas and with link-free formulas. This link-based
duality — link-free versus d-path linked — appears to be heretofore unnoticed.
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Abstract. In this paper, we propose an authorization model for dis-
tributed databases. Multiple object granularity of authorizations, such as
global relations, fragments and attributes, are supported. Administrative
privilege can be delegated from one subject to another to provide decen-
tralized authorization administration. Authorization propagations along
both the relation fragmentation tree and the subject group-subgroup hi-
erarchical tree are also considered. Further more, conflict resolution pol-
icy is provided that supports well controlled delegations and exceptions.
Overall the system provides a very flexible framework for specifying and
evaluating the authorizations in distributed database systems.

Keywords: distributed database, authorization.

1 Introduction

Distributed database (DDB) is a database which logically belongs to the same
entity but physically distributed in different sites connected by networks [1].
DDB technology combines both distribution and integration. The distribution
aspect is provided by distributing the data across the sites in the network, while
the integration aspect is provided by logically integrating the distributed data
so that it appears to the users as a single, homogenous DB. Centralized DB, by
contrast, requires both logical and physical integration.

Authorization models for distributed database should deal with both distri-
bution and integration of DDB. On the distribution side, decentralized autho-
rization administration is needed since the data itself is distributed and no one
would know exactly what access right is suitable for every user. This means ad-
ministrative privileges should be able to be delegated from one user to another
and therefore multiple administrators may exist for a database or a specific re-
lation. On the integration side, one should be able to grant authorizations on
relations regardless of the real locations of those relations. That is, users can
grant authorizations on relations of DDB as if they were put in the same site.

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 191–199, 2005.
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We will use authorization propagation technique to realize this. The authoriza-
tions will propagate to all the proper physical copies of relations automatically.

Granularity is another important issue for an authorization model of DDB;
namely, what is the basic unit or granule to which the access control can be
applied. The granularity of the object can range from an individual attribute of
a relation to a whole relation or even the entire DB. In a distributed database,
a global relation can be divided into several segments by using vertical segmen-
tation, horizontal segmentation or hybrid segmentation. These segments can be
further divided into smaller segments, and so on. Therefore even more granules
naturally exist in a DDB. In general, the finer the granularity of data objects
supported, the more precise can be the access control. However, on the other
hand, a fine granularity system will incur a much higher administration over-
head than a coarse granularity system. Perhaps a more attractive method is to
adopt multiple granularity so that the best suitable granule can be selected for
by users based on their needs. In our model, we will support multiple granules
for both the object and subject.

An additional key issue about the authorization of DDB is the type of autho-
rizations supported. Early authorization models in distributed database systems
only allowed the specification of positive authorizations. They use the closed
world policy, which means that the lack of an authorization is assumed to be a
negative authorization. More flexible authorization models allow the specifica-
tion of negative authorizations to explicitly express an access to be denied. In
this case, since it allows both positive and negative authorizations, conflicts may
arise. Basically, if a user is granted both positive and negative authorizations on
the same object, we say that these two authorizations conflict with each other.
Solving conflict problem is an important but difficult issue. Currently, major con-
flict resolution policies proposed are Negative (Positive) take precedence, More
specific take precedence, Strong and Weak, and Time take precedence. However,
when administrative privileges can be delegated between subjects, the policies
mentioned above suffer from the following problem [6]: when some user u1 del-
egates some privilege to another user u2, u1 will lose control of the privilege
for the further delegate and grant. As a result this may lead to some undesired
situations such as, through giving u1 a negative authorization, u2 may be able to
deny u1 to exercise the same privilege which is delegated from u1 to u2. In [6], we
proposed a new predecessor-take-precedence based policy to handle the conflicts
in authorization delegations which can overcome the above problem. The policy
is based on the authorization delegation relation. It traces the delegation path
explicitly and gives higher priority to the predecessors than the successors. We
will extend this policy to apply to DDB in this paper.

Different authorization models have been proposed. The authorization model
for DBMS System R presented in [4] is considered as the milestone in the history
of authorization of DBS. Objects to be protected are tables and views, decen-
tralised administration method is used as the owner can grant authorizations
with the grant option, which allows the grantee to further grant privileges, with
or without grant option, to other users. The model has been extended in several
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directions. [7] extends the model to allow subjects to be groups. Authorization
granted to the groups apply to all its members. [2, 3] introduces the negative au-
thorization into the model, and Negative take precedence and Strong and Weak
policies are used to solve the conflicts, respectively. [5] proposed a flexible model
to support multiple security policies.

However, so far, there has not been much work that addresses authorization
delegation and conflict resolution in a distributed database environment. Al-
though authorization inheritance and multiple granularity are not new in DDB,
they are becoming more difficult to handle when authorization delegations and
both positive and negative authorizations are supported. This is because conflicts
may happen at all levels of granularity, which may involve explicit authoriza-
tions, delegated authorizations and propagated authorizations. In this paper, we
will propose a model which supports both positive and negative authorizations.
Multiple object granularity of authorizations, such as global relations, fragments
and attributes, are supported. Administrative privilege can be delegated from
one subject to another to provide decentralized authorization administration.
Authorization propagations on object, such as propagations along the relation
fragmentation tree, and subject, such as propagations along the group hierarchi-
cal tree, are also considered. Further more, Conflict resolution policy is provided
that supports controlled delegations and exceptions by taking into account of
both subject delegation relation and database relation fragmentation. Overall
the system provides a very flexible framework for specifying and evaluating the
authorizations in distributed database systems.

2 Distributed Database Systems

A distributed database can be defined as a logically integrated collections of
shared data which is physically distributed across the nodes of a computer net-
work. A distributed database management system therefore is the software to
manage a distributed database in such a way that the distribution aspects are
transparent to the user.

Distributed database systems (DDB) are divided into two separate types:
homogeneous distributed database management systems and heterogeneous dis-
tributed database management systems. In this paper, we only consider homoge-
neous distributed database systems. A homogeneous DDB resembles a central-
ized DB, but instead of storing all the data at one site, the data is distributed
across a number of sites in a network. Note that there are no local users; all
users access the underlying DBs through the global interface. The global schema
is the union of all underlying local data descriptions and user views are defined
against this global schema.

To handle the distribution aspects, two additional levels are added to the
standard three-level ANSI-SPARC schemas. The fragmentation schema describes
how the global relation are divided amongst the local DBs. The allocation schema
then specifies at which site each fragment is stored. A fragment can be allocated
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to more than one site. That is, replication of fragments is easily supported. The
optimizer can then select the most efficient materialization of the relation.

There are two primary methods of fragmentation: horizontal relation frag-
mentation and vertical relation fragmentation. Horizontal fragmentation involves
the splitting of the relation along tuples (rows). Vertical fragmentation involves
the partitioning of relations along attributes, or columns. A third partition tech-
nique, hybrid relation fragmentation, involves the combination of vertical and
horizontal fragmentation methods.

Example 1. Figure 1 gives an example of hybrid fragmentation. The global rela-
tion E is composed of five attributes: EMP ID: employee identification number;
EMP NAME: employee name EMP DEPT : employee department;
EMP SALARY : employee yearly salary; EMP SKILL: employee position.

E is vertically fragmented to E1 and E2. E1 contains only position data while
E2 contains only payroll data. E1 is further horizontally fragmented to E11, E12
and E13 based on the employee department number as follows: E1: department
number = D1; E2: department number = D2; E3: department number = D3;
For physical allocation, E11, E12 and E13 are located at site 1, site 2 and site
3 respectively, denoted by E111, E122 and E133. E2 has three physical copies
E21, E22 and E23 which are located at site 1, site 2 and site 3 respectively.

EMP_ID          EMP_NAME        EMP_DEPT    EMP_SKILL     EMP_SALARY

EMP_ID     EMP_NAME     EMP_SALARY

EMP_ID         EMP_DEPT         EMP_SKILL

EMP_ID     EMP_DEPT      EMP_SKILL EMP_ID     EMP_DEPT      EMP_SKILL

EMP_ID     EMP_DEPT      EMP_SKILL

EMP_DEPT=D1 EMP_DEPT=D3

EMP_DEPT=D2

E:

E1:

E2:

E11: E13:

E12

Fig. 1. Fragmentation Tree of the Relation E

3 The Authorization Model

Let S be a finite set of subjects (users, groups, subgroups), O be a finite set of
objects (global relations, fragments, attributes), R be a finite set of access rights
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(read, insert, delete, select, update, etc.), and T be a finite set of grant types.
Then we have the following definition for authorization.

Definition 1. (Authorization) An authorization is a 5-ary tuple (s, o, t, r, g),
where s ∈ S,o ∈ O, t ∈ T , r ∈ R, g ∈ S.

Intuitively, an authorization (s, o, t, r, g) states that grantor g has granted
subject s the access right r on object o with grant type t. Three grant types are
considered: T = {∗,+,−}, where

∗ : delegable, which means that the subject has been granted the administra-
tive privilege of access right r.

+ : positive, which means that the subject has been granted the access right r.
− : negative, which means that the subject has been denied the access right r.

Here we assume that an administrative privilege subsumes a positive autho-
rization. We believe this applies to most situations and can simplify our model
specification. For example, a project Manager creates a file and delegates its
administration privilege to all the project Team Leaders. This means that the
Team Leaders can not only access the file but also grant authorizations to the
team members.

Definition 2. (Authorization State) An authorization state is the set of all
authorizations at a given time.

In this paper, we will usually use A and a (possibly with subscripts) to denote
an authorization state and a single authorization respectively, and use a.s, a.o,
a.t, a.r, a.g to denote the corresponding components of subject, object, type,
access right and grantor in a respectively.

Example 2. Consider Figure 1 again. Suppose Manager (Mgr) is the owner of
the global relation E, select is an access right on E. There is a Technical Di-
rector (TD) who manages three technical departments. There are also Head of
Department 1 (HoD1), Head of Department 2 (HoD2) and Head of Department
3 (HoD3) responsible for each of the three departments. In addition, we have
five Financial Officers (FO1,...,FO5) who form a group called Financial Officer
Group(FOG). The manager delegates the select right on E to the Technical Di-
rector, but excludes the right on E2(financial information). The manager also
delegates the select right on E2 to the Financial Officer Group. The Technical Di-
rector then delegates the select right on each department employees’ information
to each Head of Department. However, the manager denies Head of Department
1 to select his/her department’s employee’s information for some reason (such as
temporary suspension of his/her position). This authorization state A consists
of the following authorizations:

a1 = (TD,E, ∗, select,Mgr);
a2 = (TD,E2,−, select,Mgr);
a3 = (FOG,E2, ∗, select,Mgr);
a4 = (HoD1,E11, ∗, select, TD);
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a5 = (HoD2,E12, ∗, select, TD);
a6 = (HoD3,E13, ∗, select, TD);
a7 = (HoD1,E11,−, select,Mgr).

Definition 3. (Delegation Relation <o,r on Subjects) For any subjects
s1, s2 ∈ S, object o ∈ O, and right r ∈ R, we say s1 <o,r s2, if there exists an
authorization (s2, o, r, ∗, s1) in A.

From the above definition, it is clear that if s1 grants s2 a delegable type
authorization on o and r, then s1 <o,r s2. A path of length n in relation <o,r

from s1 to s2 is a finite sequence: s1, x1, ..., xn−1, s2, beginning with s1 and ending
with s2, such that s1 <o,r x1, x1 <o,r x2, ..., xn−1 <o,r s2. The connectivity
relation for <o,r, denoted by <+

o,r, is defined as s1 <+
o,r s2 if there is some path

in <o,r from s1 to s2. The relation <+
o,r is called delegation-connectivity relation.

Intuitively, s1 <+
o,r s2 means that s1 grants or transitively grant s2 a delegable

type authorization on o and r.

Example 3. Let the authorization state be the one shown in Example 2, then
we have: Mgr <E,select TD, Mgr <E2,select FOG, TD <E11,select HoD1,
TD <E12,select HoD2 and TD <E13,select HoD3.

3.1 Authorization Propagation

As mentioned in last section, the authorization propagation can help to simplify
the authorization specification by allowing implicit authorizations to be derived
automatically from the explicit authorizations according to some existing rules.
In our model, we support authorization propagations from groups to their sub-
groups on the subject side, and from global relations to their fragments, physical
copies and attributes on the object side.

To implement the authorization propagations along subjects, we define a
relation <S which is a partial order denoting group-subgroup relation between
subjects. That is, if s is in s′, then s′ <S s. Each subject is a member of one
or several user groups. For the sake of simplicity, we assume that groups are
disjoint but they can be nested.

Also, to implement the authorization propagations along objects, we define
another relation <O which is a partial order on objects. <O can denote the frag-
mentation relation(the parent-child relation in the fragmentation tree), fragment
allocation relation and relation-attribute relation. That is, o′ <O o iff o is a frag-
ment of o′, or o is an physical copy of o′, or o is an attribute of o′. For example,
if a relation R has two fragments R1 and R2, then R <O R1 and R <O R2. If
fragment R1 has two physical copies R1

1 and R2
1, then R1 <O R1

1, R1 <O R2
1. If

a relation R has an attribute R.a, then R <O R.a.
In addition, for the purpose of solving conflicts using the more specific-take-

precedence principle, we will give every authorization a label recording the levels
at which the subject and object locate with respect to the partial orders <S and
<O, respectively. We define a function label as follows. Let a be any authorization
in A, then label(a) = (ls, lo), where ls is the level of the subject in the hierarchial
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tree defined by <S , and lo is the level of the object in the fragmentation tree
defined by <O. Note that, if o is an attribute, then lo is the level of the relation
to which the attribute belongs. For example, in Figure 1, E1.EMP DEPT has
level 1 whereas E11.EMP DEPT has level 2. The global relation always has
the level 0. In fact, a label of an explicit authorization reflects the specific degree
of this authorization in terms of subject and object. The larger the value of ls
or lo, the smaller the subject or object. For the authorizations inferred through
propagations, their labels will be the same as the original authorizations’ from
which they are generated. Now we can define the following propagation rule
based on the partial orders <S and <O.

Definition 4. (Authorization Propagation) For any given authorization
(s, o, t, r, g) in an authorization state, if s <S s′ then (s′, o, t, r, g) is also in
the state and label((s′, o, t, r, g)) = label((s, o, t, r, g)). Also, if o <O o′, then
(s, o′, t, r, g) is also in the state and label((s, o′, t, r, g)) = label((s, o, t, r, g)).

Example 4. Let the authorization state be the one shown in Example 2. In Figure
1, we have E <O E1, E <O E2, E1 <O E11 <O E111, E1 <O E12 <O E122,
E1 <O E13 <O E133, E2 <O E21, E2 <O E22, E2 <O E23,...

On the subject side, a financial officer group has been defined. Therefore we
have FOG <S FO1, FOG <S FO2, FOG <S FO3, FOG <S FO4, FOG <S

FO5. The following are labels for the authorizations:
label(a1) = (0, 0), label(a2) = (0, 1), label(a3) = (0, 1), label(a4) = (0, 2),

label(a5) = (0, 2), label(a6) = (0, 2), label(a7) = (0, 2)
The authorizations will propagate along both the subject and object hierar-

chies. On the object side, from a1, we can get
a8 = (TD,E1, ∗, select,Mgr)
a9 = (TD,E2, ∗, select,Mgr)
a10 = (TD,E11, ∗, select,Mgr)
a11 = (TD,E12, ∗, select,Mgr)
a12 = (TD,E13, ∗, select,Mgr)
...
And label(a8) = label(a9) = label(a10) = label(a11) = label(a12) = label(a1)

= (0, 0). On the subject side, from a3, we can get
a13 = (FO1,E2, ∗, select,Mgr)
a14 = (FO2,E2, ∗, select,Mgr)
...
a17 = (FO5,E2, ∗, select,Mgr)
...
And label(a13) = ...label(a17) = label(a3) = (0, 1)

3.2 Conflict Resolution

Definition 5. (Conflict of Authorizations) For any two authorizations a1
and a2 in A, a1 conflicts with a2 if a1.s = a2.s, a1.o = a2.o, a1.r = a2.r, but
a1.t �= a2.t.
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Since there are three grant types in our model, we can have three kinds of
conflicts, i.e. ∗ with +, ∗ with − and + with −. ∗ and + are conflicting in that
∗ has administrative privilege while + does not.

Conflicts are further divided into comparable conflicts and incomparable con-
flicts according to the delegation-connectivity relation among the subjects.

Definition 6. (Comparable Conflicts) Suppose a1 and a2 are any two con-
flicting authorizations on object o and right r. Then a1 and a2 are comparable
if a1.g <

+
o,r a2.g or a2.g <

+
o,r a1.g. Otherwise they are incomparable.

In the path of the delegation relation, we will give higher priorities to the
predecessors than the successors. Considering all the rights of an object should
be first delegated from the owner of the object, the owner has the highest pri-
ority and can therefore still control the object despite of the delegation of the
administrative privilege.

Definition 7. (Overriding Authorization Rule 1) For any two compara-
ble conflicting authorizations a1 = (s, o, t, r, g) and a2 = (s, o, t′, r, g′) in A, a1
overrides a2 if g <+

o,r g
′.

For incomparable conflicts, their grantors’ priorities are not comparable in
terms of the delegation relation. We first solve them based on the smaller granu-
larity taking precedence principle. This policy is important to support exception
when authorization delegation and propagation are supported. Recall that larger
values of lo or ls represents smaller granularity. To solve the conflicts, the granu-
larity of object is considered first. If they are the same, the granularity of subject
is then considered. Therefore, we define (ls, lo) < (l′s, l

′
o) if (lo < l′o) or (lo = l′o)

and (ls < l′s).

Definition 8. (Overriding Authorization Rule 2) For any two incompara-
ble conflicting authorizations a1 = (s, o, t, r, g) and a2 = (s, o, t′, r, g′) in A, a1
overrides a2 if label(a2) < label(a1).

For the incomparable conflicts that can not be resolved through the above
overriding rule, they are resolved according to the grant types of authorizations.
We will use the positive-take-precedence based policy, or optimistic policy in order
to achieve the maximum degree of data sharing, a key objective of distributed
databases. The corresponding priority sequence is: − < + < ∗.

Definition 9. (Overriding Authorization Rule 3) For any two conflicting
incomparable authorizations a1 = (s, o, t, r, g) and a2 = (s, o, t′, r, g′) in A, a1
overrides a2 if label(a1) �< label(a2), label(a2) �< label(a1), and t′ < t.

Example 5. We continue to consider the given authorization state in Example
2. a2 conflicts with a9 (inferred through propagation in Example 4). Since the
grantors of the two authorizations are the same, we consider their labels next.
label(a9) = (0, 0) < label(a2) = (0, 1), so a2 overrides a9. Also a7 conflicts with
a4. Since a4’s grantor is TD, and a7’s grantor is Mgr, and Mgr<E11,select TD,
a7 overrides a4.
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Definition 10. (Consistent Authorization State) An authorization state
A is consistent if it satisfies the following two conditions:

1. For any subject s, object o, access type t and right r, if (s, o, t, r, g) is in A,
then there exists g′ such that (g, o, ∗, r, g′) is also in A.

2. For any subject s, object o, and right r, if both (s, o, t, r, g) and (s, o, t′, r, g′)
are in A, then t = t′.

We assume that for every object o, only the owner of o has been initially
granted all the rights on o with delegatable type by the system when the object is
created. We require the authorization state should always keep consistent. That
is, the authorizations whose grantors have no relevant administrative privilege
and the authorizations which are overridden must be deleted from the state.

4 Conclusions

In this paper, we have proposed an authorization model for distributed databases.
The model supports authorization delegations, authorization propagations along
both the database relation fragmentation tree and subject hierarchical tree, and
multiple object granularity. A conflict resolution method is also presented which
has taken into consideration of both subject delegation relation and database
relation fragmentation. We intend to implement the model and integrate it in
actual distributed relational databases for the future work.
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Abstract. We present an improved inductive learning method to derive 
classification rules that correctly describe most of the examples belonging to a 
class and do not describe most of the examples not belonging to this class. The 
problem is represented as a modification of the set covering problems solved by 
a genetic algorithm. Its is employed to medical data on coronary disease, and 
the results seem to be encouraging. 

1   Introduction 

In learning from examples, traditionally, we seek a classification rule satisfying all 
positive examples and no negative examples. These requirements are often too strict, 
and some softening may help. Here, we follow Zadeh’s computing with words and 
perceptions paradigm (cf. Zadeh and Kacprzyk [20]), using fuzzy logic at the level of 
soft problem formulation, and non-fuzzy techniques at the solution level of its 
solution. We postulate: (1) a partial completeness, i.e. that the classification rule must 
correctly describe (have the same attribute values), say,  most of the positive 
examples, (2) a partial consistency, i.e. that the classification rule must describe, say, 
almost none of the negative examples, (3) convergence, i.e. the classification rule 
must be derived in a finite number of steps, (4) the classification rule of a minimal 
”length” is to be found, e.g. with the minimum number of attributes (or, more 
generally being ”simple”). 

Examples are described (cf. Michalski [19]) by a set of K "attribute - value" 

pairs ]#[
1

jj

K

j
vae

=
∧=  where ja  denotes attribute j with value jv  and # is a relation 

as, e.g., =, <, >, ≈,≥, etc. For instance, for the attributes: height, color_of_hair, 
color_of_eyes, we can describe the look of a person as [height = "high"] ∧ 
[color_of_hair = "blond"] ∧ [color_of_eyes = "blue"]. 

We propose a modified inductive learning procedure based on Michalski’s [19] 
star-type methodology, related to our previous work (cf. Kacprzyk and Szkatuła [10 – 
18]). A pre-processing of data is first performed based on an analysis of how frequent 
the values of the particular attributes occur. These frequencies are used to define 
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typical values by deriving weights associated with those values. The problem is a 
modification of set covering, and solved by a genetic algorithm (IP2_GA). 

2   A Softened Problem Formulation of Inductive Learning 

Sets of examples U and attributes }...,,{ 1 KaaA =  are finite. }...,,{
1

ja

ji
ja

ija vvV =  is a 

domain of ja , Kj ...,,1= , 
ja

Kj
VV

...,,1=
= . VAUf →×:  is function, called an 

informational function, 
jaj Vaef ∈),( , Aa j ∈∀ , Ue∈∀ . Each Ue∈ , with K 

attributes, }...,,{ 1 KaaA = , is written ][
1

ja
ij

K

j
vae =∧=

=
, where 

jaj
ja

i Vaefv ∈= ),(  

denotes attribute ja  taking on value v i
a j  for example e. An e in (1) is composed of K 

”attribute-value” pairs, denoted ][ ja
ijj vas ==  (selectors). The conjunction of 

Kl ≤  ”attribute-value” pairs, i.e. 

][ ja
ij

Ij
j

Ij

I vasC =∧=∧=
∈∈

 = ][...][ 1
1

lja
ilj

ja
ij vava =∧∧=         (1) 

where }...,,1{}...,,,{ 21 KjjjI l ⊆=  is called a complex. 

Let us have example e and  a complex =IC  ][...][ 1
1

lja
ilj

ja
ij vava =∧∧=  that 

corresponds to the set of indices }...,,{ 1 ljjI = }...,,1{ K⊆ . The set of indices 

}...,,{ 1 ljj  is equivalent to a vector T
jxx ][= , Kj ,...,1= , such that 1=jx  if a 

selector ][ ja
ijj vas ==  occurs in IC , and 0 otherwise. Complex C I  covers 

example e if all conditions on attributes given as selectors are covered by (equal to) 

the values of the respective attributes in e, i.e. IjaefaCf jj
I ∈∀= ),,(),( .  

Now, da  is a decision attribute and }...,,{
1

da

di
da

ida vvV =  is a domain of da . Each 

example Ue∈  is described by a set of attributes }{}...,,,{ 21 dK aaaa ∪ . So, attribute 

da  determines a partition }...,,,{
21

da
di

vda
ivda

iv
YYY  of set U, where 

}),(:{ da

tidda
ti

v
vaefUeY =∈= , 

da
da

ti
Vv ∈  for dt ,...1= . Set 

da

ti
v

Y  is called the 

t-th decision class (for 
da

da

ti
Vv ∈ ), UYY

da

di
vda

i
v

=∪∪...
1

, ∅=∩
da

jvda
iv

YY  for 

ji ≠ .  
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Suppose that we have a set of positive and negative examples: 

}),(:{)( da

tidda
ti

v
P vaefUeYS =∈=              (2) 

)('),(:{)(
da

ti
v

P
da

tidda

ti
v

N YSeandvaefUeYS ∈∀≠∈=  

)},'(),(, jjj aefaefPa ≠∈∃              (3) 

and )(
da

ti
v

P YS ∅=∩ )(
da

ti
v

N YS  and ∅≠)(
da

ti
v

P YS , ∅≠)(
da

ti
v

N YS . 

The rule “IF IC  THEN [ da

tid va = ]” is called an ”elementary” rule for class 

da

ti
v

Y , where IC  is a description of example in terms of attributes Ija j ∈, , and this 

example belongs to class 
da

ti
v

Y . We consider the classification rules: 

IF LII CC ∪∪...1  THEN  [ da

tid va = ]             (4) 

with: }...,,1{...,,1 KII L ⊆ , ][ ja
ij

lIj
lI vaC =∧=

∈
, Ll ,...,1= . 

Suppose we have P positive examples, )( da

ti
vP

m YSe ∈ , m P= 1,..., , and N 

negative examples, )( da

ti
vN

n YSe ∈ , Nn ,...,1= . For each a j , each possible value 

occurs at some intensity (frequency). If it occurs more frequently in the positive 
examples and less frequently in the negative ones, then it is somehow typical and 
should rather appear in the rule sought. So, we introduce the function, for each a j , 

j K= 1, ...,  and v Va j
∈  

g v
P

e v
N

e vj
m n

n

N

m

P

( ) ( , ) ( , )= −
==
∑∑1 1

11

δ δ              (5) 

for each v Va j
∈ , where: 

⎪⎩

⎪
⎨
⎧ ==

otherwise

vvfor
ve

ja
im

0

1
),(δ , and: e Sm

P∈ , 

j
j

aj
ma

i Vaefv ∈= ),( ; and analogously for δ( , )e vn . So, we may expresses to 

what degree the particular values v Va j
∈  of attribute a j  occurs more often in the 

positive than negative examples.  
We assume that )(vg j  is used as a weight of value 

jaVv∈  of each ja  (cf. 

Kacprzyk and Szkatula [15, 16]).  
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Example We  with weights is )](;[
1

ja
ij

ja
ij

K

j
W vgvae =∧=

=
, i.e. is a conjunction of  

weighted selectors, =W
js  )](;[ ja

ij
ja

ij vgva = ,  that is 

W
j

KIj

I
W sC

}...,,1{⊆∈
∧=                  (6) 

and is called a weighted complex. Notice that for I
WC  x has the elements 1=jx  for 

Ij ∈ , while, for IKj \},...,2,1{∈ , 0=jx . For I
WC  its weighted length is: 

d CW W
I( ) =  

= ∑
∈

⋅−
Ij

j
ja

ij xvg ))(1( ∑∑
=∈

⋅−=⋅−+
K

j
j

ja
ijj

ja
ij

IKj
xvgxvg

1\},...,2,1{
))(1())(1(         (7) 

which reflects a higher relevance of those values of attributes which occur more often 
in the positive than in negative examples. 

The length of the weighted classification rule RW = C CW
I

W
IL1 ∪ ∪...  is 

)(max)...(
,...,1

1 lL
W

I
WW

Ll

I
W

I
WR CdCCd

=
=∪∪             (8) 

We look for an optimal classification rule R C CW W
I

W
IL* * *...= ∪ ∪1 such that 

LII ...,,1

min )...( 1 L
W

I
W

I
WR CCd ∪∪               (9) 

As the (exact) solution of (11) is very difficult, an auxiliary problem is solved (cf. 
Kacprzyk and Szkatula [11]) whose solution is in general very close but much easier, 

i.e. an R C CW W
I

W
IL* * *...= ∪ ∪1  is sough such that 

min ( ), ..., min ( )
I

W W
I

I
W W

Id C d C
L

L

1

1             (10) 

3   Solution by Using the IP2_GA Method 

For P
p Se ∈ , and all the negative examples N

nP Se ∈+ , Nn ...,,1= , we construct a 

0-1 matrix ][ njKN zZ =∗ , Nn ...,,1= ,  Kj ...,,1= , defined as  

  
⎪⎩

⎪
⎨
⎧

≠

=
= +

+

),(),(0

),(),(1

j
nP

j
p

j
nP

j
p

nj
aefaeffor

aefaeffor
z          (11) 
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whose rows correspond to the consecutive negative examples N
nP Se ∈+ , Nn ...,,1=  

and columns to the attributes Kaa ...,,1 ; 1=njz  occurs if ja  takes on different values 

in the positive and negative example, i.e. ),( j
p aef  ≠ ),( j

nP aef + , and 0=njz  

otherwise. There are no rows with all elements equal 0 since the sets of positive and 
negative examples are disjoint (and non-empty). Thus, for any positive and negative 
example there is always at least one attribute with a different value in these examples. 

Consider now the following inequality 

∑
=

≥
K

j
njnj xz

1
γ ,  Nn ...,,1=             (12) 

where T
N ]...,,[ 1 γγγ =  is a 0-1 vector, and }1,0{∈jx , for Kj ...,,1= .  

Any vector x  satisfying γ≥Zx  (12) determines therefore uniquely some complex 

such that the partial completeness and consistence are satisfied. It describes at least 
one example from the set of positive examples, and it does not describe most of the 
examples from the set of negative examples. If vector x does not describe the n-th 
negative example, then γ n = 1; and γ n = 0 otherwise. 

The minimization in (10), using inequality (12), is 

 ∑
=≥

⋅−
K

j
j

ja
ij

Zxx
xvg

1:
))(1(min

γ
            (13) 

The minimization over the set of indices Il  may be replaced by the minimization 

with respect to x which yields [cf. (7)] an **1* ... LI
W

I
WW CCR ∪∪=  such that 

)(min...,),(min
:

1
1:

LI
WW

xLZx

I
WW

xZx
CdCd

γγ ≥≥
           (14) 

Each minimization with respect to x in (14) is therefore equivalent to the 

determination of a 0-1 vector *x  which uniquely determines the complex of the 
shortest weighted length. On the other hand, the satisfaction of Λ≥Zx  ( Λ  is a unit 

vector) guarantees that such a complex would not describe all negative examples. If 
rules defining class 

da

ti
v

Y  must describe almost none of the negative examples, 

problem (13) can be written as a modification of the set covering problem   

 
γ,

min
x

∑
=

K

j
jj xc

1
, subject to ∑

=
≥

K

j
njnj xz

1
γ , Nn ...,,1=          (15) 

with an additional constraint: ∑
=

−≥
N

n
n relN

1
γ , where ))(1( ja

ijj vgc −= , }1,0{∈njz ,  

}1,0{∈jx , Kj ...,,1= , T
N ]...,,[ 1 γγγ = , }1,0{∈nγ , 0≥rel . 
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This is the same as the original set covering problem with the exception that no 
more then rel rows are uncovered. Then, clearly no more then rel rows can be deleted. 
We may, in deleting rows, loose some information about the problem. This reduction 
cannot always be applied. In the set covering problem (cf. Beasley and Chu [4]) there 

is only constraint, and T
N ]...,,[ 1 γγγ =  is a unit vector. Problem (15) is the problem 

of covering at least N-rel  rows of an N-row, K-column, zero-one matrix )( njz  by a 

subset of the columns at minimal cost jc . We define 1=jx  if column j with cost 

0>jc  is in the solution, and 0=jx  otherwise. Then, most rows (at least N-rel 

rows) are covered by at least one column. It always has a feasible solution (a unit 
vector x of K element), due to the required disjointness of the sets of positive and 
negative examples and the way the matrix Z was constructed.  

So, we seek a 0-1 vector x at minimum cost and a a 0-1 vector T
N ]...,,[ 1 γγγ =  

which determines the covered rows, nγ = 1 if row n is covered by solution x, and nγ = 

0, otherwise. By assumption, at least N-rel rows must be covered by x. 
The set covering problem is a well-known NP-complete combinatorial 

optimization problem. A number of optimal and faster heuristic algorithms have been 
proposed, cf. Grossman and Wool [9]. Beasley and Chu [4] presented a genetic 
algorithm, with modified operations. 

For solving (14) we propose a new procedure, IP2_GA, based on a genetic 
algorithm. We assume that the classification rules must correctly describe most of the 
examples, at least Alearning ; the measure of classification accuracy Alearning  is the 

percentage of examples correctly classified. We assume a K-bit binary string which 
represents a potential solution, K is the number of variables. One for bit j implies that 

column j is in solution x l , i.e. that x j
l  is in the solution. In IP2_GA in each iteration 

all solutions are evaluated with respect to their completeness and consistency. 
The fitness of an individual solution x is  

∑
=

−=
N

n
n xf

N

K
gxfxeval

1
max )()()(             (16) 

∑
=

=
K

j
jj xcxf

1
)( ; 

⎪
⎪

⎩

⎪
⎪

⎨

⎧

=⋅

>⋅

=
∑

∑

=

=
K

j
jnj

K

j
jnj

n
xzfor

xzfor

xf

1

1

01

00

)( ; g g j Kjmax max{ : , ..., }= = 1 ,  

n=1,...,N; x j  is the value of column j in the string and c j  is the cost of column j.  

The structure of a new population is chosen by a stochastic universal sampling (cf. 
Baker [1]). The consecutive steps of IP2_GA are: 

Step 1. Initialize: S SP= , i.e. the whole set of examples is initially assumed to 

contain the positive ones, SN  is a set of negative examples, and RW
* = ∅ , i.e. the 

initial set of complexes is assumed empty, iteration j = 0, given parameter rel ≥ 0 .  
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Step 2. Iteration j = j + 1. Determine the weights G by analyzing (pre-processing) of 
the examples due to (4).  

Step 3. Determine an appropriate starting point; a good one may be a centroid (cf. 
Kacprzyk and Szkatula [13, 15]) that is a (possibly non existing) example in which 
the attributes take on values that occur most often in the positive examples and 
seldom in the negative examples. In the set of positive examples we find the closest 

positive example eP  to centroid, as the starting point for the next iterations. 

Step 4. For the pe  we form the matrix ][ njKN zZ =∗ , Nn ...,,1= , Kj ...,,1= , due to 

(13) and form a modification of the set covering problem, due to (15). 

Step 5. We apply a genetic algorithm.  
 Step 1’. Set t = 1. Generate an initial population of random solutions P(t) = 

}...,,,{ 21 Pxxx , and evaluate the fitness )( lxeval  of individuals in the population. 

Step 2’.  For the first solutions  a crossover operator is applied. Two solutions are 
chosen and form two new solutions.  

 Step 3’. A mutation operator is applied to each solution in the population. 
Step 4’. The new solution generated by the crossover and mutation procedures 

may not be feasible. We evaluate the fitness eval x l( )  of new individuals in the 
population. 
Step 5’. If a termination condition is satisfied, then STOP, and the best solution is 
the one with the smallest fitness; otherwise, go to Step 6’.  

 Step 6’. Select a new population P(t+1) from P(t) and return to Step 2’. 

The 0-1 vector T
Kxxx ]...,,[ **

1
* =  found determines uniquely the complex 

*
jI

WC , 

and the 0-1 vector T
N ]...,,[ 1 γγγ =  determines the fulfilled constraints. The complex 

can not describe more than rel examples (given 0≥rel ). Now, we can go to Step 6. 

Step 6. Include the complex 
*
jI

WC  found in Step 5 into the classification rule sought 

RW
*  (i.e. that with the minimal weighted length), *

WR := *
WR  ∪  

*
jI

WC , and discard 

from the set of examples S all examples covered by that complex. 

Step 7. If the set of examples S remaining is small enough, STOP and the rule sought 

is *
WR , is the one sought; otherwise, return to Step 2. 

4   Using IP2_GA to Solve a Coronary Heart Disease Problem 

Several factors of blood, both morphological as well as of plasma, can indicate some 
illness. Only very basic blood examination is unfortunately so far widely considered 
though, e.g., blood viscosity may change due to some physical and psychical 
conditions of people, both ill and well.  
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We have 90 examples, either ill or healthy persons, 60 of them are a training set 
and 30 are for testing. The 12 blood factors (attributes) are measured: lk1 - blood 
viscosity for coagulation quickness 230/s, lk2 - blood viscosity for coagulation 
quickness 23/s, lk3 - blood viscosity for coagulation quickness 15/s, lp1 - plasma 
viscosity for coagulation quickness 230/s, lp2 - plasma viscosity for coagulation 
quickness 23/s, agr - aggregation level of red blood cells, fil - blood cells capacity to 
change shape, fib - fibrin level in plasma, ht - hematocrite value, sas - sial acid rate in 
blood serum, sak - sial acid rate in blood cells, ph - acidity of blood. 

The learning problem is formulated as to find classification rules into the classes: 

class 1:  no coronary disease,  
class 2: coronary disease. 

We use IP2_GA (with elements of a genetic algorithm) and IP2_GRE (with 
elements of a greedy algorithm), and assume that the classification rules must 
correctly describe most of the learning examples belonging to class 1 and 2, at least 

learningA , by assumption. The results are shown in Tables 1 and 2, and we denote: 

IP2_GRE1 - learningA = 100 %, IP2_GRE2 - learningA  97 %, IP2_GA1 - learningA = 

100 % and IP2_GA2 - learningA  90 %. The percentage of correct classifications is 

the measure of classification accuracy, in percentage. The computational results are 
given below. A better classification accuracy for testing examples was obtained by 
using the classification rules correctly describes most of the training examples. 

Table 1. Parameters describing the process of finding a classification rule for class 1/2 

Algorithm Number of iterations 
for class 1/class 2 

Number of selectors in rule 
for class 1/class 2 

IP2_GRE1 16/19 43/55 
IP2_GRE2 13/17 2633 
IP2_GA1 18/19 46/49 
IP2_GA2 13/19 26/37 

Table 2. Some paameters describing the process of classification the patients 

Algorithm learningA  %, 

by assumption 

Classification accuracy, 

testingA  achieved 

IP2_GRE1 100 % 90.0 % 
IP2_GRE2 at least 97 % 96.7 % 
IP2_GA1 100 % 73.4 % 
IP2_GA2 at least 90 % 96.7 % 
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5   Concluding Remarks 

We proposed an improved inductive learning procedure IP2_GA, based on a genetic 
algorithm. Results seem to be very encouraging. 
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Abstract. Subsystem based generalizations of rough set approxima-
tions are investigated. Instead of using an equivalence relation, an arbi-
trary binary relation is used to construct a subsystem. By exploring the
relationships between subsystems and different types of binary relations,
we examine various classes of generalized approximation operators. The
structures of subsystems and the properties of approximation operators
are analyzed.

1 Introduction

Successful applications of the rough set theory depend on the understanding of
its basic notions, various views, interpretations and formulations of the theory,
and potentially useful generalizations of the basic theory [13, 14, 16, 19, 21]. This
paper makes a further contribution by investigating another type of less studied,
subsystem based generalizations of rough set approximations.

A basic notion of rough set theory is the lower and upper approximations, or
approximation operators [5, 7, 13]. There exist several definitions of this concept,
commonly known as the element based, granule based, and subsystem based
definitions [19]. Each of them offers a unique interpretation of the theory. They
can be used to investigate the connections to other theories, and to generalize
the basic theory in different directions [16, 19].

The element based definition establishes a connection between approximation
operators and the necessity and the possibility operators of modal logic. Based
on the results from modal logics, one can generalize approximation operators by
using any binary relations [20]. Under the granule based definition, one may view
rough set theory as a concrete example of granular computing [18]. Approxima-
tion operators can be generalized by using coverings of the universe [8, 22], or
neighborhood systems [15]. The subsystem based definition relates approxima-
tion operators to the interior and closure operators of topological spaces [11, 12],
the closure operators of closure systems [17], and operators in other algebraic
systems [1, 3, 17].

The subsystem based formulation of the rough set theory was first developed
by Pawlak [5]. An equivalence relation is used to define a special type of topo-
logical space, in which the family of all open sets is the same as the family of all
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closed sets. With this subsystem, the lower and upper approximation operators
are in fact the interior and closure operators, respectively [5]. Skowron [11] stud-
ied such topological spaces in the context of information tables. Wiweger [12]
used generalized approximation operators, as interior and closure operators, by
considering the family of open sets and the family of closed sets, respectively,
in a topological space. Cattaneo [1] further generalized the subsystem based
definition in terms of an abstract approximation space, consisting of a poset,
a family of inner definable elements, and a family of outer definable elements.
The approximation operators are defined based on the two subsystems of defin-
able elements [1]. Järvinen [3] and Yao [17] studied generalized subsystem based
definitions in other algebraic systems.

Except the Pawlak’s formulation, studies on subsystem based formulation
assume that one or two subsystems are given. This imposes a limitation on the
applications of the formulation, as the construction of the subsystems may be
a challenging task. Recently, Shi [10] presented some results linking subsystems
and binary relations, based on a relational interpretation of approximation op-
erators suggested by Yao [15]. In this paper, we present a more complete study
on this topic. More specifically, we study different subsystems constructed from
different types of binary relations. Properties of subsystems and the induced
generalized approximation operators are analyzed with respect to properties of
binary relations.

2 Rough Set Approximations

Suppose U is a finite nonempty set called the universe and E ⊆ U × U is an
equivalence relation on U , that is, E is reflexive, symmetric, and transitive.
The pair apr = (U,E) is called a Pawlak’s approximation space [5, 7]. In the
subsystem based development, the rough set approximation operators are defined
in two steps. With respect to an approximation space, one first constructs a
subsystem of the power set 2U , and then approximates a subset of the universe
from below and above by two subsets in the subsystem.

An equivalence relation E induces a partition U/E of the universe. The par-
tition U/E consists of a family of pairwise disjoint subsets of the universe U ,
whose union is the universe, namely, U =

⋃
[x]E , where [x]E = {y ∈ U | xEy}

is the equivalence class containing x. All elements of [x]E cannot be differen-
tiated from x under the equivalence relation E. The equivalence class [x]E is
therefore a smallest subset of U that can be identified with respect to E, that
is, elements of [x]E can be separated from other elements of U using E. Any
nonempty subset of [x]E cannot be properly identified. The equivalence classes
are called elementary sets. A union of elementary sets can also be identified and
thus is a composed set that is definable [5, 13].

By adding the empty set ∅ and making U/E closed under set union, we
obtain a family of subsets σ(U/E), which is a subsystem of the power set 2U ,
i.e., σ(U/E) ⊆ 2U . It can be seen that σ(U/E) is closed under set complement,
intersection, and union. It is an σ-algebra of subsets of U generated by the
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family of equivalence classes U/E, that is, U/E is the basis of the σ-algebra
σ(U/E). It is also a sub-Boolean algebra of the Boolean algebra given by the
power set 2U .

An approximation space apr = (U,E) defines uniquely a topological space
(U,σ(U/E)), in which σ(U/E) is the family of all open and closed sets [5].
Moreover, the family of open sets is the same as the family of closed sets. With
respect to the subsystem σ(U/E), rough set approximations can be defined [5].
Specifically, the lower approximation of an arbitrary set A is defined as the
greatest set in σ(U/E) that is contained in A, and the upper approximation of
A is defined as the smallest set in σ(U/E) that contains A. As pointed out by
Pawlak [5], they correspond to the interior and closure of A in the topological
space (U,σ(U/E)).

Formally, rough set approximations can be expressed by the following sub-
system based definition [5, 13]: for A ⊆ U ,

apr(A) =
⋃
{X | X ∈ σ(U/E),X ⊆ A}

apr(A) =
⋂
{X | X ∈ σ(U/E), A ⊆ X}. (1)

They satisfy all properties of interior and closure operators and additional
properties [5, 13]. The subsystem σ(U/E) can be recovered from the approxima-
tion operators as follows:

σ(U/E) = {X | apr(X) = X}
= {X | apr(X) = X}. (2)

It in fact consists of the fixed points of approximation operators. The condi-
tion apr(A) = A = apr(A) is often used to study the definability of a subset A
of the universe [6, 9].

3 Generalized Rough Set Approximations

We use subsystems constructed from a non-equivalence relation to generalize the
subsystem based definition.

3.1 Remarks on Subsystem Based Formulation

For the generalization of the subsystem based definition, we want to keep some
of the basic properties of the approximation operators. The generalized approxi-
mation operators must be well defined. For those purposes, we point out several
important features of subsystem based definition.

The approximation operators defined by Equation (1) are dual operators with
respect to set complement c, that is, they satisfy the conditions:

(L0) apr(A) = (apr(Ac))c,

(U0) apr(A) = (apr(Ac))c,
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The duality of the approximation operators can be easily verified from the defi-
nition and the fact that the subsystem σ(U/E) is closed under set complement,
intersection and union.

In Equation (1), the lower approximation operator is well defined as long as
the subsystem is closed under union. Similarly, the upper approximation operator
is well defined as long as the subsystem is closed under intersection. The need for
a single subsystem is in fact sufficient, but not necessary. In general, one may use
two subsystems [1, 17]. The subsystem for the lower approximation operator must
be closed under union and the subsystem for the upper approximation operator
must be closed under intersection. In order to keep the duality of approximation
operators, elements of two subsystems must be related to each other through set
complement [17].

Approximation operators satisfy the following additional properties:

(L1) apr(∅) = ∅,
(U1) apr(U) = U,

(L2) apr(A) ⊆ A,

(U2) A ⊆ apr(A),
(L3) apr(A) = apr(apr(A)),
(U3) apr(A) = apr(apr(A)),
(L4) A ⊆ B ⇒ apr(A) ⊆ apr(B),
(U4) A ⊆ B ⇒ apr(A) ⊆ apr(B).

These properties can be easily derived from the subsystem based definition.
Properties (L1) and (U1) are special cases of (L2) and (U2), respectively. Prop-
erties (L3) and (U3) are related to the fact that the subsystem σ(U/E) consists
of the fixed points of the approximation operators. Properties (L4) and (U4)
show the monotonicity of approximation operators with respect to set inclusion.
Those properties are direct consequences of the subsystem based definition. It is
reasonable to expect that generalized definitions keep those properties.

3.2 Construction of Subsystems

Let R denote a binary relation on the universe U . For two elements x, y ∈ U ,
if xRy, we say that y is R-related to x. For any element x ∈ U , its successor
neighborhood Rs(x) is defined as [15]:

Rs(x) = {y | xRy}. (3)

When the relation R is an equivalence relation, Rs(x) is the equivalence class
containing x. For a subset of universe A ⊆ U , its successor neighborhood can be
defined by extending the successor neighborhood:

Rs(A) =
⋃

x∈A

Rs(x). (4)

By the definition, we have Rs(∅) = ∅.
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Independent of the properties of the binary relation, the successor neighbor-
hood operator Rs have the properties: for A,B ⊆ U ,

(s1) Rs(A ∩B) ⊆ Rs(A) ∩Rs(B),
(s2) Rs(A ∪B) = Rs(A) ∪Rs(B),
(s3) A ⊆ B =⇒ Rs(A) ⊆ Rs(B).

Property (s2) trivially follows from the definition. Properties (s1) and (s3) follow
from property (s2).

Let O(U) denote the family of neighborhoods Rs(X) for all X ⊆ U . That is,

O(U) = {Rs(X) | X ⊆ U}. (5)

The family of their complements is given by:

C(U) = {Xc | X ∈ O(U)}. (6)

Independent of the properties of the binary relation, the two families have the
properties:

(o1) ∅ ∈ O(U),
(c1) U ∈ C(U),
(o2) O(U) is closed under set union,
(c2) C(U) is closed under set intersection.

By properties (c1) and (c2), C(U) is a closure system [2]. In general, O(U) is not
closed under set intersection and C(U) is not closed under union. Furthermore,
the two families are not necessarily the same.

By the properties of the two subsystems and discussion in the last subsection,
we can conclude that they have all the desired properties for the generalization
of approximation operators.

With respect to a binary relation, one can define other types of neighbor-
hoods, such as the predecessor neighborhoods, predecessor or successor neigh-
borhoods, and predecessor and successor neighborhood [15]. The corresponding
subsystems can be similarly constructed.

3.3 Rough Set Approximations

Based on the two families O(U) and C(U), we define a pair of lower and upper
approximation operators by generalizing Equation (1):

apr(A) =
⋃
{X | X ∈ O(U),X ⊆ A},

apr(A) =
⋂
{X | X ∈ C(U), A ⊆ X}. (7)

By properties (o2) and (c2), this definition is well defined [17]. Furthermore, the
operator apr is the closure operator of the closure system C(U).
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The generalized approximation operators are dual operators satisfying prop-
erties (L0)-(L4) and (U0)-(U4). The two subsystems can be recovered from the
the fixed points of lower and upper approximations:

O(U) = {X | apr(X) = X},
C(U) = {X | apr(X) = X}.

The generalized formulation therefore preserves the basic important features of
the original formulation.

Example 1. This simple example illustrates the main ideas of the generalized
approximation operators. Consider a universe U = {a, b, c}. A binary relation R
is given by:

aRa, aRb, bRa, bRb, cRb.

From Equation (3), R-related elements for each member of U are given by:

Rs(a) = {a, b}, Rs(b) = {a, b}, Rs(c) = {b}.

The subsystems O(U) and C(U) are:

O(U) = {∅, {b}, {a, b}},
C(U) = {U, {a, c}, {c}}.

According to the definition of approximation operators, we have:

apr(∅) = ∅, apr(∅) = {c},
apr({a}) = ∅, apr({a}) = {a, c},
apr({b}) = {b}, apr({b}) = U,
apr({c}) = ∅, apr({c}) = {c},
apr({a, b}) = {a, b}, apr({a, b}) = U,
apr({a, c}) = ∅, apr({a, c}) = {a, c},
apr({b, c}) = {b}, apr({b, c}) = U,
apr(U) = {a, b}, apr(U) = U.

One can establish a close relationship between subsystem based formulation
and granule based formulation. Specifically, we can express the lower approxi-
mation of A as the union of some successor neighborhoods, which leads to the
granule based definition [15]:

apr(A) =
⋃
{Rs(x) | x ∈ U,Rs(x) ⊆ A}. (8)

In a special case, we have apr(Rs(x)) = Rs(x) and apr(Rs(A)) = Rs(A). It
should be pointed out that the family of neighborhoods {Rs(x) �= ∅ | x ∈ U} is
not necessarily a covering of the universe.
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3.4 Classes of Generalized Rough Set Approximations

Binary relations can be classified based on their properties. Additional prop-
erties of a binary relation may induce further structures on the subsystems.
Consequently, we can also study classes of approximation operators according
to the properties of binary relations.

The following list summarizes the properties of binary relations:

inverse serial : for all x ∈ U, there exists a y ∈ U such that yRx,⋃
x∈U

Rs(x) = U,

serial : for all x ∈ U, there exists a y ∈ U such that xRy,
for all x ∈ U,Rs(x) �= ∅,

reflexive : for all x ∈ U, xRx,
for all x ∈ U, x ∈ Rs(x),

symmetric : for all x, y ∈ U, xRy =⇒ yRx,

for all x, y ∈ U, x ∈ Rs(y) =⇒ y ∈ Rs(x),
transitive : for all x, y, z ∈ U, [xRy, yRz] =⇒ xRz,

for all x, y, z ∈ U, [y ∈ Rs(x), z ∈ Rs(y)] =⇒ z ∈ Rs(x),
for all x, y ∈ U, y ∈ Rs(x) =⇒ Rs(y) ⊆ Rs(x).

If a relation R is inverse serial, the subsystems have the properties:

(o3) U ∈ O(U),
(c3) ∅ ∈ C(U).

Consequently, the approximation operators have the properties:

(L5) apr(U) = U,

(U5) apr(∅) = ∅.

If the relation is serial, for every x ∈ U , there exists a y ∈ U such that xRy,
namely, Rs(x) �= ∅. This implies the properties:

(o4) The system O(U) contains at least a nonempty subset of U,
(c4) The system C(U) contains at least a proper subset of U.

For the approximation operators, the corresponding properties are:

(L6) There exists a subset A of U such that apr(A) �= ∅,
(U6) There exists a subset A of U such that apr(A) �= U.

A reflexive relation is both inverse serial and serial. The induced approximation
operators satisfy properties (L5), (L6), (U5), and (U6).
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If the binary relation R is reflexive and transitive, (U,O(U)) is a topological
space with O(U) as the family of open sets [4, 8]. In this case, we have:

(o5) O(U) is closed under set intersection,
(c6) C(U) is closed under set union.

Then, we have additional properties of approximation operators:

(L7) apr(A ∩B) = apr(A) ∩ apr(B),
(U7) apr(A ∪B) = apr(A) ∪ apr(B).

The approximation operators are indeed the topological interior and closure
operators.

If the binary relation is an equivalence relation, Rs(x) is the equivalence class
containing x. The two systems become the same, that is, O(U) = C(U). This
leads to the following properties of approximation operators:

(L8) apr(A) = apr(apr(A)),
(L8) apr(B) = apr(apr(A)).

It is clear that the standard rough set approximation operators have all the
properties we have discussed so far.

4 Conclusion

The subsystem based formulation provides an important interpretation of the
rough set theory. It allows us to study the rough set theory in the contexts of
many algebraic systems. This leads naturally to the generalization of rough set
approximations.

By extending the subsystem based definition, we examine the generalized
approximation operators by using non-equivalence relations. Two subsystems
are constructed from a binary relation, and approximation operators are defined
in term of the two subsystems. The generalized approximation operators preserve
many of the basic features of the standard rough set approximation operators.
The properties of binary relations, subsystems, and approximation operators are
linked together. Several classes of approximation operators are discussed with
respect to different types of binary relations.

A connection is also established between subsystem based formulation and
granule based formulation. In general, it is useful to study further their relation-
ships to the element based formulation.
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Abstract. One of the main issues in Web usage mining is the discovery of patterns
in the navigational behavior of Web users. Standard approaches, such as clustering
of users’ sessions and discovering association rules or frequent navigational paths,
do not generally allow to characterize or quantify the unobservable factors that lead
to common navigational patterns. Therefore, it is necessary to develop techniques
that can discover hidden and useful relationships among users as well as between
users and Web objects. Correspondence Analysis (CO-AN) is particularly useful in
this context, since it can uncover meaningful associations among users and pages.
We present a model-based cluster analysis for Web users sessions including a
novel visualization and interpretation approach which is based on CO-AN.

1 Introduction

The explosive growth of the Web and the increased number of users have led more and
more organizations to put their information on the Web and provide sophisticated Web-
based services such as distance education, on-line shopping etc. However, the continuous
growth in the size and use of the Internet is increasing the difficulties in managing the
information. Thus, an urgent need exists for developing new techniques in order to
improve the Web performance.

In this context, cluster analysis can be considered as one of the most important aspects
in the Web mining process for discovering meaningful groups (interesting distributions
or patterns over the considered data sets) as well as interpreting and visualizing the
key behaviors exhibited by the users in each cluster. The clustering problem is about
partitioning a given data set into clusters (groups) such that the data points in the same
cluster are more similar to each other than points in different clusters.

Here, we focus on clustering Web users based on their navigation behavior. Specifi-
cally, a Web user may visit a Web site from time to time and spend arbitrary amount of
time between consecutive visits. To deal with the unpredictable nature of Web browsing,
a new concept, session, was introduced as the unit of interaction between a user and aWeb
server. By clustering the users navigation sessions, the Web developer may understand
the browsing behavior of users better and may provide more suitable and customized
services to the users. In particular, the knowledge discovered from these sessions will
certainly contribute in the construction and maintenance of real-time intelligent Web
servers that are able to dynamically adapt their designs to satisfy the future users’ needs.
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Therefore, understanding how users navigate a Web site is an essential step for Web sites
developers to customize content (generating pages on a user’s previous activities) and
to consider creative caching and prefetching schemes to deliver content as quickly as
possible.

The main problem with clustering algorithms is that it is difficult to assess the qual-
ity of the clusters returned and interpret these results by extracting useful inferences
for the users’ navigation behavior. Therefore, in most applications the resulting cluster-
ing scheme needs some evaluation regarding its validity [10]. Evaluating and assess-
ing the results of a clustering algorithm is the main challenge of cluster validity. Up
to now, several clustering validation approaches have been proposed in the literature
[4, 8, 9, 10, 11].

The purpose of this paper is to present a comprehensive methodology including
clustering at users’ sessions, evaluation of clustering results and interpretation of the
results. All these steps use advanced statistical methods which help not only to evaluate
the clustering scheme but also to discover useful associations among clusters.

In [11], we introduced a probabilistic validation algorithm for model-based cluster-
ing, which is based on theχ2 statistic. Here, we further proceed into presenting a detailed
analysis for model-based clustering scheme1 on a busy Web server and propose an ef-
ficient interpretation and visualization technique in order to extract useful conclusions
for the underlying clusters. The main novelty in our work is that we find the equilibrium
distribution of Web users clusters, each considered as a Markov chain (which represents
the probability of a user to access a particular Web page in infinite number of clicks,
independently of its previous pages that he has visited) and then we apply on them
a correspondence analysis in order to further interpret the clustering results, uncover-
ing meaningful associations among users and Web pages. More specifically, the main
technical contributions of this work can be summarized as follows:

– We present a detailed framework for model-based cluster analysis for Web users
sessions, studying the equilibrium distribution of each cluster;

– We introduce a visualization method for interpreting the equilibrium distribution of
clusters based on correspondence analysis;

– The methods described were tested on a real data set collected from a busy Web
server (msn.com).

To the best of our knowledge, there are not previous research works dealing with the
interpretation and visualization of model-based clustering schemes using the concept of
correspondence analysis [7]. Existing works on model-based clustering largely concen-
trate on a specific model or application, without providing a visualization method. The
main reason is the high complexity which have these implementations [1]. A notable
exception is the work in [2] where an interesting visualization tool was presented.

The rest of the paper is organized as follows. In Section 2, we present in detail the
framework for model-based cluster analysis for grouping the Web users’ sessions. The
experimental results are given in Section 3. Finally, we conclude the paper and give
some remarks for future research.

1 Each cluster is represented by a probability model and the sessions are grouped according to
the order in which users request Web pages.
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2 The Clustering Procedure

The procedure for clustering Web users sessions is not a straightforward task but it
consists of 4 steps. The first step is the preprocessing of Web log files2 in order to mine
the Web users’ sessions. Then, we assign the sessions into the appropriate clusters. The
third step is to validate the clusters which have been created in the previous step. Finally,
the last step of the clustering procedure is to visualize and interpret the clusters. In the
next paragraphs, we present in detail the above procedure.

2.1 Web Data Preprocessing

Web log data are undergone a certain pre-processing, such as invalid data cleaning
and session identification. Data cleaning removes the records which do not include
useful information for the users’ navigation behavior, such as graphics, javascripts etc.
The remaining page requests are categorized into different categories. The process of
grouping the Web pages into categories is a usual practice, since it improves the data
management and in addition eliminates the complexity of the underlying problem (since
the number of page categories is smaller than the number of Web pages in a Web site)
[2, 11]. In particular, the individual pages are grouped into semantically similar groups
(as determined by the Web site administrator).

Moreover, we use heuristic methods to identify the Web access sessions, based on
IP and time-outs [3]. We consider that we have an ordered set of traces with respect to
the IPs. Therefore, a new session is created when a new IP address is encountered or if
the visiting page time does not exceed 30 minutes for the same IP address.

2.2 The Clustering Algorithm

The way that users navigate in a Web site depends on several factors such as user’s
interest, site structure etc. In this framework, we assume that a user arrives at the Web
site in a particular time and is assigned to one of the underlying clusters with some
probability. In the next paragraphs, we present the model-based approach which we
follow in order to cluster the Web users’ sessions:

– Representation of clusters: Each cluster consists of Web users’ sessions. To model
heterogeneity of them we use a mixture of first-order Markov chains, where each
cluster in a mixture represents a behavior described by a single Markov chain. Specif-
ically, Markov models can be viewed as stochastic generalizations of finite-state
automata, when both transitions between states and generation of output symbols
are governed by probability distributions. In our framework, a useful representation
of such a model is the transition matrix of size V×V (where V is the number of
categories which are denoted by A1, A2, ..., AV ) describing the probability that
a user will go to a certain page category given (s)he is viewing the current page
category and a vector of V initial probabilities describing how likely is that a user
will begin his/her navigation session in a given page category.

2 Web log files provide information about activities performed by a user from the moment the
user enters a Web site to the moment the same user leaves it.
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– Clustering users’ sessions: Each cluster has a data-generating model with different
estimate parameters for each one. Therefore, this model can be well defined, if only
we estimate the parameters of each model component, the probability distribution
used to assign users to the various clusters and the number of components. We cluster
users’ sessions by learning a mixture of first-order Markov models using the EM
algorithm. The EM algorithm originates from [5] and in [2] a method for employing
on EM on users’ sessions is proposed. It alternates two steps:

• The expectation E-step: Given a set of parameter estimates the E-step calcu-
lates the conditional expectation of the complete-data log likelihood given the
observed data and the parameter estimates.

• The maximization M-step: Given a complete-data log likelihood, the M-step
finds the parameter estimates to maximize the complete-data log likelihood from
the E-step.

The two steps are iterated until convergence (i.e. a local optimal solution is reached).
Concerning the complexity of the EM algorithm, it depends on the complexity of
the E and M steps at each iteration. For example, in our case (Markov mixtures) the
complexity is linear in the sum of the lengths of all sessions. Note, that for more
complex mixture models the complexity can be higher.

– Number of clusters: The number of clusters may be determined by using several
probabilistic criteria, such as BIC (Bayesian Information Criterion), bayesian ap-
proximations, or bootstrap methods [1, 6]. Formally, we assume that there are K
clusters C1, C2, ..., CK and each of them is generated from its own probability dis-
tribution. Once the model is specified, we use the EM algorithm and probabilistic
out-of-sample evaluation to determine the best number of clusters. A model is fitted
on a subsample of sessions (the so-called training data set) and then scored on the
remaining data (the so-called testing data set). Thus, we get an objective measure
of how well each model fits the data. The model with the minimum out-of-sample
predictive log score is selected.

2.3 Cluster Validation

An important issue in cluster analysis is the evaluation of clustering results to find
the partitioning that best fits the underlying data. Towards this direction, we propose an
efficient validation technique for model-based clustering approaches, where each cluster
is represented by an ergodic Markov chain. By the term "ergodic", we mean a Markov
chain that has the following two properties: 1) each node can reach any other node (all
states intercommunicate), and 2) the chain is not periodic (all states have period one).

In order to validate the clustering scheme, we consider the equilibrium distribution of
each cluster produced by the algorithm. These distributions represent the probabilities
of a user to access each state in infinite number of states independently of its initial
state. Then, the validation is performed by testing the homogeneity of the equilibrium
distribution by the χ2 test. More specifically, χ2 testing is used to test the homogeneity
among multiple clusters with probabilistic distributions by constructing a contingency
table. This statistic is used to assess evidence that two or more distributions are dis-
similar. Considering that in model-based approach the clusters represent a probabilistic
distribution, we can directly apply the test of homogeneity by fitting the state frequen-
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Table 1. A Contingency Table for Chi-square Testing

cies in the cluster into the contingency table, which rejects the fact that our modeling
simplifies the testing.

In our framework, the states represent the page categories. Table 1 is the contingency
table for testing. A contingency table test (or test of independence) is one that tests
the hypothesis that the data are cross-classified in independent ways. In particular, Oij

stands for the frequency of Aj state in cluster Ci. Oij is computed by multiplying the
relative frequency of Aj state with the number of sessions that belong to cluster Ci. Xi

is the sum of all the Oij in i-th column and Yj is the sum of all the Oij in j-th raw. In
this framework, we want to test the following hypothesis (for all the states and clusters
of the underlying model):

Null Hypothesis (Ho): The distributions of the states in each cluster are all the same.
Testing: The following equation computes the χ2 statistic:

χ2(C1, C2, ..., CK)=
∑K

i=1
∑V

j=1
(Oij−Yi×

Xj
S )2

Yi×
Xj
S

A large value of the χ2 criterion shows that the equilibrium distributions for each
cluster are significantly different, which in turn is an indication of the heterogeneity
among clusters. Therefore, we should know a critical χ2 value that is the boundary of
the area of hypothesis’ s rejection in a contingency table test. In order to find this critical
value, we should define the level of significance (α) and the degrees of freedom (df). In
statistics, it is known that a χ2 has asymptotically a χ2 distribution with (K-1)×(V-1)
df. Therefore, if the value of χ2 distribution is greater than a critical value, such as
χ2

(K−1)×(V −1);α, we can reject the Ho at the α level of significance. Otherwise, there is
no much evidence to reject Ho.

2.4 Cluster Interpretation and Visualization

Interpreting the navigation behaviors exhibited by the Web users in each cluster is im-
portant for a number of tasks, such as managing the Web site, identifying malicious
visitors, and targeted advertising. It also helps to understand the navigation patterns of
different user groups and therefore helps in organizing the Web site to better suit the
users’ needs. Furthermore, interpreting the results of clusters contributes to identify and
provide customized services and recommendations to Web users.
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Here, we introduce a model-based clustering interpretation approach by analyzing
the contingency tables, that have been occurred in validation process, as described in the
previous Section. In particular, an analysis of these tables includes examining row and
column discrete variables and testing for independence via the χ2 statistic. However, the
number of variables can be quite large, and the χ2 test does not reveal the dependence
structure. Thus, in order to analyze the clusters in a more efficient way, we propose to
use the correspondence analysis method.

Correspondence analysis (CO-AN) is a standard multi-variate statistical analysis
method aiming to analyze and visualize simple two-way and multi-way contingency
tables containing some measure of correspondence between the rows and columns. Thus,
one of the goals of CO-AN is to describe the relationships between the categories for
each variable, as well as the relationship between the variables. In this context, CO-AN
can be used in order to interpret and visualize the Web users’ navigation behaviors.

The rows and the columns of the contingency table as described in Table 1 represent
distributions of the categorical variables. In order to measure their similarity and depict
them geometrically, CO-AN uses a distance based on the χ2 statistic. The object of CO-
AN is to explain the total variation in the underlying correspondence table. In essence,
the correspondence map, that is occurred by this analysis, is a graphical tool which
helps the researcher easily to notice relationships within this table. When interpreting
a correspondence map it is often helpful to refer back to the original correspondence
table. Therefore, CO-AN can be proved a very useful tool for Web site developers since
it could be used to graphically provide a meaningful interpretation of clusters as well as,
the relationship among users’ navigation behaviors. For instance, they might find which
Web page categories are associated with each others, with respect to users’ sessions.
Then, the Web developer may arrange the structure of the Web site so that these pages
are interlinked together.

CO-AN may also have several applications in commercial Web sites [1]. CO-AN of
Web users sessions through e-commerce Web sites can provide valuable insights into
customer behavior and provide clues about whether improvements in site design might
be useful. Moreover, CO-AN method may be used to recommend new products to Web
site visitors, based on their browsing behavior. It may also be used to understand what
factors influence the way customers make purchases on a Web site.

3 Experimental Evaluation

3.1 Data Set

The methods described were tested on a real data set. In particular, the data set comes
from Internet Information Server (IIS) logs for msnbc.com and news-related portions of
msn.com3.

In our experiments, there are 17 categories, which are presented in detail in Figure
2. Each category includes a number of URLs and the data set consists of approximately
6,000 users’sessions, with an average of 5,7 page views per session. The number of URLs
per category ranges from 10 to 5000. Then, we select some of the sessions as (80% of

3 Msnbc.com anonymous web data: http://kdd.ics.uci.edu/databases/msnbc/msnbc.html.
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the total data) training data set and the rest as testing data set in order to determine the
number of clusters.

3.2 Cluster Analysis: Validation and Interpretation

The first task is to define an optimal value for the number of clusters. As we mentioned
in the previous Section, we choose the number of clusters minimizing the out-of-sample
predictive score. We tested several out-of-sample log-likelihoods for varying number of
clusters and found that the minimum value is achieved for the choice of 9 clusters. Then,
we cluster the users’ navigation sessions as described in Section 3. Based on our data
set, the result is χ2= 7040,3 with 128 df. Considering that the χ2

128;0,005=127.81, we
conclude that the resulted clusters are an effective choice.

Fig. 1. Correspondence Analysis of Web Page Categories

Once the clustering algorithm has been described, it is now time to obtain some
graphs and interpret their behavior. In this context, Figure 1a illustrates which clusters
have common characteristics with each other. As can be seen by this Figure, each cluster
is represented by a point. Thus, we observe that the users identified as belonging to
clusters 2 and 8 have some common characteristics (i.e. their distances are sufficiently
small) while the users belonging to clusters 4 and 5 seem to be different (i.e. the points
representing these clusters are isolated).

CO-AN can also be used to graphically display the relationship among Web page
categories. As we described above, Web requests are not recorded at the finest level of
detail (at the level of URL) but they are rather recorded at the level of page category (as
determined by the Web site administrator). Figure 1b illustrates the associations between
Web page categories that have occurred using CO-AN. From this Figure, we observe
that Web users who visit Web pages about "weather" they do not visit Web pages about
"opinion" (the points representing these categories are isolated). In this framework, we
also find that the Web pages about "bulletin board service (bbs)" are usually directly
associated with Web pages about "travel".

Therefore, a deep knowledge for the inside of each cluster can draw useful and mean-
ingful inferences for the users’ navigation behavior. More specifically, Figure 2 depicts
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Fig. 2. The Percentage Frequency of Web Page Categories for each Cluster

the percentage frequency of requested Web page categories that have been observed for
each cluster. For instance, in cluster 3, the majority of the requested Web page categories
belongs to "local". On the other hand, the users in cluster 5 show high interest only for
the categories which refer about "opinion" and "business". Furthermore, Figure 2 de-
picts that the users in clusters 2 and 8 have quite similar navigation behavior, since they
usually visit Web pages about "on-air" and "miscellaneous".

4 Conclusions-Future Work

This paper presents a framework for model-based cluster analysis for Web users sessions.
Taking into consideration that the Markov models may provide valuable information for
users’ navigation behavior which is often hidden, it is necessary to develop techniques
that can discover hidden meaningful relationships among users as well as between users
and Web objects. Towards this direction, statistical analysis helps to explore this hidden
information in order to enhance the Web performance. Therefore, CO-AN is particularly
useful in this context, since it can uncover semantic associations among users and pages.

For the future, we plan to apply the whole methodology described here in a Web log
file in order to further analyze and interpret the results. Another goal is to develop an
automatic mechanism in order to deliver the appropriate content to the interested users
in a timely, scalable, and cost-effective manner.
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Abstract. Clustering is a basic tool in unsupervised machine learning
and data mining. One of the simplest clustering approaches is the iter-
ative k-means algorithm. The quality of k-means clustering suffers from
being confined to run with fixed k rather than being able to dynamically
alter the value of k. Moreover, it would be much more elegant if the user
did not have to supply the number of clusters for the algorithm.
In this paper we consider recently proposed autonomous versions of the
k-means algorithm. We demonstrate some of their shortcomings and put
forward solutions for their deficiencies. In particular, we examine the
problem of automatically determining a good initial candidate as the
number of clusters.

1 Introduction

In unsupervised learning instances without predefined classification are obtained
and the task is to learn relevant information from them. The most common
approach is clustering [1, 2], where one aims at finding a natural categorization
of the given instances in mutually exclusive or partially overlapping classes.
A simple and widely used clustering algorithm is k-means clustering [3, 4, 5]:
Given k initial (e.g., random) cluster centers C = { c1, . . . , ck } for the metric
observations X = {x1, . . . , xn }, iterate the following until the cluster centers do
not change.

1. For each observation point xi ∈ X determine the center cj ∈ C that is closest
to it and associate xi with the corresponding cluster.

2. Recompute the center locations (as the center of the mass of points associated
with them).

The basic assumption underlying k-means is that there is a metric on the set of
data points. It is required, e.g., in order to be able to compute the mean values.
The metric is a distance function d that obeys the following three properties:

– positiveness: d(x, y) = 0 if and only if x = y,
– symmetry: d(x, y) = d(y, x), and
– triangle inequality: d(x, z) ≤ d(x, y) + d(y, z).

The iterative approach minimizes the squared error — the squared Euclidean
distance between the cluster centers and the observations associated with them.

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 228–236, 2005.
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One can view k-means clustering to be an instantiation of the generic Expecta-
tion Maximization (EM) algorithm [6] with assumptions on spherical Gaussian
clusters, instance space partitioning by clusters, and equal weights on the un-
derlying mixture model [7].

The obvious shortcomings of the basic k-means clustering are that the num-
ber of clusters needs to determined in advance and the computational cost with
respect to the number of observations, clusters, and iterations. Though, k-means
is efficient in the sense that only the distance between a point and the k clus-
ter centers —not all other points — needs to be (re)computed in each iteration.
Typically the number of observations n is much larger than k.

Recently there have been many approaches trying to alleviate both of these
problems. Variations of k-means clustering that are supposed to cope without
prior knowledge of the number of cluster centers have been presented [8, 9].
Several proposals for scaling up clustering and, in particular, k-means for massive
data sets have been proposed [10, 11, 12, 13]. Quite often these studies assume
that a particular distance measure is applied. Moore [13] and Elkan [14] have
shown how the triangle inequality can be used for any distance function to reduce
the number of distance calculations required during the execution of k-means by
carrying information over from iteration to iteration.

In this paper we review autonomously working variations of k-means cluster-
ing. I.e., k-means algorithms which, equipped with a statistical or other criterion,
try to determine whether the current k-clustering of the given data is a good
one, or could a better one be obtained by altering the number of clusters k. Ob-
viously, the need to consider different values of k puts autonomous algorithms
in danger of being far too inefficient. Our experiments demonstrate that they, in
fact, do not scale up well in time consumption. The G-means algorithm [9] does
not determine how to choose the initial value of k. In the X-means algorithm [8]
the user is required to provide an upper and lower bound for the value of k. We
try to avoid losing autonomous behavior by using efficient geometric schedule
[15] to determine a lower bound for k.

The remainder of this paper is organized as follows. In Section 2 we re-
view recent improvements on some aspects of k-means clustering. In particular,
we concentrate on automatic detection of the suitable number of clusters and
accelerating the execution of the k-means algorithm. In Section 3 we briefly
study Hamerly and Elkan’s [9] G-means algorithm. Approximating the number
of clusters prior to running the autonomous algorithm is the topic of Section
4. In Section 5 we present and empirical evaluation of the proposed approach.
Finally, Section 6 presents the concluding remarks of this study.

2 Improving k-Means Clustering

The k-means algorithm is known to converge to a local minimum of the average
squared distance from the points to their cluster centers. Unfortunately, the basic
iterative algorithm is also known to be notoriously slow for databases of practical
interest. Obviously, initializing the cluster centers in an informative way — rather
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than randomly — may lead to faster convergence and better clustering quality [7,
16]. An approach that is often used to improve the quality of k-means clustering
is to run the algorithm with many different initializations [5].

2.1 Determining the (Right) Value of k

Not only the center locations but also their number has a significant impact on
the final result of k-means clustering. Obviously, zero-error clustering can be
obtained by making each different data point its own cluster, but such grouping
of the data is of no value. In practice, the parameter k is most often chosen by
the user based on her assumptions, experience, and prior knowledge. Choosing
a too large value for k further slows down the algorithm and unnecessarily splits
the natural clusters that exist in the data. A too small value for k, on the other
hand, requires that some of the existing natural clusters be represented by a
single cluster center.

Ideally the value of k should automatically adapt to the input data. There are
two possible directions to proceed: One can either increase the number of clusters
as required or start with a sufficiently large number of cluster centers and reduce
their number whenever possible. For example the minimum description length
(MDL) method of Bischof, Leonardis, and Selb [17] follows the latter approach.

The X-means algorithm of Pelleg and Moore [8], on the other hand, works by
creating new clusters by splitting an existing one in two whenever a better fit to
the data is obtained. The splitting decision in X-means is based on the Bayesian
information criterion (BIC). Moreover, X-means also caches information that
remains unchanged over iterations. The empirical experiments of Pelleg and
Moore [8] demonstrate X-means to be more efficient than the original k-means
and to produce better clusterings. However, the statistical power of BIC has
been questioned [9]. It is claimed that BIC tends to overfit by choosing too
many cluster centers when the data is not strictly spherical.

The G-means algorithm of Hamerly and Elkan [9] neither requires the user
to supply the number of cluster centers in advance and also works by splitting
clusters in two. The decision whether to split a cluster or not is based on a
statistical test (Anderson-Darling) measuring if the data currently assigned to a
cluster center appear to be Gaussian. If the data do not appear to be Gaussian, it
is divided in two in an attempt to improve the overall Gaussian fit. According to
experiments [9] G-means often outperforms X-means, the reason being that BIC
is ineffective in penalizing for the model’s complexity. G-means is not free from all
parameter values, since the user is required to supply a value for the significance
level of the statistical test. However, the significance level of a statistical test is
somewhat more intuitive than the number of clusters.

2.2 Accelerating k-Means Clustering

Pelleg and Moore [18] combined an additional data structure, kd -tree, to k-
means clustering. The kd -tree represents a hyper-rectangular partitioning of the
instance space. By this additional data structure one can update centers in bulk
rather than point by point. By geometric reasoning Pelleg and Moore are able
to show how points contained in hyper-rectangles of the kd -tree can be updated
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all at once. The same technique underlies the acceleration method of X-means
algorithm, blacklisting [8].

Moore [13] continued this line of research further by defining another data
structure, anchors hierarchy. Similarly as in using kd -trees, the intent is to take
advantage of a data structure that, by using cached sufficient statistics, summa-
rizes statistical information from a large data set. The anchors hierarchy only
respects triangle inequality, which is the only (non-trivial) requirement that can
be posed to a distance metric.

Also Elkan [14] proposed to accelerate k-means through the use of triangle
inequality. His algorithm keeps track of the distances between cluster centers.
By combining these distances with known distances between a data point and
its cluster center, the point’s distance from some other cluster centers can be
ignored because they are known to be further away from the point in question.
Thus, the number of distance calculations in k-means can be reduced radically.

His observation is that cluster centers that are further away from the current
cluster center c of an instance x than twice the distance between x and c cannot
become the center “owning” x. Therefore, there is no need to explicitly calculate
the distance between x and such a center. This observation also holds for those
centers for which an upper bound of the distance from c rather than the exact
distance is known.

As a decision problem minimum error clustering is a computationally hard
problem. Therefore, it is natural to try to approximate the solution. Many differ-
ent approaches, often based on subsampling, which achieve excellent efficiency
with guaranteed performance for this problem have been developed [19, 20].

3 G-Means Algorithm

Let us review closer Hamerly and Elkan’s [9] G-means algorithm. It starts by
using k-means clustering to associate the given observations to the given initial
clusters. The number of initial clusters may of course be one or the algorithm
can be initialized otherwise. The clusters are then checked using a statistical test
to detect whether all their associated data follows Gaussian distribution. If not,
the cluster is partitioned further in an attempt to find Gaussian sub-clusters.
G-means(X, α, { c1, . . . , ck })

1. C ← k-means(X, { c1, . . . , ck });
% Let Xc ⊆ X denote the data assigned to c ∈ C

2. while ∃c ∈ C such that Xc does not follow Gaussian distribution according
to a statistical test (at confidence level α) do
(a) Determine two new cluster centers ca and cb;
(b) C ← C \ { c } ∪ { ca, cb };
(c) G-means(Xc, α, { ca, cb });

3. k-means(X, C);

The potential new cluster centers that may replace center c are c±m, where
m is as follows. Determine the main principal component s of the data. Let its
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Fig. 1. Clusters of 1000, 500, and 500 instances. G-means divides the densest cluster
needlessly in two

eigenvalue be λ. Then m = s
√

2λ/π. The idea is to place the new cluster centers
to their expected locations under the assumption that the associated data does
not come from a single Gaussian distribution.

Observe that once k-means has stabilized the cluster centers (Step 1), any
instance x ∈ Xc that is associated with a cluster c, that subsequently is subject
to a division, is improbable to be associated with any other cluster than one
of the newly created clusters, ca and cb. Thus, there is no need to (re)calculate
the distances between instances and cluster centers other than the new ones.
Therefore, one can implement the rest of the algorithm by recursive partitioning
of the identified clusters. This makes G-means a relatively efficient algorithm.
Moreover, the implementation of the algorithm orders the data so as to avoid
needless recalculations. However, at the end one must rerun k-means to ensure
that all data points are associated with correct cluster centers.

By Hamerly and Elkan’s [9] experiments X-means and G-means are equally
good at finding the correct k and maximizing the BIC statistic on spherically
distributed data. For non-spherical data, on the other hand, G-means is sub-
stantially better at finding the correct ks. Fig. 1, demonstrates a situation where
G-means, nevertheless, overestimates the number of clusters in a very clear-cut
three-cluster spherical data. The cluster on the left contains twice as many in-
stances as those on the right.

Another problem still affecting G-means is its inefficiency for data that ac-
tually contains many clusters. The growth rate appears to be exponential. For
example, we ran G-means with data that had 500 true clusters. The algorithm
was able to come up with a clustering having 502 clusters, which is a very good
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result considering the large number of clusters. The time required to produce
this result was on average somewhat above 8 minutes on a PC, while data with
600 clusters already requires over 1 hour and 20 minutes to come up with a
result of 607 clusters.

4 Prior Approximation of the Number of Clusters

A straightforward way to improve G-means is to start the algorithm from a more
realistic lower bound of the number of required clusters than 1. However, we do
not want to destroy the autonomous behavior of the algorithm by requiring
the user to supply the lower bound. Instead, we aim at developing an efficient
automatic analysis of the input data to provide such a bound for G-means.

There are several ways to choose the locations of the k initial cluster centers.
Methods proposed in the literature include [7]: choose random locations, run k
clustering problems, take the mean of the whole data and randomly perturb it
k times, take the k densest bins along any of the coordinates. Moreover, one can
iterate the algorithm with different initial selections [5] — at least for relatively
small data sets.

Determining a suitable value for k is a model selection problem, which is being
tackled by X-means and G-means during model construction. However, as our
preceding example demonstrates, even these algorithms would benefit from a
better initial value for the number of eventual clusters. The squared error of
k-means clustering monotonically decreases with increasing number of clusters.
Therefore, it cannot be used as the basis of model selection.

None of the simple cluster localization methods mentioned above lend them-
selves as a useful method of initializing k. The approach of Bradley and Fayyad
[7, 16] works by repetitively subsampling the data, clustering each subsample
to k means and, finally, clustering over the cluster centers obtained in different
repetitions. Thus, this initialization smooths the approximations obtained from
different repetitions.

What X-means does exactly is the following. Assuming a user supplied lower
and upper bound for the number of clusters, it finds all locally optimal k-means
clusterings within this range, evaluates them using the BIC criterion, and at the
end returns the clustering that evaluates the best.

We combine the clustering of subsamples idea of Bradley and Fayyad [7] with
the BIC scoring of k-means clusterings idea of Pelleg and Moore [8]. However,
as we need to have a conservative sampling strategy that never over-estimates
and BIC is known to be weak to penalize against the growth of the number of
clusters, we rather employ the Anderson-Darling test used in G-means anyway.
In summary, our initialization approach is the following.

1. Draw a subsample S of m instances of the data.
2. Using progressive sampling with a geometric schedule [15] for values k =

21, 22, 23, . . . execute k-means(S, k); evaluate the resulting clustering using
the statistical criterion.
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Table 1. Average results over 15 repetitions of the empirical evaluation

G-means G-means2
Instances Clusters Time Clusters Init. k Time Clusters

50 100 4.9 ±0.8 96.0 ±2.0 17.1 ±1.1 4.6 ±0.4 98.4 ±0.4

200 21.4 ±18.9 191.7 ±4.7 34.1 ±2.1 17.2 ±3.3 197.7 ±0.3

300 37.3 ±4.6 288.7 ±2.3 59.7 ±4.3 40.3 ±6.2 295.3 ±3.7

400 73.1 ±8.5 381.9 ±0.9 68.3 ±4.3 72.7 ±7.5 393.5 ±6.5

500 118.9 ±7.3 488.1 ±5.9 102.4 ±25.6 120.0 ±10.6 491.7 ±0.3

600 181.6 ±56.0 591.1 ±8.1 128.0 ±0.0 173.7 ±49.4 591.5 ±0.5

700 251.0 ±18.9 683.7 ±4.3 128.0 ±0.0 227.2 ±38.0 687.9 ±2.1

100 100 8.3 ±1.1 97.1 ±0.9 34.1 ±2.1 7.4 ±0.1 99.1 ±0.1

200 34.8 ±5.0 197.5 ±2.5 68.3 ±1.5 35.1 ±24.5 198.5 ±0.5

300 84.8 ±12.3 302.2 ±0.8 128.0 ±0.0 87.3 ±14.8 297.1 ±0.1

400 155.9 ±1.2 398.2 ±2.8 128.0 ±0.0 157.0 ±21.0 396.9 ±1.1

500 247.0 ±30.0 518.1 ±0.9 256.0 ±0.0 241.1 ±12.6 495.1 ±1.1

600 417.3 ±17.4 607.1 ±7.1 256.0 ±0.0 420.9 ±8.8 593.7 ±3.7

700 570.6 ±208.9 703.2 ±4.8 256.0 ±0.0 557.9 ±140.78 695.2 ±5.8

3. Stop geometric sampling when the criterion does not improve anymore or
k = !log m".

4. Choose the k and the associated clustering that obtained the best score.

Altogether there are at most log m calls for k-means, but all with a small
sample of the data. As long as m # n, one can expect that the time spent in
searching for the lower bound of k is easily regained in time savings during the
execution of G-means.

5 Empirical Evaluation

We now compare G-means algorithm without prior approximation of the num-
ber of clusters with the approach outlined above (G-means2). Of course, our
approach cannot be competitive when there are only few true clusters in the
data. Therefore, our evaluation will be carried out using generated data that
contains quite many clusters. The data was generated randomly: the desired
number of random (but clearly separable) cluster centers of 50 or 100 instances
each were first drawn. The required number of instances were drawn equiproba-
bly around the centers. The range of the number of clusters ranges from 100 to
700. In our experiments the number of repetitions is 15.

Table 1 summarizes the results of our experiments with the significance pa-
rameter α value 0.5 in choosing the initial cluster center candidates. The table
gives for each experiment the number of instances per cluster, the number of true
clusters, the average time (in seconds) and the average number of found clus-
ters for G-means, the average initial k value chosen by the geometric sampling
schedule, and the average time and number of clusters for G-means2.

As a general trend of these experiments we can observe that G-means2 is on
the average slightly more efficient (counting in the random sampling phase) than
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the original algorithm. The advantage with these numbers of clusters, though,
is not as large as we would have expected in advance. Moreover, it also approxi-
mates the true number of clusters on the average more faithfully than G-means.

G-means2 does not obtain a larger edge on time consumption probably due
to the fact that the cluster centers chosen by subsampling can be way off of true
cluster center locations. Therefore, the algorithm may have to loop through a
large number of clusters that need to be divided, while in the original k-means
one can always determine some of the eventually formed clusters not to need
further attention. Also, the geometric sampling strategy may sometimes lead
to grave under-estimates of the number of required clusters. In these cases the
modified algorithm usually ends up spending more time than the original one.

The fact that G-means2 on the average comes up with a more correct number
of clusters than the original algorithm is an added bonus that we did not expect
in advance. On the other hand, it is not surprising that if the recursive algorithm
is allowed to start from a better lower bound for the required number of clusters
than 1, it will end up with better end result. Both algorithms, though, are on
the average off by only one or two per cents.

6 Conclusion and Further Work

We have proposed to use subsampling for determining a starting value for the
search of the number of clusters, not only the locations of the initial cluster cen-
ters. In this process we employ the geometric sampling schedule and a statistical
test to decide when to stop growing the initial value. Our empirical experiments
demonstrate this to be a promising approach: it leads on the average to better
results than executing G-means starting from one initial cluster.

We intend to study more refined, but still efficient, methods of choosing the
number and locations of the cluster centers. If the chosen initial value of k now is
2i, then there is still room to look for a higher value within the range 2i . . . 2i+1.
Moreover, at the moment we do not know comprehensively the significance of
the α parameter in determining the initial cluster centers. It is also possible to
consider other ways of determining the initial value of k than using the Anderson-
Darling test. Model selection is a widely studied topic in machine learning, and
one of the approaches arising in there could be employed to this task as well.

Of course, it is also our plan to carry out a wider experimental study of the
algorithm. So far only similarly generated random data was included in the tests.
We intend to test the algorithm also with real-world data sets.
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Abstract. Approximate searching on the primary structure (i.e., amino
acid arrangement) of protein sequences is an essential part in predict-
ing the functions and evolutionary histories of proteins. However, be-
cause proteins distant in an evolutionary history do not conserve amino
acid residue arrangements, approximate searching on proteins’ secondary
structure is quite important in finding out distant homology. In this pa-
per, we propose an indexing scheme for efficient approximate searching
on the secondary structure of protein sequences which can be easily im-
plemented in RDBMS. Exploiting the concept of clustering and looka-
head , the proposed indexing scheme processes three types of secondary
structure queries (i.e., exact match, range match, and wildcard match)
very quickly. To evaluate the performance of the proposed method, we
conducted extensive experiments using a set of actual protein sequences.
According to the experimental results, the proposed method was proved
to be faster than the existing indexing methods up to 6.3 times in exact
match, 3.3 times in range match, and 1.5 times in wildcard match, re-
spectively.

Keywords: Indexing method, Secondary structure of proteins, Approx-
imate searching.

1 Introduction

It is well known to biologists that the amino acid arrangements of proteins
determine their structures and functions. Therefore, it is possible to predict
the functions, roles, structures, and categories of newly discovered proteins by
searching for the proteins whose amino acid arrangements are similar to those
of newly discovered proteins [1, 18].

However, the amino acid arrangement of one protein is rarely preserved in
another protein if the two proteins are distant in an evolutionary history [5, 15].
Therefore, approximate searching on protein structures, rather than on amino

� This work was supported by the Korea Research Foundation Grant. (KRF-2004-
003-D00302)

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 237–247, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



238 M. Seo, S. Park, and J.-I. Won

acid arrangements, is more important in finding out distant homology. Among
structure searching algorithms, comparing structural arrangements based on the
secondary structure elements is gaining more popularity in conjunction with
database approaches [5, 14].

The secondary structures are expressed using the three characters: E (beta
sheets), H (alpha helices), and L (turns or loops). These characters tend to occur
contiguously rather than interspersedly [3, 11]. For example, ‘HHLLLLLEEE’
is more likely to occur than ‘HLLELLEELH’.

Exploiting this property, Hammel et al. [11] proposed a segment-based index-
ing method. The method combines consecutive characters of a same type into a
single segment and then builds a B+-tree on two attributes of segments: (1) Type
which denotes the type of consecutive characters, and (2) Len which denotes the
number of consecutive characters. For example, ‘HHLLLLLEEE’ is segmented
into ‘HH/LLLLL/EEE’ and expressed as (H, 2)(L, 5)(E, 3).

Although the segmentation enables an efficient searching on the secondary
structures, it has innate limitations. First, the pair of (Type, Len) does not have
uniform distribution. According to our preliminary experimentation with 80,000
proteins, 87% of E segments have a length between 3 and 6, 62% of H seg-
ments have a length between 5 and 14, and 41% of L segments are of length
between 3 and 6. Therefore, if every segment in a query is close to one of these
hot spots , each index search will produce lots of intermediate results and thus
the overall search performance may be worse than the full table scan. Secondly
but more importantly, the number of distinct (Type, Len) pairs is not large
enough to provide good selectivity. Our investigation on 80,000 proteins indi-
cates that the total number of distinct (Type, Len) pairs is about 300 but the
total number of segments to be indexed is more than 3 millions. Therefore,
the average number of segments with the same (Type, Len) pair is more than
10,000.

In this paper, we propose CSI (Clustered Segment Indexing), an efficient in-
dexing scheme for approximate searching on the secondary structure of protein
sequences. The proposed indexing scheme exploits the concept of clustering and
lookahead to overcome the aforementioned limitations. A pre-determined number
of neighboring segments are grouped into a cluster which is then represented by
three attributes: (1) CluStr which denotes the type string of the cluster obtained
by concatenating the Type attributes of the underlying segments, (2) CluLen
which denotes the length of the cluster obtained by summing up the Len at-
tributes of the underlying segments, and (3) CluLA which denotes the lookahead
of the cluster obtained by concatenating the Type attributes of the segments
following the cluster. It is obvious that the triple (CluStr, CluLen, CluLA) for
clusters is more discriminative than the pair (Type, Len) for segments. There-
fore, by using a cluster as an indexing and query processing unit, it becomes
possible to reduce both the number of intermediate results and the overall query
processing time.
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2 Related Work

BLAST [2] is the most widely used tool for approximate searching on DNA and
protein sequences. BLAST is based on the sequential scan method basically, but
it makes use of heuristic algorithms to reduce the number of sequences to be
aligned against a query. However, BLAST still has two main drawbacks [18]: (1)
entire data set should be loaded into a main memory for fast searching, and (2)
since it is based on sequential access, its execution time is directly proportional
to the number of sequences in the database. Due to these drawbacks, index-based
approaches for approximate searching are demanding.

Suffix trees [16] have been recognized as the best index structure for string
or sequence searching, but they have been notorious for large space requirement.
Recently, algorithms for building a suffix tree from a data set larger than a main
memory were proposed [13]. However, the internal structure of suffix trees is not
suitable for pagination and therefore it is not easy to incorporate suffix trees
into database systems [16, 17].

RAMdb [7] is an indexing system for the primary structures of protein se-
quences and was proved, by experiments, to be faster than heuristic approaches
up to 800 times. However its search performance deteriorates when the length
of a query is not close to that of the interval used for indexing. In addition,
RAMdb is an indexing system mainly for the primary structures of protein se-
quences and therefore it is not easy to apply the proposed idea directly to the
secondary structures of protein sequences.

Hammel et al. [11] proposed the segment-based indexing method. The method
combines the consecutive characters of the same type into a single segment, and
then builds a B+-tree index on the number and type of consecutive characters. As
mentioned in the previous section, however, this segment-based approach does
not support good selectivity, thus resulting in an innate limitation of search
performance.

VAST [10] and DALI [12] support three dimensional structure-based sim-
ilarity search algorithms. VAST is motivated by the fact that the number of
secondary structure elements (SSEs) is much smaller than the number of Cα

and Cβ atoms [15]. Hence, VAST performs substructure alignments in three
steps: (1) rapid identification of SSE pair alignments, (2) clustering identified
SSEs into groups, and (3) scoring the best substructure alignment. DALI, on
the other hand, compares Cα atoms using distance matrices. For each pro-
tein, a distance matrix which resembles a dot matrix is populated. Each dot
in the matrix represents the distance between Cα atoms along the polypep-
tide chain and between Cα atoms within the protein structure [15]. Therefore,
by comparing matrices, DALI can find the proteins whose three dimensional
structures are similar to that of a given query. CSI is different from VAST and
DALI in that it searches for similar proteins by comparing types and lengths,
rather than three dimensional coordinates, of their secondary structure elements.
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3 Clustered Segment Table

A segment in a protein is defined as consecutive characters of the same secondary
structure type, and can be expressed by its Type and Len attributes. A segment
itself has a limitation in selectivity. Therefore, we group a pre-determined number
of neighboring segments into a cluster and express it using more discriminative
attributes. The procedure to construct clustered segment tables is as follows:

1. Convert each protein sequence S into a series of segments. Let NS be the
number of segments obtained from S.

2. For each k from 0 to min(!log2(Ns)",MaxK), do the following:
(a) Using the sliding window of size 2k, generate a set of clusters, each of

which is composed of 2k neighboring segments.
(b) Store each cluster into the clustered segment table named CSTk.

In the above procedure, MaxK is a system parameter used to control the to-
tal number of clustered segment tables being constructed. Let (T1, L1)(T2, L2)...
(T2k , L2k) be 2k neighboring segments where Ti is Type and Li is Len of the ith

segment. Then the cluster is represented concisely as (CluStr = T1 · T2 · ... · T2k ,
CluLen = L1 + L2 + ...+ L2k).

There may be a series of segments following a cluster. The Type attributes
of such segments can be concatenated, producing the lookahead, CluLA, of the
cluster. The maximum length of CluLA is controlled by a system parameter
MaxCluLA for space efficiency. The overall schema for each clustered segment
table is shown in Table 1. For example, as shown in Table 2, two clustered

Table 1. Schema of each clustered segment table

Field Name Description
ID The identifier of the protein from which a cluster is made.
Loc The beginning position of the cluster.
CluStr The type string of the cluster obtained by concatenating the Type at-

tributes of the underlying segments.
CluLen The length of the cluster obtained by summing up the Len attributes

of the underlying segments.
CluLA The type string obtained by concatenating the Type attributes of the

segments following the cluster.

Table 2. Clustered segment tables, CST0 and CST1, from S1 = ‘EEEHHLLEEE’

CST0

ID Loc CluStr CluLen CluLA
S1 0 E 3 HL
S1 3 H 2 LE
S1 5 L 2 E
S1 7 E 3

CST1

ID Loc CluStr CluLen CluLA
S1 0 EH 5 LE
S1 3 HL 4 E
S1 5 LE 5
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segment tables, CST0 and CST1, are constructed from S1 = ‘EEEHHLLEEE’
when MaxK = 1 and MaxCluLA = 2.

After populating all the tuples of CSTk, the tuples are sorted according to
CluStr, CluLen, and CluLA for the sake of locality. As the final step, we build a
B+-tree on CluStr and CluLen attributes for each CSTk. It is also worth mention-
ing that the duplication of information in CSTk will bring about more storage
consumption than the segment table. Hence, we store each character using 2 bits
like: L = 002, H = 102, and E = 112.

4 Query Processing

4.1 Overall Query Processing Algorithm

Suppose that MaxK +1 tables, CST0, CST1, . . . , and CSTMaxK , were created
along with their associated B+-tree indices. The overall query processing algo-
rithm which uses these tables and associated indices to process a query is as
follows:

1. Convert a query Q into a series of segments. Let NQ denote the number of
segments obtained from Q.

2. Determine the target table CSTk by computing the expression k = min(!log2
(NQ)",MaxK).

3. Decompose the segmented query into n (=�NQ/2k$) non-overlapping sub-
queries, each of which has 2k segments in it. The last two subqueries may
overlap each other when NQ is not a multiple of 2k.

4. For each subquery qi (i=1,2,. . . ,n), do the following:
(a) Compute its CluStr, CluLen, and CluLA values. Let qCluStr, qCluLen, and

qCluLA denote these three values, respectively.
(b) Search the table CSTk for the tuples whose CluStr, CluLen, and CluLA

match with qCluStr, qCluLen, and qCluLA, respectively. The B+-tree in-
dex for CSTk is used at this step.

5. Perform the sort-merge on n sets of intermediate results using their ID and
Loc as joining attributes.

6. Perform the post-processing to detect and discard false matches.

4.2 Exact Match Query

Exact match queries are expressed as Q =< T1(L1) T2(L2) . . . TNQ
(LNQ

) >
where Ti (∈ {E,H, L}) and Li represent the type and length of the ith segment
of Q, respectively. Suppose that we already chose the target table CSTk and
decomposed the query into n subqueries, each of which consists of 2k segments.
The algorithm for processing exact match queries is shown in Algorithm 1.

The result of subquery qi is stored in Ni. If the number of tuples in Ni is less
than a predefined threshold ε, then we believe that irrelevant answers have been
filtered out sufficiently. Therefore, if this happens, we directly go to the merging
step (Line 5) without considering the remaining subqueries.
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Algorithm 1: ProcessExactMatchQuery

Input : Query Q, Clustered segment table CSTk, Threshold ε

Output: Set of answers

1 for (each subquery qi from Q) do

2 Let qCluStr, qCluLen, and qCluLA be CluStr, CluLen and CluLA of qi,
respectively;

3 Ni := ExecuteQuery(“select ∗ from CSTk where CluStr = qCluStr
and CluLen = qCluLen and CluLA = qCluLA”);

4 if (count(Ni) < ε) then
break;

5 Merge all Ni into N using ID and Loc as joining attributes;
6 answers := PostProcessing(N);
7 return answers;

4.3 Range Match Query

Range match queries are expressed as Q =< T1(Lb1 Ub1) T2(Lb2 Ub2) . . .
TNQ

(LbNQ
UbNQ

) > where Lbi and Ubi represent the minimum and maximum
length of the ith segment of Q, respectively. In a range match query, the search
condition of CluLen for each subquery qi has the form of ‘CluLen between qLb
and qUb’ where qLb is the sum of the minimum lengths and qUb is the sum
of the maximum lengths of the underlying segments of qi. Therefore, when the
difference of qLb and qUb is large, the cost for processing qi becomes high due
to an enlarged search space for CluLen.

To overcome the problem of an enlarged search space of a subquery qi, we
propose the selective clustering method (SCM) where qi is decomposed into a
set of secondary subqueries and then a secondary subquery with the smallest
estimated search space is chosen and executed in replacement of qi. In detail,
when a subquery qi has 2k segments, its secondary subqueries are generated
from 2k′

underlying segments of qi for each k′ in [0, k].
For example, let us consider the subquery q1 = (qCluStr = EH, qCluLen =

[3 + 3, 5 + 6], qCluLA = L) from the query Q = < E(3 5)H(3 6)L(3 7) >.
Let qi,j denote the jth secondary subquery of the subquery qi. Then, in SCM,
three secondary subqueries are generated from q1. When k′ = 0, we obtain two
secondary subqueries, q1,1 = (qCluStr = E, qCluLen = [3, 5], qCluLA = HL)
and q1,2 = (qCluStr = H, qCluLen = [3, 6], qCluLA = L), each of which has
20 segment in it. Similarly, when k′ = 1, we obtain one secondary subquery, q1,3
= (qCluStr = EH, qCluLen = [6, 11], qCluLA = L), which has 21 segments
in it. Among these secondary subqueries, we choose the most selective one by
estimating the number of tuples to be retrieved by each secondary subquery, and
execute it in replacement of q1.
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Algorithm 2: Estimate SizeOf ResultSet

Input : Secondary subquery qi,j

Output: Predicted number of tuples in the result set

1 Let qCluStr be CluStr of qi,j ;
2 Let [qLb, qUb] of qi,j be the range of qCluLen;
3 Suppose that qi,j is composed of 2qK segments;
4 N1 := ExecuteQuery(“select sum(#Clusters) from CluStrHistogram where

hK=qK”);
5 N2 := ExecuteQuery(“select #Clusters from CluStrHistogram where hK=qK

and hCluStr=qCluStr”);
6 N3 := ExecuteQuery(“select #Clusters from CluLenHistogram where hK=qK

and hCluLen between qLb and qUb”);
7 return N3 ×N2/N1;

In the estimation of selectivities, we use two histograms, one for CluLen and
the other for CluStr. The algorithm for estimating the number of tuples to be
retrieved by each secondary subquery is presented in Algorithm 2.

4.4 Wildcard Match Query

Wildcard match queries are specified as Q =< T1(Lb1 Ub1) T2(Lb2 Ub2) . . .
TNQ

(LbNQ
UbNQ

) > where Ti takes a value from {E,H, L, ?}. The meanings of
Lbi and Ubi are same as before. Note that Ti may take ‘?’ to express that the ith

segment can be of any secondary structure type. To accommodate this wildcard
type, we just use ‘CluStr like qCluStr’ predicate in Algorithm 1 (Line 3) instead
of ‘CluStr=qCluStr’ predicate.

We also apply SCM to this type of query because it has the problem of an
enlarged search space for both CluStr and CluLen. Since qCluStr may contain
‘?’, we use ‘hCluStr like qCluStr’ predicate in Algorithm 2 (Line 5) instead of
‘hCluStr=qCluStr’.

Table 3. Schemas of CluLen and CluStr histograms

CluLen Histogram
Field Name Description
hK k value of a cluster
hCluLen CluLen value of the cluster
#Clusters Number of clusters whose k

value is the same as hK and
CluLen value is the same as
hCluLen

CluStr Histogram
Field Name Description
hK k value of a cluster
hCluStr CluStr value of the cluster
#Clusters Number of clusters whose k

value is the same as hK and
CluStr value is the same as
hCluStr
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5 Performance Evaluation

In obtaining the secondary structures of proteins, we applied PREDATOR [8, 9]
to the amino acid arrangements of proteins downloaded from PIR [19]. To verify
the effectiveness of the proposed method CSI, we compared its performance
with those of the three segmentation-based methods, MISS(1), MISS(2), and
SSS. MISS(n) chooses the most selective n segments from a query and treats
each of them as a subquery. It then executes each subquery using a B+-tree on
the segment table. SSS chooses the most selective segment from a query and
executes it by performing a full table scan on the segment table.

5.1 Parameter Setting

To determine the values of two system parameters, MaxK and MaxCluLA, we
first performed the preliminary experiments with a data set of 80,000 protein
sequences.

MaxK. The selectivity , a ratio of the number of tuples retrieved by a search
to the total number of tuples stored in a table, was used as a measure for
determining the optimal value of MaxK. Figure 1 shows the selectivity of a
pair (CluStr, CluLen) for each clustered segment table CSTk. It is clear from
the figure that the selectivity becomes better as k increases but it is saturated
after k exceeds 3. Therefore, we set 3 as the optimal value of MaxK.

MaxCluLA. The selectivity becomes better as the value of MaxCluLA in-
creases. To measure the degree of improvement in selectivity (DIS), we use the
following formula:

DIS =
selectivity of (CluStr, CluLen) − selectivity of (CluStr, CluLen, CluLA)

selectivity of (CluStr, CluLen)

Figure 2 shows the degree of improvement in selectivity for each value of
MaxCluLA. According to the result, the degree of improvement grows as the
value of MaxCluLA increases but the growth is almost saturated after the value
of MaxCluLA exceeds 8. Therefore, we set 8 as the optimal value of MaxCluLA.

Fig. 1. Selectivity of (CluStr, CluLen) for
each clustered segment table CSTk

Fig. 2. Degree of improvement in
selectivity (DIS) for each value of
MaxCluLA
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5.2 Query Processing Time

Query Processing Time with Various Numbers of Segments in a Query.
While changing the number of segments, NQ, in a query, we measured the query
processing times of four methods, CSI, MISS(1), MISS(2), and SSS. For this
experiment, we used a data set of 80,000 protein sequences from which queries
were randomly extracted.

For the simplicity of experimentations, we let only the segment in the middle
of range match and wildcard match queries have a range in its length specifi-
cation. Considering the distribution of segment lengths, we set the size of the

Fig. 3. Exact match query processing
times with increasing NQ

Fig. 4. Range match query process-
ing times with increasing NQ

Fig. 5. Wildcard match query processing
times with increasing NQ

Fig. 6. Exact match query processing
times with increasing Nseq

Fig. 7. Range match query processing
times with increasing Nseq

Fig. 8. Wildcard match query processing
times with increasing Nseq
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6 Conclusion

Approximate searching on protein structures, rather than on amino acid arrange-
ments, are essential in finding out distant homology. In this paper, we proposed
CSI, an efficient indexing scheme for approximate searching on the secondary
structure of protein sequences. The proposed indexing scheme exploits the con-
cept of clustering and lookahead to improve the selectivity of indexing attributes.
Algorithms for exact match, range match, and wildcard match queries were also
proposed and evaluated. The experimental results revealed that CSI is faster
than MISS(2) up to 6.3 times, 3.3 times, and 1.5 times in exact match, range
match, and wildcard match queries, respectively.

References

1. B. Alberts, D. Bray, J. Lweis, M. Raff, K. Roberts, and J. D. Watson, Molecular
Biology of the Cell, 3rd ed., Garland Publishing Inc., 1994.

2. S. F. Altschul, T. L. Madden, A. A. Schaffer, J. Zhang, Z. Zhang, W. Miller, and
D. J. Lipman, “Gapped BLAST and PSI-BLAST: A New Generation of Protein
Database Search Programs”, Nucleic Acids Research, 25(17), 1997.

3. Z. Aung, W. Fu, and K.-L. Tan, “An Efficient Index-based Protein Structure
Database Searching Method”, Proc. IEEE DASFAA Conf., 2003.

According to the experimental results, query processing times of all methods
decrease as NQ increase. This is because more segments with high selectivity
are contained in queries as NQ increases. If NQ is large, CSI gets extra benefit
by choosing a larger k value when deciding a clustered segment table to be
searched. As a result, CSI was 1.7∼13.0 times, 1.3∼6.0 times, and 1.0∼3.4 times
faster than the best one of the other methods in exact match, range match, and
wildcard match, respectively.

Query Processing Time with Various Data Set Sizes. While increasing
the number of protein sequences, Nseq, from 20,000 to 160,000, we measured
the query processing times of CSS and MISS(2). SSS and MISS(1) were not
included in this experiment because they proved to be less efficient than MISS(2)
in most cases. The number of segments in a query was 5, and ranges and wildcard
characters were given only to the third segment. According to the experimental
results shown in Figure 6, 7, and 8 the query processing times of both CSI and
MISS(2) were proportional to the data set size, and CSI was 4.3∼6.3 times,
3.0∼3.3 times, and 1.4∼1.5 times faster than MISS(2) in exact match, range
match, and wildcard match, respectively.

range as 30. In case of wildcard match queries, only the segment in the middle
had the wildcard character ‘?’. Figure 3, 4, and 5 shows the query processing
times of four methods for exact match, range match, and wildcard match queries,
respectively.



CSI: Clustered Segment Indexing for Efficient Approximate Searching 247

4. A. D. Baxevanis and B. F. F. Ouellette. BIOINFORMATICS: A Practical Guide
to the Analysis of Genes and Proteins, 2nd ed. WILEY INTERSCIENCE, 2001.

5. O. Camoglu, T. Kahveci, and A. K. Singh, “Towards Index-based Similarity Search
for Protein Structure Databases”, Proc. IEEE Computer Society Bioinformatics
Conf., pp. 148-158, 2003.

6. I. Eidhammer and I. Jonassen, “Protein Structure Comparison and Structure Pat-
terns - An Algorithmic Approach”, ISMB tutorial, 2001.

7. C. Fondrat and P. Dessen, “A Rapid Access Motif Database(RAMdb) with a
Searching Algorithm for the Retrieval Patterns in Nucleic Acids or Protein Data-
banks”, Computer Applications in the Bioscience, 11(3), pp. 273-279, 1995.

8. D. Frishman and P. Argos, “Seventy-five Accuracy in Protein Secondary Structure
Prediction”, Proteins, 27(3), pp. 329-335, 1997.

9. D. Frishman and P. Argos, “Incorporation of Long-Distance Interactions into a
Secondary Structure Prediction Algorithm”, Protein Engineering, 9(2), pp. 133-
142, 1996.

10. J. F. Gibrat, T. Madel, and S. H. Bryant, “Surprising Similarities in Structure
Comparison”, Current Opinion in Structural Biology, 6(3), pp. 377-385, 1996.

11. L. Hammel and J. M. Patel, “Searching on the Secondary Structure of Protein
Sequence”, In Proc. VLDB Conf., 2002.

12. L. Holm and C. Sander, “Protein Structure Comparison by Alignment of Distance
Matrices”, J. Molecular Biology, 233(1), pp. 123-138, 1993.

13. E. Hunt, M. P. Atkinson, and R. W. Irving, “Database Indexing for Large DNA
and Protein Sequence Collections”, VLDB Journal, 11(3), pp. 256-271, 2002.

14. P. Koehl, “Protein Structure Similarities”, Current Opinion in Structural Biology,
11(3), pp. 348-353, 2001.

15. D. W. Mount, Bioinformatics. Cold Spring Harbor Laboratory Press, 2000.
16. G. A. Stephen, String Searching Algorithms, World Scientific Publishing, 1994.
17. H. Wang, C.-S. Perng, W. Fan, S. Park, and P. S. Yu, “Indexing Weighted Se-

quences in Large Databases”, Proc. IEEE ICDE Conf., pp 63-74, 2003.
18. H. E. Williams, “Genomic Information Retrieval”, Proc. Australasian Database

Conf., pp. 27-35, 2003.
19. C. H. Wu, L.-S. L. Yeh, H. Huang, L. Arminski, J. Castro-Alvear, Y. Chen, Z.

Hu, P. Kourtesis, R. S. Ledley, B. E. Suzek, C. R. Vinayaka, J. Zhang, and W. C.
Barker, “The Protein Information Resource”, Nucleic Acids Research, 31(1), pp.
345–347, 2003.



 

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 248 – 256, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Using Supervised Clustering to Enhance Classifiers  

Christoph F. Eick and Nidal Zeidat 

Department of Computer Science, University of Houston, 
Houston, TX 77204-3010, USA 

{ceick, nzeidat}@cs.uh.edu 

Abstract. This paper centers on a novel data mining technique we term super-
vised clustering. Unlike traditional clustering, supervised clustering is applied to 
classified examples and has the goal of identifying class-uniform clusters that 
have a high probability density. This paper focuses on how data mining tech-
niques in general, and classification techniques in particular, can benefit from 
knowledge obtained through supervised clustering. We discuss how better nearest 
neighbor classifiers can be constructed with the knowledge generated by super-
vised clustering, and provide experimental evidence that they are more efficient 
and more accurate than a traditional 1-nearest-neighbor classifier. Finally, we 
demonstrate how supervised clustering can be used to enhance simple classifiers.  

1   Introduction 

This paper centers on a novel data mining technique we term supervised clustering. 
Clustering is, typically, applied to a set of unclassified examples using particular error 
functions, e.g. an error function that minimizes the distances inside a cluster keeping 
clusters tight. Supervised clustering, on the other hand, deviates from traditional clus-
tering in that it is applied on classified examples with the objective of identifying 
clusters that have high probability density with respect to a single class. Moreover, in 
supervised clustering, we also like to keep the number of clusters small, and objects 
are assigned to clusters using a notion of closeness with respect to a given distance 
function. 

Fig. 1, that depicts examples belonging to two classes, illustrates the differences 
between traditional and supervised clustering. A traditional clustering algorithm 
would, very likely, identify the four clusters depicted in Figure 1.a. A supervised 
clustering algorithm that maximizes class purity, on the other hand (see Fig. 1.b), 
would split cluster A into two clusters E and F. Another characteristic of supervised 
clustering is that it tries to keep the number of clusters low. Consequently, clusters B 
and C would be merged into a single cluster G without compromising class purity 
while reducing the number of clusters.  

Our previous work [4, 13] centered on the design and implementation of algo-
rithms for supervised clustering and on comparative studies that evaluate different 
supervised clustering algorithms with respect to quality of solutions found and run-
time. In this paper, we will discuss how local and regional learning techniques can 
benefit from background knowledge that has been generated through supervised  
clustering. 



Using Supervised Clustering to Enhance Classifiers        249 

 

 

Fig. 1. Differences between traditional clustering and supervised clustering 

Section 2 discusses related work. Section 3 introduces supervised clustering in 
more details. Section 4 presents experimental results that show the benefits of super-
vised clustering. Section 5 concludes the paper. 

2   Related Work 

There are two approaches can be viewed as supervised clustering approaches. 
Sinkkonen et al. propose a very general approach called discriminative clustering [7] 
that minimizes distortion within clusters. Distortion, in their context, represents the 
loss of mutual information between the auxiliary data (e.g., classes) and the clusters 
caused by representing each cluster by a prototype. The technique seeks to produce 
clusters that are internally as homogeneous as possible in conditional distributions 
p(c|x) of the auxiliary variable, c (i.e., belong to a single class), with respect to a clus-
tering x. Similarly, Tishby et. al. introduce the information bottleneck method [9]. 
Based on that method, they propose an agglomerative clustering algorithm [8] that 
minimizes information loss with respect to p(c|a) with c being a class and a being an 
attribute. 

However, there has been some work that has some similarity to our research under 
the heading of semi-supervised clustering. The idea of semi-supervised clustering is 
to enhance a clustering algorithm by using side information in the clustering process 
that usually consists of a "small set" of classified examples; the objective of the clus-
tering process then is to optimize class purity (examples with different class labels 
should belong to different clusters) in addition to the traditional objectives of a clus-
tering algorithm. Demiriz [3] proposes an evolutionary clustering algorithm in which 
solutions consist of k centroids and the objective of the search process is to obtain 
clusters that minimize (the sum of) cluster dispersion and cluster impurity. Basu et al. 
[1] centers on modifying the K-means clustering algorithm to cope with prior knowl-
edge. Xing [12] (and similarly [2]) takes the classified training examples and trans-
forms those into constraints (points that are known to belong to different classes need 
to have a distance larger than a given threshold) and derives a modified distance func-
tion that minimizes the distance between points in the dataset that are known to be 
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similar with respect to these constraints using classical numerical methods. The  
K-means clustering algorithm in conjunction with the modified distance function is 
then used to compute clusters. 

3   Supervised Clustering 

As mentioned earlier, the fitness functions used for supervised clustering are signifi-
cantly different from the fitness functions used by traditional clustering algorithms. 
Supervised clustering evaluates a clustering based on the following two criteria: 

• Class impurity, Impurity(X). Measured by the percentage of minority examples 
in the different clusters of a clustering X.  

• Number of clusters, k. In general, we like to keep the number of clusters low; 
trivially, having clusters that only contain a single example is not desirable, al-
though it maximizes class purity. 

3.1   A Fitness Function for Supervised Clustering 

In particular, we used the following fitness function in our experimental work (lower 
values for q(X) indicate ‘better’ clustering solution X). 

q(X) = Impurity(X) + β∗Penalty(k) (1) 

=
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with n being the total number of examples and c being the number of classes in a 
dataset. The parameter β (0<   2.0) determines the penalty that is associated with 
the number of clusters, k, in a clustering: higher values for β imply larger penalties for 
a higher number of clusters. The objective of Penalty(k) is to dampen the algorithm’s 
natural tendency to increase the number of clusters. However, this dampening ought 
not to be linear because the effect of increasing the number of clusters from k to k+1 
has much stronger effect on the clustering outcome when k is low than when k is high. 
Consequently, we selected a non-linear function for Penalty(k) that has higher slope 
when k is low. Finding the best, or even a good, clustering X with respect to the fit-
ness function q is a challenging task for a supervised clustering algorithm [13]. 

3.2   Representative-Based Supervised Clustering Algorithms 

There are many possible algorithms for supervised clustering. Our work centers on 
the development of representative-based supervised clustering algorithms. Represen-
tative-based clustering aims at finding a set of representative objects in a dataset O, 
and creates clusters by assigning objects to the cluster of their closest representative. 
Representative-based supervised clustering algorithms seek to accomplish the follow-
ing goal: Find a subset OR of O such that the clustering X obtained by using the  
objects in OR as representatives minimizes q(X). 
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As part of our research, several representative-based clustering algorithms have 
been proposed  [4,13], 3 of which are briefly described below:  

1. SPAM is a variation of the popular traditional clustering algorithm PAM [5] that 
uses q(X) as its fitness function. 

2. SRIDHCR starts with a randomly chosen initial set of representatives. The algo-
rithm, then, greedily tries to improve this solution by inserting or deleting single 
representatives. Moreover, the algorithm is restarted r times. 

3. SCEC uses evolutionary computing and evolves a population of solutions over a 
fixed number of generations based on the principle of the survival of the fittest. 
The genetic composition of solutions is changed by applying mutation and cross-
over operators. 

3.3   Relationship to Local and Regional Learning 

One way to characterize inductive learning techniques is to analyze if and to which 
extent they support the notion of locality. A k-nearest neighbor classifier is an exam-
ple of a local learning technique (assuming it uses a low k-value); only objects that 
are very close to the object to be classified are used to predict the class label of that 
object. Other techniques subdivide the search space into different regions and use 
regional knowledge to fit the best model to each region. A good example for such a 
regional technique is a regression tree. In contrast to local techniques, a much larger 
number of examples are used to predict the class of an unseen example. Finally, 
global techniques try to fit a single model to the complete dataset. A good example 
for a global technique is classical regression analysis that tries to find a single curve 
that minimizes a prediction error with respect to all the examples that belong to the 
dataset. 

As we will discuss in Section 4 of this paper, the parameter  plays key role in de-
termining whether the patterns identified by supervised clustering are local (i.e., high 
value for ) or are regional (i.e., lower values for ). 

4   Benefits of Supervised Clustering 

4.1   Supervised Clustering for Creating Summaries and Background Knowledge 

Figure 2 shows how cluster purity and the number of clusters k for the best solution 
found, changes as the value of parameter  increases for the Vehicle and the Diabetes 
datasets (the results were obtained by running algorithm SRIDHCR). As can be seen 
in Figure 2, as  increases, more penalty is associated with using the same number of 
clusters and the algorithm tries to use a lower number of clusters resulting in decreas-
ing cluster purity.  It is interesting to note that the Vehicle dataset seems to contain 
smaller regions with above average purities. Consequently, even if  increases beyond 
0.5 the value of k remains quite high for that dataset. The Diabetes dataset, on the 
other hand, does not seem to contain such localized patterns; as soon as  increases 
beyond 0.5, k immediately reaches its minimum value of 2 (there are only two classes 
in the Diabetes dataset). 

In general, we claim that supervised clustering is useful for creating background 
knowledge with respect to a given dataset. Examples include: 
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Fig. 2. How Purity(k) and k change as the value of  increases increases 

1. It shows how instances of a particular class distribute in the attribute space; this 
information is of value for “discovering” subclasses of particular classes. 

2. Maps for domain experts can be created that depict class densities in clusters and 
that identify which clusters share decision boundaries with each other. 

3. Statistical summaries can be created for each cluster. 
4. Meta attributes, such as various radiuses, distances between representatives, etc. 

can be generated, and their usefulness for enhancing classifiers can be explored. 

4.2   Using Cluster Prototypes for Dataset Editing to Enhance NN-Classifiers 

The objective of dataset editing [11] is to remove examples from a training set in 
order to enhance the accuracy of a classifier.  In this paper, we propose using super-
vised clustering for editing a dataset O to produce a reduced subset Or consisting of 
cluster representatives that have been selected by a supervised clustering algorithm. A 
1-Nearest-Neighbor (1-NN) classifier, that we call nearest-representative (NR) classi-
fier, is then used for classifying new examples using subset Or instead of the original 
dataset O. We call this approach supervised clustering editing (SCE for short).  

Figure 3 gives an example that illustrates how supervised clustering is used for 
dataset editing. Figure 3.a shows a dataset that has not been clustered yet. Figure 3.b 
shows the same dataset partitioned into 6 clusters using a supervised clustering algo-
rithm. Cluster representatives are marked with circles around them. Figure 3.c shows 
the resulting subset Or after the application of supervised clustering editing. 

In general, an editing technique reduces the size of a dataset, n, to a smaller size k; 
we define the dataset compression rate of an editing technique as follows: 

n

k
 Rate nCompressio −= 1  (3) 
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Fig. 3. Editing a dataset using supervised clustering 

We applied our editing technique on a benchmark of 8 datasets obtained from [6]. 
Since  directly affects the size of reduced set Or (larger  values produce smaller Or 
sets while smaller  values tend to produce larger Or sets) and in order to explore 
different compression rates, two different values for parameter  were used: 1.0 and 
0.4. Prediction accuracies were measured using 10-fold cross-validation. Representa-
tives for the nearest representative (NR) classifier were computed using the 
SRIDHCR algorithm. In our experiments, SRIDHCR was restarted 50 times, and the 
best solution (i.e., set of representatives) found in the 50 runs was used as the edited 
subset for the NR classifier. We also computed prediction accuracy for a traditional 1-
NN classifier that uses all training examples when classifying a new example. Table 4 
reports the accuracies obtained using the edited subset and the original dataset as well 
as the average dataset compression rates for supervised clustering editing. Due to the 
fact that the supervised clustering algorithm has to be run 10 times, once for each 
fold, Table 4 also reports the average, minimum, and maximum number of representa-
tives found in the 10 runs.  

Inspecting the results in Table 4, we can see that the SCE approach accomplished 
significant improvement in accuracy for the Heart-Stat Log, Diabetes, Waveform, and 
Iris-Plants datasets, outperforming the traditional 1-NN-classifier. Further inspecting 
the second and third columns of Table 4, we notice that with the exception of the 
Glass and the Segmentation datasets, SCE accomplishes compression rates of more 
than 94% without a significant loss in prediction accuracy for the other 6 datasets. 

The reader might ask why it is necessary to develop supervised clustering algo-
rithms for the purpose of editing. Couldn’t the same objective be accomplished by 
clustering examples of each class separately using a traditional clustering algorithm, 
such as PAM [5]? Figure 4, that shows examples of a dataset consisting of 2 classes 
‘X’ and ‘O’, illustrates why this is not a good idea. If this dataset is edited using su-
pervised clustering, the red (underlined) O example and the purple (underlined) X 
example would be picked as representatives. On the other hand, if examples of each 
class are clustered separately, the blue (italic) O example and the purple (underlined) 
X example would be picked as the representatives. Note that the blue (italic) O repre-
sentative is not a good choice for dataset editing, because it “attracts” examples be-
longing to the class ‘X’ which leads to misclassifications. 

Attr.2 Attr.2 

b. Dataset clustered using 
supervised clustering. 
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Table 4. Dataset compression rates for SCE and prediction accuracy for the NR and 1-NN 

 Avg. k [Min-
Max] for SCE 

SCE Compres-
sion Rate (%) 

NR Prediction 
Accuracy 

1-NN Prediction 
Accuracy 

Glass (214) 
0.4 25  [19-29] 88.4 0.589 0.692 
1.0 6    [6 – 6] 97.2 0.575 0.692 
Heart-Stat Log (270) 
0.4 2    [2 – 2] 99.3 0.833 0.767 
1.0 2    [2 – 2] 99.3 0.838 0.767 
Diabetes (768)
0.4 9    [2-18] 98.8 0.736 0.690 
1.0 2    [2 – 2] 99.7 0.745 0.690 
Vehicle (846)
0.4 38   [ 26-61] 95.5 0.667 0.700 
1.0 14   [ 9-22] 98.3 0.665 0.700 
Heart-H (294)
0.4 2 99.3 0.793 0.783 
1.0 2 99.3 0.809 0.783 
Waveform (5000) 
0.4 28 [20-39] 99.4 0.841 0.768 
1.0 4     [3-6] 99.9 0.837 0.768 
Iris-Plants (150)
0.4 3    [3 – 3] 98.0 0.973 0.947 
1.0 3    [3 – 3] 98.0 0.953 0.947 
Segmentation (2100) 
0.4 30 [24-37] 98.6 0.919 0.956 
1.0 14 99.3 0.889 0.956 

 

 
Fig. 4. Supervised clustering editing vs. clustering each class separately 

4.3   Using Supervised Clustering to Enhance Simple Classifiers 

Another capability of supervised clustering is that it can be used to enhance classifiers 
by using regional knowledge. Referring to Figure 1 again, we could transform the 
problem of classifying examples belonging to the two classes “black circles” and 
“white circles” into the “simpler” problem of classifying the examples that belong to 
clusters E, F, G, and H. The reduced complexity can be attributed to the fact that 
those 4 “clusters” are linearly separable (note the dotted lines in Fig. 1.b) whereas the 
original 2 classes are not. Vilalta et. al. [10] proposed a methodology that first clusters 
the examples of each class separately using a traditional clustering algorithm, and 
then learns a classifier by treating the so obtained clusters as separate classes.  

We propose to use supervised clustering for class decomposition instead of cluster-
ing each class separately using traditional clustering algorithm because supervised 
clustering has the tendency to merge clusters of the same class if found close to each 
others, such as cluster G in Figure 1.b.  To test this idea, we conducted an experiment 

O   OOx     x    x 
O   OOx     x    x 
O   OOx     x    x 
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where we compared the prediction accuracy of a traditional Naïve Bayes classifier 
with a Naïve Bayes classifier that treats each cluster as a separate class. We used 4 
UCI datasets as a benchmark. We used SRIDHCR supervised clustering algorithm 
(with  set to 0.25) to obtain the clusters. The results reported in Table 5 indicate that 
using class decomposition improved the prediction accuracy for 3 of the 4 datasets 
tested. Furthermore, analyzing the results further, we see that the accuracy improve-
ment for the Vehicle dataset (23.23%) is far higher than that for the Diabetes dataset 
(0.52%). This result is consistent with the analysis presented in section 4.1. 

Table 5. Prediction accuracy of “Naive Bayes” and “Naive Bayes with class decomposition” 

Dataset Naïve Bayes 
(NB) 

NB with Class 
Decomposition 

Improvement 

Diabetes 76.56 77.08 0.52% 
Heart-H 79.73 70.27 −9.46% 
Segment 68.00 75.045 7.05% 
Vehicle 45.02 68.25 23.23% 

5   Conclusion 

In this paper a novel data mining technique we named supervised clustering was 
introduced that, unlike traditional clustering, assumes that the clustering algorithm is 
applied to classified examples and has the objective of identifying clusters that have a 
high probability density with respect to a single class. We discussed how local and 
regional knowledge that has been generated by supervised clustering can be used to 
enhance classifiers. We also demonstrated how regional knowledge generated by 
supervised clustering can be used for enhancing simple classifiers. We also believe 
that running a supervised clustering algorithm gives valuable information about how 
the examples of the dataset distribute over the attribute space. 

In addition to developing efficient and scalable supervised clustering algorithms, 
our future work centers on using supervised clustering for dataset compression, for 
learning subclasses, and for distance function learning. 
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Abstract. Being a good entry page to a Web site reflects how well the
page enables a user to obtain optimal access, by browsing, to relevant
and quality pages within the site. Our aim is to model a measure of
how good an entry page is, as a combination of evidence of the prop-
erties exhibited by the Web pages, which belong to the same site and
are structurally related to it. The proposed model is formally expressed
within Dempster-Shafer’s Theory of Evidence and can be applied in the
context of Web Information Retrieval tasks.

Keywords: Web Information Retrieval, best entry pages, formal model,
Dempster-Shafer theory of evidence

1 Introduction

The aim of Information Retrieval (IR) systems is to assist users in satisfying their
information needs by providing them with a ranked list of documents relevant to
their queries. In the context of the Web, where hypermedia document authoring
is encouraged, a document on a single topic may be distributed over a number of
pages, which belong to a single site and are linked to each other. Users, however,
consider it redundant for a Web IR system to return many relevant pages from
the same site [3], since, in practice, they are able to easily reach all these pages
by browsing, when given an appropriate entry page to the site [1].

Therefore, Web IR systems should quantify not only how relevant Web pages
are, but also how good they are as entry pages to the site they belong. A Good
Entry Page (GEP) measure should reflect how well a page enables a user to
obtain optimal access, by browsing, to the relevant pages within the site. Web
IR systems could then employ this measure in order to focus retrieval [5], by
presenting to the user, not all the relevant pages from a site, but only the one
considered to be its Best Entry Page (BEP).

We could also consider a more generalised view of a GEP measure, where
being a GEP is determined not only in reference to the relevance of the pages
it provides access to, but also with respect to other properties of these pages.
In the Web, for instance, where there can exist thousands or even millions of
pages relevant to a topic, other properties of Web pages, such as their quality, are
taken into account when retrieving them. However, quality is a subjective notion
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and can be interpreted in different ways. Here, we consider that the quality of a
Web page can be captured by its authority [6] or its utility [10] on the topic. An
authoritative page can be defined as a page that is not only topically relevant,
but it is also a ”trusted source of correct information” [13]. A topical utility
(or hub [6]) page, on the other hand, provides a comprehensive list of links to
authoritative pages on the topic.

In this paper, we adopt this generalised view and our aim is to quantify how
good a page is as an entry page to a site, in reference to a particular property.
This reflects how well a page enables the user to obtain access to other pages, be-
longing to the same site and exhibiting this property with respect to the topic.
In Web IR, various approaches, such as spreading activation mechanisms[11]
and site compression techniques [1] have been used in quantifying GEPs, by ex-
ploiting the structural relations among pages belonging to the same site. The
underlying assumption is that a GEP measure should reflect not only the rele-
vance or quality of a page, but also that of the pages within the site, that are
accessible from it, by browsing.

To achieve our aim, we model Web pages and the properties they exhibit
in ways that enable us to model a GEP measure of a page as a combination
of evidence of the properties of the pages, which are structurally related to it
and belong to the same site. This model is formally expressed within Dempster-
Shafer’s (D-S) Theory of Evidence [12]. D-S is a theory of uncertainty, that
allows the explicit representation of combination of evidence, which allows us to
model the aggregation of the properties of pages.

The paper is organised as follows. Section 2 contains a brief introduction to
D-S theory. The model is described in Section 3 and some concluding remarks
are provided in Section 4.

2 Dempster-Shafer’s Theory of Evidence

In this section, we describe the main concepts of Dempster-Shafer’s (D-S) Theory
of Evidence [4, 12]. The combination of evidence, expressed by Dempster’s com-
bination rule, makes the use of D-S theory particularly attractive in this work,
since it allows the expression of the aggregation of the properties of structurally
related pages, which belong to the same site.

Frame of Discernment. Suppose that we are concerned with the value of some
quantity u and that the (non-empty) set of its possible values is Θ. In the D-
S framework, this set Θ of mutually exhaustive and exclusive events is called
a frame of discernment. Propositions are represented as subsets of this set. An
example of a proposition is “the value of u is in A” for some A ⊆ Θ. For A = {a},
a ∈ Θ, “the value of u is a” constitutes a basic proposition. Non-basic propositions
are defined as the union of basic propositions. Therefore, propositions are in a
one-to-one correspondence with the subsets of Θ.

Basic Probability Assignment. Beliefs can be assigned to propositions to
express their certainty. The beliefs are usually computed based on a density
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function m : ℘(Θ)→ [0, 1] called a basic probability assignment (bpa): m(∅) = 0
and

∑
A⊆Θ m(A) = 1. m(A) represents the belief exactly committed to A, that

is the exact evidence that the value of u is in A. If there is positive evidence for
the value of u being in A, then m(A) > 0 and A is called a focal element. The
proposition A is said to be discerned. No belief can ever be assigned to the false
proposition (represented as ∅). The sum of all non-null bpas must equate 1. The
focal elements and the associated bpas define a body of evidence.

A δ-discounted bpa mδ(.) can be obtained from the original bpa m as follows:
mδ(A) = δm(A),∀A ⊆ Θ,A �= Θ and mδ(Θ) = δm(Θ) + 1− δ , with 0 ≤ δ ≤ 1.
The discounting factor δ represents some form of meta-knowledge regarding the
reliability of the body of evidence, which could not be encoded in m.

Belief Function. Given a body of evidence with bpa m, one can compute
the total belief provided by the body of evidence for a proposition. This is
done with a belief function Bel : ℘(Θ) %→ [0, 1] defined upon m as follows:
Bel(A) =

∑
B⊆A m(B). Bel(A) is the total belief committed to A, that is the

total positive effect the body of evidence has on the value of u being in A.

Dempster’s Combination Rule. This rule aggregates two independent bodies
of evidence with bpas m1 and m2 defined with the same frame of discernment
Θ, into one body of evidence defined by a bpa m on the same frame Θ:

m(A) = m1 ⊕m2(A) =
∑

B∩C=A m1(B)m2(C)∑
B∩C 
=∅ m1(B)m2(C)

Dempster’s combination rule, then, computes a measure of agreement be-
tween two bodies of evidence concerning various propositions discerned from a
common frame of discernment. The rule focuses only on those propositions that
both bodies of evidence support. The denominator of the above equation is a
normalisation factor that ensures that m is a bpa.

3 Description of the Model

Being a good entry page to a site with respect to a specific topic and in reference
to a particular property, reflects how well the page enables the user to obtain
access to pages within this site, which are exhibiting this property with respect
to the topic. Our aim is to model a measure of topical GEP of a page, as a
combination of evidence of the properties of the pages which are structurally
related to it and belong to the same site.

First, we describe the properties exhibited by Web pages (Section 3.1) and
define a frame of discernment based on these properties (Section 3.2). Web pages
are represented as bodies of evidence within the defined frame of discernment
(Section 3.3). The aggregation of the bodies of evidence, corresponding to pages
which are structurally related to a particular page, allows us to model a measure
of the topical GEP of a page (Section 3.4). Finally we extend the model, by
presenting a refinement of the frame of discernment (Section 3.5).
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3.1 Properties of Objects

We consider that each Web page exhibits a number of properties. These are
either determined with respect to a particular topic (topic-dependent proper-
ties) or are considered to be intrinsic attributes of the pages (topic-independent
properties). In this work, we concentrate on the topic-dependent properties of
topical relevance, topical authority and topical utility, on the one hand, and the
topic-independent properties of authority and utility, on the other, which reflect
the quality of a Web page irrespective of any specific topic.

The authority of a Web page is usually determined by link analysis ranking
algorithms, which view the Web’s link structure as a network of recommenda-
tions1 between pages [13]. When a page is pointed by other quality pages, it is
considered to be recommended by them and therefore regarded as an author-
ity. When a link analysis ranking algorithm takes into account the whole of the
Web’s link structure [9], a topic-independent measure of a page’s authority is
determined. This can then be combined with a topical relevance measure, in
order to estimate the page’s topical authority. In this case, the topical authority
property of a page is directly related both to its topical relevance property, and
to its topic-independent authority property.

Link analysis ranking algorithms can also be applied to a sub-network of
the Web’s link structure, generated by the links between the top ranked topical
relevant pages, already retrieved by a Web IR system, and their immediate
neighbours (forming the base set of pages). In this case, the measure of the page’s
authority, as this is determined by the algorithm, becomes topic-dependent and
the relation among the properties indirect. HITS algorithm [6] and its extensions
[2] adopt this approach in quantifying the topical authority of a page.

The same applies to the topical utility of a Web page, which can be quantified,
either as a direct combination of its topical relevance with a topic-independent
measure of its utility [10], or by employing an appropriate link analysis ranking
algorithm [6] on the network of links connecting the pages in the base set.

To capture these relations and dependencies among the properties of a Web
page, we introduce the notion of composite properties to refer to the ones that
are related to the more elementary properties of a page. In our case, the topical
authority and the topical utility of a page constitute its composite properties.
These are related to the elementary properties of topical relevance and topic-
independent authority of the page and to topical relevance and topic-independent
utility of the page, respectively.

3.2 Frame of Discernment

To define a frame of discernment based on the above properties, we consider E =
{e1, · · · , eE} to be the set of elementary properties and C = {c1, · · · , cC} the set
of composite properties, with ci ⊆ E. The frame of discernment Θ is constructed
based on the set E. The elements of the frame are defined as the mutually

1 This network takes into account only inter-domain links, since the underlying as-
sumption is that they are the ones conveying endorsement [6].
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exclusive propositions, which are derived by considering all the possible boolean
conjunctions of all the elements ei ∈ E, containing either ei or its negation ¬ei.
There are 2E elements in Θ and each is denoted as θb1b2···bn

, where b1b2 · · · bn
is an n-bit binary number, such that θb1b2···bn corresponds to the proposition
“x1 ∧ x2 ∧ · · · ∧ xn”, where xi = ei if bi = 1 and xi = ¬ei if bi = 0.

Since we consider that the set of elementary properties of a Web page consists
of the topical relevance R exhibited by the page, its topic-independent author-
ity A and topic-independent utility U , we define E = {R,A,U}. Each element
θb1b2···bn

∈ Θ corresponds to the property θb1b2···bn
exhibited by a Web page.

For instance, θ100 corresponds to {R∧¬A∧¬U}, reflecting that the page is ex-
hibiting topical relevance, but not authority or utility. Therefore, θ100 provides a
more refined representation of the notion of relevance compared to that provided
by the proposition {R}. The latter corresponds to θ100 ∨ θ101 ∨ θ110 ∨ θ111, and
reflects the topical relevance as this is exhibited by a page, without specifying
whether the authority or utility of the page have been considered. Consequently,
θ100 corresponds to the topical relevance as this is defined in classical IR, where
authority or utility are not considered. In essence, we consider that a page can
exhibit any of the properties defined in Θ or any of the elementary or composite
properties, which were described in the previous section, and can be expressed
in terms of the propositions in Θ.

3.3 Representation of Objects

In our framework, each Web page is referred to as an object and is represented by
a body of evidence defined in Θ, through a set a focal elements for which there
is positive evidence. Therefore, the focal elements can be used as propositions
modelling the properties exhibited by the objects. Every elementary property
ei ∈ E exhibited by an object, meaning that there is positive evidence support-
ing it, defines a focal element, the proposition pi. Every composite property ck
also defines a focal element, the proposition pk =

∧
l pl, where each pl is the

proposition associated to the elementary property el for el ∈ ck.
If we consider an object o to exhibit the following properties: p1 = {R}, p2 =

{A}, p3 = {U} and p4 = {R ∧A}, then these properties are defined in terms of
the propositions in Θ as: p1 = θ100∨θ101∨θ110∨θ111, p2 = θ010∨θ011∨θ110∨θ111,
p3 = θ001 ∨ θ011 ∨ θ101 ∨ θ111 and p4 = θ110 ∨ θ111. If we further assume that
object o exhibits property p5 = {R ∧ ¬A ∧ ¬U}, then p5 = θ100 (Figure 1).

A bpa m represents the uncertainty associated to a property and m(p) corre-
sponds to the degree to which an object exhibits property p. The value of m(p)
is estimated by employing an appropriate Web IR approach. For instance, if p
corresponds to the topical authority of an object, m(p) could be estimated using
HITS algorithm [6] or one of its modifications [2]. However, we are not interested
in which approach has been actually employed, just in that m(p) has been esti-
mated. The higher the m(p), the more the object exhibits this property, whereas
m(p) = 0 means that there is no evidence that the object exhibits property p.

From the definition of the bpa, each body of evidence must assign the same
total amount of belief to the entire set of properties exhibited by the objects
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Fig. 1. Example of an object in the frame of discernment

and which define the frame of discernment. One approach in ensuring that this
condition holds is to treat it as an uncommitted belief, which can be used to rep-
resent the uncertainty (overall ignorance) associated with the available evidence
regarding the properties exhibited by an object. It is defined as 1−

∑
pk∈Θ m(pk)

and it is assigned as the bpa value of the proposition corresponding to the frame
of discernment. If not null, this proposition constitutes a focal element.

For the object o defined above, if we suppose that m(p1) = 0.2, m(p2) = 0.1,
m(p3) = 0.05, m(p4) = 0.15 and m(p5) = 0.1, then the uncommitted belief
m(Θ) = 1− (0.2 + 0.1 + 0.05 + 0.15 + 0.1) = 0.4. The belief Bel(R) = m(p1) +
m(p4) +m(p5) = 0.2 + 0.15 + 0.1 = 0.45 can be considered to reflect the overall
relevance exhibited by the object.

3.4 Object Aggregation

To model a measure of the topical GEP of a page, we consider the combination
of evidence of the properties of the pages which belong to the same site and are
accessible from it. However, there is a tendency of users and it is more intuitive
for them to browse down from starting points [7]. Therefore, they consider a
GEP as one that enables them to access pages that are deeper in the hierarchy
of the site. In this work, we concentrate on users following hierarchical down
links2 and consider only this kind of structural relation between Web pages.

In our framework, a page containing hierarchical down links is represented
as an aggregate object. This object is derived from the aggregation of the bodies
of evidence of its component objects, which are the objects linked by it with
hierarchical down links and the object corresponding to the page itself. For
instance, consider a site consisting of five pages connected by hierarchical down
links (Figure 2a). Page 3 is then represented as aggregate object a3 derived from
the aggregation of o1, o2 and o3 (Figure 2b). The aggregate object a3 corresponds
to the same Web page as object o3. We use Dempster’s combination rule to
compute the body of evidence of the aggregate object a3: ma3 = m1⊕m2⊕m3.
Uncommitted belief is also assigned to the aggregate object.

2 Hierarchical down links are intra-domain Web links whose source is higher in the
directory path than their target.



Modelling Good Entry Pages on the Web 263

Fig. 2. Web Site

Table 1. Aggregation process

Step 1 of the aggregation
object o1 mo1 object o2 mo2 object o3 mo3 aggregate a3 ma3

R 0.8 R 0.6 Θ 1 R 0.92
Θ 0.2 Θ 0.4 Θ 0.08

Fading factor - Step 2 of the aggregation
aggregate a3 mβ3

a3
object o4 mo4 object o5 mo5 aggregate a5 ma5

R 0.46 Θ 1 Θ 1 R 0.46
Θ 0.54 Θ 0.54

The aggregation process is applied to the whole site starting with the pages
deepest in the hierarchy, where no aggregation is performed. At the first step,
we move up one level in the hierarchy to the page which has links to these pages
and compute the body of evidence of the aggregate object (a3 in our example).

In our example, consider that pages 1 and 2 are retrieved, whereas pages 3, 4
and 5 are not. We consider the objects o1 and o2, corresponding to the retrieved
pages, to exhibit the property {R}, with belief 0.8 and 0.6 respectively, whereas
there is no evidence regarding any other properties for these or for the rest of the
objects. The uncommitted belief is then equal to: m1(Θ) = 0.2, m2(Θ) = 0.4,
and m3(Θ) = m4(Θ) = m5(Θ) = 1.

In the first step of the aggregation process (Table 1), Dempster’s combina-
tion rule yields the aggregate object a3, exhibiting property R with belief 0.92.
Despite page 3 not being initially retrieved, it still can be considered to exhibit
topical relevance, by reflecting that of its descendants. We consider the overall
belief Bela(R) (which is equal to ma(R) in this case) to reflect a measure of
the topical GEP of a page in reference to property R. One can see that the
belief in a property increases, when there is positive evidence for that property
in more than one of the bodies of evidence being aggregated. Within this step of
the aggregation, we could to model the contribution of each of the component
objects forming an aggregate object, by using discounted bpas. The extent of
each contribution could capture the uncertainty related to the structure of the
site. For instance, if an object o has n hierarchical down links to objects oi, their
contribution could be set to 1

n , whereas that of object o itself could be set to 1.
Before moving one level up in the hierarchy to the next step of the aggrega-

tion, a fading factor [8] is applied to the aggregate objects already formed. As
aggregate objects reflect information deeper in the hierarchy, the contribution of
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this information should diminish as we move further up. This is modelled by a
βi-discounted bpa mβi , where βi reflects the fading factor applied to aggregate
object ai. If we set β3 = 0.5, then ma5 = 0.46. By comparing the values of the
topical GEP measure of the Web pages in reference to property R (depicted in
bold in Table 1), we see that page 3 is considered the best entry page to the site.

3.5 Refinement of the Frame of Discernment

The refinement of a frame of discernment Θ (coarse frame) into a frame of
discernment V (refined frame) is defined by splitting each element of Θ into a
set of elements, that can be viewed as the latter representing more precise items
of information than the former.

For instance, element θ100 ∈ Θ, reflects the proposition “the Web page ex-
hibits topical relevance, but not authority or utility”. This could be split into
k elements θ100 ri, each corresponding to “the Web page exhibits topical rel-
evance, as this is determined by retrieval algorithm ri, but not authority or
utility”, where ri with i = 1, ..., k corresponds to a ranking approach that can
be applied in order to determine the topical relevance of an object. For instance,
consider that θ100 is split into 2 elements of V , each more precise than θ100:
θ100 p denoting “the Web page exhibits topical relevance as this is determined
by the probabilistic model, but not authority or utility” and θ100 v denoting ”the
Web page exhibits topical relevance as this is determined by the vector space
model, but not authority or utility”.

The refinement is formally defined by ω : 2Θ → 2V : (i) ω(p) �= 0 for all p ∈ Θ,
meaning that every element in Θ is split into elements in V ; (ii) ω(p)∩ω(p′) = 0
if p �= p′ for all p, p′ ∈ Θ, meaning that two elements cannot be split into the
same element, and (iii)

⋃
p∈Θ ω(p) = V , meaning that the result of a refinement

is a frame of discernment. For instance, refinement for element θ100 is expressed
as: ω(θ100) = {θ100 p, θ100 v}. The refinement function is also extended to a set
A ⊆ Θ: ω(A) = ∪p∈Aω(p), where ω(A) consists of all the elements in V that are
obtained by splitting all the elements in A. Therefore, this refinement function
links two frames of discernment, such that one is defined in terms of the other. If
the properties exhibited by a Web page are modelled by the coarse frame, then
the refinement function can give us a more detailed representation in terms of
how these properties are actually determined.

Let BelΘ and BelV be the belief functions defined on Θ and V , respectively.
These belief functions must satisfy the criteria that these two frames are com-
patible, which means that the two frames must agree on the information defined
in them. Therefore, although refining a set means that more precise items of
information are obtained, the union of these items carries the same information
as the original set. The belief functions are compatible, if for given set A on the
frame Θ, the following holds: BelΘ(A) = BelV (ω(A)).

4 Conclusions

We presented a model expressed within the theoretical framework of Dempster-
Shafer’s theory of evidence, which quantifies a measure of how good a Web
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page is as an entry page to a Web site. Web pages are represented in terms
of topic-dependent and topic-independent properties. Structurally related pages
belonging to the same site are combined using Dempster’s combination rule,
to produce an aggregate, which exhibits properties reflecting those of its struc-
turally related components. We consider that the belief assigned to a particular
property of an aggregate object corresponds to a measure of its topical GEP, in
reference to that property.

In this work, we considered only intra-domain hierarchical down links to re-
flect the structural relations between Web pages. The next step is to consider
other kinds of intra- and inter-domain structural relations. Currently, we are per-
forming large-scale experiments to evaluate our approach using test collections
of Web documents.
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Abstract. One of the virtues of XML is that it allows complex structures to be 
easily expressed. This allows XML to be used as an intermediate, neutral, and 
standard form for representing many types of structured or semistructured 
documents that arise in a great variety of applications. To support for efficient 
queries against XML data, many query languages have been designed. The 
query languages require the users to know the structure of the XML documents 
and specify path-based search conditions on the structure. This path-based 
query against XML documents is a natural consequence of the hierarchical 
structure of XML. However, it is also desirable to allow the users to formulate 
no path queries against XML documents, to complement the current path-based 
queries. In this paper, we have developed a query expression and processing 
technique supporting non-navigational content-based queries for an XML 
search engine. 

1   Introduction 

The past few years have been a dramatic increase in the popularity and adoption of 
XML, as it includes semantic information within documents describing semi-
structured data. This makes it possible to overcome the shortcomings of existing 
markup languages such as HTML and support data exchange in e-business environ-
ments. The increasing adoption of XML has also raised new challenges. One of the 
key issues is the information retrieval against large collections of XML documents. 
To allow for numerous data search, many query languages have been developed [1-4]. 
These query languages require users to know the structure of XML documents, in-
cluding all the element and attribute names, data types of the data values, and the 
hierarchical structure of the elements. Since a search condition needs to involve an 
element/attribute name, which appears somewhere in the hierarchical structure of an 
XML document, these query languages force the users to specify the navigational 
access paths to the elements/attributes that are involved in search conditions. This 
makes it difficult for the users to query XML documents. 

To complement navigational path-based queries, there have been researches for a 
keyword-based search engine [6-9]. However, it is difficult for users to search exact 
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results because the keyword-based search engine makes use of only limited informa-
tion. On the other hand, if users would like to search in navigational query expres-
sions as considering XML properties, users have to use very complex expressions 
according to document structure. For example, suppose users want the following 
query against Fig. 1. 

Q1: Search book title information of which publisher is ‘Morgan Kaufmann’, re-
lease year is ‘1999’, and whose authors include ‘Serge Abiteboul’.  

<book> 
<isbn>1</isbn> 
<year>1999</year> 
<publisher>Morgan Kaufmann 
</publisher> 
<title>Data on the web</title> 
<author>Serge Abiteboul</author> 
<author>Peter Buneman</author> 
<author>Dan Suciu</author> 

</book>  
(a) elements 

<book> 
<general_info isbn= “1” year=“1999”  

publisher=“Morgan Kaufmann”> 
</general_info> 
<detail_info  title=” Data on the web” 

author=“ ‘Serge Abiteboul’  
‘Peter Buneman’ ‘Dan Suciu’”> 

</detail_info> 
</book> 

(b) attributes 

<book> 
<isbn no= “1”></isbn> 
<year yyyy=“1999”></year> 
<title name=“Data on the web”></title> 
<publisher name=“Morgan Kaufmann”>
</publisher> 
<author name1=“Serge Abiteboul”  

name2=“Peter Buneman”  
name3= “Dan Suciu”></author> 

</book> 
(c) intervening of attributes 

<book> 
<isbn><no>1</no></isbn> 
<year><yyyy>1999</yyyy></year> 
<title><name>Data on the web</name> 
</title> 
<publisher><name>Morgan Kaufmann 
</name></publisher> 
<author><name>Serge Abiteboul</name> 

<name>Peter Buneman</name> 
<name>Dan Suciu </name></author> 

</book> 
(d) intervening of elements 

 
<year>1999 
<publisher>Morgan Kaufmann  
  <book> 
     <isbn>1</isbn> 

<title>Data on the web</title> 
        <author>Serge Abiteboul </author> 

<author>Peter Buneman </author> 
<author>Dan Suciu</author> 

</book> … 
 </publisher>… 

</year> 
(e) publisher is nested in year 

<publisher>Morgan Kaufmann 
 <year yyyy=“1999”> 

 <book> 
        <isbn>1</isbn> 

     <title>Data on the web</title> 
           <author>Serge Abiteboul </author> 

<author>Peter Buneman</author> 
<author>Dan Suciu</author> 

 </book> … 
</year>… 

</publisher> 
(f) year is nested in publisher 

Fig. 1. arious document representations 

If the names are represented as element names and their values are directly assigned 
as element values like Fig. 1(a), then the users can get desired results by expressing as 
//year=”1999” and //publisher=”Morgan Kaufmann” and //author=”Serge Abiteboul”. 
However, the users have to differently express a path expression if the names are 
represented not as elements but attributes on documents like Fig. 1(b). In this case, if 

V



268 W.Y. Lee and H.S. Yong 

 

the users use XQuery-like expressions, the users have to represent as //@year=”1999” 
and //@publisher=”Morgan Kaufmann” and //@author=”Serge Abiteboul”. If arbi-
trary data are inserted between the data names and their values like Fig. 1(c) and (d) 
the users have to know the fact and query expressions are differently represented by a 
way describing data. The users have to express as //year/@yyyy=”1999” and 
//publisher/@name =”Morgan Kaufmann” and //author/@name=”Serge Abiteboul” or 
//year/@* =”1999” and //publisher/@* =”Morgan Kaufmann” and 
//author/@*=”Serge Abiteboul” against Fig. 1(c). Against Fig. 1(d), the users have to 
express as //year/yyyy=”1999” and //publisher/name=”Morgan Kaufmann” and 
//author/name=” Serge Abiteboul” or //year/*=”1999” and //publisher/*=”Morgan 
Kaufmann” and //author/*=”Serge Abiteboul”. Furthermore, the document may be 
created as a nested relationship between data names like Fig. 1(e) and (f). In this case, 
the users have to express the nested relationship among the data as 
//year=”1999”//publisher=”Morgan Kaufmann”//author=”Serge Abiteboul” against 
Fig. 1(e). Against Fig. 1(f), the users have to express an inverse nested relationship 
because the two documents are opposite in the upper and lower relationship of year 
and publisher even though both Fig. 1(e) and (f) have a nested relationship. 

Insofar as XML gives rise to hierarchical structure, and navigational access to 
selected parts of an XML document is a natural access pattern, the navigational query 
expressions clearly make sense. However, for query Q1, we would like to be able to 
state the search conditions simply as  

publisher = “Morgan Kaufmann” and year = “1999” and author = “Serge Abiteboul” 

regardless of the structure of the XML documents[5]. We believe non-navigational 
content-based query expression for XML, and general semi-structured data, are also 
desirable. In other words, we believe that both navigational and non-navigational query 
expressions are necessary to support all query needs against XML databases. Specially, 
the non-navigational content-based queries provide the following contributions. 

 The non-navigational content-based queries allow users to query about all docu-
ment types regardless of document structures. That is, the users need not worry 
about path representations because the users query by using only data names 
and their values as SQL-like queries. 

 On distributed environments or web data, users do not generally know the exact 
navigational paths of documents. Also every site may have different structures. 
But our approach allows users to query on these many sites without knowledge 
about XML schema like search engines if users know data names and their val-
ues. Furthermore, even on local systems, our work can be applied to the case 
that imports documents created by many people without a common schema. 

 Existing HTML web search engines support keyword-based searches because 
the past web data were expressed using HTML. However, data is increasingly 
represented as XML because of its various good points. Our research result can 
be applied to XML web search engines because XML uses tags to represent 
data. That is, our research can improve the accuracy of XML web search engine 
by using tag names, element names, besides values in query expressions. 
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2   Related Work 

Up to now, many XML query languages [1-4] were developed. As a commercial 
product, Oracle XML DB query in an extended SQL because it deals with XML data 
and relational databases in a tightly coupled method. DB2 XML Extender uses ‘con-
tains’ operator for information retrieval systems. Also, SQL 2000 server supports 
XPath-based query expressions and accesses SQL servers through URL. Navigational 
query languages mainly support XPath [4] and use regular path expressions to relax 
somewhat query expressions. 

Query expressions of current XML query languages are very complex or difficult 
because of irregular properties of XML. Therefore, there were researches on key-
word-based searches to overcome this difficulty [6-9]. These researches used a struc-
ture concept to search text data by connecting keyword searches with a structure. But 
it is difficult that keyword-based searches get exact results because keyword-based 
query expressions express only data values even though the techniques consider 
document structures. 

3   A Query Expression for an XML Search Engine 

Example 3.1. For example, suppose that users want to try the query Q1. If the users 
would like to query regardless of document structures, the users express the search 
conditions in a condition clause and a return condition in a result clause of as follows. 

Condition: publisher = “Morgan Kauf-
mann” 
and year = “1999”  
and author = “Serge Abiteboul” 

Result: title 

---- CQ1 

The non-navigational content-based query expression for an XML search engine can 
be formally defined as follows.  

Expression  ::= Predicate (“and” | “or”)Predicate 
Predicate ::= DataName “=” DataValue 
DataValue ::=  string 

where DataName is either an element name or an attribute name. The DataName-
DataValue pairs of the search condition can have various paths on documents. 
Therefore, to process the search condition, first of all, we have to know all possible 
paths of the condition clause. For simplicity, we do not distinguish attributes from 
elements.  

First, all possible paths among the DataName-DataValue pairs can have a non-
nested or nested relationship on documents. That is, in CQ1, publisher, year, and 
author have a non-nested relationship like Fig. 1(a)-(d) or a nested relationship like 
Fig 1(e) and (f). Second, there may be intervening elements and/or an attribute be-
tween an element name and its corresponding value. An XML document of the same 
content as that represented in Fig. 1(a) may easily be represented as in Fig. 1(c) and 
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(d). Here, yyyy intervenes between year and “1999”, name intervenes between pub-
lisher and “Morgan Kauffmann”, and name intervenes between author and “Serge 
Abiteboul”. In general, there may be an arbitrary number of element or attribute 
names between the element name and its corresponding value that match the search 
predicate in a query. Furthermore, there may be the other intervening elements be-
tween elements like book between publisher and author of Fig. 1(e) and (f). If we 
analyze all possible paths against the search condition of non-navigational content-
based queries,  they  can be classified like Table 1. Here, the location  of intervening 
data means whether the intervening element/attribute is located in ancestor or descen-
dant of data of the condition clause. A query processor has to search all the analyzed 
paths to process the non-navigational content-based queries. We will show the proc-
essing steps in section 4. 

Table 1. All possible paths among the data of a condition clause 

 (b) all paths intervening arbitrary data  
 (a) all paths using only data of the 

condition clause 
 Relationship 

among data 
Location of  

intervening data Paths 

Relationship among data Paths ancestor Path a-X 
Non-nested Path X Non-nested descendant Path d-X 

Nested Path N ancestor Path a-N 
 

 

Nested descendant Path d-N 

4   A Query Processing Technique for an XML Search Engine 

The processing of a content-based query expression consists of three steps.  

Step (a): Evaluate each predicate (i.e., search condition) to find a matching 
(DataName, DataValue) pair in an XML document. 

Step (b): Do the Boolean processing of all search conditions to find only those XML 
documents that satisfy all search conditions.  

Step (c): For each matching document, process the result clause processing to return 
appropriate parts of the document. 

Since the users not use the document structure while querying, the results may not 
be always be correct. But, in this paper, we will not report some solutions for the 
problem. 

We propose region-numbering scheme [11] to process non-navigational content-
based queries. The node identifiers of the numbering scheme represent a hierarchical 
relationship between nodes. We can search all possible paths for non-navigational 
content-based queries if we make use of this relationship. Also, if two nodes have a 
non-nested relationship, then the query processor has to compute nearest common 
ancestor (NCA) [10]. The reason is to prevent the tree traversal of a single subtree 
from “over-flowing” into another subtree by designating a special level during com-
puting NCA. For example, suppose the root of an XML tree is named books, and its 
child node is named book like Fig. 2. Then the query evaluation involving books 
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should be confined to within each book document instance, and, for example, the 
search predicate on author in one book document should not be combined with the 
search predicate on year in another book document. For this, we ignore the outside 
data of special regions by designating a base level. 

 
 

<books>
<book>

<year>1999</year>
<author>Serge Abiteboul</author>
<title>…
<publisher>…

</book>
<book>

<year>1999</year>
<author>Serge Abiteboul</author>
<title>…
<publisher> ...

</book>
</books>

 
Fig. 2. Base level for NCA  

 

4.1   Query Processing Algorithm 

To search the results that satisfy all possible paths, our query processor processes 
three steps like Algorithm 1. Suppose we want to query CQ1 against Fig. 3.  

First, like Fig. 4, our query processor searches the regions of “Morgan Kauf-
mann”, “1999”, and “Serge Abiteboul”. It also searches the regions of publisher, year, 
and author. And then, select the regions of publisher (80-110), year (30-490), and 
author (130-140) including the regions of the values. Here, publisher and its value (or 
year and its value) become Path d-X and Path d-N.  

RLV1 : “Morgan Kaufmann” RLV2 : “1999” RLV3 : “Serge Abiteboul” 
nv region nv region region 
1 90,100 1 40,45 

 
nv 
1 130,140 

(a) after searching of data values(“Morgan Kaufmann”, “1994”, “Serge Abiteboul”) 
 

RLC1 : publisher RLC2 : year RLC3 : author  
nc region nc region nc region  
1 80,110 1 30,490 1 130,140  

2 500,990 2 150,160   

 

  

 

3 170,175  

(b) after searching of data names(publisher, year, author)  
 

RL1 : publisher RL2 : year RL3 : author 
ncv region ncv region ncv region 
1 80,110 

 

1 30,490

 

1 130,140 

(c) after filtering of the data names having regions including the regions of data values  

Fig. 4. Step (a): process each search condition separately 

Fig. 3. Tree representation for a document 
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Second, the query processor has to do the AND-ing of publisher and year, year and 
author, and publisher and author like Fig. 5. 

In the case that two DataName-DataValue pairs have a nested relationship, the 
AND-ing of two predicates is to select the one DataName including the region of 
another DataName by comparing the region of two DataName-DataValue pairs. 
Therefore, the region of the AND-ing of publisher and year (or year and author) is 
30-490. In the case that two DataName-DataValue pairs have a non-nested relation-
ship, the AND-ing of two predicates is to search NCA of two DataName-DataValue 
pairs. Here, we make use of a base level. We designate the base level as 4 for NCA of 
publisher and author. Then, the query processor ignores the outsides of the region of 
the base level during computing NCA of author and publisher. Therefore, the result 
of AND-ing of publisher and author is NCA and its region is 50-170. Consequently, 
the result region of the condition clause that satisfies three predicates is 30-490. The 
query processor does merging the result regions of condition clause and stores the 
information into CR. Furthermore, we keep after merging even the region of NCA in 
NCAR in order to derive exact results. The path of year and publisher (or author) is 
Path a-N and the path of publisher and author are Path X. In the case of Path N or 
Path a-N, the query processor considers a bidirectional relationship between two node 
name-value pairs. 

RL1 : publisher RL2 : year CR1 
ncv region ncv region ncr region 
1 80,110 

 

1 30,490 

 

1 30,490 

(a) CR1 is the result of AND-ing of publisher and year(nested relationship) 
 

RL1: publisher   RL3: author NCAR1 
ncv region ncv region ncr region 
1 80,110 

 

1 130,140 

 

1 50,170 

(b) NCAR1 is the result of AND-ing of publisher and author (non-nested relationship) 
 

RL2: year  RL3: author CR2 
ncv region ncv region ncr region 
1 30,490 

 

1 130,140 

 

1 30,490 

(c) CR2 is the result of AND-ing of year and author(nested relationship) 
 

CR NCAR 
ncr region nn region 
1 30,490 

 

1 50,170 

           (d) after merging of CR1 and CR2                    (e) after merging of NCAR1 

Fig. 5. Step (b): do Boolean processing of all search conditions  

Third, to process the return clause, the query processor has to search the data of 
the return clause that satisfies all data of the condition clause like Fig. 6. The region 
of title that satisfies both the result region of condition clause (30-490) and the region 
of NCA (50-170) is 70-75. In the case that the region of title is 530-537, the query 
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processor ignores this result because it does not satisfy both NCAR and CR. There-
fore, the result of CQ1 is <title>Data on the web</title>. 

R: title- CR NCAR RR 
nr region ncr region nn region nrr region 
1 70,75 1 30,490 1 50,170 1 70,75 
2 530,537   

 

ignore  

(a) RR is the result comparing R with CR and NCA 

Fig. 6. Step (c): do the result clause processing 

Algorithm 1. Query Processing Algorithm 
Input: n element/attribute names (C1, C2,…, Cn ) and their values (V1, V2,…, Vn)  
// step (a): process each search condition separately 
While (V

i
) {  

Search regions of V
i
, store the regions into RLVi, and count the number of the regions (nv)  

} 
While (Ci) { 

Search regions of Ci, store the regions RLCi, and count the number of the regions (nc)  
} 
For ( i=1; i < nv; i++) 
For ( j=1; j < nc; j++) 

If (RLCi includes RLVi) { 
Store the regions into RLi  
Count the number of the regions (ncv) 

} 
// step (b): do Boolean processing of all search conditions 
For ( i=1; i < ncv-1;  i++) 
For ( j=i+1; j < ncv;  j++) 
If (RLi and RLj have a nested relationship)  

       Store the upper region of RLi and RLj into CRi. 
Else  

Compute NCA of RLi and RLj and store the regions of NCA into NCARi 
// step (c): do the result clause processing 
Search regions of R and count the number of the regions (nr) 
If (R satisfies CR and NCAR) 

Store the R into RR 
Else 
     Ignore the R 
Return the information of RR 

5   Experimental Results 

To compare non-navigational content-based queries with path-based navigational 
queries, we test on Xhive-6.0 known as a native XML-server [12] with ‘book’ data 
providing in X-Hive Corporation. We select XQuery as a path-based query language. 
The system is providing 19 files of small size with slightly different document struc-
tures. We have extended the total data size by 10.9 MB. Query statements for testing 
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are as Table 2. Q1 has one predicate and Q2 and Q3 has two predicate. We test both 
XQuery and content-based queries on our processor. And we perform XQuery state-
ments on X-Hive server to compare with our processor. 

The more detailed performance evaluation will not report on account of space 
considerations. In the XQuery expression, the query processor searches two elements 
and one value for Q1, two elements and two values for Q2, and four elements and two 
values for Q3. In the non-navigational content-based query expression, the query 
processor searches one element and one value for Q1 and two elements and two val-
ues for Q2 and Q3. Our query processor generally has an effect on the time searching 
data and the size of results. The query processor does not traverse the path because 
users do not express a path in the condition clause. However, the query processor 
traverses the entire path because XQuery represent a complex path in the condition 
clause. Therefore content-based query time is the faster than it of XQuery expression. 
They take ordering of Q1, Q2, and Q3. We can also recognize that our query process-
ing time for both content-based queries and XQuery is faster than it on X-Hive server. 

Table 2. Example queries for comparing with X-Hive server 

Queries XQuery Content-based queries 

Q1 
for $c in doc (“UN Charter”)//chapter 
where $c/@number = “5” 
return $c/title/text() 

Condition: chapter=”5” 
Result: title 

Q2 
for $c in doc (“UN Charter”)//chapter 
where $c/@number = “5”  

or $c/@number = “10” 
return $c/title/text() 

Condition: chapter=”5” or chapter=”10” 
Result: title 

Q3 

for $c in doc (“UN Charter”)//chapter 
where $c//article/@number = “9”  

and $c//section/title = 
“COMPOSITION” 

return $c/title/text() 

Condition: article=”9”  
and section=”composition” 

Result: title 

 
 

 
* NCE: Non-navigational Content-based query Expression

Fig. 7. Performance evaluation on X-Hive and our query processor 

The performance of the both non-navigational content-based queries and path-
based navigational expressions are open to discussion. We believe that we can im-
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prove query speed by optimization such as an indexing technique, reduction in the 
number of searches and comparisons, and so on. 

6   Conclusions and Future Work 

XML data model can create many various document types because it allows users to 
create an irregular structure of documents. It is a reason requiring more knowledge 
about document structures to query. In this paper, for more easy queries, we devel-
oped a technique for schema independent queries. For this work, we designed a query 
expression called content-based queries for an XML search engine. Also, in order to 
process the query expression, we classified all possible paths among data and devel-
oped an algorithm capable of searching these paths. In the future, we will measure 
time updating documents and optimize non-navigational content-based query process-
ing time. 

Acknowledgement. We would like to thank Dr. Won Kim for his comments on this 
paper. 
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Abstract. A recent evolution in the areas of artificial intelligence, database se-
mantics and information systems is the advent of the Semantic Web that re-
quires that software agents and web services exchange meaningful and unambi-
guous messages. A prerequisite for this kind of interoperability is the usage of 
an ontology. Currently, not many step-wise ontology engineering methodolo-
gies exist. This paper describes an outline of such a methodology based on 
ORM, a DB conceptual modelling method. The new methodology is to be situ-
ated in the ontology engineering framework of DOGMA, developed at VUB 
STAR Lab. One of the distinctive characteristics is that language related issues 
are taken into account from the on-set. 

1   Introduction 

A recent evolution in the areas of artificial intelligence, database semantics and in-
formation systems is the advent of the Semantic Web. Exchange of meaningful mes-
sages is only possible when the intelligent devices or agents share a common concep-
tual system representing their ”world”, as is the case for human communication. 
Nowadays, a formal representation of such (partial) intensional definition of a con-
ceptualisation of an application domain is called an ontology [4]. The latter is under-
stood as a vocabulary with semantically precise and formally defined terms that stand 
for concepts and their inter-relationships in an application domain. There are only a 
few ontology-modelling methodologies available that describe in detail the different 
steps. Few of these takes into account the fundamental difference between a term on 
the language level and a concept label on the meaning level. Therefore, VUB STAR 
Lab has defined a novel stepwise ontology-modelling methodology that is based on 
an existing conceptual schema modelling methodology [13] called Object Role Mod-
elling (ORM [5, 6]). 

The paper is organised as follows. The following Section (2) shortly explains what 
the VUB STAR Lab DOGMA framework is about, and introduces the Object Role 
Modelling methodology. Subsequently, Section 3 details the novel DOGMA ontol-
ogy-modelling methodology by listing the various steps. Section 4 contains the dis-
cussion, Section 5 the related work while Section 6 ends the paper by outlining the fu-
ture work and by giving some concluding remarks. Unfortunately, due to the space 
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restrictions, many aspects cannot be discussed in depth. We have strived to provide a 
bird’s eye view on the methodology. 

2   Background 

DOGMA: Developing Ontology Guided Mediation for Agents 

VUB STAR Lab has its own ontol-
ogy engineering framework called 
“Developing Ontology Guided Me-
diation for Agents” aka DOGMA. A 
DOGMA-inspired ontology is de-
fined in a logic sense, i.e. as a "repre-
sentationless" mathematical object 
that forms the range of a classical in-
terpretation mapping from a first or-
der language (assumed to lexically 
represent an application), to a set of 
possible (“plausible”) conceptualisa-
tions of the real world domain. A double articulation of a DOGMA ontology [17] has 
been introduced by decomposing it formally into an ontology base and into instances 
of their explicit ontological commitments (see Figure 1). The latter become reified in 
our architecture as a separate mediating layer called the commitment layer [9]. 

This very much resembles classical database modelling theory and practice. From 
his experience with database design methodology, Meersman identifies a number of 
issues that have serious methodological implications for ontology development [11]: 

1. There is no such thing as absolute meaning or semantics. Meaning can only re-
sult from agreements reached between ontology engineers, domain experts and 
users. 

2. Meaning facilitates communication about a universe of discourse and is repre-
sented independent of natural language, but necessarily must be rooted and de-
scribed in natural language. 

3. In a particular natural language, it is hard to reach agreement on terms with 
which to refer to concepts correctly and unambiguously. 

4. Domain constraints, rules and procedures are necessary to achieve an understand-
ing about a domain of interest’s semantics, but reaching agreement on them is 
notoriously difficult. 

The DOGMA framework has been refined to explicitly add the distinction between 
the language and conceptual levels1 by formalising the context and introducing lan-
guage identifiers. 

                                                           
1  The UMLS Metathesaurus additionally distinguishes a third level called “strings” as it in-

cludes specific terminological combinations abounding in medical classifications (e.g., ‘heart 
disease, not elsewhere classified’) and expressions typical of the telegraphic style in (dic-
tated) medical reporting (e.g., ‘blood pressure, abnormal’) [10]. We haven’t yet studied our 
corpora thoroughly for these kinds of constructs, but at first sight they seem to be rare.  

 

Fig. 1. The double articulation of a DOGMA 
ontology (reproduced from [9]) 

V
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• An ontology base consists of intuitively plausible conceptualisations of a real 
world domain, i.e. specific binary2 fact types, called meta-lexons, formally 
noted as a triple <concept1 – relationship – concept2>. They are abstracted (see 
below) from lexons, written as sextuples <(γ, ): term1, role, co-role, term2> 3. 
Informally we say that a lexon is a fact that may hold for some domain, express-
ing that within the context γ and for the natural language  the term1 may plau-
sibly have term2 occur in role with it (and inversely term2 maintains a co-role 
relation with term1). Lexons are independent of specific applications and should 
cover relatively broad domains (linguistic level). Lexons constitute a lexon 
base, which is constituted by lexons grouped by context and language. Meta-
lexons are language-neutral and context-independent (conceptual level). Terms 
are mapped to concepts (word senses) via the context-language combination. 
The same goes for a (co-)role and a relationship.  

• The layer of ontological commitments mediates between the ontology base and 
its applications. The commitment layer is organised as a set of ontological 
commitments, each being an explicit instance of an (intensional) first-order in-
terpretation of a task in terms of the ontology base [9]. Each commitment is a 
consistent set of rules (or axioms) in a given syntax that adds specific semantics 
to a selection of meta-lexons of the ontology base. 

The ontology base is meant to reach a common and agreed understanding about the 
ontology terminology and hence is aimed at human understanding. Natural language 
terms are associated, via the language and context combination, to a unique word 
sense represented by a concept label (e.g. the WordNet [1] identifier person#2). With 
each word sense, a gloss or explanatory information is associated that describes that 
notion. Notice that there is a m:n relationship between natural language terms and 
word senses (to account for synonymy, homonymy and translation equivalents). Go-
ing from the language level to the concept level corresponds with converting the lex-
ons into meta-lexons (see below). 

The commitment layer, with its formal constraints, is meant for interoperability is-
sues between information systems, software agents and web services, as is currently 
promoted in the Semantic Web area. These kinds of constraints are mathematically 
founded and concern rather typical DB schema constraints (cardinality, optionality 
etc. – see below). The choice for certain constructs/constraints rather than others has 
been mainly inspired by the tradition of ORM DB modelling, its application inside the 
DOGMA theoretical framework, and some practical experiences. As the ORM for-
malisme can be almost completely (except for the external uniqueness constraint – see 
below) transformed into SHIQ Description Logic [8], it is, in principle, possible to 
convert the commitments into OWL DL and vice versa. 

                                                           
2  On the ontology level (opposed to conceptual database models), we believe that the elemen-

tariness of the pieces of a conceptualisation facilitates agreement and reusability [ : p.63]. 
Note that also RDF statements represent binary facts. 

3  The notions of ‘role’ and ‘co-role’ are ORM constructs that indicate the logical predicate (or 
relationship type that holds between two object types) and its inverse. A role (and co-role) is 
“a sentence with one or more “object holes” in it – each hole is filled by a term or noun 
phrase that identifies an object” [5:p.3]. 

13
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The Object Role Modelling Methodology 

The ORM conceptual modelling methodology has been selected because of its strong 
foundation in natural language, which it inherited from its predecessor called “a Natu-
ral Information Analysis Method” (NIAM) [19]. The latter distinguishes between a 
lexical (label) and non-lexical (thing) objects, and supported subclassing and an ex-
tensive set of declarable integrity constraint types [12]. The natural language aspects 
of NIAM mainly concerned methodological support for the negotiation and agree-
ment process to specify information requirements as conceptual semantic networks, or 
verbalisations of them, that were readable by non-computer experts and yet could be 
readily transformed into database designs [11]. Especially this latter feature presents 
an important advantage as many domain experts have no knowledge engineering or 
modelling skills. We maintain the ORM graphical notation for the constraints (not 
shown here) 4. 

3   The DOGMA Ontology-Modelling Methodology (DOM2) 

Based on the reasoning made above, we propose to have the ontology engineering 
process done in two major steps: (i) a linguistic stage (steps 1 & 2) and (ii) a concep-
tual stage (steps 4 & 9). It must be pointed out that DOM2 still lacks aspects of dis-
tributed collaborative modelling. We hope that we can draw upon existing practices 
from the terminology community to refine the method. For the sake of easiness, the 
EON2002 travel domain text [16] will be taken as example. 

DOM2 Step 1: Verbalise Information Examples as Elementary Facts 

In many cases, we shall start from scratch with a specific application at hand. As, by 
definition, ontologies should be shared, care should be taken not to limit the domain 
world to the one of the application. On the other hand, one must beware of modelling 
the “entire world”. By preference, the data sources collected for the domain ontology 
should already have an agreed and common character (e.g., standard text, reference 
classification, …). If these sources do not exist, domain specialists and other stake-
holders have to agree whether or not to include specific entity types.  

The first step is to begin with familiar examples of relevant information, and ex-
press these as elementary facts. Suppose that there exists a textual description of the 
domain. The complexity of the text must be reduced to simple sentences expressing 
elementary facts. An elementary fact is a simple assertion, or atomic proposition, 
about the universe of discourse. They state that particular objects play particular roles. 
As mentioned by Halpin [6:p.61], an elementary fact cannot be split into smaller units 
of information. As long as a sentence contains words like ‘and’, ‘or’, ‘if’, ‘not’, ‘all’ 
or ‘some’, it does not express an elementary fact. E.g.: “a travel agency works for cus-
tomers” or “an airport is close to a city”. 

                                                           
4  We refer the interested reader to [6] and [19] for more details. 
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DOM2 Step 2: Create Lexons (per Context and Language) 

It is the hope and expectation that NLP techniques will be able to deliver lexons after 
text processing, just as reverse database engineering techniques could do for existing 
databases and conceptual models. A critical reader will remark that the knowledge 
acquisition bottleneck is now moved to the next step (see the following Section). 
However, an important reduction of the cognitive load for a human (entire text  set 
of lexons) has taken place. E.g., a text of 43K words (on VAT regulation) has been 
reduced to a set of 817 lexons [14]. In the absence of automated techniques, it is bet-
ter to choose existing natural language words (or combinations) for terms and roles of 
a lexon. Many modelling approaches express roles or relationships by verbs. At this 
stage, domain experts are organising their world in an intuitive and informal way. 
Nevertheless, the less ambiguity exists about the intuitive meaning of words used for 
the terms and roles, the better. E.g., by choosing carefully a role name, a modeller can 
indicate that the role might have a transitive nature. Also, for each modeling task, a 
context γ and language identifier  must be provided.  

E.g., <(travel_domain,English.UK): lodging, is_included_in, includes, trip > 

DOM2 Step 3: Create Meta-lexons 

Meta-lexons are created by “replacing” the language terms or words (i.e. the terms 
and roles for a specific language and context) of the lexons by labels identifying con-
cepts and conceptual relationships. Their definitions might already be available (e.g. 
word sense descriptions in WordNet [1], technical term and definition collections) 
and thus commonly agreed upon and/or generally accepted. Others have to be con-
strued on the spot as WordNet mostly covers non-technical vocabulary. We recom-
mend doing it in the same format and style as WordNet, thereby also creating (multi-
lingual) synsets. Terminologists, ontology engineers and domain experts have to work 
together to achieve this. As concepts and relationships stand for a unique notion or 
sense, the context and language identifiers become superfluous.  

E.g., in English as used in the U.K. and for the travel domain context, the noun 
‘trip’ is associated with the meaning as defined in WordNet and labeled by 
“trip#1(n)” 5. 

− trip: trip#1(n): (a journey for some purpose (usually including the return); "he 
took a trip to the shopping center") [sense 1 of 7 for the noun]. 

DOM2 Step 4: Specify Uniqueness Constraints 

There are two types of uniqueness constraints that need to be specified: 

1. Internal uniqueness constraints: this indicates that in a particular instance of a bi-
nary fact type, there can be only one instance of the concept involved in the rela-
tionship. For instance, if we consider the meta-lexon <x, has, y>, then an internal 

                                                           
5  In the following examples, we use simple words instead of the WordNet labels or numerical 

identifiers for simplicity – even if meaning ambiguity or semantic fuzziness can occur. 
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uniqueness constraint on the role has, is verbalised as “each x has at most one y”. 
E.g., each airport is_located_in at most one city. 

2. External uniqueness constraints: this specifies that in each instantiation of a 
combination (or “join”) of two or more meta-lexons, there can only be one in-
stance of the concept with the constrained roles involved. Consider the meta-
lexons <x, has, y> and <x, has, z>. If there is an external uniqueness constraint 
imposed on the role has in both meta-lexons, this may be verbalised as “each y 
and z combination has at most one x”. E.g., each type and name combination 
identify at most one plane 6. 

DOM2 Step 5: Specify Mandatory Constraints 

The specification of mandatory constraints involves the specification of the following: 

1. Simple mandatory constraints: a simple mandatory constraint indicates that every 
instance of a concept must necessarily participate in the relationship on which the 
constraint is defined. Returning to the meta-lexon <x, has, y> a simple manda-
tory constraint defined on the role has is verbalised as “every x has at least one 
y”. E.g., each trip is_done_with at least one means_of_transport. 

2. Disjunctive mandatory constraints: a disjunctive mandatory constraint defined on 
a concept occuring in one or more meta-lexons implies that the concept must 
necessarily be involved in at least one (but possibly more) of the relationships 
specified. Consider the meta-lexons <x, has, y> and <x, has, z> and suppose that 
a disjunctive mandatory constraint has been defined on x. Verbalising this yields 
“x has either y or z (or both)”. E.g., a means_of_transport subsumes 
city_transport and/or travel_transport. 

DOM2 Step 6: Specify Subset, Equality, Exclusion and Subtype Constraints 

As the title of this Section suggests, this activity involves specifying the following: 

1. Value constraints: value constraints indicate which values an instance of a con-
cept may assume. In this sense, it could also be called an object type constraint. 
An enumeration of the days of the week is one example of a value constraint. It is 
debatable whether value constraints should belong to an ontology as instances, in 
principle, are not part of an ontology, at least in our understanding (intensional 
vs. extensional). 

2. Subsets: this constraint specifies that the existence of one meta-lexon implies the 
existence of another. That is, if an instance of the “implying” meta-lexon exists, 
then an instance of the “implied” meta-lexon also necessarily exists. For instance, 
if the meta-lexon <x, has, y> has a subset constraint on the meta-lexon <x, has, 
z>, this may be verbalised as “if x has y, then x has z”. E.g., “if a name identifies 
a company, then that name identifies an plane. 

3. Equality: the equality constraint indicates that two instance populations are equal. 
E.g., “if a country locates a city, then that country is_located_in a continent as 
well.” 

                                                           
6  The (meta-)lexons are no longer natural language sentences, so they don’t have to follow the 

grammar rules of English or any other natural language. 
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4. Exclusion: this specifies that if a concept occurs in more than one meta-lexon, it 
cannot be involved in more than one of the roles. Suppose that the meta-lexons 
<x, has, y> and <x, has, z> have an exclusion constraint defined on the role has. 
This is verbalised as “no x has both y and z”. E.g., “A flight stops_in or starts_in 
an airport.” 

5. Subtypes: subtyping specifies that one concept type is a subtype of another (simi-
lar to object-oriented design). E.g., each travel_transportation must be a ship, or 
a car, or a plane, or a train, or a ferry, or a motorbike.” In many case, subtyping 
is combined with disjunctive mandatoriness. 

DOM2 Step 7: Specify Occurrence Frequency 

Before conducting final checks, another specification needs to be made: 

Occurrence frequency: an occurrence frequency constraint is a generalised version 
of an internal uniqueness constraint, namely when n > 1. That is, an occurrence 
frequency constraint specifies that n instances of a particular concept must be in-
volved in a particular relationship. It is possible to specify the cardinality as exactly 
n, greater than or equal to n, or greater than n. E.g., “a chain consist_of at least 
two hotel.” 

DOM2 Step 8: Final Checks 

Final checks imply checking for consistency in the commitments that have been 
specified. This includes ensuring that different constraints do not contradict one an-
other. Currently, no tools have been implemented to support automatic checking. 

4   Discussion 

Of course, there remain a large number of open questions or areas for further refine-
ment and research. Due to space restrictions, we only mention one pending issue. It 
concerns the transformation of a lexon role and co-role into a meta-lexon relationship. 
Do the role and co-role have to be merged into one conceptual relationship? Or do we 
keep two relationships and formally consider them as separate ones? Currently, we 
choose to combine the two relationships (represented by a combination of the two la-
bels) in a single meta-lexon. The meta-lexon will be transformed to two separate RDF 
triples, if needed. In a later stage, the conversion of the DOGMA commitments into 
Description Logic formulas is foreseen so that automated consistency checking [8] 
becomes possible. Implementing business logics (reasoning or inferencing) would 
also benefit from this.  

5   Related Work 

Currently there hardly exist, at least to our knowledge, comprehensive cookbooks or 
methodologies (based on a formal and scientific framework) that covers how to actu-
ally create from scratch and deploy a multilingual ontology-based application. One 
example are the ONIONS and ONIONS-II [3] methodologies that have been success-
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fully applied to several domains (bio-medical, legal, fishery). Other existing ontology 
engineering methods build on the CommonKADS [15] knowledge engineering meth-
odology and/or are based on questionnaires for typical expert knowledge elicitation 
[7]. Others, e.g., Methontology [2], try to encompass the entire knowledge life cycle, 
but do not provide detailed but generic guidelines (cook book style) on how to con-
struct a domain ontology. Another difference is that the methodologies mentioned 
origin from a knowledge engineering and AI background, while the methodology 
proposed in this paper clearly goes back to a widely adapted database modelling 
methodology ORM, itself being a descendant from NIAM having a strong emphasis 
on natural language. As DB conceptual modelling methods are quite widespread, we 
estimate that using a related ontology-modelling methodology will smoothen the 
process for DB modellers to get acquainted with ontologies. 

6   Future Work and Conclusion 

This paper provides an overview of the DOM2 that focuses specifically on how to 
model an application domain ontology. Another, more encompassing ontology engi-
neering life cycle, methodology called AKEM is also under development at VUB 
STAR Lab. It is currently being applied to model financial fraud [20]. As both are 
complementary, the next aim is to integrate both methodologies into one overall on-
tology engineering lifecycle methodology with the consideration of the context of ac-
tual applications. As such, it would offer an DB-inspired alternative to existing meth-
ods like Methontology. In addition, the new ontology engineering methodology 
would also reserve the correct place for linguistic related issues from the on-set. In 
order to consolidate and refine the new methodology, many real life modelling exer-
cises should be undertaken in the future. A first one was to apply the methodology to 
innovation management [18]. In particular, the methodology still needs to be adapted 
for a collaborative modelling scenario to guarantee the consensuality of an ontology. 
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Abstract. Intelligent information processing systems, such as digital
libraries or search engines index web-pages according to their informa-
tive content. However, web-pages contain several non-informative con-
tents, e.g., navigation sidebars, advertisements, copyright notices, etc. It
is very important to separate the informative “primary content blocks”
from these non-informative blocks. In this paper, two algorithms, Fea-
tureExtractor and K-FeatureExtractor are proposed to identify the “pri-
mary content blocks” based on their features. None of these algorithms
require any supervised learning, but still can identify the “primary con-
tent blocks” with high precision and recall. While operating on several
thousand web-pages obtained from 15 different websites, our algorithms
significantly outperform the Entropy-based algorithm proposed by Lin
and Ho [14] in both precision and run-time.

Keywords: Electronic Publishing, Data Mining, Information Systems
Applications.

1 Introduction

An end-user is mainly interested in the primary informative content of these web-
pages. However, a substantial part of web-pages is not very informative in nature.
So these parts or blocks (defined later) are seldom sought by the users. We refer
to such blocks as non-content blocks which includes advertisement blocks, image-
maps, plug-ins, logos, counters, search boxes, category information, navigational
links, related links, footers and headers, and copyright information among oth-
ers. In this paper, we address the problem of identifying the primary informative
content of a web-page. An added advantage of this is that after identifying all
the blocks, we can delete the non-content blocks. This contraction is useful in
situations where large parts of the web are crawled, indexed and stored. Since the
non-content blocks are often a significant part 1 of dynamically generated web-
pages, eliminating them results in significant savings with respect to storage and

1 sometimes the non-content blocks’ total size is as much as 65-70% of the whole
page-size.

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 285–293, 2005.
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index file-size. We have designed and implemented two algorithms, FeatureEx-
tractor, and K-FeatureExtractor, which can identify the primary content blocks
in a web-page. First, the algorithms partition the web-page into blocks based on
heuristics. Lin and Ho [14] have proposed an entropy-based algorithm that par-
titions a web-page into blocks on the basis of HTML tables. In contrast, not only
do we consider HTML tables, but also other tags and heuristics to partition a
web-page. Secondly, our algorithms classifies each block as either a content block
or a non-content block. Both FeatureExtractor and K-FeatureExtractor)
produce excellent precision and recall values and above all, do not use any man-
ual input and require no complex machine learning process. While operating
on several thousand web-pages obtained from 15 news websites, our algorithms
significantly outperform their nearest competitor - the Entropy-based blocking
algorithm proposed by Lin and Ho [14].

The rest of the paper is organized as follows. In section 2 we have discussed
the related work. We define the concept of “blocks” and a few related terms
in section 3, describe our algorithms in sections 4 and 5, and outline our per-
formance evaluation plan and the dataset in section 6. We then compare our
algorithms with the LH algorithm in section 7 and conclude thereafter.

2 Related Work

Yi and Liu [17, 15] have proposed an algorithm for identifying non-content blocks
of web-pages using “Style Tree”. Since our algorithms use simple heuristics to
determine non-content blocks, it does not incur the overhead of constructing
“Style Tree”s. Another work that is closely related is the work by Lin and Ho [14].
Their algorithm tries to partition a web-page into blocks and identify content
blocks. They used the entropy of the keywords used in a block to determine
whether the block is redundant. We believe that we have a more comprehensive
definition of blocks and demonstrate that we have designed and implemented
an algorithm that gives better precision and recall values than their algorithm.
Bar-Yossef and Rajagopalan [3] have proposed a method to identify frequent
templates of web-pages and pagelets (identical to our blocks). Yi and Liu argue
that their entropy-based method supersedes the template identification method.
We show that our method produces better result than the entropy-based method.
Kushmerick [12, 11] has proposed a feature-based method that identifies Internet
advertisements in a web-page. Their algorithm generates rules from training
examples using a manually-specified procedure that states how the features to be
used can be identified. This manual specification is dependent upon applications.
Our algorithms do not require any manual specification or training data set.

Information extraction systems try to extract useful information from either
structured, or semi-structured documents. Systems like Tsimmis [4] and Ara-
neus [2] depend on manually provided grammar rules. In Information Manifold
[10, 13], Whirl [6], or Ariadne [1], the systems tried to extract information using
a query system that is similar to database systems. In Wrapper systems [12],
the wrappers are automatically created without the use of hand-coding. Kushm-
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erick et. al. [12, 11] have found an inductive learning technique. Their algorithm
learns a resource’s wrapper by reasoning about a sample of the resource’s pages.
In Roadrunner [7], a subclass of regular expression grammar (UFRE or Union
Free Regular Expression) is used. In Softmealy [9], a novel web wrapper repre-
sentation formalism has been presented based on a finite-state transducer (FST)
and contextual rules. For other semi-structured wrapper generators like Stalker
[16], a hierarchical information-extraction technique converts the complexity of
mining into a series of simpler extraction tasks. Most of these approaches are
geared toward learning the regular expressions or grammar induction [5] of the
inherent structure or the semi-structure and so computational complexities are
quite high.

These efforts are to extract information that originally comes from databases,
which is very structured in nature. Our work concentrates on web-pages where
the underlying information is unstructured text. Our preliminary work [8] shows
great improvements in extracting informative blocks from web-pages. We de-
scribed our ContentExtractor algorithm in [8] which uses multiple web-pages
from same source and find repetitive similar blocks. By eliminating these repet-
itive blocks it improved the precision and recall of finding content blocks. In
[8] we mentioned FeatureExtractor algorithm very briefly. Here we introduce
K-FeatureExtractor algorithm and to describe it properly, we believe that an
introduction of FeatureExtractor was necessary. K-FeatureExtractor even
outperform ContentExtractor in runtime.

3 Blocks in Web Pages

A block (or web-page block) B is a portion of a web-page enclosed within an
open-tag and its matching close-tag, where the open and close tags belong to an
ordered tag-set T that includes tags like <TR>, <P>, <HR>, and <UL>.

Heuristics
Out of all these tags, web authors extensively use <TABLE> for layout design.
We devised a list of tags to partition a web-page into blocks. <TABLE> comes
as the first or tag in that list. <TR>, <P>, <HR>, and <UL> etc. are the next
few partitioning tags in that list, in order. We selected the order of the tags based
on our observations of web-page design. For example, <TABLE> comes as the
first partitioning tag since we see more instances of <UL> in <TR> / <TD>
(sub-element of <TABLE>) than <TABLE>s coming inside <LI> (sub-element
of <UL>). Our algorithms partition a web-page into blocks, based on the first
tag in our list. It continues sub-partitioning the already-identified blocks based
on the next listed tags. The partitioning algorithm is illustrated in next section.

Block Features
Blocks may include other smaller blocks, and have features like text, images,
applets, javascript, etc. Most, but not all, features are associated with their re-
spective standard tags. For example, an image is always associated with the
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tag <IMG>, however, the text feature has no standard tag. For tag-associated
features we used the W3C 2 guidelines to make the list of features. We can up-
date this list as time and version of HTML pages change, without doing any
fundamental change in our algorithms.

4 Algorithm: FeatureExtractor

We describe our algorithms FeatureExtractor and K-FeatureExtarctor here.
As some parts of these two algorithms are similar, we show them both in Algo-
rithm 1 to save space.

FeatureExtractor takes an HTML page, a desired feature and a sorted tag
set (for block-partitioning purpose). It first partitions the page into blocks with
the help of GetBlockSet routine. It then calculates the probability of individual
blocks for the desired feature. It takes those blocks in the winner set for which
the probability of the desired feature is more than the combined probability of
the rest of the feature. In the next step, within the winner set, it finds the block
with the highest probability value and extracts the information (in case of text
feature it extracts the text part) from the block.

GetBlockSet
GetBlockSet takes a tag from the tag-set one by one and calls the GetBlocks
routine for each of the already-generated blocks. New sub-blocks created by
GetBlocks are added to the block set and the generating main block is removed
from the set. First gives the first element of an ordered set, and Next gives the
consecutive elements.

GetBlocks
GetBlocks takes a full or part of an HTML document, and a tag as its input. It
partitions the document into blocks according to the input tag. For example, for
<TABLE> input tag it will produce a tree with all the table blocks.

5 Algorithm: K-FeatureExtractor

FeatureExtractor shows high precision and recall for most of the websites
in our dataset. However, for web-pages with multiple important text blocks, a
typical reader may be interested in all of them, instead of just the winner block
(from FeatureExtractor). General shopping sites, review sites, chat forums etc.
comes under this category. Undoubtedly FeatureExtractor, shows poor per-
formance. To overcome this we improved FeatureExtractor. This improved
algorithm, K-FeatureExtractor, is also shown in algorithm 1. Here, instead
of taking just the winner from the winner-basket, we apply a K-means clus-

2 World Wide Web Consortium or http://www.w3c.org/TR/html4/
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Algorithm 1: (K)-FeatureExtractor
Input : Set of HTML pages H, Sorted Tag Set T , Desired Feature FI

Output : Content Block(s) of H and its content. It returns the contents as well
as identifications of the blocks to assist the block-level calculation of
b-Precision and b-Recall

Feature: Feature set FS used for block separation sorted according to impor-
tance taken from T

begin
B ←− GetBlockSet(H,F)

for each b ∈ B do
P1 ←− Pr(FI |F)
if P1 > 0.5 then
W ←−W ∪ b

for each b ∈ W do
Pb ←− Pr(FI |F ,W)

//In case of FeatureExtractor we used the following method
Ws ←− Sort(W)
//Winner block
Bw ←− First(Ws)
C ←− ContentOfBlock(Bw)
Return (Bw, C)

//In case of K-FeatureExtractor we used the following method
Ws ←− KMeansClustering(W)
//Winner blockset
Ws

w ←− FirstCluster(Ws)
C ← φ
for each Bw ∈Ws

w do
C ←− C ∪ ContentOfBlock(Bw)

Return (Ws, C)

Function: GetBlockSet
Input : HTML page H, Sorted tag-set T
Output : Set of Blocks in H

begin
B ←− H; // set of blocks, initially set to H.
f ←− Next(T )
while f �= ∅ do

b←− First(B)
while b �= ∅ do

if b contains f then
BN ←− GetBlocks(B, f)
B ←− (B − b) ∪BN

b←− Next(B)

f ←− Next(T )

end
end
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tering to select the best probability block-cluster from the preliminary winning
basket. After the clustering is done, the high probability cluster is taken and
the corresponding text contents of all those blocks are combined as the output
(the desired feature is text here). Both results from K-FeatureExtractor and
FeatureExtractor are shown in table 2.

6 Evaluation Plan

Lin and Ho [14] used precision and recall to evaluate their algorithm. Although
it is confusing and somewhat different from their usual application in “Informa-
tion Retrieval”, we use the same terms (added with a “b-” for blocks) (in order
to avoid confusion).

Metric Used
Precision is defined as the ratio of the number of relevant items (actual pri-
mary content blocks) r found and the total number of items (primary content
blocks suggested by an algorithm) t found. For block level precision, we call
it as b − Precision. b− Precision = r

t . Recall is defined as the ratio of the
number of relevant items found and the desired number of relevant items. The
number of missed relevant items is m. In case of blocks we call it as b−Recall.
b−Recall = r

r+m . We define the F-measure here as b-F-measure and define it

as b− F −measure = 2∗(b−Precision)∗(b−Recall)
(b−Precision)+(b−Recall)

Table 1. Details of the dataset. Categories are not shown due to the enormous size of
the latex table. But interested reader can find the categories in [8]

Site Web-address Number of Web-pages
ABC http://www.abcnews.com 415
BB http://www.bloomsberg.com 510
BBC http://www.bbc.co.uk 890
CBS http://www.cbsnews.com 370
CNN http://www.cnn.com 717
FOX http://www.foxnews.com 476
FOX23 http://www.fox23news.com 658
IE http://www.indianexpress.com 269
IT http://www.indiatimes.com 454
MSNBC http://www.msnbc.com 647
YAHOO http://news.yahoo.com 505
Shopping http://www.shopping.com 100
Amazon http://www.amazon.com 100
Barnes And Noble http://www.bn.com 100
Epinion http://www.epinions.com 100
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Data Set
Similar to Lin and Ho, we chose several news websites. We also chose shopping
and book websites. We crawled these sites to collect documents. The details of
the dataset are shown in Table 1 and in [8].

We took 15 different websites whose design and page-layouts are completely
different. Unlike Lin and Ho’s dataset [14] that is obtained from one fixed
category of news sections (only one of them is “Miscellaneous” news from CDN),
we took random news pages from a particular website (details in [8]). This makes
the dataset a good mix of a wide variety of HTML layouts which is necessary to
compare the robustness of LH algorithm and ours

7 Performance Comparison

b-Precision and b-Recall
The b-precision and b-recall values for each website are shown in table 2. Our
algorithms outperform LH in all cases. The results from LH algorithm are less
precise than those obtained by K-FeatureExtractor.

Execution Time
Figure 1 shows execution time takenby algorithms (LH,and(K)-FeatureExtractor)
averaged over all test web-pages. From the figure it is clear that our algorithms
outperform the LH algorithm by huge margin.

Table 2. Block level Precision and Recall values from LH algorithm, FeatureExtractor,
and K-FeatureExtractor. For cases where these results are same for FeatureExtractor
and K-FeatureExtractor we mentioned it once

Site b-
Prec
of LH

b-
Recall
of LH

b-F-
measure
of LH

b-Prec of
FE/K-
FE

b-Recall of
FE/K-FE

b-F-
measure of
FE/K-FE

ABC 0.811 0.99 0.89 1.00 1.00 1.00
BB 0.882 0.99 0.93 1.00 1.00 1.00
BBC 0.834 0.99 0.905 1.00 1.00 1.00
CBS 0.823 1.00 0.902 0.98 0.977 0.978
CNN 0.856 1.00 0.922 0.98 0.98 0.98
FOX 0.82 1.00 0.901 1.00 0.99/1.00 0.994/1.00
FOX23 0.822 1.00 0.902 1.00 1.00 1.00
IE 0.77 0.95 0.85 0.93 0.99 0.959
IT 0.793 0.99 0.878 0.96 0.98 0.969
MSNBC 0.802 1.00 0.89 0.92 1.00 0.95
YAHOO 0.730 1.00 0.84 1.00 0.95 0.974
Shopping 0.79 1.00 0.88 1.00 0.25/0.99 0.4/0.994
Amazon 0.771 0.99 0.86 1.00 0.35/0.967 0.51/0.983
Barnes And Noble 0.81 1.00 0.895 1.00 0.34/0.968 0.50/0.983
Epinion 0.79 1.00 0.88 1.00 0.289/0.956 0.45/0.977
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Fig. 1. Run-times for the LH, FeatureExtractor, and K-FeatureExtractor algo-
rithms. The vertical axis represents the time of execution (in seconds) for a number of
pages (plotted in the horizontal axis). It is clear that our algorithms outperform the
LH algorithm in large margin. K-FeatureExtractor even outperforms ContentEx-
tractor [8]

8 Conclusions and Future Work

We devised simple, yet powerful, and modular algorithms, to identify primary
content blocks from web-pages. Our algorithms outperformed the LH algorithm
significantly, in b-precision and run-time. In the next step, we will try to identify
the semantics of the content to generate markup. The storage requirement for
indices, the efficiency of the markup algorithms, and the relevancy measures of
documents should also improve since now only the relevant parts of the docu-
ments are considered.
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Abstract. Some data mining tasks can produce such great amounts of data that 
we have to cope with a new knowledge management problem. Frequent itemset 
mining fits in this category. Different approaches were proposed to handle or 
avoid somehow this problem. All of them have problems and limitations. In 
particular, most of them need the original data during the analysis phase, which 
is not feasible for data streams. The DWFIST (Data Warehouse of Frequent 
ItemSets Tactics) approach aims at providing a powerful environment for the 
analysis of itemsets and derived patterns, such as association rules, without 
accessing the original data during the analysis phase. This approach is based on 
a Data Warehouse of Frequent Itemsets. It provides frequent itemsets in a 
flexible and efficient way as well as a standardized logical view upon which 
analytical tools can be developed. This paper presents how such a data 
warehouse can be built. 

1   Introduction 

Advances in data gathering mechanisms, the use of bar codes in most commercial 
products, and information on many business and governmental transactions have been 
flooding us with data, creating an urgent need for new techniques and tools to intelli-
gently and automatically support the transformation of this data into useful knowledge 
[2]. Also, recent applications, such as network traffic analysis, web click stream min-
ing, power consumption measurement, sensor network data analysis, and dynamic 
tracing of stock fluctuation are some examples where a new kind of data arises, the so 
called stream data. A data stream is continuous and potentially infinite. This new kind 
of data is also a valuable source of potentially useful knowledge.  

The research field of data mining has provided many different techniques to ex-
plore the data and reveal different kinds of pattern or non-pattern behavior. More re-
cently, some of these techniques have been adapted to cope with tight requirements 
imposed by stream data.  

Mining frequent patterns in transactional data, in particular the pattern domain of 
itemsets, is a technique that deserves special attention due to its large applicability 
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[12]. The most recognized one is to support association rule mining [1]. Iceberg cube 
computation [6], associative classification [5], frequent pattern-based clustering [7] 
and generalized rule mining [8] are examples where frequent itemsets are useful. 

The DWFIST approach mainly addresses two issues on frequent itemset mining 
not solved so far: (1) provide flexible frequent itemset mining capabilities without ac-
cessing the original data during the analysis phase; and (2) provide a conceptual view 
(dimensional model) for pattern analysis that is familiar to business professionals and 
suitable for the analysis of huge volumes of data. 

The main component of the DWFIST approach is the Data Warehouse of Frequent 
Itemsets. It organizes the whole set of transactions by disjoint partitions and stores in-
formation about the frequent itemsets holding on each partition. Different partitions 
can be combined to obtain the frequent itemsets with approximate support guarantees 
holding on any set of partitions. For instance, one can request the frequent itemsets 
holding on Mondays, holidays, every first working day of the month, and so on. 
These are examples of calendar-based [14] frequent itemset mining that, so far, was 
not possible to be performed on stream data. The Data Warehouse of Frequent Item-
sets also provides a standardized logical view upon which analytical tools can be 
developed independently. 

The set of frequent itemsets holding on a set of transactions retains important in-
formation about the pattern behavior. The storage requirements for frequent itemsets 
are orders of magnitude lower than the ones for the original transactions. The set of 
frequent patterns usually does not change dramatically over time [9], also reducing 
storage requirements. At last, measurements in [9] affirm that current frequent itemset 
mining algorithms are able to cope with tight time constraints imposed by a stream 
data scenario. These features make it feasible to store frequent itemsets for further de-
tailed analysis for a huge set of transactions or a data stream. 

The remainder of the paper is organized as follows. Section 2 discusses the existing 
approaches. The DWFIST approach is presented in Section 3. Section 4 details how a 
Data Warehouse of Frequent Itemsets can be built. Section 5 concludes the work. 

2   Related Work 

This section briefly presents the related works. More information on major related 
work and the basic ideas of our approach is provided in [11]. 

The OLAP Mining approach [3] integrates on-line analytical processing (OLAP) 
with data mining. It provides an interesting solution for analyzing the results of data 
mining tasks. This approach has two major shortcomings in our context: First, it is re-
stricted to data mining tasks for which the result can be represented as a data cube. 
For frequent itemset mining there is no such representation [3]. Secondly, it needs to 
access the original data during the analysis. 

In [10] an approach for market basket analysis storing the support counts in a fact 
table is presented. It stores the support counting for every pair of items that appear to-
gether in any transaction. The number of possible combinations grows exponentially 
with the number of items. Also, the information about all combinations is likely to re-
quire more storage than the original transactions, which is infeasible for data streams. 
Furthermore, it only handles itemsets with two items.  
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Inductive Databases [4,12] are databases that contain inductive generalizations 
about the data, which is called the database theory. In such a database the user can 
simply query the database theory using a conventional query language. However, the 
database theory relates to the data stored in the database and so, once again, we need 
the original data available during the analysis phase. Sophisticated analysis opera-
tions, such as OLAP operations (drill-down, roll-up, pivot, slice, dice, etc), to explore 
the database theory are not in the scope of the Inductive Databases approach. 

The PANDA project [15] studies current state-of-the-art in pattern management 
and explores novel theoretical and practical aspects of a Pattern Base Management 
System. It deals with patterns in a broad sense, considering no predefined pattern 
types. The main focus lies in devising a general and extensible model for patterns. As 
it gains in generality it does not provide a standardized logical view for frequent item-
sets representation. Also, as in the Inductive Databases approach, no sophisticated 
analysis operations are considered. 

The work presented in [9] proposes a new model for mining frequent patterns from 
data streams, the FP-Stream. This model is capable of answering user queries consid-
ering multiple time granularities. A fine granularity is important for recent changes 
whereas a coarse granularity is adequate for long-term changes. FP-Stream supports 
this kind of analysis by a tilted-time window, which keeps storage requirements very 
low. One of its drawbacks is that it prevents some kinds of analysis, e.g., calendar-
based pattern analysis. 

At last, many condensed representations [8] for frequent itemsets were proposed 
which aim at representing a set of frequent itemsets in a more compact way. Some 
representations can be applied in our approach to represent the set of itemsets holding 
on a partition. 

3   The DWFIST Approach 

The acronym DWFIST stands for Data Warehouse of Frequent ItemSets Tactics. The 
Oxford Dictionary and Thesaurus defines Tactics as: skilful device; scheme, strategy. 
In this sense, the DWFIST approach aims at providing a skilful environment to ex-
plore and analyze patterns based on frequent itemset on transactional data. Figure 1 
presents the components of the DWFIST approach. The focus of this work is on the 
Data Warehouse of Frequent Itemsets. Its main task is to organize and provide all in-
formation on frequent itemsets required by the other components. Due to space con-
straints we do not describe the other components here. 

The research field of Data Warehouse has been extremely successful in providing 
efficient and effective ways to analyze huge amounts of data. Although data ware-
house techniques cannot be directly applied to store and analyze frequent itemset pat-
terns, they can be adapted while keeping their principles and lessons learned. Storing 
frequent itemsets may sound strange at first as one could argue that it is better to store 
the original data and obtain the frequent patterns upon ad-hoc request. We would like 
to draw the readers’ attention to some important remarks. First, it is not always possi-
ble to store the original data. It is usually infeasible to store the whole stream data and 
at the same time it is still extremely interesting to analyze different kinds of patterns 
holding on the stream. Second, by pre-processing the frequent itemsets we are able to 



 Building the Data Warehouse of Frequent Itemsets in the DWFIST Approach 297 

 

reduce the computational effort required during the analysis tasks performed by a 
user. Finally, it is also possible to store the frequent itemsets in addition to the original 
data. The redundant information can be justified as far as it publishes the data in such 
a way that can be more effectively analyzed [10]. 

 
 

Data Warehouse of 
Frequent Itemsets 

Pre-processing and loading 

Basic Frequent Itemset 
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Advanced Analytical 
Tools

 

Fig. 1. Components of the DWFIST approach 

4   The Data Warehouse of Frequent Itemsets 

The Data Warehouse of Frequent Itemsets, although presenting some peculiarities, 
can be seen for many purposes as a regular Data Warehouse (DW). Therefore, many 
considerations presented in [10] are applicable. We will keep our focus on the 
particular features. 

4.1   Requirements 

It must be possible to answer queries specifying constraints on the original 
transactions using the information stored in the Data Warehouse of Frequent Itemsets. 
A sample data source and some queries are presented in Figure 2. Later in Section 4.5 
we return to this example explaining how the queries are answered. 
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10/31/2004 A B D E 
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discarding 

the Saturday?
(29 and 31) 

 

Fig. 2. Data source and query examples 

Another important requirement refers to the feasibility of coping with the tight time 
constraints imposed by data streams. In a data warehouse we want to store the fre-
quent itemsets holding on different partitions of transactions. As far as we are able to 
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compute the frequent itemsets holding on each partition before the next partition is 
ready to be processed, we cope with this requirement. Measurements presented in [9] 
affirm that current algorithms for frequent itemset mining are able to cope with time 
constraints imposed by a stream data scenario. As different partitions are completely 
independent, they can be processed in parallel. On the other hand we have to consider 
the load process of the data warehouse. The periodicity of this process must be com-
pletely independent from the time granularity and should be set to meet analysis and 
availability requirements. 

4.2   Pre-processing and Loading Frequent Itemsets into the Data Warehouse 

In order to pre-process the frequent itemsets a granularity of analysis should be de-
fined. It defines the grain of the Data Warehouse of Frequent Itemsets, thus defining a 
partition over the transactional data. An important tradeoff should be considered. A 
more specific analysis grain provides more flexibility for analysis. However, the more 
specific the analysis grain, the more support counts need to be stored, which increases 
the storage requirements. The conventional data warehouse rule for storing data at the 
most granular level must be broken in our approach because it is infeasible to store 
the most granular level. Nevertheless, we still want to analyze the pattern behavior. 
Hence, some storage requirements tests have to be carried out to identify the appro-
priate granularity of analysis. 

As in any data warehouse, the temporal information plays an important role. 
Hence, the analysis grain should have a temporal component. Other components can 
also be used to define the grain. As an example, an analysis grain could be defined as 
the frequent itemsets per store per hour. By defining such a grain it must be clear that 
it will be not possible to analyze the pattern behavior for periods shorter than an hour 
or more detailed space units than a store. At the other hand, all possible combinations 
of each per store per hour partition can be analyzed.  

Once the analysis grain is defined, three main tasks specific to our approach should 
be implemented and performed in the data staging area: separate and accumulate 
transactions for each partition; mine the frequent itemsets holding on each partition; 
and load the frequent itemsets and some partition features into the data warehouse. 
Figure 3 illustrates the sequence of these tasks. They are supplemented by other regu-
lar data staging area tasks. 

A new incoming transaction is analyzed in order to identify the partition it belongs 
to. Each partition for the current slot of time should have one corresponding bucket to 
accumulate its transactions. If the analysis grain  is defined only by a temporal com-
ponent then only one bucket will be sufficient. If the analysis grain has other compo-
nents, different buckets have to be allocated. 

The temporal component of the analysis grain is used to identify when the set of 
transactions pertaining to one partition is completely collected. The complete sets of 
transactions are passed to the next step where the mining is performed. However, it is 
always possible to receive delayed transactions. These exceptions should be handled 
separately from the regular procedures to avoid delaying them. In such cases, we have 
to identify which partition the delayed transaction belongs to. Afterwards, we may 
apply two different treatment procedures. One possibility is to adjust the partition fea-
tures, correcting the number of transactions and the minimum support, which will be 
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introduced in the mining phase. The other possibility is to perform the mining opera-
tion again, but this applies only when the source transactions of the partitions are still 
available. The first treatment procedure is particularly interesting because it does not 
need to access the original transactions and is extremely simple to be processed.  

The frequent itemset mining is performed on each completely collected set of 
transactions comprising one partition. A minimum support threshold should be 
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Fig. 3. Overview of the Data Staging Area 

specified. The initial threshold value is not a definitive commitment. The minimum 
support threshold can be changed freely over time as well as customized thresholds 
for different partitions can be specified. The only constraint is that each partition is 
associated with only one minimum support threshold. The frequent itemset mining re-
sults in a list of frequent itemsets holding on the partition’s transactions. 

The frequent itemsets, their support counts, the number of partition’s transactions 
and the applied minimum support threshold should be stored in some intermediate 
storage area before the final load into the data warehouse takes place. This intermedi-
ate storage area provides isolation between the mining process and the data ware-
house load process. By this isolation, it is possible, for example, to define a daily data 
warehouse load procedure having an hourly mining granularity. As soon as one parti-
tion is mined and its information stored in the intermediate storage area, the parti-
tion’s transactions can be discarded. 

Finally, the information stored in the intermediate storage area will be periodically 
loaded into the data warehouse. At this step, many conventional data warehouse is-
sues arise and should be treated the same way as in regular data warehouses. Some 
examples of such issues are: assigning surrogate keys, creating new dimension in-
stances, dealing with slowly changing dimension, etc. The isolation provided by the 
intermediate storage area makes it feasible to take care of such issues while coping 
with tight time constraints imposed by incoming transactions arrival rate. 

4.3   Conceptual View 

We present a conceptual schema for the Data Warehouse of Frequent Itemsets. Figure 
4 presents this schema using the StarER notation [13]. Beside the concepts of dimen-
sional modeling, we need to make a distinction between two different types of dimen-
sions, namely the item dimension and the partition dimension. 

An item dimension describes similar items that can appear as part of a frequent 
itemset. If there are different groups of items with different features, different item 
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dimensions should be provided in order to better describe and classify them. As an 
example, in the context of medical procedures, the hospital materials can be repre-
sented in one item dimension and the medical staff in another one. 

A partition dimension partitions the original set of transactions into disjoint sets. 
Each partition dimension describes one component of the granularity of analysis. 
Temporal and spatial dimensions are typical candidate partition dimensions. 

Another distinction that can be observed in Figure 4 (a) is that the relationship be-
tween an item dimension and an itemset fact is an N to M relationship, while the rela-
tionship between a partition dimension and an itemset fact is a 1 to N relationship. 
The N to M relationship is applied because one itemset may contain different items of 
the same dimension. 
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Fig. 4. StarER conceptual schema 

It is interesting to relate the information stored in the intermediate storage area 
with our conceptual schema. The frequent itemsets and their support counts are repre-
sented in the schema of Figure 4 (a). A support count is a fact attribute and a frequent 
itemset is represented by the relationships with item dimensions. The number of 
transactions per partition and the applied minimum support threshold are represented 
in the schema of Figure 4 (b) as fact attributes. Note that the schema presented in Fig-
ure 4 (b) has only partition dimensions because the partition mining properties are the 
same for every frequent itemset of the same partition. 

4.4   Logical View 

A standardized logical schema is presented in Figures 5. In the logical design we in-
troduce one itemset dimension for each item dimension as can be seen in Figure 5 (a). 
The itemset dimension works as a bridge table. Multivalued dimensions (N:M rela-
tionship with the fact table) are commonly solved with the help of a bridge table [10]. 
Analytical tools usually try to hide the existence of bridge table. The same should be 
done with the itemset dimension. That is why we do not represent them at the concep-
tual level.  

The itemset dimension should contain one identifier for each distinct itemset, 
which will be used as a foreign key in the fact table and also to group the items into 
itemsets. The logical schema presented in Figure 5 (b) is straightforward derived from 
the conceptual schema presented in Figure 4 (b).  
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4.5   Retrieving Frequent Itemsets from the Data Warehouse 

After presenting the concepts of the DW we can return to the example in Figure 2 and 
depict how the query examples can be answered. Figure 6 presents the frequentitem-
sets that would be stored in the DW using a daily granularity of analysis and a mini-
mum support of 60% for all three partitions. For the sake of simplicity, we use the 
same minimum support for the queries. Any higher minimum support could be re-
quested and a subset of the presented answer would be provided. Obviously, lower 
supports are not supported. 
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A [6,6] 
A B [6,6] 

Query 1

FI Support 
A [7,7] 
B [7,7] 
C [6,6] 
A B [6,6] 
D [3,5] 
A C [3,5] 
B C [3,5] 
B D [3,5] 

Query 2 

FI Support 
A [10,10] 
B [10,10] 
A B [9,9] 
C [6,7] 

Query 3

Support 60% for 
mining and queries 

 

Fig. 6. Examples of Frequent Itemset Retrieval from the DW 

The result of a query is the union of the frequent itemsets of the partitions that sat-
isfy the constraints excluding the frequent itemsets with support count below the re-
quested minimum support. For example, Query 2 is the complete union once that no 
frequent itemset is guaranteed to be below the request minimum support (60% of 8 = 
4.8). The stored support counts are summed providing a lower bound. The upper 
bound is computed considering the partitions where the itemset is missing. For in-
stance, considering the item “C” reported in Query 3 we have the lower bound 6 as 
the sum of support counts in partitions “10/30/2004” and “10/31/2004”. The item “C” 
is missing in partition “10/29/2004” and this partition satisfy Query 3 constraints. Us-
ing the number of transactions and the minimum support stored for this partition we 
can easily calculate the maximum number of missed transactions. In this case, we 

Fig. 5. Logical schema 
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have 3 transactions and a support of 60% that gives us a maximum of 1 missed trans-
action (60% of 3 = 1.8). The upper bound 7 is computed by summing the maximum 
number of missed transactions and the lower bound (6 + 1). 

5   Conclusions and Future Work 

In this work we presented how a Data Warehouse of Frequent Itemsets can be built, 
covering all steps from the pre-processing and loading stage to the retrieval of item-
sets. This data warehouse is the main component of the DWFIST approach.  

The main contributions of this approach are: the flexible pattern analysis capabilities 
provided by the combination of partitions, even when the original data is not available 
anymore; a standardized logical view upon which analytical tools can be developed; and 
a conceptual view (dimensional model) for pattern analysis that is familiar to business 
professionals. Our approach can be used with stream data sources, providing analytical 
capabilities not supported so far, as for example, calendar-based patterns analysis.  

As future work we will investigate existing analytical techniques and develop new 
ones to explore the Data Warehouse of Frequent Itemsets. Also, existing automatic 
exploration methods can be adapted to explore the patterns and new ones can be de-
veloped. These issues will be considered in other components of the DWFIST ap-
proach. Besides, we intend to evaluate the use of different condensed representations 
of frequent itemsets. Furthermore, supporting frequent itemsets at different levels of 
the item hierarchy (hierarchical mining) is another future task. 

Acknowledgements. This work was partially supported by CNPq as a Sandwich 
Program, during which Monteiro is a visitor PhD student at University of Stuttgart. 
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Abstract. A class of formulas called factored negation normal form is
introduced. They are closely related to BDDs, but there is a DPLL-like
tableau procedure for computing them that operates in PSPACE.Ordered
factored negation normal form provides a canonical representation for
any boolean function. Reduction strategies are developed that provide a
unique reduced factored negation normal form. These compilation tech-
niques work well with negated form as input, and it is shown that any
logical formula can be translated into negated form in linear time.

1 Introduction

The last decade has seen a virtual explosion of applications of propositional logic.
One emerging technique is knowledge compilation: preprocessing the underlying
propositional theory. While knowledge compilation is intractable, it is done once,
in an off-line phase, with the goal of making frequent on-line queries efficient.
This paper is primarily concerned with off-line compilation.

Horn clauses, binary decision diagrams (BDDs), ordered binary decision di-
agrams (OBDDs), tries, and sets of prime implicates/implicants have all been
proposed as targets of such compilation—see, for example, [2, 3, 6, 8, 9, 16, 17].
Decomposable negation normal form (DNNF) is a class of formulas studied by
Darwiche [4, 5]. They are linkless, in negation normal form (NNF), and have the
property that atoms are not shared across conjunctions. There are other target
languages that employ NNF, although most research has restricted attention
to conjunctive normal form (CNF). This may be because the structure of NNF
formulas can be surprisingly complex. A comprehensive analysis of that struc-
ture can be found in [12] and in [13]. That analysis includes operations on NNF
formulas that facilitate the use of NNF in systems.
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Each of these potential target languages has both advantages and disadvan-
tages. For example, DNNF is well suited for consequence testing and for finding
minimal cardinality models. On the other hand, often a graph structure is em-
ployed that is not amenable to construction in PSPACE. The graph structure
used by reduced BDDs has this same shortcoming. Even when the final result
is small, there may be intermediate stages in the construction of such a BDD
that are exponentially large. One nice feature of BDDs is that imposing an
ordering on the variables (OBDDs) provides a canonical representation of ev-
ery boolean function. Even with a fixed atom ordering, this is not the case for
DNNF.

In this paper, several normal forms are developed, all based on tree rep-
resentations of formulas rather than graphs. The first is negated form (NF),
which uses only three binary connectives, ∧,∨,⇔, and all negations are at the
atomic level. Moreover, it can be obtained from any logical formula in linear time
and space. Also developed is factored negation normal form (FNNF), which is
closely related to BDDs. Restricting the order of the variables produces ordered
factored negation normal form (OFNNF), closely related to OBDDs. Redundan-
cies can be removed to produce reduced ordered factored negation normal form
(ROFNNF), closely related to ROBDDs. The main difference between BDDs and
FNNF is that the former are graph-based representations, while the latter are
tree-based.

The size of a tree is typically exponential in the size of its branches. In
theorem proving, the space of all deductions is often conveniently represented
as a tree. Linear procedures such as Davis-Putnam-Logeman-Loveland (DPLL)
are relatively efficient with memory by keeping only one branch in memory at
a time. A DPLL-like procedure that stores a tree with polynomial branches
offline thus requires only PSPACE for construction of the tree. This applies to
FNNF formulas, and they can indeed be computed in PSPACE. Since ROBDDs
typically employ structure sharing, they cannot be computed in PSPACE. The
OFNNF formulas can also be computed in PSPACE and, in addition, there
is a canonical OFNNF representation (modulo the ordering) of any boolean
function.

A DPLL-like procedure for computing FNNF is described that can be seen
as a strengthening of the KE tableau system [11, 1] with the requirement that
“enough” cuts be performed. Imposing an order on the cuts yields OFNNF. Even
though the procedure can be viewed as a tableau procedure, it can be augmented
by many standard inference techniques taken from other paradigms.

The techniques introduced for computing these normal forms can be regarded
as knowledge compilation techniques. They work well with NF as input; because
of the generality and space efficiency of NF, it is henceforth assumed that input
formulas are always in NF. The NF class of formulas is developed in Section 2.1.
In that same section it is shown that any logical formula can be translated into
negated form in linear time. In Section 2.2, DNNF is described. FNNF is a
subclass of DNNF that is developed and proved to be unique in Section 2.3.
A tableau-based compilation procedure that produces FNNF and operates in
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PSPACE is presented in Section 3. Section 4 presents reduction techniques and
a proof of the uniqueness of RFFNF. Proofs are omitted and can be found in [15].

2 Negated Form and Factored Negation Normal Form

Given arbitrary propositional formulas F , G, and S, let atoms(F) denote the
atom set of F , and let the expression S[G/F ] represent the result of replacing
each occurrence of F as a subformula of S with G. The following simplification
rules will be used throughout this paper; they are stated up to commutativity.
Assume that F and G are arbitrary subformulas of S; p is an atom. We use ⇔ to
denote the biconditional and ≡ to denote (meta-level) logical equivalence. The
rules are familiar; for example, SR1 is DeMorgan’s laws.

SR1 S[¬F ∨ ¬G/¬(F ∧ G)]; S[¬F ∧ ¬G/¬(F ∨ G)];
SR2 S[¬F ⇔ G/¬(F ⇔ G)]; S[F ⇔ ¬G/¬(F ⇔ G)];
SR3 S[F/¬¬F ]; SR4 S[F/F ∨ F ]; S[F/F ∧ F ];
SR5 S[F/F ∨ 0]; S[F/F ∧ 1]; SR6 S[0/F ∧ 0]; S[1/F ∨ 1];
SR7 S[¬F/F ⇔ 0]; S[F/F ⇔ 1]; SR8 S[0/p ∧ ¬p]; S[1/p ∨ ¬p];
SR9 S[0/F ⇔ ¬F ]; S[1/F ⇔ F ].

2.1 Negated Form

A logical formula is said to be in negated form (NF) if it contains variables
plus the logical constants 0 and 1, if the only binary connectives are ∧, ∨,
and ⇔, and if all negations are at the atomic level. Negated form differs from
NNF (negation normal form) in that ⇔ is allowed. In particular, an NF formula
without occurrences of ⇔ is in NNF.

The next lemma is obvious.

Lemma 1. Applications of the simplification rules produce equivalent formulas
and preserve both negated form and negation normal form. ��

Theorem 1. Any propositional logical formula (with arbitrary binary connec-
tives) can be transformed into negated form in linear time. ��

Henceforward, assume that, unless otherwise stated, NF formulas have been
simplified with rules SR5–SR7 (the ones that remove truth constants). Thus,
unless otherwise stated, the only NF formulas containing truth constants are 0
and 1 themselves. The notation NF (S) will be used to denote an NF equivalent
of a formula S that has been so simplified.

2.2 Decomposable Negation Normal Form

An NNF formula F (possibly containing boolean constants) is said to be in
decomposable negation normal form (DNNF) if F satisfies the decomposability
property: If α = α1 ∧α2 ∧ · · · ∧αn is a conjunction in F , then i �= j implies that
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atoms(αi)∩atoms(αj) = ∅; i.e., no two conjuncts of α share an atom. Observe
that a DNNF formula is necessarily linkless since a literal and its complement
cannot be conjoined—after all, they share the same atom. The structure of
formulas in DNNF is much simpler than the more general NNF. Moreover, since
DNNF formulas are link-free, many operations can be performed efficiently with
respect to the size of the DNNF formula. A good reference for DNNF is [5]. The
relationship between DNNF and full dissolvents is explored in [14]; that paper
also provides simplifications for some results in [5].

2.3 Factored Negation Normal Form

This section introduces factored negation normal form (FNNF) and ordered fac-
tored negation normal form (OFNNF), the latter of which is a canonical represen-
tation of any logical formula (modulo a given variable ordering). In particular,
while negated form is very convenient, it is not required for the definition or
for the structure theorems of FNNF. However, simplification rules that elimi-
nate constants are necessary. The rules SR1–SR9 are for negated form, but the
extensions if other logical connectives are present are easily obtainable.

Given any logical formula G and atom p, the Shannon expansion of G with
respect to p, SE(G, p), is the formula (p ∧ G[1/p]) ∨ (¬p ∧ G[0/p]).

This rule is often used for computing normal forms, and it is central to the
computation of BDDs [2]. In [14] the rule appears as semantic factoring. It is
easy to see that G is logically equivalent to SE(G, p) (even if p does not occur
in G!). Note that the Shannon expansion of a formula in negated form is also in
negated form.

Example 1. Consider the NF formula ((¬r ∧ p) ∨ s) ∧ (¬p ∨ (q ∧ r)). Shan-
non expansion of this formula with respect to p (with simplification) yields
(p ∧ ((¬r ∨ s) ∧ q ∧ r)) ∨ (¬p ∧ q).

Let SIMP (G) denote the result of iteratively simplifying G with SR5–SR8;
the Shannon expansion together with SIMP is then sufficient to define factored
negation normal form: Let L = {p1, . . . , pn} be a set of atoms. Given a formula
F with atoms(F) ⊆ L, define FNNF (F , L) recursively as follows:

FNNF (F , L) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
SIMP (F) L = ∅

SIMP

⎛⎝ (pi ∧ FNNF (F [1/pi], L− {pi}))
∨

(¬pi ∧ FNNF (F [0/pi], L− {pi}))

⎞⎠ pi ∈ L

If pi is chosen to be the atom in L with maximal subscript, then the resulting
FNNF is ordered factored negation normal form, denoted OFNNF (F , L).

Example 2. Let F be the formula ¬((p1 → p3) ⇔ ¬(p2 ∨ (p3 ∧ ¬p1))) with
L = {p1, p2, p3}. The negated form F ′ of F is (p1 ∧ ¬p3) ⇔ (¬p2 ∧ (¬p3 ∨ p1)).
It is easy to verify that OFNNFF ′), {p1, p2, p3} is

(p3 ∧ (p2 ∨ (¬p2 ∧ ¬p1))) ∨ (¬p3 ∧ ((p2 ∧ ¬p1) ∨ (¬p2 ∧ p1)))
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Remark 1.

• The FNNF of any tautology (contradiction) is the constant 1 (0).
• FNNF (F , L) = (p ∧ H1) ∨ (¬p ∧ H2) may be regarded as a binary tree

with root 1, whose subtrees are rooted at p and ¬p, whose other nodes are
literals, and whose parent relation is conjunction. Due to SR8, no leaf has
a leaf sibling. An atom occurs only once on a branch; thus FNNF (F , L) is
linkless and in DNNF.
• All irrelevant variables — i.e., variables whose truth values are irrelevant to

the truth value of the formula — that are processed after the last relevant
variable is processed will not appear in OFNNF (F , L). The same thing
happens with FNNF in subtrees in which irrelevant variables are processed
at the end.

Example 3. Consider the NF formula from Example 1
with atom ordering p > q > r > s. The result of applying
the OFNNF operator on its atom set is (in tree notation)
is shown on the right. The redundancy exhibited in the
right part of the tree is discussed in Section 4.

p

q

r

s

¬p

q

r

s

¬r

s

¬q
r

s

¬r

s

Theorem 2 below states that OFNNF yields a unique representation of any
logical formula when it is computed for a given atom set in a given order. That
is, if F ≡ G, then OFNNF (F , L) is syntactically identical to OFNNF (G, L).
In general, we write F .= G when F is syntactically identical to G.

The next lemma is trivial, but the observation is useful.

Lemma 2. If F is a logical formula with p not occurring in F , then SE(F , p) =
(p ∧ F) ∨ (¬p ∧ F). Moreover, if F is logically equivalent to G and if γ is 1
or 0, then F [γ/p] ≡ G[γ/p], whether or not p occurs in either F or in G. ��

Theorem 2. Let F1 and F2 be logically equivalent formulas with atom sets L1
and L2, and let L = L1 ∪ L2. Then OFNNF (F1, L) .= OFNNF (F2, L). ��

3 A Tableau Procedure for Computing FNNF

In this section, a PSPACE tableau procedure for computing the FNNF of a given
formula with respect to a given atom set is developed.

Shannon expansion is closely related to D’Agostino and Mondadori’s KE
tableaux [1, 11]. Recall that the rules of KE tableaux, in the NNF case, consist
of atomic cut and α- and β-rules, as depicted in Fig. 1 (top). The notation follows
Smullyan’s well-known uniform notation for propositional formulas.

These rules are too restrictive for our purpose, because negative premises
must be literals. Instead Massacci’s simplification rules [10] are used (Fig. 1,
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KE
p ¬p

α1 ∧ α2

α1

α2

¬β1

β1 ∨ β2

β2

¬β2

β1 ∨ β2

β1

¬p
p

×

Simplification
p ¬p

(α1 ∧ α2)
α1

α2

φ
(ψ[φ])
ψ[1/φ]

¬p
(ψ[p])
ψ[0/p]

B

0 B′
�→ B

B′

B

0

B′

�→ 0 B

1 B′

�→ B

1

�→ B B

1

B′

�→ B

B′

B

p ¬p

�→ B

1

FNNF

Fig. 1. KE tableaux, Simplification (Massacci), and FNNF tableaux rules

middle). We call them formula simplification rules. The formula simplification
rules are applicable to arbitrary formulas including ⇔, not only to β-formulas.
In contrast to standard tableaux, some of these rules are destructive; this is
indicated by enclosing in parentheses those premises that are deleted after rule
application. This is justified: In each case the deleted premise is implied by the
remaining premise and the conclusion.

The formula simplification rules subsume the KE β-rules since the truth
functional simplification rules (SR1–SR9) are always applied to new formulas
(for details see [15]). Nevertheless, these rules alone do not produce FNNF. The
problem is that the SIMP rules must be applied to the tableaux itself, not
just within formulas. To this end define the additional FNNF Tableaux Rules
depicted schematically in Fig. 1 (bottom), where B stands for a partial (possibly
empty) tableau branch.

Observe that all of these rules are destructive. Under these rules, a saturated
FNNF tableau is regarded as an FNNF formula. In other words, the tableau
structure corresponds exactly to the formula structure: branches correspond to
conjunctions and branch points to disjunctions.

The five FNNF rules lift, respectively, SR5 (∨), SR6 (∧), SR6 (∨), SR5
(∧), and SR8 (∨) to the tableau level. (SR8 for conjunction is not required, see
below).

Formally, the FNNF tableau procedure works on a formula in NF and ap-
plies the simplification and FNNF rules exhaustively in the following precedence
order: first truth functional simplification and tautology elimination, then the
α-rule, then the formula simplification rules, and finally the cut rule. Call the
result a saturated FNNF tableau. Clearly, in a saturated FNNF tableau, all nodes
are literals or else the entire tree reduces to 1 or to 0.
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An OFNNF tableaux is defined analogously to OFNNF formulas: The cut
rule must be applied to an atom with maximal index.

Theorem 3. If T is a saturated OFNNF tableau for F and L with atoms(F) ⊆
L, then T ∗ is the OFNNF of F with respect to L. In particular, the OFNNF
tableau procedure is sound and complete for NF formulas. ��

With a standard depth-first backtracking strategy, this tableau procedure
gives a PSPACE algorithm for computing OFNNF for a given NF formula and
atom set.

4 Techniques for Space Reduction

4.1 Sibling Reduction

The FNNF of a formula is typically exponential in size, and so eliminating re-
dundancies can be beneficial. One way to do this is by sibling reduction, which is
based on the following observation: If the Shannon expansion of F with respect
to p is SE(F , p) = (p ∧ F [1/p]) ∨ (¬p ∧ F [0/p]), then F [1/p] ≡ F [0/p] if and
only if p is redundant (or not present!) in F . The point is, F [1/p] ≡ F [0/p]
means that the truth value of F is unaffected by the truth value of p. Observe
that this is unlikely to be easily detectable unless the variables are ordered; i.e.,
unless we are dealing with OFNNF.

Consider now what this condition means in the OFNNF tree of F . First, in
light of Theorem 2, the two subtrees descending from p and ¬p are identical.
More importantly, one of these subtrees may be removed, as may both p and ¬p.
This process of removing identical sibling subtrees is called sibling reduction.

The tree that results from repeated applications of sibling reduction until
there are no identical sibling subtrees is called the reduced factored negation
normal form (ROFNNF), and we write ROFNNF (F , L), where L is an ordered
list of atoms that contains all the atoms of F . A few observations are in order.

Remark 2.
• If the sibling subtrees descending from every occurrence of p and ¬p are

identical, then p is redundant in the entire formula.
• If L is the atom set of F , ordered so that all redundant atoms appear after

the non-redundant atoms, then the redundant atoms will be removed by
SIMP (SR5 and SR6).
• Sibling reduction can be applied to logically equivalent descendents of p and
¬p, but this is co-NP complete.
• Hashing is often employed with BDDs. Construction of the hash function

is merely overhead and comparing hash values is essentially constant time.
But checking collisions is linear in the subtree sizes, which may in turn be
exponential in the size of the input formula.

There may be many identical sibling subtrees in an OFNNF tree. Applying
sibling reduction to subtrees of a larger subtree that is identical to its sibling
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could render the larger siblings no longer identical. It may therefore be surprising
that reduced factored negation normal form is unique.

Theorem 4. Let F1 and F2 be logically equivalent formulas with atom sets L1
and L2; let L = L1 ∪ L2. Then ROFNNF (F1, L) .= ROFNNF (F2, L). ��

Recall Remark 1: Irrelevant variables processed at the end do not appear in the
OFNNF of a formula. Note that, if p is an irrelevant variable, after the Shannon
expansion on p, the two subtrees will necessarily be logically equivalent. As a
result, when the OFNNF is constructed, the two subtrees will be identical. Thus
p will be eliminated from the ROFNNF. In particular, all irrelevant variables
will be eliminated from the ROFNNF, regardless of the order in which they are
processed.

4.2 Linear Reductions

Recall that the FNNF operation can be regarded as tableaux with atomic cut
and simplification, as described by Massacci [10]. In that and in other investiga-
tions, Massacci observed that simplification should always be applied whenever
possible in a tableau proof. That is, it cannot hurt and will sometimes provide
an exponential speedup at polynomial cost.

The view here is that simplification is itself only one of several techniques
that may be applied within a tableau setting. Any inference, deduction, rewrite,
or simplification technique may be employed prior to a new tableau branching
step. (In the extreme, the root of the initial tableaux can always be closed by
invoking a theorem-prover on its formulas.)

There is no way to know in advance whether logical inference or decom-
position via tableau branching will be more efficient. However, an inference is
called a linear reduction operation (�) if it introduces no new branches, does
not grow the formula set, and can be done in polynomial time. Examples include
Massacci’s simplification, unit resolution and subsumption, and unit dissolution.

The use of linear reductions will introduce overhead but is guaranteed to
produce some offsetting savings, even when the desired output is simply FNNF
or OFNNF and not ROFNNF. In the worst case, a Shannon expansion step
is proportional in cost to the size of the formula to which it is applied. So
a reduction in size will always yield some benefit. But for ROFNNF, linear
reductions also have the potential to make the recognition of identical sibling
subtrees immediate.

One simple case is when the variable chosen for expansion, p, does not occur
in the formula being expanded, G; the left and right subtrees are clearly identi-
cal. Detecting this when p does occur in G is in general intractable, but linear
reductions sometimes do this.

In Fig. 2 (left), if p occurs only in G, p is redundant. This becomes evident
only after unit dissolution on q and ¬q removes G and thus every occurrence of
p from the branch.

Somewhat more subtle opportunities are possible. Suppose a branch has the
formulas shown in Fig. 2 on the right. Suppose further that ¬q occurs in G.
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¬q
∧ ∨ H
G H
∧ � ∧
q q

q ∨ H q H
∧ � ∧ ∨ ∧

¬q ∨ G G ¬q

Fig. 2. Unit Dissolution and the Prawitz Rule as Linear Reductions

None of the various NC-resolution options involving q and ¬q are linear reduc-
tions. However, we may dissolve on these formulas using the Prawitz Rule [13],
producing an equivalent formula of equal size, shown on the right.

Now unit dissolution applies to any occurrence of ¬q in G (or to any occur-
rence of q in H). This may eliminate some variables on the branch, but in any
case the formulas subject to further expansion have been simplified and reduced
in size. Therefore, we assume that linear reductions are given highest priority
and applied exhaustively first; only then is the next atomic cut and subsequent
simplification activated.
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On the Approximate Division of Fuzzy Relations 
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Abstract. Boolean queries may turn out to be too limited to answer certain us-
ers needs and it is desirable to envisage extended queries by introducing prefer-
ences in the conditions. In this paper, an extension of the division operator, 
called the approximate division, is studied where the operand relations are 
fuzzy ones (i.e., are made of weighted tuples) and the universal quantifier un-
derlying the division is softened. The objective is twofold: i) to point out that 
fuzzy sets provide a convenient framework for the desired extension and ii) to 
show that the result of the approximate division is a quotient (in reference to the 
characterization of the quotient of two integers), which provides a well founded 
semantics.  

1   Introduction 

Many research works in the database area aim at enriching the capabilities offered by 
the systems. In particular, some efforts have been devoted to the expression and the 
interpretation of fuzzy queries in the relational framework (see [2] for instance). The 
most common operations of the relational algebra (e.g., selection and join) have been 
studied in order to take into account levels of preference. On the contrary, the division 
operation has not been so much investigated [1, 3, 4, 5, 6, 7] and different extensions 
have been proposed with various motivations and contexts. A typical division query 
is: "find the stores which have orders in quantity greater than 35 on all the products 
priced under $127" where the dividend is the relation made of the relevant orders, and 
the divisor is the designated subset of products. In the following, two aspects are 
taken into account in the extension of the division:  

• dividend and divisor relations are fuzzy ones and the term division of fuzzy rela-
tions is then used. A fuzzy relation represents a fuzzy (or gradual) concept and 
is made of weighted tuples, each of which being more or less compatible with 
this concept. For instance, from a relation p giving the price of a set of products, 
one can build a fuzzy relation "high-priced products" (hpp) where the grade of 
each tuple expresses the extent to which this tuple describes a high-priced product; 

• the division operation is made more tolerant by a relaxation of the constraint 
tied to the universal quantifier underlying a division. Such a division is called an 
approximate division and it applies to both regular and fuzzy relations.  

The objective of this paper is to show that the two directions envisaged may lead to 
a division whose result is a quotient (in relation with the properties of the quotient of 
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integers), provided that appropriate choices are made. This question is mainly a mat-
ter of semantics insofar as sound (well founded) extensions of the division are then 
obtained and the term division is appropriate.  

The rest of the paper is organized as follows. In section 2, the definition of the 
regular division operation is recalled along with the two properties which characterize 
a quotient. The principle used to adapt the division to fuzzy relations is also briefly 
given. Section 3 is devoted to the notion of approximate division founded on the 
weakening of the universal quantifier sustaining the regular division. The approximate 
division of fuzzy relations is then defined. The property of its result in terms of a 
quotient is examined in section 4. The last section concludes the paper by summariz-
ing the principal contributions and pointing out some lines for future research. 

2   Some Reminders About the Division 

2.1   The Usual Division 

The division of relation r of schema R(A, X) by relation s of schema S(B) where A 
and B are compatible sets of attributes is defined as: 

div(r, s, {A}, {B}) = t = {x | (x ∈ dom(X)) ∧  (∀ a, (a ∈ s)  (<a, x> ∈ r))}       (1) 

where dom(X) denotes the domain of attribute X. In other words, an element x be-
longs to the result t if and only if it is associated in r with at least all the values a 
appearing in s. The justification of the term "division" assigned to this operation relies 
on the fact that a property similar to that of the quotient of integers holds. The result-
ing relation t obtained with this definition has the double characteristic of a quotient, 
namely: 

∀u, (u ∈ t)  (prod({u}, s) ⊆ r)                  (2a) 
∀t1, (t1 ⊃ t)  (∃ u, (u ∈ t1) ∧ (prod({u}, s) é r))           (2b) 

where prod(r1, r2) denotes the Cartesian product of the relations r1 and r2.  
It turns out that if the divisor is empty, the result cannot be calculated in practice, 

since it is the entire domain of X, which is not represented in a database system. Con-
sequently, it is assumed that the divisor relation is not empty. 

2.2   The Division of Fuzzy Relations 

The context considered now is that of flexible queries where conditions call on pref-
erences instead of Boolean criteria. The answer to such a query is made of a set of 
elements rank-ordered according to their fitting with respect to preferences. From 
now on, it will be assumed that predicates of flexible queries are modeled by fuzzy 
sets [2]. Formally, a fuzzy relation is defined as a fuzzy subset of the Cartesian prod-
uct of domains of values. Hence, a fuzzy relation r of schema R(A, B, C) is a set of 
weighted triples t = <a, b, c>, denoted by μr(t)/t, where μr(t) stands for the member-
ship degree of t in r, i.e., its compatibility with the fuzzy concept associated with this 
relation. A regular relation is a special case where all the degrees equal 1. A flexible 
query involves operators applying to fuzzy relations and returning a fuzzy relation, 
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which are obtained through a natural extension of the usual algebraic operators. For 
instance, the selection of a fuzzy relation r by means of the fuzzy condition f-cond is 
defined as: 

μsel(r, f-cond)(t) = y(μr(t), μf-cond(t))           (3) 
 

where Η stands for a triangular norm generalizing the conjunction, e.g., the minimum 
or the product.  

Let us consider the relations o and p describing orders and products, whose respec-
tive schemas are O(np, store, qty) and P(np, name, price). By analogy with a query 
calling on a division such as "find the stores which have orders in quantity greater 
than 35 on all the products priced under $127", one may envisage the query aiming at 
the determination of the extent to which any store has orders on all the fairly cheap 
products in a high quantity, which is expressed thanks to a division of fuzzy relations, 
namely div(hq-o, fcp-p, {np}, {np}), where the fuzzy relations hq-o and fcp-p are 
defined as follows: 

hq-o = project(select(o, qty = "high"), {np, store}) ;   
fcp-p = project(select(p, price = "fairly cheap"), {np}).  

 
Such an extension entails to replace the regular implication by a fuzzy one (i.e., an 

application from [0, 1]2 to [0, 1]), denoted by f) in formula 1. This leads to: 

∀x ∈ dom(X), μdiv(r, s, {A}, {B}) (x) = infs μs(a) f μr(a, x)              (4) 
 
The corresponding double characterization of the result t as a quotient, initially 

provided by formulas (2a) and (2b), becomes: 

∀x, (x ∈ supp(t) ∧ μt(x) = d)  (prod({d/<x>}, s)) ⊆ r               (5a) 
∀x, (x ∈ dom(X) ∧ μt(x) = d)  (∀d1 > d, prod({d1/<x>}, s) é r)     (5b) 

 
where supp(r), the support of a fuzzy relation r, is defined as: {u | μr(u) > 0}. 

The question that arises is about the influence of the choice of the fuzzy implication 
on the properties of the result of the division. It turns out that only R-implications 
ensure that the result delivered by expression 4 is a quotient, if we limit ourselves to 
the case where the Cartesian product is computed by means of a triangular norm. An 
R-implication is a function from [0, 1]2 to [0, 1], denoted by R-i, which satisfies a 
number of axioms such as the decreasing (resp. increasing) monotony with respect to 
the first (resp. second) argument, (0 f a) = 1, (a f 1) = 1 and (1 f a) = a). It is 
defined as: 

p R-i q = sup [0, 1] {u | y(p, u) ≤ q}          (6)  
 
The minimal element of R-implications, which is obtained by choosing (a, b) = 

min(a, b) in formula 6, is Gödel implication: 

p Gö q = 1 if p ≤ q, q otherwise. 
 

y
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The family of R-implications has other representatives, for instance Goguen (resp. 
Lukasiewicz) implication: 

p Gg q (resp. p Lu q) = 1 if p ≤ q, q/p (resp. 1 – p + q) otherwise, 
 

obtained with y(a, b) = a × b (resp. max(a + b – 1, 0)). 
It can be easily shown that if t denotes the result of the division obtained using ex-

pression 4 with the norm y, properties 5a and 5b hold, provided that the Cartesian 
product is based on the same norm (y) and the inclusion is straightforwardly extended 
to fuzzy relations as follows: 

r ⊆ s ⇔ ∀x ∈ X, μr(x) ≤ μs(x)). 
 

Example 1. Let us consider the following fuzzy relations r and s whose respective 
schemas are R(A, X) and S(B): 

r = {0.7/<a1, x>, 0.4/<a2, x>, 1/<a3, x>, 1/<a1, y>, 0.6/<a2, y>, 0.2/<a3, y>, 1/<a1, z>} 
s = {1/<a1>, 0.5/<a2>, 0.3/<a3>}. 
 
If the norm "minimum" is chosen in expression 6, Gödel implication is obtained 

and the result t of the division of r by s (formula 4) is:  

μt(x) = inf(1 Gö 0.7, 0.5 Gö 0.4, 0.3 Gö 1) = inf(0.7, 0.4, 1) = 0.4, 
μt(y) = inf(1 Gö 1, 0.5 Gö 0.6, 0.3 Gö 0.2) = inf(1, 1, 0.2) = 0.2, 
μt(z) = inf(1 Gö 1, 0.5 Gö 0, 0.3 Gö 0) = inf(1, 0, 0) = 0. 

 
The Cartesian product of each element and s, using the norm "minimum", leads to:  

{0.4/<a1, x>, 0.4/<a2, x>, 0.3/<a3, x>}, {0.2/<a1, y>, 0.2/<a2, y>, 0.2/<a3, y>}, {}. 
 
Each of these relations is (strictly) included in r and expression 5a holds. The pres-

ence of the tuples 0.4/<a2, x> and 0.2/<a3, y> in the first two Cartesian products is a 
token of the fact that t is maximal (according to expression 5b). Moreover, if a posi-
tive degree is used instead 0 for the third Cartesian product, one gets a non empty 
relation with the elements <a2, z> and <a3, z>} which are not at all present in r.♦ 

 
It must be noticed that here again, the result cannot be computed in practice when 

the divisor is the empty relation, but also when it is not a normalized relation (i.e., a 
fuzzy relation where at least one element has the degree 1), which extends the notion 
of an empty relation. Indeed, in such a case, any element of the domain may receive a 
positive degree even if it is completely absent from the dividend. 

 
Example 2. Let us consider the following fuzzy relations r and s whose respective 
schemas are R(A, X) and S(B): 

r = {0.7/<a1, x>, 0.4/<a2, x>, 1/<a3, x>, 1/<a1, y>, 0.6/<a2, y>, 0.2/<a3, y>, 1/<a1, z>} 
s = {0.8/<a1>, 0.5/<a2>, 0.3/<a3>}. 

If the norm Η(a, b) = max(a + b – 1, 0) is chosen in expression 6, Lukasiewicz im-
plication is obtained and the result t of the division of r by s (formula 4) is:  
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μt(x) = inf(0.8 Lu 0.7, 0.5 Lu 0.4, 0.3 Lu 1) = inf(0.9, 0.9, 1) = 0.9, 
μt(y) = inf(0.8 Lu 1, 0.5 Lu 0.6, 0.3 Lu 0.2) = inf(1, 1, 0.9) = 0.9, 
μt(z) = inf(0.8 Lu 1, 0.5 Lu 0, 0.3 Lu 0) = inf(1, 0.5, 0.7) = 0.5, 

and for any other element w of the domain, the degree is: 

μt(w) = inf(0.8 Lu 0, 0.5 Lu 0, 0.3 Lu 0) = inf(0.2, 0.5, 0.7) = 0.2.♦ 

In the following, it will be assumed that the divisor fuzzy relation is normalized. 

3   The Approximate Division 

The principle retained for defining the approximate division is to replace the universal 
quantifier underlying the division (see formula 1) by the relative fuzzy quantifier 
"almost all" [8]. The approximate division obtained, denoted by app-div, constitutes a 
weakening of the constraint imposed by the non-approximate division. This line of 
extension makes it possible to consider queries of the form:  

"find the extent to which any store has been ordered almost all the products 
whose price is less than $127 in a quantity greater than 35" 

which calls on an approximate division of regular relations, or:      

"find the extent to which any store has been ordered almost all fairly cheap 
products in a high quantity" 

 
which is a matter of approximate division of fuzzy relations. It is worth mentioning 
that this type of division can be of interest beyond the strict relational framework, 
e.g., in information retrieval in order to get the documents related to almost all the 
keywords of a specified set. 

The quantifier "almost all" is modeled by a function from the unit interval to itself. 
The idea is to ignore up to a certain point some of the values of the divisor which are 
weakly (or even not at all) associated with a given x appearing in the dividend. Then, 
in the same spirit as formula 4, the approximate division of the fuzzy relation r whose 
schema is (A, X) by the fuzzy relation s whose schema is (B) is defined as:  

∀x ∈ dom(X), μdiv-app(r, s, {A}, {B})(x) = infs max(αi, wi)              (7) 
 
where αi is the ith smallest implication value (μs(aj) f μr(aj, x)) and wi = μalmost all(1 – 
i/n), i.e., the degree of ignorance obtained from the quantifier "almost all" for relation s 
whose support contains n elements (n implication values come into play in formula 7).  

It can be noticed that in formula 7, wi plays the role of a guaranteed level of satis-
faction when i elements are ignored.  

As R-implications are required to deliver a quotient for the division of fuzzy rela-
tions, they are still used for the approximate division. Such a choice guarantees that 
the approximate division is a true generalization of the division: it is easy to see that if 
the universal quantifier is used (which is a limit case of "almost-all"), formula 7 boils 
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the non-approximate one. Last, let us mention that the divisor relation must be nor-
malized so that the computation can be performed whatever the fuzzy implication 
used. 

 
Example 3. Let us consider the following extensions of the fuzzy relations r and s 
whose respective schemas are R(A, X) and S(B): 

r = {0.1/<a1, u>, 0.1/<a2, u>, 0.2/<a3, u>, 0.5/<a4, u>, 0.7/<a5, u>,  
                 0.9/<a6, u>, 1/<a7, u>, 1/<a8, u>, 0.2/<a9, u>, 0.5/<a10, u>,  
                 0.3/<a1, v>, 0.3/<a2, v>, 1/<a3, v>, …, 1/<a10, v>} 

s = {1/<a1>, 0.9/<a2>, 0.9/<a3>, 0.9/<a4>, 0.9/<a5>, 0.8/<a6>, 0.4/<a7>,   
        0.7/<a8>, 0.2/<a9>, 0.1/<a10>} 

 
Let "almost all" be the quantifier defined as: 

μalmost-all(k) = 0  for k ∈ [0, 0.75], μalmost-all(k) = 1 for k ∈ [0.95, 1], 
μalmost-all(k) is linearly increasing for k ∈ [0.75, 0.95]. 

 
In the perspective of the approximate division of r by s (when s has 10 elements), 

this quantifier generates the grades (of ignorance): 

w1 = 0.75, w2 = 0.25, w3 = … = w10 = 0. 
 

Applying formula 7 with Lukasiewicz implication, the obtained result is: 

μdiv-app(r, s, {A}, {B})(u) = inf(max(0.1, 0.75), max(0.2, 0.25), max(0.3, 0),  
                                          max(0.6, 0), max(0.8, 0), max(1, 0), max(1, 0),  
                                          max(1, 0), max(1, 0), max(1, 0)) = 0.25 
μdiv-app(r, s, {A}, {B})(v) = inf(max(0.3, 0.75), max(0.4, 0.25), max(1, 0),  
                                          max(1, 0), max(1, 0), max(1, 0), max(1, 0),  
                                          max(1, 0), max(1, 0), max(1, 0)) = 0.4 

 
For u, the values 0.1 and 0.2 are disregarded thanks to w1 and w2, while for v, only 

0.3 is ignored thanks to w1. The result of the non-approximate division of r and s, t1 = 
{0.1/<u>, 0.3/<v>}, is (strictly) included in t = {0.25/<u>, 0.4/<v>}.♦ 

4   Characterizing the Result of the Approximate Division 

The characterization of the result delivered by the approximate division (expression 7) 
cannot be based directly on expressions 5a and 5b. Some modifications must be per-
formed so as to reflect that the universal quantifier has been softened into "almost 
all". Moreover, the Cartesian product and the inclusion operators to be used must be 
appropriately specified. All these aspects are dealt with in subsection 4.1, while the 
fact that the approximate division delivers a quotient is studied in subsection 4.2. 

down to formula 4, since all the grades of ignorance (wi) equal 0. Similarly, it is easy 
to check that the result of the approximate division is a superset of that returned by 
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4.1   Adaptation of the Characterization Formulas 

The regular inclusion used in expressions 5a and 5b must be changed into an ap-
proximate one (denoted by ⊆a), in order to account for the relaxation of the universal 
quantifier involved in the approximate division. Consequently, the expressions char-
acterizing the result t of an approximate division of fuzzy relations are the following: 

∀x, (x ∈ supp(t) ∧ μt(x) = d)   (prod({d/<x>}, s)) ⊆a r              (8a) 
∀x, (x ∈ dom(X) ∧ μt(x) = d)  (∀d1 > d, prod({d1/<x>}, s) éa r)         (8b)

 
It is now necessary to specify the Cartesian product and inclusion operations ap-

pearing in expressions 8a and 8b. Here again, the Cartesian product is founded on the 
generative norm of the considered R-implication. The approximate inclusion must be 
somehow the counterpart of the approximate division and it must be designed so that: 
i) its result is a Boolean one in order to assess whether or not a relation is approxi-
mately included in another relation, and ii) it is able to ignore some elements which 
do not comply with the regular inclusion. From these two points, the following ap-
proximate inclusion (⊆a) is defined in relation with the approximate division: 

prod({d/<x>}, s) ⊆a r ⇔ the maximal degree appearing in prod({d/<x>}, s)  
                                         is not greater than wq = μalmost all(1 – q/n) where  
                                         n denotes the cardinality of the support of s and 
                                         q is the number of elements of prod({d/<x>}, s)  
                                         not included in r (in the regular sense),           (9)  

 
Example 4. Let us consider the data of example 3, where the approximate division of 
relation r by s produced the result t = {0.25/<u>, 0.4/<v>}. The Cartesian product 
(using the norm y(x, y) = max(x + y – 1, 0)) of {0.25/<u>} with s gives:  

{0.25/<a1, u>, 0.15/<a2, u>, 0.15/<a3, u>, 0.15/<a4, u>, 0.15/<a5, u>,  0.05/<a6, u>}. 
 
According to formula 9, this relation is approximately included in r, since the 

maximal degree appearing in this relation is 0.25, two elements (<a1, u> and <a2, u>) 
are not included in r and 0.25 = w2. Similarly, the Cartesian product of {0.4/<v>} 
with s, using the same norm as before delivers the relation: 

{0.4/<a1, v>, 0.3/<a2, v>, 0.3/<a3, v>, 0.3/<a4, v>, 0.3/<a5, v>,  
  0.2/<a6, v>, 0.1/<a8, v>}, 

 
which is also approximately included in r since it is possible to ignore the element 
<a1, v> (0.4 < w1). Upgrading the degree 0.25 associated with u to d1 = 0.25+ (0.25 < 
0.25+ ≤ 1) leads to a Cartesian product pr1 involving in particular the two following 
elements that must be ignored: {0.25+/<a1, u>, d2/<a2, u>} where 0.15 < d2 ≤ 0.9. 
Such a relation pr1 is therefore not approximately included in r (0.25+ > w2). It can 
easily be checked that it is the same if the degree (d = 0.4) assigned to v is increased 
to 0.4+, since at least two values of the Cartesian product are not included in r. It turns 
out that the expressions (8a) and (8b) hold.♦ 
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4.2   Approximate Division and Quotient 

As mentioned earlier, this subsection is intended for giving the proof that the situation 
observed in the previous example is general, i.e., that the result returned by the ap-
proximate division defined by expression 7 is a quotient (formulas 8a and 8b hold).  
 

Let s = {μ1/<a1>, …, μn/<an>} and let r be a fuzzy relation containing the tuples: 
{ν1/<u, a1>, …, νn/<u, an>} (some of the νi’s may be equal to 0), such that: 

0 ≤ α1 = (μi1 R-i νi1) ≤ … ≤ αn = (μin R-i νin) ≤ 1, 
 
where the fuzzy implication R-i is generated by the norm . Let "almost all" be the 
quantifier such that: 

wi = μalmost all(1 – i/n) with k = sup {j | wj > 0} and w1 ≥ … ≥ wn = 0.  
 
The approximate division of r by s is performed according to formula 7 and it is as-

sumed that q (1 ≤ q ≤ k) implication values are ignored to a certain extent, i.e., ∀i ∈ 
[1, q], wi > αi. Then: μdiv-app(r, s, {A}, {B})(u) = d = min(wq, αq+1). 

 
Case 1. d = wq ≤ αq+1. When the Cartesian product pr of {d/<x>} and s is per-

formed, the degrees obtained are such that: 

∀k ∈ [1, q], y(d, μik) > νik,  since d > αk and αk = sup {u | y(u, μik) ≤ νik} 

∀k ∈ [q+1, n], (d, μik) ≤ νik, since d ≤ αk. 

Thus, exactly q elements of pr are not included in r. The divisor s being normalized 
(as assumed at the end of section 2.2), the maximal degree of pr is d itself (Η (d, 1) = 
d for any norm). Hence, since d = wq, and according to formula 9, prod({d/<x>}, s)) 
is approximately included in r and formula 8a holds. 

To check the validity of expression 8b, let x be an element of the domain of X with 
μt(x) = d and let d1 be a degree such that 1 ≥ d1 > d. The Cartesian product of 
{d1/<x>} and s is such that at least q of its elements have a degree greater than the one 
in r (that was already the case with d as written above). Due to the normalization of 
the divisor s, the maximal degree of pr is d1 itself and d1 > wq. Thus:  

prod({d/<x>}, s)) éa r,  
 
where °a is defined by expression 9, which establishes the validity of expression 8b. 

Case b. d = αq+1 < wq. When the Cartesian product pr of {d/<x>} and s is per-
formed, the degrees obtained are such that: 

∀k ∈ [1, q], y(d, μik) ≥ νik,  since d ≥ αk and αk = sup {u | y(u, μik) ≤ νik} 

∀k ∈ [q+1, n], y(d, μik) ≤ νik, since d ≤ αk. 

Therefore, at most q elements of pr are not included in r. At this point, a reasoning 
similar to that made for case 1 allows to prove that both expression 8a and 8b hold.  
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5   Conclusion 

An extended version of the division of (fuzzy) relations has been dealt with in this 
paper. The key question raised by such an extension concerns the semantics and prop-
erties of the obtained operator. In particular, it is of prime importance to assess if this 
is a quotient, i.e., the largest relation, which, once composed with the divisor, delivers 
a result included in the dividend. 

The principle of the considered extension is based on the weakening of the univer-
sal quantifier underlying the regular division, which becomes "almost all". It has been 
shown that the result of such an extended division is a quotient provided that: i) the 
grades issued from the weakened quantifier allow to ignore up to a certain point un-
satisfactory elements, ii) the inclusion used in the double characterization of a quo-
tient is defined in association with the approximate division, i.e., is able to ignore 
elements which are not included in the regular sense, and iii) the divisor relation is 
normalized. One of the interests of this work is to show that fuzzy sets provide an 
appropriate framework for modeling queries calling on divisions of fuzzy relations, 
while ensuring some semantic property as to the result obtained. 

This work can be pursued according to several directions. A first one concerns the 
investigation of non-normalized (or empty) divisor relations.  A second topic is about 
the expression of the (approximate) division operation in a user-oriented query lan-
guage, such as SQL. In this respect, the algebraic rewriting of the division is worthy 
of investigation, since it is the basis of one of the expressions of the division in SQL.  
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Abstract. Pseudo-Boolean functions are generalizations of Boolean
functions. We present a new method for learning pseudo-Boolean func-
tions from limited training data. The objective of learning is to obtain a
function f which is a good approximation of the target function f∗. We
define suitable criteria for the “goodness” of an approximating function.
One criterion is to choose a function f that minimizes the “expected
distance” with respect to a distance function d (over pairs of pseudo-
Boolean functions) and the uniform distribution over all feasible pseudo-
Boolean functions. We define two alternative “distance measures” over
pairs of pseudo-Boolean functions, and show that they are are actually
equivalent with respect to the criterion of minimal expected distance. We
outline efficient algorithms for learning pseudo-Boolean functions accord-
ing to these criteria. Other reasonable distance measures and “goodness”
criteria are also discussed.

1 Introduction

In real-world applications of machine learning, it is quite possible to encounter
situations where available data is small in quantity, expensive to obtain, and
so on. In fact, we face such a scenario in our study on security and terrorist
profiling and recognition: there is a very small amount of terrorist data available
for learning the patterns of terrorists. Other possible scenarios include machine
learning in medical and legal fields where data may be quite difficult to acquire
due to economic/legal reasons. It is highly desirable to develop a methodology
for learning from limited training data.

To motivate the learning problems, imagine the following situation: You are
given a small set of data points of the form D = {〈si, pi〉 : 1 ≤ i ≤ m} where
each si is a 0-1 vector of dimension n and each pi is a real number in the interval
[−1,+1]. The vectors si represent attributes of some instances (such as being
a young person, tall, etc.) and the values pi represent such instance’s rating
as a possible terrorist. Your task is to develop a method that learns from this
data set D some patterns that can be used for predicting the ratings of unseen
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instances as possible terrorists. Since the data D may be rather limited in size,
your method has to take this factor into consideration. Here the “patterns” will
be modeled as pseudo-Boolean functions which are generalizations of Boolean
functions.

Our proposed framework handles this learning task by finding a pseudo-
Boolean function f that is a good approximation to the target function f∗. The
training data D are seen as constraints f∗(si) = pi (1 ≤ i ≤ m) on the eligible
hypotheses, and each consistent hypothesis is deemed equally probable. This is
essentially the Bayesian approach to learning. (Note that the hard constraints
imposed by the data can be easily relaxed by allowing a margin γ > 0.) Since
each eligible pseudo-Boolean function can be represented as a linear function,
i.e., a vector in multi-dimensional space, the target function f∗ can be seen as a
vector of random variables. So selecting a function f as an approximation of f∗

can be cast as selecting a prototype vector as values for the random variables
minimizing some suitable measure of “approximation error”. This leads to the
“explicit learning” problem addressed in this paper. Compared with existing
works [7] [8] for learning linear functions, our method considers the factor of
small training sample size and is thus more realistic. Moreover, we make use of
efficient, randomized computational geometry algorithms [3][4][6] for the learning
task. Our method recognizes the important role of the centroid of the polyhedron
for the version space, and thus it bears a strong resemblance to the Bayes Point
Machine[5] model of learning. However, we arrived at the conclusion from a
different perspective - namely the pseudo-Boolean functions rather than linear
classifiers.

This paper is organized as follows. In Section 2, we give the preliminary
definitions and concepts about pseudo-Boolean functions and their representa-
tions. Section 3 further discusses the special class of pseudo-Boolean functions
which are the focus of this paper. We then formulate the explicit pseudo-Boolean
function learning problem in Section 4. The solution to the learning problem is
described in Sections 5 and 6. We omit the proofs of the propositions/lemmas
in the paper due to space limits.

2 Representing Pseudo-Boolean Functions

Let n be a positive integer and Bn be the set of all n-dimensional 0-1 vectors. A
pseudo-Boolean function f is a mapping from Bn to R, the set of real numbers.
The set of all these functions is denoted by Fn. Notice that f is just an ordinary
boolean function if its range is {0, 1}. We use Rt to denote the t−dimensional
Euclidean space in our discussions.

Let H be a class of pseudo-Boolean functions. Suppose there exists a function
f∗ which is the “target” of learning. We are given no other information about
f∗ except a small set of training data points in the form {< xi, f

∗(xi) > |1 ≤
i ≤ m}. We want to learn from this training data set a function f which is a
“good” approximation of the target f∗. More detailed formulation specifying the
“goodness” of a hypothesis h ∈ H will be described in Section 4.
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One way to represent a pseudo-Boolean function f is to list values of f(x),
for all x ∈ Bn. Therefore, we may consider f as a 2n-dimensional vector, which
we denote by v(f). Let us denote by RBn

the set of all vectors whose coordinates
are indexed by members of Bn. Then it is clear that the mapping v: Fn → RBn

,
is a one-to-one correspondence. Representing a pseudo-Boolean function by a
vector in RBn

is very inefficient, but we need it to study the behavior of these
functions.

A multi-linear polynomial on V = {x1, x2, ..., xn} is an expression:∑
Z⊆V

αZ

∏
z∈Z

z, (1)

where
∏
z∈∅

z is defined to be 1.

For example, for the case V = {x1, x2, x3, x4, x5}, we can have a pseudo-
Boolean function f represented by multi-linear polynomial expression f = 2x1x3
+ 4.8x2x5 − 7.2x4. Clearly, pseudo-Boolean functions can be seen as weighted
sum of Boolean terms.

Let 2V be the set of all subsets of V and let R2V

be the set of all vectors whose
coordinates are indexed by members of 2V . Then each multi-linear polynomial
given in form (1) can be considered as the vector α = (αZ : Z ∈ 2V ) ∈ R2V

.
Clearly, expression (1), and thus α, defines a pseudo-Boolean function fα ∈ Fn.
It is well known [1] that every pseudo-Boolean function can be uniquely expressed
by a multi-linear polynomial, we conclude that the mapping c : α %→ fα, is a one-
to-one correspondence from R2V

to Fn. Clearly, |2V | = 2n and R2V

is actually
R2n

, the 2n-dimensional Euclidean space.
We have seen that each pseudo-Boolean function can be expressed by its

value vector in RBn

, as well as its coefficient vector in R2V

. Our question is:
what is the connection between these two expressions. The following result says
that they differ only by a full rank linear transformation. Let u = v ◦ c, the
composition of mappings v and c. Namely, u maps a coefficient vector α in R2V

(for the function fα) to the function’s value vector β in RBn

. The following
shows that the mapping u is a one-to-one mapping.

Proposition 1. There exists a full rank square matrix M such that, for all
β ∈ RBn

and α ∈ R2V

, β = u(α) if and only if β = Mα.

3 Special Class of Pseudo-Boolean Functions

3.1 Compact Expressions

In applications, we often consider functions that have a compact (polynomial
size) multi-linear polynomial expression. Examples of these include linear func-
tions and quadratic functions. This is the motivation for our following definition.

Let T be a set of subsets of V = {x1, x2, ..., xn} such that |T | is bounded
above by a polynomial function of n, i.e., T contains only polynomially many
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subsets of V . Put |T | = τ . We define BT to be the set of all pseudo-Boolean
functions that can be expressed as∑

Z∈T
αZ

∏
z∈Z

z, (2)

In the rest of this paper, we focus on BT , the class of pseudo-Boolean func-
tions that have a compact multi-linear polynomial expression. Like before, we
can consider each f ∈ BT as a vector (αZ : Z ∈ T ). Let RT be the set of vectors
whose coordinates are indexed by members of T . Then, RT is a subspace of R2V

- in fact, RT = Rτ .
We may also consider the value vector of functions in BT . It follows from

Proposition 1 that these vectors also form a subspace.

Proposition 2. {β ∈ RBn

: β = v(f), f ∈ BT } is a subspace.

3.2 A Special Class of Pseudo-Boolean Functions

Let t be a positive integer. A bounded subset P of Rt is called a polyhedron if,
for some positive integer m, there exist an m× t matrix A and a vector b ∈ Rm

such that P = {x ∈ Rt : Ax ≤ b}.
In most applications, we are only interested in certain special functions in

BT . The following are two examples.

Example 1. H1 = {f ∈ BT : 0 ≤ f(x) ≤ 1, ∀x ∈ Bn}.
Example 2. H2 = {f ∈ BT : −1 ≤ αZ ≤ 1, ∀Z ∈ T }.
In general, let H ⊆ BT be a class of functions that we are interested in. Let

RBn

(H) = {β ∈ RBn

: β = v(f), f ∈ H}, and
RT (H) = {α ∈ RT : fα ∈ H}.

Clearly, RT (H2) is a polyhedron in RT (in fact, it is a hypercube). It is also
clear, by Proposition 2, that RBn

(H1) is a polyhedron in RBn

. At this point,
an interesting question is: are RT (H1) and RBn

(H2) polyhedra? That is, if the
vectors form a polyhedron in one space, what happens in the other space?

Let M be the matrix defined in Proposition 1. Let MT be the submatrix of M
that consists of columns indexed by all Z ∈ T . Since M has full rank, it follows
that MT also has full rank. MT defines the one-to-one mapping from RT (H)
to RBn

(H). Therefore, we deduce the following from Proposition 1 immediately
(the dimension of a polyhedron is explained in more detail later).

Proposition 3. RBn

(H) = {β ∈ RBn

: β = MT α, α ∈ RT (H)}. Moreover,
RBn

(H) is a polyhedron of dimension d if and only if RT (H) is a polyhedron of
dimension d.

We will consider classes H so that RBn

(H) or RT (H) is a polyhedron. The
last proposition says that one is a polyhedron if and only if the other is as well.
In particular, we consider H of the following form:
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H = {f ∈ BT : −1 ≤ αZ ≤ 1,∀Z ∈ T ; f∗(xi) = pi, i = 1, 2, ...,m},

where (x1, p1), ..., (xm, Pm) are the training data. It is easy to see that RT (H)
is a polyhedron.

4 Formulation of the Learning Problem

The general formulation of the learning problem is the following: Given the
training data D, we want to learn a function f (and thus a vector in RBn

(H),
and equivalently a vector in RT (H)) that f minimizes the expected distance
E[d(f, f∗)], where d(f1, f2) is a “distance” measure, or metric, on the space of
pseudo-Boolean functions. We show that the centroid of RBn

(H) is a solution
to the above learning problem when the metric d(f1, f2) is given by the square
of the Euclidean distance between the vectors v(f1), v(f2) in the polyhedron
RBn

(H).

4.1 Measuring the Distance

Let us first define two metrics d(f1, f2) on the space H. We show that the two
metrics lead to the same choice of the “best” approximation of f∗ when we
want to choose the function f that minimizes E[d(f, f∗)], the expected distance
between the function f and the target function f∗ drawn with uniform distribu-
tion. The first metric is defined as the square of the Euclidean distance between
the vectors v(f1) and v(f2) in RBn

(H):

d0(f1, f2) = [Euclid(v(f1), v(f2))]2 =
∑

x∈Bn

(f1(x)− f2(x))2.

Here ”Euclid(v1, v2)” denotes the Euclidean distance between the vectors v1,
v2 in multidimensional space. Notice that this metric generalizes the traditional
Hamming distance on Boolean functions. The other metric is defined by the
square of the Euclidean distance between the coefficient vectors: we define

d1(f1, f2) = [Euclid(α(1),α(2))]2 =
∑
Z∈T

(α(1)
Z − α

(2)
Z )2,

where α(i) is the vector of length τ associated to fi (for i = 1, 2).
Other possible distance metrics that may be of interest for further studies (but

we will not discuss them further in this paper): d2(f1, f2) =
∑

Z∈T |α
(1)
Z −α

(2)
Z |,

d3(f1, f2) =
√
d1(f1, f2), and d4(f1, f2) = maxZ∈T |α(1)

Z − α
(2)
Z |.

4.2 The Learning Problems

Formulation 1: Optimize the Expected Value.
Now suppose we are given training data D and we want to learn an unknown

function f∗. Recall that the function f∗ is equally likely to be any function in H
(or equally likely to correspond to any point in the polyhedron RBn

(H) ). For a
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fixed f ∈ H and a metric d(f1, f2), we may view the function f∗ %→ d(f, f∗) as a
random variable on H, induced from the uniformly distributed random vector in
RBn

(H) (or RT (H) in case the distance measure is based on RT (H)). Then, for
each f ∈ H, put ρ(f) = E(d(f, f∗)), the expected value of this random variable.
Then ρ(f) can be seen as a measure of the “approximation error” of f . We are
ready now to state our formulation of the learning problem:

Problem 1. Select f that minimizes ρ(f), over all f ∈ H.

Formulation 2: Optimize the Worst-Case Scenario.
For a fixed distance mesaure d, and for each f ∈ H, let

ρ1(f) = max
g∈H

d(f, g).

Suppose f is used to approximate f∗. Then, in the worst case, the difference
between f and f∗ is ρ1(f).

Problem 2. Select f that minimizes ρ1(f), over all f ∈ H. Equivalently, we
want to find f ∈ H and the smallest real number r such that d(f, f∗) ≤ r is
guaranteed for any f∗ in H.

For each f ∈ H, and each positive real number r, the ball with center f and
radius r is B(f, r) = {g ∈ H : d(f, g) ≤ r}.

Proposition 4. ρ1(f) = min
H⊆B(f,r)

r.

It is easy to see that Problem 2 is to find f ∈ H and the smallest ball centered
at f that contains H.

In subsequent discussions, we focus on solutions to Problem 1.

5 Solution to the Learning Problem

5.1 Centroid

Let t be a positive integer. A subset F of Rt is called an affine subspace if there
is a subspace S of Rt and a vector b in Rt such that F = {b + s : s ∈ S}. The
dimension of F is the dimension of S. For any subset X of Rt, let A(X) be the
set of affine combinations of vectors in X (An affine combination of vectors is
a linear combination of these vectors so that the sum of the coefficients equals
1). It is well known that A(X) is an affine subspace and A(X) ⊆ F for all affine
subspaces F with X ⊆ F .

Let P be a polyhedron in Rt and let F = A(P ), with dimension d. The
dimension of P is defined to be the dimension of A(P ). Let μF be the d-
dimensional Lebesgue measure on F . Then the centroid of P is defined to be
x̄ = (x̄1, x̄2, ..., x̄t), where for each i = 1, 2, ..., t, x̄i =

∫
P

xidμF∫
P

dμF
.
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5.2 Centroid Is the Solution for Distance Measure d0

For any y = (y1, y2, ..., yt) ∈ Rt, let λy(x): Rt → R be given by:

λy(x) = (x1 − y1)2 + (x2 − y2)2 + ...+ (xt − yt)2

where x = (x1, x2, ..., xt).
Let P ⊆ Rt be a d-dimensional polyhedron. Let F = A(P ) and let μF be the

d-dimensional Lebesgue measure on F . Let

Λ(y) =

∫
P
λy(x)dμF∫
P
dμF

.

The interpretation of Λ(y) is the following. For any point x in Rt, λy(x) is the
“distance” between x and y. If x is chosen at random from P , then the expected
“distance” between x and y is Λ(y).

Proposition 5. Λ(y) is minimized at x̄, the centroid of P .

Note that when the polyhedron P is RBn

(H), the measure λy(x) for any
two points x, y ∈ P is precisely d0(fx, fy) as defined previously. Thus the above
proposition indicates that the centroid of RBn

(H) is the solution to the learning
problem 1. Let x̄ be the centroid of RBn

(H) and let f̄ be the corresponding
function in H. We know that f̄ is the best approximation to the target function
under the distance measure d0, and f̄ can be obtained by computing the centroid
of RBn

(H).
However, computing the centroid of a polyhedron in the 2n-dimensional space

is not very efficient. We show next that RT (H) is a polyhedron in τ -dimensional
space and its centroid also corresponds to f̄ under the distance measure d1.

5.3 Relationship Between Distance Measures d0 and d1

Let d ≤ m be positive integers and let Φ = (ϕ1, ϕ2, ..., ϕm), where each ϕi is
a differentiable function with variables ξ1, ξ2, ..., ξd. Let K be the m× d matrix
with Kij = ∂ϕi/∂ξj . Let |L| denote the determinant of square matrix L. Then
we define J(Φ) =

√∑
|K ′|2, where the sum is taken over all d× d submatrices

K ′ of K. For any Ω ⊆ Rd, let Φ(Ω) = {Φ(ω) : ω ∈ Ω}.
Suppose Φ is a one-to-one function and J(Φ) is nowhere zero on Rd. Then

Γ = Φ(Rd) is a d-dimensional manifold. Let μΓ be the d-dimensional Lebesgue
measure on Γ . The following is a classical result in calculus, for example, see [9].

Lemma 1. Let Ω ⊂ Rd be Lebesgue measurable and let f be a continuous
function defined on Φ(Ω). Suppose Φ is a one-to-one function from Rd to Γ ,
and J(Φ) �= 0 on Rd. Then

∫
Φ(Ω) f dμΓ =

∫
Ω

(f ◦ Φ)J(Φ) dξ.

In our application, we consider the following situation. Let d ≤ t ≤ m. Let
Φ1 : Rd → Rt and Φ2 : Rt → Rm such that Φ1(ξ) = ζ0 + E1ξ and Φ2(ζ) =
ς0 + E2ζ, where ζ0 ∈ Rt, ς0 ∈ Rm, E1 is a t× d matrix of rank d, and E2 is an
m × t matrix of rank t. Let Φ = Φ2 ◦ Φ1. Clearly, J(Φ1), J(Φ2), and J(Φ) are
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non-zero constants. Let μ1 and μ2 be the d-dimensional Lebesgue measures on
Φ1(Rd) and Φ(Rd) = Φ2(Φ1(Rd)), respectively.

Lemma 2. Let Ω ⊂ Rd be Lebesgue measurable and let f be a continuous
function defined on Φ(Ω). Then

∫
Φ(Ω) f dμ2 =

∫
Φ1(Ω)(f ◦ Φ2)

J(Φ)
J(Φ1)

dμ1.

The following proposition shows that the centroid of RBn

(H) is mapped to
the centroid of RT (H) and thus ρ(f) is minimal under d0(h, g) if and only if ρ(f)
is minimal under the distance measure d1(h, g) for any h, g ∈ H. Thus these two
measures are equivalent with respect to the goodness criteria of minimizing ρ.

Let P be a polyhedron in Rt and m be a positive integer and let D be an
m× t matrix with rank t. Let Q = {Dx : x ∈ P}.

Proposition 6. The centroid of Q is Dx̄.

6 Efficient Algorithm for Computing the Centroid of RT

We already assumed that τ = |T | is bounded above by a polynomial function
of n. In other words, we only consider functions that have a “short” expression.
In addition, we assume that RT (H) is given by a separation oracle. That is, for
any given point x ∈ RT , the oracle can tell in unit time if x belongs to RT (H).
In case x �∈ RT (H), the oracle also provides a hyperplane that separates x from
RT (H). For example, when RT (H) is polyhedron with polynomially many faces,
then it has such an oracle.

The centroid can be approximated with the following randomized algorithm:
generate a sequence α(1), α(2), . . . of points at random from P and compute
c(i) = (α(1) +α(2) + ...+α(i))/i, for all i. Then the limit of c(i) is the centroid.
Kannan, Lovász, and Simonovits [6–Section 5.1] give details on how to draw a
good sample of points and they give a bound, with high probability, on the error
in the approximation of the centroid using such a randomized algorithm. Also
see [5].

Proposition 7. The centroid of RT (H) can be approximated by a randomized
algorithm in polynomial time.

Suppose b ∈ Bn and we only want to approximate/predict the value of f∗(b).

Proposition 8. The expected value of f∗(b) is f̄(b).

Polynomial time randomized algorithms for approximating the volume of a
polyhedron have been studied in [3][4][6].

7 Conclusions

A new framework for learning pseudo-Boolean functions is presented. We focus
on a special class of pseudo-Boolean functions with polynomial-size expression,
with the coefficient vectors of the functions forming a bounded polyhedron. We
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define several distance metrics for measuring the difference between pseudo-
Boolean functions and then formulate the learning problems as selecting an
approximation that minimizes expected/maximal distance to any feasible can-
didate function. We show that two distance measures based on the value vectors
and on the coefficient vectors of pseudo-Boolean functions leads to the same best
choice of the approximation function under the criterion of minimizing expected
distance. Efficient, randomized computational-geometry algorithm for centroid
calculation is utilized for the learning task. Our method is suitable for applica-
tions in which training data is rather limited and yet one would like to make
useful and reliable predictions on the future data points. Applications to ter-
rorist detection and classification clearly present such a situation since training
data for terrorists are rather scarce.
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Discovering Partial Periodic Sequential
Association Rules with Time Lag in Multiple

Sequences for Prediction�
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Abstract. A periodic pattern indicates something persistent and pre-
dictable, so it is important to identify and characterize the periodicity.
This paper presents an approach for mining partial periodic association
rules in temporal databases. This approach allows the discovery of peri-
odic episodes such that the events in an episode are not limited to a fixed
order. Moreover, this approach treats the antecedent and consequent of a
rule separately and allows time lag between them. Thus, rules discovered
are useful in many applications for prediction. The approach is imple-
mented using two algorithms based on two data structures, event-based
linked list and window-based linked list.

1 Introduction

Periodicity detection in time-related databases is a challenging data mining prob-
lem in many applications. Since a periodic pattern indicates something persistent
and predictable, it is important to identify and characterize the periodicity. Sev-
eral algorithms have been developed for detecting periodicity in large datasets
[2, 3, 4, 7, 9]. Most previous methods for periodicity detection are based on mining
periodic symbolic patterns, where the occurrences of each item in a pattern have
fixed order. Focusing on symbol sequences rather than time-related sequences
limits the flexibility of algorithms. Many pruning strategies applied to symbol se-
quences for periodicity search cannot be applied to time-based sequences. This
paper addresses the problem of periodicity search while focusing on temporal
properties of datasets.

Sequential pattern discovery has been investigated extensively in recent years
[1, 6, 8, 10]. All these work focus on the discovery of frequent episodes such that
each episode is a set of events occurring together within user-specified time inter-
val. The mining of cyclic association rules has been addressed in [9], where each
cyclic association rule is present in each cycle with 100% support. The perfectness

� This research was supported in part by NSF Digital Government Grant No. EIA-
0091530, USDA RMA Grant NO. 02IE08310228, and NSF EPSCOR, Grant No.
EPS-0346476.

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 332–341, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Discovering Partial Periodic Sequential Association Rules 333

in periodicity leads to a key idea used in designing efficient cyclicassociation rule
mining algorithms, although this perfectness is not easy to satisfy in real world
applications. The algorithm for discovering calendar-based temporal association
rules has been presented in [7]. The use of calendar schema makes the discov-
ered temporal association rules easy to understand. At the same time, however,
this pre-specified calendar schema transforms the original time-related sequen-
tial databases into non-temporal transactional databases because the algorithm
only takes care of the records occurring at user-specified time stamps.

This paper presents algorithms for discovering partial periodic sequential as-
sociation rules which allow mismatch considering all possible cycles. In addition,
most previous work on periodic association rule mining focuses on the discovery
of periodic patterns and the antecedent and the consequent in a rule are merely
determined by rule confidence once a periodic pattern is discovered. In this pa-
per, antecedent and consequent episodes are treated separately for the purpose
of prediction. The concept of time lag has been addressed in the previous work
[6]. Here, this concept is extended to periodic pattern discovery.

2 Preliminaries

Event sequences are time-related input datasets. Formally, an event sequence is a
triple (tB , tD,S) where tB is the beginning time, tD is the ending time, and S is a
finite, time-ordered sequence of events [8]. For example, S = (etB

, etB+1p
, etB+2p

,
. . . etB+dp

= etD
) is a sequence of events, where p is the step size between events,

d is the total number of steps in the time interval from time tB to time tD, and
D = B + dp. Each eti is a member of a class of events ξ, and ti ≤ ti+1 for all
i = B, . . . ,D − 1p. A sequence of events S includes events from a single class of
events ξ. Each event sequence has its own class of events.

A window on an event sequence S is an event subsequence W = {etj
, . . . , etk

},
where tB ≤ tj , and tk ≤ tD + p [5, 8]. The width of the window W , defined as
width(W ) = tk − tj , is the time interval of interest. In our system, the value
of the window width is user-specified, so that users can control the closeness of
the event occurrences. To process the data, we use a sliding window, which is
defined as the process of sequentially moving the window of width win one step
at a time through the data.

An episode in an event sequence is a combination of events with a partially
specified order [5, 8]. It occurs in a sequence if there are occurrences of the events
in an order consistent with the given order, within a given time bound (window
width). Formally, an episode Q is a pair (V, type), where V is a collection of
events and type specifies the type of episode. The episode type is parallel if no
order is specified and serial if the events of the episode have a fixed order. An
episode is injective if no event type occurs more than once in the episode. The
episode length is defined as the number of events in the episode.

Given a period p, the set of all windows W on S, with width(W ) = win and
window offset j (starting from 0), is denoted as W(S, p, win,wj). The support
of a partial periodic episode is defined as the fraction of windows in which the
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episode occurs. Given an event sequence S and a period p, the support of an
episode Q of a given type in S is:

sup(Q,S, p, win,wj) =
|w ∈ W(S, p, win,wj) : Q occurs in w|

|W(S, p, win,wj)|

where win is the window width and wj indicates the window offset of episode
Q regarding period p. Given a support threshold min sup, Q is a frequent par-
tial periodic episode if sup(Q,S, p, win,wj) ≥ min sup. The support threshold
allows the user to control the set of episode of interest. We use W(S, p, win, pi)
to denote the set of all windows W on S, with width(W ) = win occurring in
the ith (starting from 0) period.

Sometimes events that occur at one time stamp are associated with events
that occur at future time stamps. For example, it may be several months after
an El Niño episode before the impact is felt in the Northeastern United States.
Therefore, it is meaningful to take the time lag into consideration when we
explore periodic association rules between ocean parameters and climatic indices.
To implement time lag, we use two sliding windows. One is for the events in the
antecedent set, and the other is for the events in the consequent set [6]. The
offset between these two windows is user specified time lag value.

The sequence S can be a combination of multiple sequences S1, S2, ..., Sn.
An episode can contain events from each of the n sequences. After the fre-
quent partial periodic episodes are found for the antecedent and the consequent
independently, we combine the frequent episodes to form partial periodic associ-
ation rules. Given a period p, a partial periodic association rule r is of the form
α[p, wina]⇒lag β[p, winc], where α and β are frequent partial periodic episodes,
wina and winc specify the window width for the antecedent and the consequent
episodes respectively, and lag indicates the time lag between the antecedent and
the consequent episodes. The confidence of a periodic association rule is the con-
ditional probability that periodic episode β occurs, given that periodic episode
α occurs, under the time constraints specified by the rule [6].

3 Generating Frequent Partial Periodic Association
Rules

3.1 Main Idea

Most algorithms for frequent pattern discovery are variants of Apriori [1]. The
Apriori algorithm starts by scanning all the transactions in the dataset and
computing the frequent single items. Next, a pass over the dataset is made at
level (k+1) to find all the frequent (k+1)-itemsets. This process is repeated until
all frequent itemsets are enumerated. Apriori uses the downward closed property
of itemset support to prune the search space — the property that all subsets of
a frequent itemset must also be frequent. Thus only the frequent k-itemsets are
used to construct candidate (k + 1)-itemsets.
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Apriori-like algorithms have been proposed recently to discover periodic pat-
terns in sequential databases [2, 3, 4, 7, 9]. We develop another version of Apriori
algorithm by integrating two properties discussed below:

1. Rather than only discovering symbolic periodic patterns in fixed order [2, 3],
our algorithm provides more flexibility by finding all periodic patterns with
either fixed order or non-fixed order based on the concepts of parallel and
serial episodes with user-specified window width. Since the problem of mining
serial episodes is similar to the problem of mining symbolic patterns, we only
address the problem of discovering periodic parallel episodes.

2. Unlike previous algorithms that divide time-related datasets into discrete
time segments [4, 7, 9], our approach uses a sliding window to find all periodic
patterns at any offset given a period p.

If an episode Q occurs periodically, its occurrences in the sequence will form
an arithmetic series, which can be captured by four parameters: period, window
width, window offset, and support. Thus, given a period p, window width win,
and support threshold min sup, the problem of mining frequent partial periodic
episodes is to find all the triples 〈Q,w, sup〉, where Q is an episode with win-
dow width win, w is the offset position of windows at which episode Q occurs
repeatedly, and sup ≥ min sup is the support of the episode.

3.2 Data Structures

We define two data structures to accommodate sparse or dense input datasets.
One is called event-based linked list; the other is called window-based linked list.
For an event-based linked list, each event type in event sequences is associated
with a two-dimensional linked list. The first dimension records the window offset
given a period p, and the second dimension records the period number in which
the event occurs. For a window-based linked list, each window offset is associated
with a two-dimensional linked list. The first dimension represents the period
segments, and the second dimension records the events that occur in a particular
period. For these two linked lists, the number of windows is (p−win+ 1), given
a period p and window width win.

Example 1. Consider the event sequence presented in Figure 1. Let period p = 5
and window width win = 2. The event-based linked list and window-based linked
list for this sequence are shown in Figure 1 and Figure 2 , respectively.
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Fig. 1. Example Event-Based Linked List
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Fig. 2. Example Window-Based Linked List

3.3 Algorithm Development

Figure 3 shows the algorithm for building event-based linked list and window-
based linked list with a single scan of event sequences. Once the linked lists
are built, all the triples 〈Q1, w, sup〉 can be discovered. Here, Q1 is a frequent
periodic episode of length 1, w indicates the window offset where Q1 occurs
repeatedly, and sup is the support of episode Q1. Based on the principle of the
Apriori algorithm, the next step is to find the set of frequent periodic episodes
of length (k+1) based on the set of frequent periodic episodes of length k where
(k ≥ 1). This process is different for two different data structures.

Algorithm: Build Linklists(EventList, WindowList, p, win,S)
1) while (S still has event){
2) Read event e from S // suppose pos is the position of e in S
3) Get the index i of e in the domain of event types;
4) win offset = pos mod p;
5) period num = pos/p;
6) if (win offset > (p− win)){
7) Add period num to EventList[i][p− win];
8) Add i to WindowList[p− win][period num];}
9) else{
10) for (j = win offset− win + 1; j ≤ win offset; j + +){
11) Add period num to EventList[i][j];
12) Add i to WindowList[j][period num];}}}

Fig. 3. Building Event-Based and Window-Based Linked Lists

For an event-based linked list, at each iteration k, the episodes that meet
the minimum support threshold are extracted from triples 〈Qk, w, sup〉. These
episodes are used to generate candidate periodic episodes of length (k + 1) oc-
curring at all possible window positions. Because the second dimension in an
event-based linked list records the occurrences of each episode for a particular
window position, the support of a candidate episode for this window position can
be obtained by set intersection operation. If its support is greater than or equal
to the support threshold, min sup, a new element will be added to the linked
list with corresponding window position and list of occurrences. This process is
repeated until no more candidates can be generated.
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For a window-based linked list, the algorithm deals with each window position
separately. This means the algorithm repeatedly generates candidate episodes of
length (k + 1) for different window positions. Each window position needs a
database pass to compute the support of each candidate. The algorithm termi-
nates if no more candidates can be generated. There are three major differences
between event-based and window-based algorithms. First, the event-based al-
gorithm needs only a single database pass to find frequent periodic episodes of
length 1, while the window-based algorithm needs l passes, where l is the maxi-
mal length of frequent periodic episodes. Second, the linked list for the event-base
algorithm will be modified if a new frequent episode is discovered during each
iteration. However, the window-based linked list stays the same once being built.
Third, the event-based algorithm generates the candidate set of episodes for all
window positions at once, but the window-based algorithm generates the can-
didate set separately for different window positions. These differences indicate
that each algorithm has its own advantages and disadvantages. Experiments and
analysis demonstrate these differences.

The event-based algorithm needs to store the actual occurrences of each fre-
quent periodic episode, i.e., the linked list records all the periods where an
episode occurs regarding a particular window offset. This could be a problem
if events occur frequently. To overcome this, we apply the idea presented in
[10] to the event-based algorithm, i.e., we only track the differences of occur-
rences between two episodes. This reduces the storage size dramatically for dense
databases. The set that stores the differences of occurrences between two episodes
α and β is denoted as diffset(α,β). An interested reader can refer to [10] for the
details of implementation.

After the frequent partial periodic episodes are found for the antecedent and
the consequent independently, periodic association rules are generated. Each
periodic antecedent episode α at window position wα joins its occurrences with
each occurrence of each periodic consequent episode β at window position wβ , as
long as condition 0 ≤ (wβ −wα) ≤ lag is satisfied. Here, lag is the user-specified
time lag between the antecedent and the consequent.

4 Experiments and Analysis

All experiments were performed on a 2.0Ghz Pentium 4 PC with 768MB of mem-
ory, running Windows XP. Algorithms were coded with C#. The description of
datasets used for testing the performance of algorithms is shown in Table 1.
The first dataset is a synthetic dataset which is constructed randomly. This
dataset includes events from 25 sequences occurring at 5000 time stamps. The
weather data is collected at the automated weather station in Clay Center, NE,
from 1950-1999, for drought assessment and drought risk management [6]. The
data for the climatic indices are grouped into seven categories, extremely dry,
severely dry, moderately dry, near normal, moderately wet, severely wet, and
extremely wet. The weather data used in the experiments are monthly 1-month,
3-month, 6-month, 9-month, and 12-month SPI from this seven categories. Thus,
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Table 1. Description of Datasets

Dataset File Size (KB) Timestamps Num. Events Num. Seq. Avg. Occ. per Event
Synthetic 1089 5000 125 25 1000
Weather 46 600 35 5 85

the weather dataset includes 35 events from five sequences. Figure 4 shows the al-
gorithm computation time as the support threshold, min sup, changes from 0.45
to 0.7 on the synthetic data. The system is implemented with three methods,
event-based without diffset, event-based with diffset, and window-based meth-
ods. We test these methods using different combinations of period p and window
width win. First, we set the window width to a constant value, 4, and set the
period length to three values, 20, 30, and 40. Then, the experiments were done
by setting the period length to a constant value, 20, and changing the value of
window width from 4 to 5. Generally, from this group of charts, we observe that:

1. The smaller the support threshold is, the more gap in system running time
between the two event-based methods. This is because the smaller threshold
results in more candidates, and in turn, more set intersection operations
are needed to compute the support of a candidate episode. When event-
based linked list is used to record the occurrences of each episode, the time
used for set intersection increases sharply as the support threshold decreases.
However, when we apply diffset to linked list, the space needed to save the
linked list decreases on the synthetic data compared to original linked list.
This reduction in storage size results in less running time for set intersection.
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Fig. 4. Running Time vs. Support on Synthetic Data
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Table 2. Comparison of Storage Size (Byte) on Synthetic Dataset

Support Event-based Apply of Diffset Reduction
0.7 5561 2285 3276

0.65 242189 122708 119481
0.6 2850298 1687389 1162909

0.55 9482931 6348244 3134687
0.5 11904827 8304380 3600447

0.45 12860022 8947218 3912804
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Fig. 5. Storage Size vs. Support on Weather Data

Table 2 shows that as the support threshold becomes smaller, the reduction
of storage size between event-based linked list and the linked list with diffset
increases.

2. Figure 4 also shows that the window-based algorithm runs faster than the
event-based algorithm as the support threshold increases. Although the
window-based algorithm needs more database scans compared to the event-
based algorithm, the time used for the database scan is less than the time
used for linked list storage and set intersection when the support becomes
greater.

3. As the window width increases, so does the periodic episode generation time.
This is reasonable because a wide window includes more events from multiple
sequences, and in turn, generates more candidates.

Next, the experiments were done on the weather data. According to Table 1,
the weather dataset used in these experiments contains events occurring at 600
time stamps. All three methods run fast on this dataset. Generally, the aver-
age running time for event-based, event-based with diffset and window-based
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algorithms is 0.015s, 0.046s and 0.021s, respectively. Figure 5 shows the storage
size on the weather data when two event-based methods are considered. Different
from the results on the synthetic data, the experiments show that diffset requires
more space to store the occurrences of episodes. This is because the events in
weather data occur less frequently than the events in the synthetic data.

5 Conclusion

This paper presents efficient algorithms for mining partial periodic association
rules in temporal databases. These algorithms facilitate the discovery of frequent
periodic episodes without any constraint on the order of events, thus overcom-
ing the limitations imposed by current methods. In addition, these algorithms
treat the antecedent and the consequent of a rule separately and allow time
lag between them. We design two data structures, event-based linked list and
window-based linked list, and implement two algorithms based on them. The
strength of the event-based algorithm is that it needs only a single database
pass. Diffset [10] is applied to the event-based method to reduce the storage
space for dense datasets. The algorithm exhibits improved performance, espe-
cially when the number of frequent episodes is large. The window-based algo-
rithm does not need extra space to save candidate episodes. Our experiments
show that the event-based algorithm with diffset outperforms the window-based
algorithm when we have a dense database in which events occur more frequently.
The window-based algorithm demonstrates good performance when the value of
user-specified support threshold is large. For a sparse database, the event-based
algorithm without diffset provides the best results.

There are still many issues regarding partial periodic pattern discovery that
deserve further study, such as exploration of shared mining of periodicity with
multiple periods. These problems will be studies and reported in the future.
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Abstract. In spatial data mining, a common task is the discovery of spatial 
association rules from spatial databases. We propose a distributed system, 
named ARES that takes advantage of the use of a multi-relational approach to 
mine spatial association rules. It supports spatial database coupling and 
discovery of multi-level spatial association rules as a means for spatial data 
exploration. We also present some criteria to bias the search and to filter the 
discovered rules according to user’s expectations. Finally, we show the 
applicability of our proposal to two different real world domains, namely, 
document image processing and geo-referenced analysis of census data. 

1   Introduction 

Spatial data mining investigates the problem of extracting pieces of knowledge from 
data describing spatial objects, which are characterized by a geometrical 
representation (e.g. point, line, and region in a 2D context) and a position with respect 
to some reference system. The relative positioning of spatial objects defines implicitly 
spatial relations of different nature, such as directional and topological. The goal of 
spatial data mining methods is to extract spatial patterns, that is, patterns involving 
spatial relations between mined objects such that they are certain, previously 
unknown, and potentially useful for the specific application [10]. 

In [13] the authors have proposed a spatial data mining method, named SPADA 
(Spatial Pattern Discovery Algorithm), that discovers spatial association rules, that is, 
association rules involving spatial objects and relations. It is based on an Inductive 
Logic Programming (ILP) approach to (multi-) relational data mining [5] and permits 
the extraction of multi-level spatial association rules, that is, association rules 
involving spatial objects at different granularity levels. For each granularity level, 
SPADA operates in three different phases: i) pattern generation; ii) pattern evaluation; 
iii) rule generation and evaluation. 

In this paper, we describe the integration of SPADA in a full-fledged spatial data 
mining system, named ARES (Association Rules Extractor from Spatial data), that 
assists data miners in the complex process of extracting the units of analysis from the 
spatial database, specifying the background knowledge on the application domain and 
defining some form of search bias. The last aspect is particularly relevant, since the 
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number of discovered patterns or association rules is usually high and the interest of 
most of them does not fulfill user expectations. The new spatial data mining tool has 
been applied to two different domains, namely, document image processing and geo-
referenced analysis of census data, thus proving the generality of the proposed solution. 

The paper is organized as follows. The problem of mining spatial association rules 
is reported in Section 2. In Section 3, some related works are presented. Section 4 
describes the ARES distributed architecture that supports the interface of SPADA 
with a spatial database by generating high-level logic descriptions of spatial data.  
Some filtering mechanisms implemented in SPADA are described in Section 5. 
Finally, the application of ARES to two case studies is described in Sections 6. 

2   Mining Spatial Association Rules 

The discovery of spatial association rules is a descriptive mining task aiming to detect 
associations between reference objects (ro) and some task-relevant objects (tro). The 
former are the main subject of the description, while the latter are spatial objects that 
are relevant for the task in hand and are spatially related to the former.  

In general, association rules are a class of regularities that can be expressed by the 
implication: P Q (s, c), where P and Q are a set of literals, called items, such that 
P∩Q = ∅, the support s estimates the probability p(P∪Q), and the confidence c, 
estimates the probability p(Q | P). The conjunction P∧Q is called pattern. A spatial 
pattern expresses a spatial relationship among spatial objects and can be expressed by 
means of predicate calculus. A spatial association rule is an association rule whose 
corresponding pattern is spatial. An example of spatial association rule is: 

is_a(X, large_town), intersects(X,Y), is_a(Y, road)  
intersects(X, Z), is_a(Z, road), Z≠ Y (91%, 100%) 

to be read as “If a large town X intersects a road Y then X intersects a road Z distinct 
from Y with 91% support and 100% confidence.” By taking into account some kind 
of taxonomic knowledge on task-relevant objects it is possible to obtain descriptions 
at different granularity levels (multiple-level association rules). For instance, a finer-
grained association rules can be the following: 

is_a(X, large_town), intersects(X, Y), is_a(Y, regional_road)  
intersects(X, Z), is_a(Z, main_trunk_road), Z≠ Y (65%,71%) 

The problem of mining association rules solved by SPADA can be formally stated 
as follows: 

Given a spatial database (SDB), a set of reference objects S, some sets Rk, 1≤k≤m, of 
task-relevant objects, a background knowledge BK including some hierarchies Hk 
on objects in Rk , M granularity levels in the descriptions (1 is the highest while 
M is the lowest), a language bias LB that constrains the search space and a couple 
of thresholds minsup[l] and minconf[l] for each granularity level;  

Find strong multi-level spatial association rules. Each Rk is typically a layer of the 
spatial database while hierarchies define is-a (i.e., taxonomical) relations of 
spatial objects in the same layer.  
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To deal with several hierarchies at once in a uniform manner, objects in them are 
mapped to one or more of the M user-defined description granularity levels so that 
frequency of patterns as well as strength of rules depend on the level l of granularity 
with which patterns/rules describe data. To be more precise, a pattern P (s%) at level l 
is frequent if s≥minsup[l] and all ancestors of P with respect to Hk are frequent at their 
corresponding levels. An association rule Q → R (s%, c%) at level l is strong if the 
pattern Q∪R (s%) is frequent and c≥ minconf[l]. 

3   Related Works 

The problem of mining multi-level association rules has its roots in the seminal work 
by Han and Fu [6], where the authors proposed an improved version of the Apriori 
algorithm [1] to handle multiple level association rules by remapping the original 
database and performing the mining by a progressive deepening of the levels. A slight 
variant of this approach has been adopted by Koperski and Han [11] and implemented 
in the system GeoMiner [7] in the context of spatial data mining.  

A different solution is adopted in the work by Morimoto [17], where different 
types of patterns, called “Frequent neighboring class sets” are extracted. In particular, 
first the spatial dataset is partitioned by considering closeness relations and then the 
patterns are discovered on single partitions. 

Another solution is proposed by Ding [4], where rules are extracted from RSI 
(Remote Sensed Imagery) data by means of the Peano Count Tree (P-tree) structure, 
which is a lossless representation of the image data. By using P-trees, association rule 
mining algorithm with fast support calculation and significant pruning techniques is 
possible. Although RSI data can be considered a kind of spatial data, rules discovered 
are not “spatial” in a strict sense.  

All solutions reported above suffer from severe limitations due to the restrictive data 
representation formalism, known as single-table assumption [5]. More specifically, it is 
assumed that data to be mined are represented in a single table (or relation) of a relational 
database, such that each tuple represents an independent unit of the sample population 
and columns correspond to properties of units. In spatial data mining applications this 
assumption turns out to be a great limitation. Indeed, different geographical objects may 
have different properties, which can be properly modeled by as many data tables as the 
number of object types. The ILP system WARMR [3] overcomes this limitation by 
resorting to multi-relational data mining. It supports the discovery of frequent DATALOG 
patterns by adapting Mannila and Toivonen's levelwise method [16] to the case of 
conjunctive formulas which are organized according to θ-subsumption. Although it has 
been presented as a system able to use is-a hierarchies, WARMR is not a system for 
mining multi-level association rules because it lacks of mechanisms for taxonomic 
reasoning [13]. Moreover, the transformation of frequent patterns into association rules 
requires the specification of a list of possible patterns that can occur in the antecedent or 
conseguent of a rule. Therefore, the specification of a bias for the output rules is a must 
and not an additional opportunity given to the user to filter some rules. Finally, WARMR 
is not integrated in a system for spatial data analysis that supports users to extract both 
spatial and apatial properties of either reference objects or task-relevant object.  
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Therefore, to the best of our knowledge, SPADA can be considered the only multi-
relational data mining method especially conceived for spatial data mining tasks and 
implemented in a system, named ARES, that supports the user in all preprocessing 
steps.  

4   The Architecture of ARES  

ARES has a distributed architecture based on a client-server model (see Figure 1). 
SPADA is on the server side, so that several data mining tasks can be run 
concurrently by multiple users. SPADA is implemented in Prolog and allows to 
specify both the background knowledge BK (hierarchies are expressed by a collection 
of ground atoms that define the binary predicate is_a, while domain specific 
knowledge is expressed as sets of definite clauses) and a language bias LB that 
constrains the search for patterns.  

On the client side, the system includes a Graphical User Interface (GUI) 
implemented as Java application, which provides the user with facilities for 
controlling all parameters of the data mining process as well as the module RUDE 
(relative unsupervised discretization algorithm), which discretizes a numerical 
attribute of a relational database in the context defined by other attributes [14].  

The SDB (Oracle Spatial) can run on a third computation unit. Many spatial 
features (relations and attributes) can be extracted from spatial objects stored in the 
SDB. The feature extraction requires complex data transformation processes to make 
spatial relations explicit and representable as ground Prolog atoms. Therefore, a 
middle layer module is required to make possible a loose coupling between SPADA 
and the SDB by generating features of spatial objects. The module, named FEATEX 
(Feature Extractor), is implemented as an Oracle package of procedures and 
functions, each of which computes a different feature [2]. According to their nature, 
features extracted by FEATEX can be distinguished as geometrical, directional and 
topological features. Geometrical features (e.g. area, length) are based on principles of 
Euclidean geometry, directional features (e.g. north, south,) regard relative spatial 
orientation in 2D, while topological features (e.g. crosses, on top) are relations 
preserving themselves under topological transformations such as translation, rotation, 
and scaling. In addition, hybrid features (e.g. roughly parallel), which merge 
properties of two or more feature categories, can be also extracted by FEATEX.  

On the client side, the system WISDOM++ [15] can be used to extract spatial data 
from document image and store them in the SDB. The process performed by 
WISDOM++ consists of the preprocessing of the raster image of a scanned paper 
document, the segmentation of the preprocessed raster image into basic layout 
components, the classification of basic layout components according to the type of 
content (e.g., text, graphics, etc.), the identification of a more abstract representation 
of the document layout (layout analysis), the classification of the document in one of 
predefined categories (e.g. business letter, scientific paper) on the basis of its layout 
and content, and the identification of semantically relevant layout components (e.g. 
title, abstract of a scientific paper) called logical components (document image 
understanding [15]). The final representation includes both layout structure (extracted 
in the layout analysis) and logical structure (semantic information extracted by means 
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of document classification and understanding) computed on the original image. A 
further processing step stores the output structures in the SDB. WISDOM++ makes 
use of an Oracle Database to store intermediate data. 

 
 
 
 
 
 
 
 
 
 

Fig. 1. ARES architecture 

In order to handle spatial data provided by WISDOM++, FEATEX has been 
extended to allow features of layout components to be extracted (see section 5.1). 

5   Filtering Patterns and Association Rules 

The efficiency of the data mining process is very important to tackle real-world 
problems. In order to improve the efficiency of the search process, SPADA 
associates each candidate pattern with backward pointers to parent patterns both at 
the same granularity level (intra-space parenthood) and at higher granularity levels 
(inter-space parenthood). Backward pointers are profitably exploited in the pattern 
generation phase to prevent the generation of some infrequent patterns [12]. In a 
more recent release of SPADA (3.0), backward pointers are also exploited in the 
pattern evaluation phase. Indeed, by associating each pattern with the list of support 
objects, it is possible to perform the evaluation of each pattern solely on the support 
objects of its intra-space parenthood instead of the whole set S of reference objects. 
An additional caching technique compensates the overhead in looking for the 
parenthood of each pattern, since it has a cost, which increases with the number of 
stored patterns.   

The above mentioned efficiency improvements are based on the monotonicity 
property of the generality order that is defined for spatial patterns with respect to the 
support of the patterns themselves. This is a nice example of an “intelligent” 
exploitation of general properties to prune the search space and reduce the number of 
expensive tests. However, this approach does not take into account user preferences 
and expectations. In real-world applications, such as urban site accessibility [2], a 
large number of spatial patterns can be generated even for a few hundred spatial 
objects. Nevertheless, most of discovered patters are useless for the application at 
hand. Therefore, it is important to allow the user to specify his/her bias for interesting 
solutions, and then to exploit this bias to improve both the efficiency of the system 
and the quality of the discovered rules. In SPADA 3.0, the language bias LB is 
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expressed as a set of constraint specifications for either patterns or association rules. 
Users may specify the following pattern constraint: 

pattern_constraint(AtomList, Min_occur, Max_occur) 

where AtomList is a list of atoms (for atomic constraints) or a list of atom lists (for 
conjunctive constraints), while Min_occur (Max_occur) is positive number which 
specifies the minimum (maximum) number of constraints in the AtomList that must be 
satisfied. When Max_occur = ‘_’ no limitation is imposed on the maximum number 
of constraints. For instance, the following: 

pattern_constraint(crossed_by_green_area(_,_ ), crossed_by_urban_area(_,_ )],1,_ ) 

specifies that at least one of the binary spatial predicates crossed_by_green_area and 
crossed_by_urban_area must occur in the patterns filtered by SPADA, while the 
following: 

pattern_constraint([ [crossed_by_green_area(_,_ ), crossed_by_urban_area (_,_)], 
[crossed_only_by_road(_ )] ], 1, _ ). 

specifies that at least one of either the spatial predicates crossed_by_green_area and 
crossed_by_urban_area or the spatial predicate crossed_only_by_road must occur in 
the patterns filtered by SPADA. It is noteworthy that this specification allows users to 
define both conjunctive and disjunctive constraints. 

During the rule generation phase, patterns that do not satisfy a pattern constraint 
are filtered out. This means that they are generated and evaluated anyway. This late 
exploitation of pattern constraints is due to the fact that if a pattern P does not satisfy 
a constraint (e.g. the lack of the predicate crossed_by_green_area), it is still possible 
that P descendants (i.e., more specific patterns) satisfy it. Therefore, pattern 
constraints do not prune the pattern space, but improve the efficiency of the mining 
process, since they prevent the generation of useless rules, and hence their evaluation.  

A further pattern constraint takes into account the typing mechanism of the 
variables to be included in the rules. A variable X is untyped when it does not appear 
as first argument of a binary is-a atom in the rule. In some applications, the 
occurrence of untyped variables in a rule is undesirable. Therefore, users can specify 
the constraint max_rules_untyped_vars(n), where n denotes the maximum number of 
untyped variables in the rules being generated. As in the previous case, the 
specification of this constraint affects the rule generation phase. 

Users may specify constraints either on the antecedent or on the consequent of 
spatial association rules through one of the following facts: 

body_constraint(AtomList, Min_occur, Max_occur). 
head_constraint(AtomList, Min_occur, Max_occur). 

where AtomList, Min_occur and Max_Occur have the same meaning as in the pattern 
constraint described above. For instance, the constraint head_constraint([mortality_ 
rate(_ )], 1, 1) specifies that a single occurrence of the unary predicate high_mortality 
must be in the head of the rules. As for pattern constraints, head and body constraints 
affect the rule generation phase. The main property of all described constraints is that 
they do not prevent the generation of candidate rules but only the evaluation of their 
confidence.  



348 A. Appice et al. 

 

In addition to constraints above, SPADA 3.0 users can specify the fact: 
rule_head_length (Min_occur, Max_occur) in order to fix the minimum (Min_occur) 
and the maximum number (Max_occur) of predicates to be included in the head of 
generated rules. For instance, by combining the rule filters head_constraint( 
[mortality_rate(_ ) ], 1, 1)  and rule_head_length(1, 1) the user can ask for the 
generation of rules containing only the predicate mortality_rate in the head. Rules in 
this form may be employed for spatial subgroup mining that is the discovery of 
interesting group of spatial objects with respect to a certain property of interest, as 
well as for classification purposes. 

6   The Application: Two Case Studies 

In this section, we describe the application of SPADA to two distinct real-world 
problems, namely mining document images and mining geo-referenced census data. 
In the former problem, spatial objects are layout components extracted by means of 
WISDOM++. Layout components are in the same page of a document and have a 
common geometrical representation: they are all rectangles with edges parallel to the 
axes associated to the left and top border of a page. As result of the document 
understanding process, layout components may be associated with some components 
of the document logical structure, whose hierarchical organization defines the 
hierarchy of task-relevant objects. Discovered spatial association rules can be used in 
a generative way. For instance, if a part of the document is hidden or missing, strong 
spatial association rules can be used to predict the location of missing layout/logical 
components [9]. This problem is also related to document reformatting [8]. 

In the second problem, the goal is to perform a joint analysis of both socio-
economic factors represented in census data and geographical factors represented in 
topographic maps. The discovery of interesting association rules on geographically 
distributed socio-economic phenomena can be a valuable support to good public 
policy. In this case, spatial objects are territorial units for which census data are 
collected as well as entities of the transport network (roads and rails), while the 
hierarchies are either based on layers of the topographic map or defined on the basis 
of a conceptual categorization or urban areas.  

6.1   Document Image Processing 

In this application SPADA takes as input a collection of ground facts describing both 
the layout and the logical structures of the documents processed by WISDOM++. 
Spatial features (relations and attributes) are used to describe the logical structure of a 
document image. In particular, we use FEATEX to extract locational features such as 
the coordinates of the centroid of a logical component, geometrical features such as 
the dimensions of a logical component, and topological features such as relations 
between two components. We use the aspatial feature type_of  that specifies the 
content type of a logical component (e.g. image, text, horizontal line). In addition 
there are other aspatial features, called logical features which define the label 
associated to the logical components. They are: affiliation, page_number, figure, 
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caption, index_term, running_head, author, title, abstract, formulae, subsection_title, 
section_title, biografy, references, paragraph, table, undefined.  

The specification of the domain specific knowledge allows SPADA to associate 
information on page order to layout components, since the presence of some logical 
components may depend on the order page (e.g. author is in the first page). An 
example related to the first page is  

at_page(X,first) :- part_of(Y,X), page(Y,first). 

The specification of the hierarchy (Figure 2) allows the system to extract spatial 
association rules at different granularity levels.  

In this task, the ro are the logical components associated with logical features 
different from undefined. The tro are all the logical components. This is specified by 
means of the language bias LB. In particular, we ask for rules containing at least one 
binary spatial predicate: 

 

Fig. 2. Hierarchy of logical components 

pattern_constraint([only_middle_coumnl(_,_),only_left_row(_,_), ... , on_top(_,_) ],1). 

Furthermore, we are interested in rules containing the ro in the antecedent. For 
instance, if we use abstract as ro the constraint is:  

body_constraint([abstract(_)], 1). 

We investigate the applicability of the proposed solution on 19 real-world 
documents, which are scientific papers published as either regular or short in the IEEE 
Transactions on Pattern Analysis and Machine Intelligence in the January and February 
1996 issues. Each paper is a multi-page document and has a variable number of pages 
and layout components per page, for a total of 179 document images and 2,998 layout 
components. Eight hundred and eleven layout components with no clear logical 
meaning are labelled as undefined. All logical labels belong to the lowest level of the 
hierarchy reported in the previous section. The number of logical components is 2,177. 
The number of features to describe the documents presented to SPADA is 78,789, about 
440 features for each page document. Average running time per document image is 1.32 
secs (237.52/179), therefore this application of SPADA to document images seems 
scalable to larger collections of documents. The number of mined association rules is 
398 at the first level, 468 at the second level, 638 at the third level and 674 at the 
fourth level. Many spatial patterns involving logical components  (e.g., affiliation, 
title, author, abstract and index term) in the first page of an article are found. SPADA 
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has found several spatial associations involving all logical components, references 
and biography excluded. This can be explained by the observation that the first page 
generally has a more regular layout structure and contains several distinct logical 
components. An example of association rule discovered by SPADA is: 

is_a(author,A)  on_top(A,B), is_a(B,heading) , height(B,[1..174]) , type_text(A)
        (82.6%, 82.6%) 

This means that 19 logical components which represent the author of some paper 
are textual components on top of a logical component B that is the heading of the 
paper, with height between 1 and 174. At a lower granularity level, a similar rule is 
found where the logical component B is specialized as abstract: 

is_a(author,A)  on_top(A,B), is_a(B,abstract) , height(B,[1..174]), type_text(A)
        (82.6%, 82.6%) 

The rule has the same confidence and support reported for the rule inferred at the 
first granularity level.  

6.2   Geo-referenced Exploratory Data Analysis 

In this study we describe how it is possible to employ ARES in performing data 
analysis on geo-referenced census data concerning Greater Manchester, one of the five 
counties of North West England, that is divided into censual sections or wards, for a 
total of two hundreds and fourteen wards. For this application, spatial analysis is 
enabled by the availability of vectorized boundary of wards as well as vector 
geographical data about transport network, waters, green and urban areas that allow 
us to investigate the mortality rate (i.e. percentage of deaths with respect to the number 
of inhabitants) from a spatial viewpoint according to deprivation indices. Geographical 
layers are taken from the Meridian product of the Ordnance Survey. In particular, we 
decide to mine spatial association rules relating wards, which play the role of ro, with 
topological related road network (i.e. motorways, primary roads, A- and B- roads), 
rail network, water network (i.e. rivers, canals and waters), green area (i.e. parks and 
woods) and urban area (i.e. small and large areas) as tro. 

Therefore, by using FEATEX we extract facts concerning topological relationships 
between wards and roads, rails, waters, green areas and urban areas reported in the 
spatial database for that area. An example of fact extracted by FEATEX is 
crosses(ward_135, urbareaL_151). The number of facts is 784,107. Despite the 
complexity of the spatial computation performed by FEATEX to extract these facts, 
the results are still not appropriate for the goals of our data analysis tasks. Therefore, a 
domain specific knowledge should be expressed in form of a set of rules. Some of the 
rules used in this data mining task are: 

crossed_by_urbanarea(X,Y) :- crosses(X,Y), is_a(Y,urban_area).  
crossed_by_urbanarea(X,Y) :- inside(X,Y), is_a(Y,urban_area). 
not_crossed_by_urbanarea(X) :- is_a(X,ward), \+ crossed_by_urbanarea(X,_). 

Here the use of the predicate is_a hides the fact that a hierarchy has been defined 
for spatial objects belonging to urban area layer (see Figure 3). Similarly, four 
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different hierarchies have been defined to describe road network, rail network, water 
network and green area. The hierarchies have depth three and are straightforwardly 
mapped into three granularity levels. Hence, these hierarchies are used to complete 
the domain specific knowledge by adding rules describing topological relationships 
and/or not-relationschips between wards and green area, transport and water net. 

Until now, all extracted data and user-defined background knowledge are purely 
spatial. However, we can observe that the mortality rate of an area cannot be defined 
on the basis of the geographical environment alone. We select four deprivation 
indecies, namely Townsend index, Carstairs index, Jarman index and DoE index, we 
discretize them with RUDE and generate the following four binary predicates for 
SPADA: townsend_idx, carstairs_idx, jarman_idx and doe_idx. The first argument of 
the predicate refers to a ward, while the second argument is an interval returned by 
RUDE. The Townsend index is a measure of multiple deprivation that is computed at 
ward level according to the percentage of households that are not owner occupied, 
percentage of households with no car, percentage of households with more than one 
person per room and percentage of persons who are unemployed. Similarly, Carstairs 
index, Jarman index and DoE index are calculated using census data to measure 
socio-economical deprivation of a ward. 

 

Fig. 3. Spatial hierarchies defined for four Greater Manchester layers: road net, rail net, urban 
area and green area 

To complete the problem statement we specify a declarative bias both to constrain 
the search space and to filter out some uninteresting spatial association rules. In 
particular, we rule out all spatial relations directly extracted by means of FEATEX. 
Moreover, by specifying the rule filters head_constraint( [mortality_rate(_ ) ], 1, 1)  
and rule_head_length(1, 1) we ask for rules containing only the predicate 
mortality_rate in the head. After some tuning of the parameters min_sup and 
min_conf for each granularity level, we decide to run the system with the following 
parameter values: min_sup[1]=0.1, min_sup[2]=0.1, min_sup[3]=0.05, 
min_conf[1]=0.3, min_conf [2]=0.2, min_conf [3]=0.1. 

Despite the above constraints, SPADA generates 413 rules from a set of 100791 
candidates. A rule returned by SPADA at the first level is the following: 

is_a(A, ward), crossed_by_urbanarea(A, B), is_a(B, urban_area), 
townsendidx_rate(A, high)  mortality_rate(A, high)  (40.72%, 72.47%) 

which states that a high mortality rate is observed in a ward A that includes an urban 
area B and has a high value of Townsend index. The support (40.72%) and the high 
confidence (72.47%) confirm a meaningful association between a geographical factor 
such as living in deprived urban areas and a social factor such as the mortality rate. It 
is noteworthy that SPADA generates the following rule: 
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is_a(A,ward), crossed_by_urbanarea(A,B), is_a(B, urban_area)   
mortality_rate(A, high)     (56.7%, 60.77%) 

which has a greater support and a ower confidence. These two association rules show 
together an unexpected association between Townsend index and urban areas. 
Apparently, this means that this deprivation index is unsuitable for rural areas. 

At a granularity level 2, SPADA specializes the task relevant object B by 
generating the following rule which preserve both support and confidence: 

is_a(A, ward), crossed_by_urbanarea(A, B), is_a(B, urban_areaL), 
townsendidx_rate(A,high)  mortality_rate(A, high) (40.72%, 72.47%) 

This rule clarifies that the urban area B is large. 
Similarly, SPADA discovers association rules involving low mortality wards: 

is_a(A, ward), crossed_by_urbanarea(A, B), is_a(B, urban_area), 
townsendidx_rate(A, low)  mortality_rate(A, low) (21.13%, 56. 94%)  

This rule, extracted at the first granularity level, states that a low valued Townsend 
index ward A that (partly) includes an urban area B presents a low mortality rate.  

7   Conclusions 

In this paper the discovery of spatial association rules by means of ARES in two real-
world case studies, namely document image analysis and geo-referenced census data 
analysis, is illustrated. We also present some criteria to reduce the pattern search 
space and to filter extracted rules in order to discover interesting association rules 
according to user preferences. This is achieved by exploiting the high expressive 
power of rule miner SPADA 3.0, integrated in ARES, as well as by endowing 
SPADA 3.0 of a powerful language for bias specification. Results show that ARES 
mines interesting rules at different granularity levels. For future work we plan to 
investigate the improvement of ARES in order to implement a tight-coupling between 
SPADA and the spatial database. 
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Abstract. We introduce the notion of an association reduct. It is an
analogy to association rules at the level of global dependencies between
the sets of attributes. Association reducts represent important complex
relations, beyond usually considered ”single attribute – single attribute”
similarities. They can also express approximate dependencies in terms
of, for instance, the information-theoretic measures. Finally, association
reducts can be extracted from data using algorithms adapted from the
domain of association rules and the theory of rough sets.
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1 Introduction

Association rules [1] proved to be helpful for deriving and understanding the
data based knowledge. They provide a clear representation of data dependen-
cies. The rules’ premises and consequences are conjunctions of atomic formulas
(descriptors), often called templates or patterns. They involve the database at-
tributes (columns) and their values. Many algorithms have been developed to
extract both exact and approximate association rules from various types of data.

Valuable knowledge derivable from data can be represented at various lev-
els. Rules expressed by means of the attribute-value descriptors can be replaced
by global attribute dependencies. There is a growing interest in handling such
dependencies. Among many applicable models, one could base on reducts devel-
oped within the theory of rough sets – irreducible subsets of attributes preserving
information about the other, possibly preset attributes [7].

We propose a novel approach to capturing global relationships involving (the
sets of) attributes. We introduce the notion of an association reduct, correspond-
ing both to association rules and the rough set reducts. An association reduct
is a pair (Bl, Br) of disjoint subsets of attributes such that all data-supported
patterns involving Bl (approximately) determine those involving Br.

An association reduct (Bl, Br) is most informative when Bl contains a few
attributes while Br – possibly many of them. Imagine that we found a promising
set of attributes B (the analogy of a large itemset in the Apriori algorithm [1]).
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We want to decompose it as B = Bl ∪ Br, where possibly small Bl would
(approximately) determine the rest of B. This is the minimal information reduct
problem studied in the theory of rough sets (cf. [2, 9]). In this way, we justify a
usage of both words – ”association” and ”reduct” – in the proposed approach.

Association reducts are capable of representing more compound knowledge
than ”single attribute – single attribute” dependencies. A difference is as if
we compared the arbitrary association rules with those involving only single-
attribute descriptors at both rule sides. Generally, one could refer to the feature
selection problem in knowledge discovery in databases [4], where attributes may
be of no interest separately while together they provide a huge information gain.
Therefore, we are convinced that association reducts provide a promising new
means for the data based knowledge representation.

The paper is organized as follows: Section 2 contains basic notions concerning
association rules; Section 3 – basic notions concerning the rough set information
and decision reducts; Section 4 presents the main idea of association reducts;
Section 5 – their informative properties; Section 6 – their approximate extension
based on entropy; Section 7 provides basic algorithmic framework for extraction
of approximate association reducts from data. Section 8 summarizes the paper.

2 Basic Notions – Association Rules

Association rules were originally introduced for basket data (cf. [1]). Then, many
other applications were developed. People started to mine rules within databases
of more general type, given qualitative and quantitative columns as the genera-
tors of literals occurring in the conditions and consequences.

We present the definition of an association rule within the framework of
information systems – the data tables A = (U,A) consisting of the attributes
(features, columns) a ∈ A and objects (cases, records) u ∈ U [7]. Every attribute
corresponds to the function a : U → Va labeling objects with the a’s values from
the set Va. The attribute-value pairs (a, va), a ∈ A, va ∈ Va, called descriptors
correspond to literals or items in the association rule terminology.
Example 1. The information system on the previous page has attributes A =
{Outlook, Temp.,Humid.,Wind, Sport} and objects U = {u1, . . . , u14}. The
attribute functions take a form, e.g., Outlook : U → {Sunny,Overcast, Rain}.
There are 12 descriptors. For instance, (Outlook, Sunny) is supported by u1, u2,
u8, u9, u11. We will refer to this information system in all further examples.

The problem of mining association rules is to generate all rules that have
support and confidence greater than the user-specified thresholds. Consider the
rule cond ⇒ cons, where cond and cons are conjunctions of disjoint sets of
descriptors. By ‖cond‖A, ‖cons‖A ⊆ U we denote the subsets of objects satisfying
cond and cons in the system A. The rule’s support and confidence are derived as

supp(cond ∧ cons) =
card(‖cond‖A ∩ ‖cons‖A)

card(U)
(1)
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U Outlook Temp. Humid. Wind Sport
u1 Sunny Hot High Weak No
u2 Sunny Hot High Strong No
u3 Overcast Hot High Weak Yes
u4 Rain Mild High Weak Yes
u5 Rain Cold Normal Weak Yes
u6 Rain Cold Normal Strong No
u7 Overcast Cold Normal Strong Yes
u8 Sunny Mild High Weak No
u9 Sunny Cold Normal Weak Yes
u10 Rain Mild Normal Weak Yes
u11 Sunny Mild Normal Strong Yes
u12 Overcast Mild High Strong Yes
u13 Overcast Hot Normal Weak Yes
u14 Rain Mild High Strong No

conf(cond⇒ cons) =
card(‖cond‖A ∩ ‖cons‖A)

card(‖cond‖A)
(2)

Example 2. Consider patterns cond = (Outlook, Sunny) ∧ (Temp.,Hot) and
cons = (Humid.,High)∧ (Sport,No). We obtain supp(cond∧ cons) = 0.14 and
conf(cond ⇒ cons) = 1.0. If we choose cond = (Outlook, Sunny), then we get
the support equal to 0.36 and the confidence equal to 0.6.

Usually, the association rule mining is divided onto two steps. First we find all
enough supported itemsets. The original, still popular method is the Apriori
algorithm [1]. Fig. 1 presents its possibly simplest version.

1) L1 = {large 1-itemsets}
2) for (k = 2; Lk−1 �= ∅; k + +) do begin
3) Ck = apriorigen(Lk−1); //generation of new candidates of length k
4) forall candidates c ∈ Ck do
5) calculate supp(c);
6) end
7) Lk = {c ∈ Ck : supp(c) ≥ minsup};
8) end
9) Answer =

⋃
k Lk;

Fig. 1. Apriori algorithm [1]. apriorigen(Lk−1) generates k-long candidates by match-
ing previously found (k − 1)-long itemsets with the support not less than minsup

Example 3. Forminsup = 0.4 we obtain L1 = {(Temp.,Mild), (Humid.,High),
(Humid.,Normal), (Wind,Weak), (Wind, Strong), (Sport, Y es)} and then we
get L2 = {(Humid.,Normal) ∧ (Sport, Y es), (Wind,Weak) ∧ (Sport, Y es)}.

The second step of the association rule generation tries to split every itemset
resulting from Apriori (or one of its modifications) onto disjoint conditional
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and consequence parts. The rule’s support does not change in this step. The
user-specified confidence threshold minconf decides how many descriptors can
be moved to the consequence side. We refer the reader to [1] for classical de-
sign of algorithms deriving rules from itemsets. A number of more up-to-date
approaches can be obviously found in the literature (cf. [4, 8]).

3 Basic Notions – Information and Decision Reducts

The attribute reduction is one of the main steps of the knowledge discovery in
databases [4]. Once we selected the data dimensions, we should examine whether
their number can be reduced, before using data mining algorithms. Such a space
simplification helps unless we loose some important attributes, non-replaceable
by the others. In general, we should consider dependencies among the sets of at-
tributes. This is because attributes which seem to be less informative separately
may provide crucial information together. Methodology which seems to pay the
most attention to this phenomenon originates from the theory of rough sets [7].
We recall its basic notions corresponding to the reduction problems.

Definition 1. (cf. [7]) Let A = (U,A) and subset B ⊆ A be given. We say that
B is an information reduct in A, if and only if B determines A \B, that is

for every conjunction ∧b∈B (b, vb) such that supp (∧b∈B(b, vb)) > 0 there
exists some ∧a/∈B (a, va) such that conf (∧b∈B(b, vb)⇒ ∧a/∈B(a, va)) = 1
and there is no proper subsetB′ � Bsuch thatB′determinesA \B′inA.

(3)

Information reducts seem to correspond to the association rules, now considered
at the global level. Indeed, a reduct B ⊆ A generates exact rules ∧b∈B(b, vb)
⇒ ∧a/∈B(a, va). One can also consider approximate reducts as corresponding to
the rules with confidence less than 1. We will go back to this topic in Section 6.

Example 4. The only information reduct in the considered information system is
B = {Outlook, Temp.,Humid.,Wind}. It determines A\B = {Sport}. We can-
not further reduce B. For instance, if we take B′ = {Outlook, Temp.,Humid.},
then criterion (3) fails for (Outlook, Sunny) ∧ (Temp.,Hot) ∧ (Humid.,High).

In the supervised learning problems one often distinguishes features called deci-
sions. The notion of an information system can then take the form of a decision
system A = (U,C,D) with disjoint sets of conditions C and decisions D.

Definition 2. (cf. [7]) Let decision system A = (U,C,D) and subset B ⊆ C be
given. We say that B is a decision reduct in A, if and only if B determines D
and there is no proper subset B′ � B such that B′ determines D in A.

Intuitively, decision reducts correspond to decision rules (cf. [2]) in the same
way as information reducts correspond to association rules. Some connections,
however, can be drawn also between association rules and decision reducts [5].
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4 Foundations of Association Reducts

Our main objective is to extend intuition and formalism behind methodology
of association rules onto the level of global dependencies among attributes. A
general idea is to operate with subsets of attributes just like we used to operate
with conjunctions of descriptors in case of association rules. Determination of
the rule consequences by conditions will be now understood in terms of global
requirement (3). Approximate determination will be studied in Sections 6, 7.

Definition 3. Let A = (U,A) and subsets Bl, Br ⊆ A, Bl∩Br = ∅, be given. We
say that association reduct Bl � Br occurs in A, if and only if Bl determines
Br and there is no proper subset B′

l � Bl such that B′
l determines (Bl \B′

l)∪Br.

As we can see, the association reduct is a pair of subsets defining its left, con-
ditional part Bl, and its right, consequence part Br. Association reduct is non-
improvable in sense that it is impossible to move any element from its left part
to the right part without loosing constraints for the global determination (3).

Example 5. For the previously considered information system, reducts {Outlook,
Temp.,Wind} � {Sport} and {Outlook,Humid.,Wind} � {Sport} occur.
Consider the first one. {Outlook, Temp.}, {Outlook,Wind}, {Temp.,Wind} do
not determine {Wind, Sport}, {Temp., Sport}, and {Outlook, Sport}, respec-
tively. Hence, conditions of Definition 3 are satisfied.
Association reducts can be easily compared with information reducts:

Proposition 1. Let A = (U,A) and subsets Bl, Br ⊆ A, Bl ∩Br = ∅, be given.
Association reduct Bl � Br occurs in A, if and only if Bl is an information
reduct in the subsystem B = (U,B), where B = Bl ∪Br.

Example 6. If we restrict the considered system toOutlook, Temp.,Wind, Sport,
then {Outlook, Temp.,Wind} becomes the information reduct. Similarly, we get
the reduct {Outlook,Humid.,Wind} for Outlook,Humid.,Wind, Sport.

As a conclusion, once we find good, promising subsets of attributes, we can
search for information reducts to get the association reducts. Although the prob-
lem of finding optimal information reducts is NP-hard (cf. [9]), there exist nu-
merous heuristic approaches developed within the theory of rough sets (cf. [2]).

5 Most Informative Association Reducts

In Section 1 we claimed that an association reduct (Bl, Br) is most informative
when card(Bl) is possibly small comparing to card(Br). Indeed, it seems to
provide maximum information in case a small subset of attributes enables to
(approximately) determine a large subset of other attributes.

Definition 4. Let A = (U,A) and subsets Bl, Br ⊆ A, Bl ∩ Br = ∅, be given.
We say that association reduct Bl � Br is non-extendible in A, if and only if
there is no proper superset B′

r � Br, Bl ∩B′
r = ∅, such that Bl determines B′

r.
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Example 7. The association reducts {Outlook, Temp.,Wind} � {Sport} and
{Outlook,Humid.,Wind}� {Sport} are both non-extendible. This is because
the represented dependencies cannot be extended to {Outlook, Temp.,Wind}�
{Humid., Sport} and {Outlook,Humid.,Wind}�{Temp., Sport},respectively.

Example 8. There is also the third association reduct in the considered system:
{Outlook, Temp.,Humid.,Wind}� {Sport}. It satisfies both Definitions 3 and
4. However, its importance is discussible. We could reduce its conditional part
by Temp. or Humid. and still obtain a non-extendible association reduct. The
problem is that this kind of reduction is not analyzed in Definitions 3 and 4 yet.

Definition 5. Let A = (U,A) and subsets Bl, Br ⊆ A, Bl ∩ Br = ∅, be given.
We say that association reduct Bl � Br is irreducible in A, if and only if there
is no proper subset B′

l � Bl such that B′
l determines Br.

Proposition 2. Let A = (U,A) and subsets Bl, Br ⊆ A, Bl ∩Br = ∅, be given.
Association reduct Bl � Br is irreducible in A, if and only if Bl is a decision
reduct for the decision system B = (U,Bl, Br) and an information reduct for the
information system B = (U,B), B = Bl ∪Br.
The most informative association reducts should be both non-extendible and
irreducible. Only then their informative power cannot be strengthened by neither
reducing the set of conditions nor extending the set of consequences. Such reducts
provide a kind of optimal knowledge base about the attribute dependencies.

Non-extendibility and irreducibility could be also required for the association
rules. It may be compared with other ideas of decreasing the number of rules
generated by standard approaches (see e.g. [8]).

Example 9. Consider the Apriori algorithm with minsup = 0.1. We obtain both
(Temp., Cold)∧(Humid.,Normal) ∈ L2 and (Outlook,Rain)∧(Temp., Cold)∧
(Humid.,Normal) ∈ L3. Then, for the confidence threshold minconf = 1.0,
we obtain rules (Temp., Cold) ⇒ (Humid.,Normal) and (Outlook,Rain) ∧
(Temp., Cold) ⇒ (Humid.,Normal). In some domains, like medical data min-
ing, the experts would prefer a longer rule as more reliable. On the other hand,
the Ockham’s Razor principle suggests removal of any unnecessary conditions.

6 Approximate Reducts Based on Entropy

In real-life data we cannot count too frequently on the exact dependencies among
attributes. Moreover, even if we observe them, we would prefer approximate
dependencies involving less conditions and, possibly, more consequences. In case
of association rules this is regulated by the confidence threshold. In case of
reducts, one could think about a threshold reflecting average confidence of the
corresponding rules. Actually, we need also a kind of average support threshold
if we want to adapt the Apriori algorithm for finding association reducts.

One of the functions studied in the context of the average support and con-
fidence of approximate rough set reducts takes the form of information entropy
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[3]. For simplicity, let us represent any B ⊆ A as B = {b1, . . . , bm} and denote
by Vi the value set of bi ∈ B. Entropy of B can be then expressed as H(B) =

=
∑

v1,..,vm: supp((b1,v1)∧..∧(bm,vm))>0

[
− supp((b1, v1) ∧ .. ∧ (bm, vm)) ∗

log( supp((b1, v1) ∧ .. ∧ (bm, vm)) )

]
(4)

It is shown (cf. [9]) that H(B) equals to minus logarithm of geometric average
of the support of patterns (conjunctions of descriptors) generated by the objects
u ∈ U within B = (U,B). In the same way, the conditional entropy

H(Br|Bl) = H(Bl ∪Br)−H(Bl) (5)

corresponds to the average confidence of rules generated within decision system
B = (U,Bl, Br). We have always H(Br|Bl) ≥ 0, where equality holds if and only
if Bl determines Br. It leads to the following extension of rough set reducts:

Definition 6. (cf. [9]) Let the threshold β ≥ 0 and A = (U,A) be given. We
say that B ⊆ A is an β-approximate information reduct, if and only if

H(A \B|B) ≤ β (6)

and there is no proper subset B′ � B which satisfies inequality H(A\B′|B′) ≤ β.

Definition 7. (cf. [9]) Let the threshold β ≥ 0 and A = (U,C,D) be given. We
say that B ⊆ C is an β-approximate decision reduct, if and only if

H(D|B) ≤ β (7)

and there is no proper subset B′ � B which satisfies inequality H(D|B′) ≤ β.

The above notions are equivalent to the information and decision reducts, respec-
tively, for the average confidence threshold β = 0. For β > 0 we can obtain, how-
ever, much shorter reducts which still provide almost exact information about
the other attributes or distinguished decisions. Let us follow this entropy based
interpretation also in case of most informative association reducts: 1

Definition 8. Let β ≥ 0, A = (U,A), and Bl, Br ⊆ A, Bl ∩ Br = ∅, be given.
β-approximate association reduct Bl �β Br occurs in A, if and only if

H(Br|Bl) ≤ β (8)

and there is neither proper subset B′
l � Bl nor proper superset B′

r � Br for
which H(Br|B′

l) ≤ β and/or H(B′
r|Bl) ≤ β would still hold.

Proposition 3. Let β ≥ 0, A = (U,A), and Bl, Br ⊆ A, Bl ∩Br = ∅, be given.
Bl � Br satisfies the requirements of Definitions 3, 4, 5, if and only if Bl �β Br

satisfies the requirements of Definition 8 for β = 0.

1 Because of the lack of space, we decide to consider at once the most informative
approximate association reducts, with the requirements for non-extendability and
irreducibility directly involved in Definition 8. It is well illustrated by Proposition 3.
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7 Mining Approximate Association Reducts

Let us specify a framework for mining approximate association reducts. We fol-
low the original approach to extraction of association rules and focus on reducts
satisfying the user-defined thresholds. In Fig. 2 we modify the Apriori algorithm
to search for the largest attribute sets with the preset requirement for averagely
high support of generated patterns. Namely, we are interested in α-promising
sets B such that H(B) ≤ α, for the user-defined α > 0 (please refer to the
interpretation of H mentioned in the previous section, based on [9]).

1) P1 = {promising 1-attributesets}
2) for (k = 2; Pk−1 �= ∅; k + +) do begin
3) Ck = apriorisetgen(Pk−1); //generation of new candidates of cardinality k
4) forall candidates B ∈ Ck do
5) calculate entropy H(B);
6) end
7) Pk = {B ∈ Ck : H(B) ≤ α};
8) end
9) Answer = reduce(

⋃
k Pk);

Fig. 2. AprioriSet algorithm. Function apriorisetgen(Pk−1) matches previously found
subsets with entropy not greater than the user-defined threshold α > 0. Function
reduce(

⋃
k Pk) deletes redundant subsets. It means that in case of B, B′ ∈ Answer

such that B′ � B, the subset B′ will be removed from the Answer set

Restriction to Answer = reduce(
⋃

k Pk) assures that the results will further
provide only non-extendible (approximate) association reducts. Obviously, the
analogous approach can be followed in case of large itemsets (cf. [1, 8]).

Example 10. We want to obtain the attribute subsets generating conjunctions
of descriptors supported by at least two objects on average. We should search
for the sets with entropy not exceeding α = − log(2/14) ≈ 2.8. We obtain P1 =
{{Outlook}, {Temp.}, {Humid.}, {Wind}, {Sport}}; P2 = {{Outlook,Humid.}
{Outlook,Wind}, {Outlook, Sport},{Temp.,Humid.},{Temp.,Wind},{Temp.,
Sport}, {Humid.,Wind}, {Humid., Sport}, {Wind, Sport}}; P3 = {{Humid.,
Wind, Sport}}; P4 = P5 = ∅. AprioriSet gives Answer = {{Outlook,Humid.},
{Outlook,Wind}, {Outlook, Sport}, {Temp.,Humid.},{Temp.,Wind},{Temp.,
Sport}, {Humid.,Wind, Sport}}. These are the sets which can be further ana-
lyzed to get approximate reducts Bl �β Br satisfying H(Bl ∪Br) ≤ 2.8.

The time complexity of AprioriSet is potentially exponential, as it is in case of
Apriori. The following result emphasizes the expected difficulties. Fortunately,
a number of speeding-up [1] and heuristic [6] techniques can be adapted.

Theorem 1. For any constant α > 0, the problem of finding maximal sets B
satisfying inequality H(B) ≤ α is NP-hard. 2

2 The proof is skipped because the lack of space. Generally, it involves the problem of
finding maximal almost independent sets in undirected graphs.
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Proposition 4. Let α > 0, β ≥ 0, and A = (U,A) be given. Bl �β Br is a β-
approximate association reduct satisfying H(Bl∪Br) ≤ α, if and only if Bl∪Br

belongs to Answer resulting from AprioriSet for α, Bl is a β-approximate deci-
sion reduct in decision system B = (U,Bl, Br) and a β-approximate information
reduct in information system B = (U,Bl ∪Br).

Example 11. We would like to find the β-approximate association reducts for
β = − log(0.65) ≈ 0.74. It means that we want the generated rules to have
average confidence not below 0.65. Given the results of Example 10, dependencies
{Sport}�β {Humid.}, {Humid.,Wind}�β {Sport} are the only solutions.

The problems of the search of approximate decision and information reducts
are NP-hard as well [9]. We would probably not be able to apply the exhaustive
reduct search to large real-life data sets, as we actually did in the above example.
Still, we can use well established heuristics, like e.g. the order-based hybrid
genetic algorithm developed in [10] for approximate entropy reducts, as well as
modifications of other rough set based attribute reduction techniques (cf. [2]).

8 Conclusions and Directions for Further Research

We introduced the association reducts representing approximate relationships
among the sets of attributes. We discussed their relations to association rules,
as well as to other types of reducts developed so far within the theory of rough
sets. We discussed requirements for the most informative association reducts,
capable of representing the most valuable data based knowledge.

We presented the main intuitions behind association reducts without an ex-
tensive algorithmic and experimental study. We adapted the most basic associa-
tion rule mining methods. More up-to-date techniques should be considered with
regards to association reducts, to take the full advantage of this novel framework
for knowledge representation in real-life applications. The experiments with real-
life data sets should follow the initial algorithmic studies in the nearest future.
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Abstract. The notion of preference naturally occurs in every context where one 
talks about human decisions or choice. Users, faced with a huge amount of data 
but often not equipped with a complete knowledge of the nature of the data, 
seek ways to obtain not necessarily all but the best or most preferred solutions. 
In this paper, we study preferences in the context of frequent pattern mining us-
ing the utility function approach. We also seek to provide a framework for in-
vestigating data mining problems involving preferences. We consider the prob-
lem of preference frequent pattern mining and N-best frequent pattern mining. 
We define preferences analytically, investigate their properties and classify 
them. We also provide some preference frequent pattern mining algorithms and 
show how they can be used for efficient N-best data mining. 

1   Introduction 

It is known that frequent pattern mining plays an essential role in many important data 
mining problems. For most problems, a minimum support threshold, defined by a 
user, is assumed to be available. However, setting such a threshold is usually difficult. 
A user does not know what value for the threshold can be considered good enough. If 
the threshold set is too low a large number of frequent patterns are generated forcing 
the user to sift through all of them to find useful ones. That reduces the efficiency and 
effectiveness of mining. If the threshold set is too high, there is the distinct possibility 
of losing many interesting patterns. If we could find many more frequent patterns 
rather than less frequent ones then the user could stop mining right away. The prob-
lem becomes more complicated when a user has to find frequent patterns that satisfy 
specific properties.  

The research literature on preferences is extensive. It encompasses preference lo-
gics [1, 2, 3], preference reasoning [4, 5, 6], decision theory [7, 8], and preference 
database querying [9, 10, 11, 12, 13]. The first attempt to address the issue of user 
preferences in the context of frequent patter mining was done by S. Jagannath [14]. 
The author presents the use of utility functions to express user preferences and formu-
lates several pattern mining problems. Another approach for preference-based pattern 
mining is proposed by J. Pei and al. [15]. They model the problem using a directed 
graph.  
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In this paper we consider preference-based frequent pattern mining using the util-
ity function approach. We believe that this approach is very natural and useful in 
many mining problems. In this paper we define the concept of preference frequent 
pattern mining and N-best frequent pattern mining, define preferences analytically, 
investigate some of their properties and classify them, design algorithms of preference 
frequent pattern mining for some classes of preferences, and show how these prefer-
ences can be pushed into the frequent pattern growth mining. We also demonstrate 
how preference based frequent pattern mining algorithms can be used for N-best fre-
quent pattern mining and discuss the efficiency of the proposed algorithms. 

2   Problem Definition 

Let I={i1, i2, …, in} be a set of items, where an item is an object with some predefined 
attributes (for example, profit, weight, price, etc.). An itemset is a subset of the set of 
items I. In this paper we write an itemset as a string of items, omitting the parenthe-
ses. For example, itemset {a, b, c} is written as abc. A transaction t=<tid, It> is a 
tuple where tid is the identifier of the transaction and It is an itemset. A transaction 
database T is a set of transactions. We say that an itemset X is contained in a transac-
tion t=<tid, It>, if and only if X⊆It. The support of itemset X, denoted as sup(X), is 
the number of transactions in T containing X. Given a support threshold ξ, 1≤ ξ ≤ |T|, 
we say that X is frequent if sup(X) ≥ ξ. The problem of frequent pattern mining is to 
find the complete set of frequent patterns from a given database, given a support 
threshold. 

Problem Definition 2.1 Preference Frequent Pattern Mining: Given a transaction 
database T, a support threshold ξ, and a preference Pf. The problem of mining fre-
quent patterns with respect to preference Pf is to find the complete set of frequent 
itemsets and output them to a user in the preference order, in other words, more pref-
erable itemsets are output prior than less preferable ones. 

Example 2.1. Let Table1 be our transaction database T, with a set of items I={a, b, c, 
d, e, f, g, h}. Let support threshold be ξ, ξ=2 and preference be Pf, Pf=Larger sup-
port. The corresponding preference based frequent pattern mining problem is, Find 
the complete set of frequent patterns for the given database and output larger sup-
ported itemsets before the less supported ones. 

Table 1 

Transaction ID Items in transaction 
1 a, b, c, d, f 

2 b, c, d, f, g, h 
3 a, c, d, e, f 
4 a, e, f, g 
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The result of the above preference frequent pattern mining is the following par-
tially ordered list of itemsets: {c, f, cf}, {d, cd, df, cdf}, {a, b, e, g, ac, ad, af, bc, bd, 
bf, ce, cg, ef, fg, acd, acf, adf, bcd, bcf, bdf, cef, cfg, acdf, bcdf}. 

The itemsets in the parentheses { } can be output in any order. They have the same 
preference value for the user. In general, for any frequent pattern mining problem, 
with the above preference, any itemset of support k, k∈N, k≥ξ, must be output rather 
than any itemset of support i, i<k, i≥ξ. 

Different preferences on the same transaction database and same threshold, in 
general, will produce differently ordered lists of itemsets. 

Problem Definition 2.2 N-best Frequent Pattern Mining: Given a transaction data-
base T, a support threshold ξ, a nonnegative number N, and a preference Pf. The prob-
lem of N-best frequent pattern mining with respect to preference Pf is to find N most 
preferable frequent itemsets and output them to a user in the preference order.  

Example 2.2. Let Table1 be our transaction database T, with a set of items I={a, b, c, 
d, e, f, g, h}. Let the support threshold be ξ, ξ=2, N=9, and the preference Pf=Larger 
support. Then the problem of N-best frequent pattern mining with respect to prefer-
ence Pf is: Find 9 frequent itemsets with the largest support presented in the database.  

The result of the above N-best frequent pattern mining is the following partially 
ordered list of itemsets: {c, f, cf}, {d, cd, df, cdf}, {x, y}, where x and y are any two 
itemsets from {a, b, e, g, ac, ad, af, bc, bd, bf, ce, cg, ef, fg, acd, acf, adf, bcd, bcf, bdf, 
cef, cfg, acdf, bcdf}. The above two problems are very similar. If we know how to 
organize the search process according to given preferences, we will be able to find N-
best frequent patterns quickly. One possible solution is to find the complete set of 
frequent itemsets using any frequent pattern mining algorithm; compute preference 
value for each frequent pattern and order the itemsets based on their preference values 
and output the partially ordered list of the itemsets or N first itemsets of the list to a 
user. 

In the above approach steps 1 and 2 are distinct and hence performed independ-
ently. The natural questions that arise are: Can we combine them? Can we push the 
ordering with respect to Pf into the mining process? Can we organize the search 
process such that more preferable itemsets are found earlier than less preferable 
ones?  

In this paper we propose several find-order algorithms thus pushing preferences 
deep into the mining process. We use ideas similar to constraint frequent pattern min-
ing [16, 18] and preference frequent pattern mining [14, 15]. 

3   Preferences–Definitions, Properties, Classification 

In this section, we model preference frequent pattern mining problem using the utility 
function approach, define preferences analytically, observe some of their properties 
and classify them. In this paper we use a simplified concept of utility function to 
measure a user’s preference over frequent itemsets. 

Definition 3.1. Given I={i1, i2,…, in} set of items, where an item is an object with 
some predefined attributes and a utility function f:2I  R, where R is a set of real 
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numbers. A preference relation Pf is an order relation corresponding to the utility 
function f. 

Any utility function f defines a preference relation Pf over 2I×2I
. Any preference rela-

tion Pf satisfies the following properties:  

 Pf (X, Y) if and only if f(X)>f(Y)  
 Pf (X,Y) and Pf (Y,X) if and only if f(X)=f(Y)  
 Pf (X,Y) and Pf (Y,X)implies Pf (X,Y).  

Definition 3.2. For any itemsets X and Y (X, Y⊂I) we say that X is preferred over Y if 
and only if Pf (X, Y) and write that as X>P Y, omitting subscript f for Pf. We say that X 
and Y are equally desirable if and only if Pf (X, Y) and Pf (Y, X), and write that as 
X∼PY, omitting the subscript f for Pf. 

Example 3.1. Here are examples of some widely used utility functions and the prefer-
ence relations defined by them. In the examples below, X and Y are itemsets, and we 
assume that each item has a numerical attribute, for example a price attribute. 

1. Find the complete set of frequent itemsets for a given database and output item-
sets containing more expensive items before the itemsets containing less expen-
sive ones, can be defined using utility function f, where f(X)=maxX(item_price), 
largest item price over the items contained in the itemset. 

2. Find the complete set of frequent itemsets for a given database and output  more 
expensive (in total) itemsets before the less expensive ones, can be defined using 
utility function f,  where f(X)=sumX(item_price), the sum is taken over all items in 
the itemset X.  

3. Preferences: Larger average price, Smaller average price, Larger median price,  
Smaller median price, can be easily defined using corresponding utility functions 
(mean and median - functions). 

Now let us introduce a few more definitions that will be used for preferences clas-
sification. For the sake of brevity, we refer to a preference relation Pf as preference P, 
omitting subscript f, and describe them informally in the following way: 
P=Larger/Smaller f(.), where f(.) is an appropriate utility function depending on the 
items in an itemset. 

Definition 3.3. Given a preference P. Let L(P) be a result of frequent pattern mining 
with respect to (w.r.t) P. L(P) is a partially ordered list of frequent itemsets and the 
order of L(P) is defined by the preference P. We say that P-1 is the inverse of P if and 
only if for any given transaction database T and any threshold ξ: (ℜ(L(P-1)))-1=    
=ℜ(L(P)), where ℜ(X) is an order of a set X . 

By this definition, two preferences are inverses of each other if and only if the or-
ders of the mining results determined by the preferences are mutually inverse. 

Definition 3.4. A preference P is called strictly increasing (strictly decreasing) if and 
only if ∀X, X⊆I and ∀X’, X’⊂X (X’≠X): X>P X’ (X’>P X) 

Example 3.2. P=Larger length is a strictly increasing preference. P’=Smaller length 
is a strictly decreasing preference. 
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Definition 3.5. A preference P is called increasing (decreasing) if and only if for ∀X, 
X ⊆ I and ∀X’, X’⊂X. X >P X’ or X ∼PX’ (X’>PX or X∼PX’). 

Example 3.3. P=Larger support is an increasing preference. P’=Smaller support is a 
decreasing preference. It is easy to show that the preference PA=containment of A, is 
increasing, too. 

Definition 3.6. Given an order ℜ of I. We say that P is increasing (decreasing) w. r. t. 
ℜ if and only if for any X={xi1, xi2 ,…,xik} and Y={xj1, xj2 ,…,xjl}  ik > jl holds X>PY or  
X∼PY (Y>PX or X∼PY). 

Example 3.4. P=Larger max(item_attribute) is increasing w.r.t. value-ascending 
order of the items over the corresponding item’s attribute. P=Larger support(.) is 
neither increasing w.r.t ℜ nor decreasing w.r.t ℜ, for any items order ℜ. There are 
also preferences that are neither decreasing, nor increasing. 

Definition 3.7. A preference P is called convertible increasing (decreasing) w.r.t. ℜ 
if and if there is an order ℜ on items such that for ∀X, X ⊆ I and ∀X’, X’ – a prefix of 
X: X>PX’ or X∼PX’ (X’>PX or X∼PX’). 

Example 3.5. The preference P=Larger average(t), where t is a real-value attribute of 
the items, is convertible increasing w.r.t. the value-ascending order of items over the 
attribute t. 

Theorem 1. The following statements are true: 

1. P is strictly increasing (strictly decreasing) if and only if P-1 is strictly decreasing 
(strictly increasing).  

2. P is increasing (decreasing) if and only if P-1 is decreasing (increasing).  
3. P is increasing (decreasing) w.r.t. ℜ  if and only if when P-1  is decreasing (in-

creasing) ) w.r.t. ℜ-1.  
4. P is convertible increasing (convertible decreasing) w.r.t. ℜ  if and only if P-1 is 

convertible decreasing (convertible increasing) w.r.t. ℜ-1.  

Proof. The proof of the Theorem follows directly from the definitions 3.3–3.7.  

Theorem 2. The following statements are true: 

1. Any increasing (decreasing) w.r.t. ℜ preference is convertible increasing 
(decreasing) w.r.t. ℜ. 

2. Any strictly increasing (strictly decreasing) preference is increasing (decreas-
ing). 

3. Any increasing (decreasing) preference is convertible increasing (convertible de-
creasing) w.r.t. some order ℜ. 

Proof. The proof of the Theorem follows directly from the definitions 3.3–3.7.  

Example 3.6. The preference P=Larger support is increasing, but not strictly increas-
ing. It can be easily verified that the preference P=Larger median(.) is neither in-
creasing, nor decreasing. 
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Definition 3.8. A preference P is called convertible if and only if there is an order ℜ 
of the itemset I such that P is convertible increasing or convertible decreasing w.r.t ℜ. 

Example 3.7. It can be shown that the preference P=Larger sum(.) is neither con-
vertible increasing, nor convertible decreasing if items have different sign attribute 
values.  

Lemma 1. The following statements hold: 

1. A preference P is convertible increasing w.r.t. ℜ if and only if there exists such 
order ℜ over I that for any itemset X and item a∈I such that for ∀x∈X, xℜa, 
holds the following: X ∪ {a}>PX or X ∪ {a}∼PX.  

2. A preference P is convertible decreasing w.r.t. ℜ if and only if there exists such 
order ℜ over I that for any itemset X and item a∈I such that for ∀x∈X, xℜa, 
holds the following: X >PX ∪{a} or X∼PX ∪{a}. 

The notion of prefix monotone functions [16] will be used to examine other pref-
erences properties.  

Theorem 3. A preference Pf (a preference relation defined by the utility function f) is 
convertible increasing w.r.t. ℜ if and only if the function f is a prefix increasing func-
tion. A preference Pf is a convertible decreasing w.r.t. ℜ if and only if the function f 
is a prefix decreasing function. 

Proof. The proof follows from  statements in [16] and Lemma1.  

Definition 3.9. A preference P is called strongly convertible if and only if there exists 
an order ℜ over the set of items I such that P is convertible increasing w.r.t. ℜ and P 
is convertible decreasing w.r.t. ℜ-1.  

Theorem 4. A preference Pf is strongly convertible if and only if there exists an order 
ℜ over a set of items I such that the utility function f defining Pf is a prefix decreasing 
w.r.t. ℜ and a prefix increasing w.r.t. ℜ-1 . 

Proof. The proof follows from Definition2.9 and Theorem3.  

Example 3.8 The preferences: Larger average(.), Smaller average(.), Larger me-
dian(.), Smaller median(.) are strongly convertible preferences. 

4   Mining Algorithms 

In this section we propose preference-based frequent pattern mining algorithms for 
some of the preference classes. The general idea is to push preferences into search 
process as deeply as possible and organize the search such that more preferable items 
are found prior to finding less preferable ones. We use the ideas similar to pushing 
constraints into mining process [16, 18] and approach proposed in [14]. All consid-
ered algorithms are based on the frequent pattern growth method [17]. The Algorithm 
for frequent pattern mining with increasing (decreasing) w.r.t. order ℜ preference Pf 
can be formulated as follows. 
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Algorithm1 Increasing w.r.t. ℜ (T, ξ, Pf): 

1. Scan T once, compute the items frequency.  
2. Scan T second time: Eliminate non-frequent items.  Order the frequent items such 

that if X={xi1, xi2,…, xik},Y={xj1, xj2,…,xjl}, and ik>jl then f(X) ≥ f(Y). This can be 
done since it follows from the existence of such order ℜ, def.3.6. 

3. Let I={x1, x2,…,xn} be the frequent items list written in the order ℜ. Search for 
frequent items in the following projected databases: T/x1,T/x2,…,T/xn. For any 
k=1,…,n search T/xk only completed the search of T/xk-1. Output the projection 
bases in the order of projections. 

Algorithm 2-Increasing (T, ξ, Pf): 

1. Scan T once, compute the items frequency.  
2. Scan T second time: Eliminate non-frequent items. Order the frequent items in 

value-descending order of f(.): I={x1, x2, …, xn}. 
3. Find Xmax ⊆ 2I: f(Xmax )=maxX{f(X)}, where X ⊆ 2I; take F={f(x1), f(x2), …, f(xn)},  

F’=ø, ψ=max(F); construct T/Xmax, F’={f(Xmax y)/y is a frequent item in T/Xmax}, 
F=FUF’–{ψ}. 

4. Until there are non-empty projected databases of T, do the following: ψ=max(F), 
Xmax={Xmax⊆2I: f(Xmax )=max(F)}; construct T/Xmax and for each considered pro-
jected database T/Xmax: F’={f(Xmax y)/y is a frequent item in T/Xmax}, F=FUF’–
{ψ}. 

5. Output the projection bases in the order of projections 

The algorithm for frequent pattern mining with convertible increasing (convertible 
decreasing) w.r.t. ℜ  preference Pf is the same as Algorithm 2. Each of the above 
algorithms can be used for N-best frequent pattern mining, where best is defined by a 
user specified preference. 

5   Algorithms Efficiency 

We analyze the efficiency of the algorithms in terms of item set size, the output size, 
and given N for N-best frequent pattern mining. Let |I|=n, output size be equal to m, 
and N be a given nonnegative integer. 

Theorem 5. Execution of each of the Algorithms 1-2 requires m database projections 
and m preference-function recomputations and items sortings, one for each of the 
projected databases 

Proof. Follows directly from the algorithms.  

Theorem 6. Given a nonnegative integer N, N-best frequent pattern search based on 
any of the Algorithms 1-2 requires N database projections, N preference function 
recomputations and item sortings, one for each of the projected databases 

Proof. Follows directly from the algorithms.  
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Based on the above results we can conclude that preference-based algorithms are 
interesting not only by themselves but also in N-best mining context. The N-best 
frequent mining algorhihms get more efficient as the ratio m/N increases. 

6   Related Work  

The current work is a generalization of constraint mining ideas to preference mining 
[16, 18, 19, 20, 21]. This far, we know only a few papers that discuss preference-
based frequent pattern mining problem [14, 15, 19]. In [14] the author formulates 
several pattern mining problems using utility function approach and provides 
algorithms for their solutions. The authors of [15] discuss preference-based mining 
using graph approach. The authors of [19] investigate the problem of frequent patterns 
mining with larger profit. The problem is a special case of our problem, where the 
preference is given in the form Larger sum(profit(t)), t is an item of a frequent itemset 
X. Data mining with filters a concept, that is close to preference/constraint mining, is 
considered in [21]. Different approaches to the evaluation of interestingness and 
usefulness of association rules are investigated in [22, 23, 24, 25, 26, 27]. 

7 Conclusions 

In this paper we defined the concept of preference frequent pattern mining and N-best 
frequent pattern mining based on utility function approach, describe preferences ana-
lytically, investigated some their properties, and classified some of them. We pro-
vided algorithms for the following preference classes: increasing (decreasing) w.r.t. 
ℜ, increasing (decreasing), convertible increasing (convertible decreasing) w.r.t. ℜ, 
N-best frequent patterns and studied their efficiency. 

Acknowledgements. The authors would like to express many thanks to Jian Pei for 
introducing them to the problem and fruitful discussions. 
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Abstract. Discovering significant meta-information from document col-
lections is a critical factor for knowledge distribution and preservation.
This paper presents a system that implements intelligent document pro-
cessing techniques, by combining strategies for the layout analysis of
electronic documents with incremental first-order learning in order to
automatically classify the documents and their layout components ac-
cording to their semantics. Indeed, an in-deep analysis of specific layout
components can allow the extraction of useful information to improve
the semantic-based document storage and retrieval tasks. The viability
of the proposed approach is confirmed by experiments run in the real-
world application domain of scientific papers.

1 Introduction

Since having documents in electronic form makes their management significantly
easier, much research in the last years looked for approaches to handle the huge
amount of legacy documents in paper format according to the semantics of their
components [8]. Conversely, almost all documents nowadays are generated di-
rectly in digital format, and stored in distributed repositories whose main con-
cerns and problems consist in the acquisition and organization of the informa-
tion contained therein. Manually creating and maintaining an updated index is
clearly infeasible, due to the potentially huge amount of data to be handled,
tagged and indexed. Hence a strong motivation for the research concerned with
methods that can provide solutions for automatically acquiring new knowledge.

This paper deals with the application of intelligent techniques to the man-
agement of a collection of scientific papers on the Internet, aimed at automati-
cally extracting from the documents significant information, useful to properly
store and retrieve them. In this application domain, to identify the subject and
context of a paper, an important role is played by components such as title,
authors, abstract and bibliographic references. Three processing stages are typ-
ically needed to identify a document significant components: Layout Analysis,
Document Classification and Document Understanding. We propose to exploit
Machine Learning techniques to carry out the last two steps. In particular, the
need for expressing relations among layout components requires the use of sym-
bolic first-order techniques, while the continuous flow of new document calls for
incremental abilities that can revise a faulty knowledge previously acquired.
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In the following we present DOMINUS, a system that can extract the layout
structure from electronic documents and applies incremental symbolic learning
techniques to tag them.

2 DOMINUS: Document Analysis

The availability of large, heterogeneous repositories of electronic documents is
increasing rapidly, and the need for flexible, sophisticated document manipula-
tion tools is growing correspondingly. These tools can benefit by exploiting the
logical structure, a hierarchy of visually observable organizational components of
a document, such as paragraphs, lists, sections, etc. While Document analysis is
traditionally concerned with scanned images, in this paper we take into account
electronic documents, whose advantages over paper ones include compact and
lossless storage, easy maintenance, efficient retrieval and fast transmission.

Some of the major advantages of digital documents are their explicit struc-
ture, possibly described by a hierarchy of physical (columns, paragraphs, textlines,
words, tables, figures, etc.) or logical (titles, authors, affiliations, abstracts, etc.)
components, or both. This structural information can be very useful in index-
ing and retrieving the information contained in the document. Physical layout
and logical structure analysis of document images is a crucial stage in a doc-
ument processing system. In particular, we focus on documents in PostScript
(PS) or Portable Document Format (PDF), and propose a new approach, based
primarily on layout information, for discovering a full logical hierarchy.

2.1 Basic PostScript Analysis

PostScript [1] is a simple interpretative programming language with power-
ful graphical capabilities. Its primary application is to describe the appearance
of text, graphical shapes, and sampled images on printed or displayed pages.
PDF is an evolution of PostScript rapidly gaining acceptance as a promising
file format for electronic documents. Like PostScript, it is an open standard,
enabling integrated solutions from a broad range of vendors.

Our layout analysis process uses a preprocessing algorithm, named pstopl,
that takes as input a PDF or PS document (such as the PDF version of this
paper) and transforms it into its corresponding XML basic representation, that
describes the initial digital document as a set of pages, each of which is com-
posed of basic blocks. It uses Ghostscript, a software package that provides a
PostScript and PDF interpreter, able to convert PostScript files to many
raster formats, display them on screen, and print them. Specifically, pstopl per-
forms a syntactic transformation from PostScript to XML. A similar algorithm
is pstoedit [6], that translates PostScript and PDF graphics into other vec-
tor formats. More technically, pstopl rewrites basic PostScript operators by
turning each instruction into an object id, described by means of the following
predicates:
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Fig. 1. Word, line and final layout analysis representations automatically extracted
from the last page of this paper, plus an excerpt from the references

box(id, XY0, XY1, font, dimension, RGB, row, text) for the text;
stroke(id, XY0, XY1, RGB, thickness) for the lines;
fill(id, XY0, XY1, RGB) for the Monochromat Areas;
image(id, XY0, XY1) for the Raster Image;
page(n, w, h) for the Pages.

where XY0 and XY1 are the top-left and bottom-right coordinates of the bounding
box respectively; font and dimension are the font-type and size of the text; RGB
is the color of the bounding box content in #rrggbb format; row is the number
of the row in the document where the bounding box is placed; text is the text
contained; thickness is referred to the lines; n, w and h are, respectively, the
number, width and height of the page. For example, the PostScript instruction
to display a text becomes an object describing a text with attributes for the
geometry (location on the page) and appearance (font, colour, etc.) as reported
in the following excerpt of a pstopl output.

box(1,108.3,753.2,176.5,738.3,Times-Bold,28,#000000,738,"Notions").
stroke(14, 63.7178, 189.721, 230.279, 189.721, #010101, 6).
fill(1173, 305.124, 172.98, 550.201, 172.184, #000000).
image(13, 92.76, 280.561, 204.84, 195.841).
page(1, 595, 841).

2.2 Geometric Layout Analysis

Objects in the layout of a document are spatially organized in frames, defined as
collections of objects completely surrounded by white space. There is no exact
correspondence between the layout notion of a frame and a logical notion such
as a paragraph: two columns on a page correspond to two separate frames, while
a paragraph might begin in one column and continue into the next one.
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DOMINUS, after transforming the original document into its basic XML rep-
resentation, performs the layout analysis of the document by applying an efficient
and easy-to-implement algorithm named doc, a variant of that reported in [3] for
addressing the geometric layout analysis problem. doc analyzes the whitespace
and background structure of documents in terms of rectangular covers. The out-
put of doc is the XML layout structure (see Figure 1) of the original document,
obtained through a process that is not a merely syntactic transformation from
PS/PDF to XML. As reported in [3], given a collection of rectangles C in the
plane, all contained within some given bounding rectangle rb, the maximal white
rectangle problem is to find a rectangle r ⊂ rb that maximizes a function Q(·)
among all the possible rectangles r ⊆ rb, where r overlaps none of the rectangles
in C, and Q satisfies the condition r ⊆ r′ ⇒ Q(r) ≤ Q(r′) for any two rectangles
r and r′ (in our case, Q is chosen as the area of the rectangle).

After the background of the document has been identified using doc, it is
possible to compute its complement, thus obtaining the desired output consisting
of two levels of description. The former refers to single blocks filled with the same
kind of content, the latter consists in rectangular frames each of which may be
made up of many blocks of the former type. Thus, the overall description of
the document includes both kinds of objects, plus information on which frames
include which blocks and on the actual spatial relations between frames and
between blocks in the same frame (e.g., above, touches, etc.). This allows to
maintain both levels of abstraction independently.

The following improvements of the basic algorithm reported in [3] were in-
troduced in doc as reported in Algorithm 2.2:

Lines: line segments in a document are considered first, and divide the document
layout into two parts.

Reducing Basic Blocks: to improve the efficiency of doc, two preliminary
phases are applied to the XML basic representation. The basic blocks identified
by pstopl often correspond to fragments of words, so that a first aggregation
based on their overlapping or adjacency is needed in order to obtain blocks
surrounding whole words. A further aggregation could be performed, based on
proximity, to have blocks that group words in lines (see Figure 1). This yields the
XML line-level description of the document, that contains fewer blocks than the
XML basic description and represents the actual input to the document layout
analysis algorithm based on whitespace and background structure analysis.

Rejecting Small White Rectangles: doc uses a threshold, α, on the dimen-
sions and/or area of the rectangles to be found in order to avoid the extraction
of non-significant backgrounds such as inter-word or inter-line spaces.

Stop Criterion: since doc finds iteratively the maximal white rectangles, a stop
criterion was needed. It was empirically defined as the moment in which the area
of the new white rectangle represents a percentage of the total white area in the
document (computed by subtracting the sum of all the areas of the basic blocks
from the whole area of the document) less than a given threshold, β.
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In the resulting XML description of the original document obtained by DOMI-
NUS, each logical component has been identified and described (by means of its
geometric attributes and relationships with respect to other components) and
can be tagged according to the sematic role it plays into the document (e.g.,
title, abstract, author, etc.).

Algorithm 1 Pseudo-code of the optimization of the Breuel Algorithm
function findLayout(M: bound (page’s margin); O: obstacles; α, β: float) :
WhiteRectangles: Set of Rectangles
group blocks in words(O,O’); /* Identify blocks surrounding whole words */
group words in lines(O’,O”); /* Identify blocks grouping words in lines */
enqueue(C,(M,O”)); /* C is a priority queue based on obstacles’ area */
WhiteArea := area(M) - area(O”); percIncr := 1;
while not isempty(C) and (percIncr > β) do

(B,Obstacles) = dequeue(C);
percIncr := area(b) / WhiteArea;
if (obstacles == ∅ and area(B) > α) then

WhiteRectangles := WhiteRectangles ∪ {B};
filter(C,B); /* Split each element of C that overlaps B by using B as a pivot */

else
p = pickpivot(obstacles); /* The lines are a preferential pivot */
b0 = (p.x1,b.y0,b.x1,b.y1), b1 = (b.x0,b.y0,p.x0,b.y1)
b2 = (b.x0,p.y1,b.x1,b.y1), b3 = (b.x0,b.y0,b.x1,p.y0)
for i := 0 .. 3 do

if ( area(bi) > 0 and bi is not included in any bound of C) then
sub obstacles = {u ∈ obstacles | u overlaps bi}
enqueue(C,(bi,sub obstacles))

Return WhiteRectangles

3 DOMINUS: Document Classification/Understanding

The need of automatically labelling the huge amount of documents in a Digital
Library environment, along which their significant components, in order to help
the automatic organization of the document collection for a more efficient storage
and retrieval process, suggested the use of a concept learning system to infer rules
for such task. One dimension along with concept learning algorithms can be char-
acterized is whether they operate in an incremental or non-incremental way. The
former revise the current concept definition in response to each newly observed
training instance, if necessary. The latter infer concepts requiring the whole set
of the training instances to be available at the beginning of the learning process.
The appropriateness of these two approaches has to be evaluated according to
the learning task at hand: in the case of evolutionary environments in which the
instances/information come sequentially, as in digital documents collections, an
incremental algorithm is preferable since revising an existing hypothesis is more
efficient and less expensive than generating a hypothesis from scratch each time
a new instance is observed. Furthermore, the purpose of discovering significant
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knowledge to be used as meta-information for the content-based retrieval and
management of document collections cannot leave aside the complexity of the
domain, due to the great number of interesting layout components, and their
relations, to be discovered in the documents. This suggests the exploitation of
symbolic first-order logic as a powerful representation language to handle such
a situation. Based on these considerations, we decided to adopt INTHELEX [5]
as a system to learn rules for the automatic identification of logical components.

INTHELEX is an incremental Inductive Logic Programming [7] system able
to induce conceptual descriptions from positive and negative examples. Specifi-
cally, the hypotheses are represented as sets of first-order constant-free clauses
whose body describes the definition of the concept in the head. The system incor-
porates two refinement operators to restore the correctness of the theory, one for
generalizing hypotheses that reject positive examples, and the other for special-
izing hypotheses that explain negative examples. Furthermore, whenever a new
example is taken into account the system checks if any sub-concept can be recog-
nized by deduction in its description according to the definitions learned thus far
and the background knowledge, in which case the information concerning those
concepts is added (properly instantiated) to the example description. Another
peculiarity of the system is that it is able to exploit multistrategy operators for
shifting the representation language (abstraction) and/or to hypothesize unseen
information (abduction).

In order to exploit INTHELEX, a suitable first-order logic representation of
the document must be provided. Thus, once the layout components of a docu-
ment are automatically discovered as explained in the previous section, the next
step concerns the description of the pages, blocks and frames according to their
size, spatial [9] and membership relations. Dealing with multi-page documents,
the document description must be enriched with page information such as: the
page number; whether the page is at the beginning, in the middle or at the end
of the document; whether the page is the last one; the total number of pages
in a document. As pointed out, the layout analysis process ends with a set of
rectangles in which each single page is divided. Such rectangles are described by
means of their type (text, graphic, line) and their horizontal and vertical position
in the document. Furthermore, the algebraic relations ⊂ and ⊃ are exploited to
express the inclusion between pages and frames and between blocks and frames.
The other relation that can be described between rectangles is the spatial one. It
is applied to all the blocks belonging to the same frame and to all the adjacent
frames (given a rectangle r, the set of rectangles A that are adjacent to r is made
up of all the ri ∈ A such that ri is the nearest rectangle of r in the same plane).
Fixed a rectangle r, one can ideally divide the plane containing it in 25 parts,
as reported in Figure 2. Then, the relation between r and the other rectangles is
described in terms of the occupied planes with respect to r. Moreover, such kind
of representation of the planes allows the introduction in the example description
of the topological relations [4, 9], including closeness, intersection and overlap-
ping between rectangles. However, the topological information can be deduced
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Fig. 2. Representation Planes for a rectangle according to [9]

by the spatial relationships, and thus it can be included by the learning system
during the learning process exploiting deduction and abstraction.

In order to evaluate the proposed document processing technique, some ex-
periments were designed based on a dataset made up of 108 documents (scientific
papers) coming from online repositories. Specifically, 31 papers were formatted
according to the Springer-Verlag LNCS style, 32 according to the Elsevier jour-
nals one, 20 according to the ICML proceedings style and other 25 according to the
ECAI proceedings style. Each document was pre-processed and automatically de-
scribed in a first-order logic language, along the features above mentioned. Each
document instance obtained in such a way was considered a positive example
for the class it belongs to, and as a negative example for all the other classes to
be learned. The system performance was evaluated according to a 10-fold cross-
validation methodology, ensuring that all the learning and test sets contained
the same proportion of positive and negative examples. Furthermore, the system
was provided with background knowledge expressing topological relations, and
abstraction was exploited to discretize numeric values of size and position. In
the following, some examples of both are given.

Fragment of background knowledge for topological relations:

over_alignment(B1,B2):-
occupy_plane_9(B1,B2),not(occupy_plane_4(B1,B2)).

over_alignment(B1,B2) :-
occupy_plane_10(B1,B2), not(occupy_plane_5(B1,B2)).

left_alignment(B1,B2) :-
occupy_plane_17(B1,B2), not(occupy_plane_16(B1,B2)).

left_alignment(B1,B2) :-
occupy_plane_22(B1,B2), not(occupy_plane_21(B1,B2)).

touch(B1,B2) :-
occupy_plane_17(B1,B2),not(occupy_plane_13(B1,B2)).

touch(B1, B2) :-
occupy_plane_18(B1,B2),not(occupy_plane_13(B1,B2)).

Extract of abstraction theory for rectangles width discretization:

width_very_small(X):- width_small(X):-
rectangle_width(X,Y), rectangle_width(X,Y),
Y >= 0,Y =< 0.023. Y > 0.023,Y =< 0.047.
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Table 1. System Performance on the Classification Phase

Class Revisions RunTime (sec.) Accuracy %
LNCS 15 165.70 93.1
ICML 8.5 51.86 98
Elsevier 9.8 118.34 98
ECAI 11 3108.98 97

Table 2. System Performance on the Understanding Phase

LNCS Revisions RunTime (sec.) Accuracy %
title 11.29 33.467 95.93
author 12.27 47.88 95.39
abstract 16.48 133.706 93.06
references 13.29 50.94 95.24
ICML Revisions RunTime (sec.) Accuracy %
title 12.13 51.668 97.87
author 11.7 29.07 97.12
abstract 10.73 111.130 97.51
references 11.17 76.224 97.54

width_medium_small(X):- width_medium(X):-
rectangle_width(X,Y), rectangle_width(X,Y),
Y > 0.047,Y =< 0.125. Y > 0.125,Y =< 0.203.

In general, due to the different layout components that could be interesting
for a specific class of documents but not for others, the image understanding
phase must be preceded by a classification process in order to recognize the cor-
rect class the document belongs to. Hence, a first experiment on the inference
of rules for the classification step was run, showing good system performance
in terms of execution time, predictive accuracy and number of theory revisions,
as reported in Table 1. The lowest accuracy refers to LNCS, which could be ex-
pected due to the less strict check for conformance to the layout standard by
the editor. The worst runtime for the ECAI class can be explained by the fact
that this is actually a generalization of ICML (from which it differs because of
the absence of two horizontal lines above and below the title), which makes hard
the revision task for the learning system, as confirmed by the greater number
of revisions needed to learn the former with respect to the latter. Anyway, the
high predictive accuracy for this class should ensure that few revisions will be
needed. Moreover, taking into account that each learning set was made up of
97 examples, an average of 11 revisions can be in any case considered a posi-
tive results, since only one revision every 6.5 examples is needed, on average, in
the worst case (LNCS). A second experiment concerning the image understand-
ing phase, aimed at learning rules able to identify the layout components, was
performed on the title, authors, abstract and references layout components of
the documents belonging to the LNCS and ICML documents. These two classes
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were chosen since they represent two distinct kinds of layout (a single-column
the former, a double-column the latter). In Table 2 the averaged results of the
10 folds along with the execution time, predictive accuracy and number of the-
ory revisions are reported. As it is possible to note, also in this experiment the
system showed good performance, specifically as regards the references on which
we intend to base additional processing steps.

4 Conclusion and Future Work

This paper presented a proposal for embedding intelligent techniques in the elec-
tronic documents processing task. Specifically, incremental first-order learning
strategies are exploited for automatically classifying the documents and their
layout components according to their semantics. In particular, we focused on
the domain of scientific papers, for which we believe that an in-deep analysis
of specific layout components, such as the bibliographic references, can improve
the identification of the subject and context of the paper. In this respect, we are
currently working on the improvement of some initial research already present
in the literature [2] and on the development of new, knowledge-based ones. More
future work will concern the improvement of layout analysis algorithm, by devel-
oping more effective methods for basic-block aggregation and by defining flexible
parameters based on the structure of the specific document under processing.
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Abstract. Testing of database applications is of great importance. Although var-
ious studies have been conducted to investigate testing techniques for database
design, relatively few efforts have been made to explicitly address the testing of
database applications which requires a large amount of representative data avail-
able.As testing over live production databases is often infeasible in many situations
due to the high risks of disclosure of confidential information or incorrect updat-
ing of real data, in this paper we investigate the problem of generating synthetic
database based on a-priori knowledge about production database. Our approach is
to fit general location model using various characteristics (e.g., constraints, statis-
tics, rules) extracted from production database and then generate synthetic data
using model learnt. As characteristics extracted may contain information which
may be used by attacker to derive some confidential information, we present a
disclosure analysis method which is based on cell suppression technique. Our
method is effective and efficient to remove aggregate private information during
data generation.

1 Introduction

Database application software testing is by far the most popular activity currently used
by developers or vendors to ensure high software quality. A significant issue in database
testing consists in the availability of representative data.Although application developers
usually have some local development data for local functional testing, however, this
small amount of data can not fulfill the requirements of some testing phases such as
performance testing where a large amount of data is needed. On the other hand, testing
over live production databases is often infeasible in many situations due to the high
risks of disclosure of confidential information or incorrect updating of real data. Hence,
synthetic data generation becomes an appealing alternative.

There have been some prior investigations into data generation , however, the avail-
able data generation tools [3, 4] are built either for testing data mining algorithms or
for assessing the performance of database management systems, rather than for test-
ing complex real world database applications. Hence, they lack the required flexibility
to produce more realistic data needed for software testing, i.e., the generated data also
need to satisfy all the constraints and business rules underlying the live data. The authors
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in [1] investigate how to populate the database with meaningful data that satisfy vari-
ous database constraints (e.g., not-NULL, uniqueness, referential integrity constraints,
domain constraints, and semantic constraints). Although the data generated look more
realistic then pure synthetic data, it still cannot fulfill the testing requirement as they
do not take into consideration statistical distributions of underlying data. The authors in
[6] point out the importance of providing meaningful, representative data with realistic
skew, sparcity and data distributions for benchmarking database system performance.
In terms of performance testing, the performance may be totally different when testing
database applications using two databases with different distributions. Hence, it will be
imperative that the data is both valid and resembling real data in terms of statistical
distribution since the statistical nature of the data determines query performance.

Recently, the authors in [7] have proposed a general framework for privacy pre-
serving database application testing and investigated the method of generating synthetic
database based on a-priori knowledge (e.g., constraints, statistics, rules etc.) about the
current production database. In addition to valid (in terms of constraints and rules) and
resembling real data (in terms of statistical distribution), the data generated needs to
preserve privacy, i.e., the generated data should not disclose any confidential informa-
tion that the database owner would not want to reveal. Since the synthetic database is
generated from a-priori knowledge about the live database, it is important to preclude
confidential information from a-priori knowledge.

In this paper, we propose to use the general location model to model database and
use model learnt to generate synthetic database. We will examine in detail how to extract
statistics and rules to estimate parameters of the general location model and how to
resolve the potential disclosure of confidential information in data generation using
model learnt.

2 The General Location Model Revisited

Let A1, A2, · · · , Ap denote a set of categorical attributes and Z1, Z2, · · · , Zq a set of
numerical ones in a table with n entries. Suppose Aj takes possible domain values
1, 2, · · · , dj , the categorical data W can be summarized by a contingency table with
total number of cells equal to D =

∏p
j=1 dj . Let x = {xd : d = 1, 2, · · · , D} denote

the number of entries in each cell. Clearly
∑D

d=1 xd = n.
The general location model [5] is defined in terms of the marginal distribution of A

and the conditional distribution of Z given A. The former is described by a multinomial
distribution on the cell counts x,

x | π ∼M(n, π) =
n!

x1! · · ·xD!
π1

x1 · · ·πD
xD

where π = {πd : d = 1, 2, · · · , D} is an array of cell probabilities corresponding to x.
Given A, the rows zT

1 , z
T
2 , · · · , zT

n of Z are then modeled as conditionally multivariate
normal. We assume that

zi | ui = Ed, μd, Σ ∼ N(μd, Σ)
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Table 1. An Example of Mortgage Dataset

Categorical Numerical
SSN Name Zip Race Age Gender Balance Income InterestPaid

1 28223 Asian 20 Male 10k 85k 2k
2 28223 Asian 30 Female 15k 70k 18k
3 28262 Black 20 Male 50k 120k 35k
. . . . . . . .

n 28223 Black 25 Male 80k 110k 15k

is independent for i = 1, 2, · · · , n, where μd is a q-vector means corresponding to cell
d, and Σ is a q× q covariance matrix. The parameters of the general location model can
be written as θ = (π, μ,Σ), where μ = (μ1, μ2, · · · , μD)T is a D× q matrix of means.
The maximum likelihood estimates of θ is as follows:

π̂d =
xd

n

μ̂T
d = x−1

d

∑
i∈Bd

zT
i

Σ̂ =
1
n

D∑
d=1

∑
i∈B

d

(zi − μ̂d)(zi − μ̂d)
T (1)

where Bd = {i : μi = Ed} is the set of all tuples belonging to cell d.

An Illustrating Example. Table 1 shows a data example of Mortgage dataset of cus-
tomers with n tuples. Let us assume SSN and Name are confidential information and
should be marked out. The remaining attributes are grouped into two parts: categori-
cal attributes and numerical attributes. Each categorical attribute has its own domains,
e.g., Gender with two domain values {Male, Female}. The categorical part can be
summarized by a 4-dimensional contingency table with total number of cells equal
to D =| Zip | × | Race | × | Age | × | Gender |, where || denote the size of domain
values. We use xd, d = 1, 2, · · · , D to denote the number of tuples in each cell. In
general, tuples contained in one given table is a subset of the cartesian product of some
domains. In other words, some cells may not contain any tuple due to either integrity
constraints or the limited sample size. In this paper, we assume the domains for each
categorical attribute are fixed while the volume of data is changing.

The general location model assumes the numerical attributes (i.e., Balance, Income,
InterestPaid) of tuples in each cell follow a multivariate normal distribution. For example,
the Balance, Income and InterestPaid of customers in the cell {28223,Asian, 20,Male}
follow a 3-variate normal distribution with parameter μ1, Σ1, where μ1 is a 3-vector
means and Σ1 is a 3 × 3 covariance matrix while those in the cell {28223, Asian, 20,
Female}may follow a 3-variate normal distribution with different means and covariance
matrix.

It is straightforward to see we can easily generate a dataset when the parameters of
general location model are given. Generally, it invloves two steps. First, we estimate the
number of tuples in each cell d and generate xd tuples. All xd tuples from this cell have
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the same categorical attribute values inherited from the cell location of contingency table.
Second, we estimate the mean and covariance matrix for those tuples in this cell and
generate numerical attribute values based on the multi-variate normal model. In general,
some columns’ distribution may be functionally dependent on those of other columns,
hence we would like to derive an approximate joint distribution of those independent
columns which is used to generate synthetic data for performance testing.

3 Database Modeling via the General Location Model

Our approach is to derive an approximate statistical model from the characteristics (e.g.,
constraints, statistics, rules, and data summary) of the real databases and generate a
synthetic data set using model learned. A major advantage of our system over [1] is that,
in addition to constraints, we extract more complex characteristics (e.g., statistics and
rules) from data catalog and data and use them to build statistical model.As we discussed
in introduction, even if one synthetic database satisfies all constraints, it does not mean
it can fulfill users’ testing requirement as it may have different data distribution than
production database. Our intuition is that, for database applications, if two databases
are approximately the same from a statistical viewpoint, then the performance of the
application on the two databases should also be approximately the same 1. Furthermore,
our system includes one disclosure analysis component which helps users remove those
characteristics which may be used by attackers to derive confidential information in
production database. As all information used to generate synthetic data in our system
are contained in characteristics extracted, our disclosure analysis component can analyze
and preclude the potential disclosure of confidential information at the characteristics
(i.e., statistics and rules) level instead of data level. In section 3.1, we first present how to
extract various characteristics from production databases and how to fit general location
model using characteristics extracted. We then present how to analyze the model and
check whether it contains confidential information in section 3.2.

3.1 Model Learning

The characteristics of production databases can be extracted from three parts: DDL, Data
Dictionary, and Data. In order to ensure that the data is close looking or statistically
similar to real data, or at least from the point of view of application testing, we need
to have the statistical descriptions, S, and non-deterministic rules, NR, of real data in
production databases. These two sets describe the statistical distributions or patterns of
underlying data and may affect the size of relations derived as a result of the evaluations of
queries the application will need to execute. Hence, they are imperative for the statistical
nature of the data that determines the query performance of database application.

Extracting Characteristics from Data Dictionary. Data dictionary consists of read-
only base tables that store information about the database. When users execute an SQL

1 Here we assume that file organizations, sorted fields, and index structures of the production
database x are not private information and the synthetic data generator use these information
to build the synthetic database in the same way that production database has been built.
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command (e.g., CREATE TABLE, CREATE INDEX, or CREATE SEQUENCE) to
create an object, all of the information about column names, column size, default values,
constraints, index names, sequence starting values, and other information are stored in the
form of metadata to the data dictionary. Most commercial DBMSs also collect statistical
information regarding the distribution of values in a column to be created. This statistical
information can be used by the query processor to determine the optimal strategy for
evaluating a query. As the data in a column changes, index and column statistics can
become out-of-dated and cause the query optimizer to make less-than-optimal decisions
on how to process a query. SQL server automatically updates this statistical information
periodically as the data in the tables changes. In our system, we have one component
which simply accesses tables in data dictionary and fetch characteristics related.

Extracting Characteristics from Data. The statistics information about columns ex-
tracted directly from data dictionary is usually with high granularity which may be
insufficient to derive relatively accurate model. In practice it is usually true that users
can collect more statistics at low granularity from original data or a sample of real data
themselves.

SELECT Zip, Race, Age, Gender, COUNT(*),
AVG(Balance), AVG(Income), AVG(InterestPaid),
VAR POP(Balance), VAR POP(Income), VAR POP(InterestPaid),
COVAR POP(Balance,Income), COVAR POP(Balance,InterestPaid),
COVAR POP(Income,InterestPaid)

FROM Mortgage
GROUP BY Zip, Race, Age, Gender
HAVING COUNT(*) > 5

Fig. 1. Example of extracting statistics using SQL

Figure 1 presents one SQL command to extract statistics at the finest granularity
level. It returns all information needed to derive parameters of general location model.
For example, the value from aggregate function COUNT(*) is the estimate, xd, of the
number of tuples in each cell while the values from aggregate functions (i.e., AVG,
VAR POP, COVAR POP) are the estimates of mean vectors and covariance matrices
respectively of the multi-variate normal distribution of each cell. It is worth pointing out
all aggregate functions can be used with GROUP BY clause with CUBE or ROLLUP
option if we want to extract statistics at all possible granularities.

Q1: SELECT AVG(Income), AVG(InterestP aid) FROM Mortgage WHERE Zip = z AND Race = r
Q2: SELECT AVG(Income) FROM Mortgage WHERE Age = a AND Zip = z

Fig. 2. Workload example of Mortgage database
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Statistics 1: SELECT Zip, Race, COUNT(*), AVG(Balance), AVG(InterestPaid)
FROM Mortgage
GROUP BY Zip, Race
HAVING COUNT(*) > 5

Statistics 2: SELECT Zip, Age, COUNT(*), AVG(Income)
FROM Mortgage
GROUP BY Zip, Age
HAVING COUNT(*) > 5

Fig. 3. SQLs of extracting statistics for workload

In practice, it may be infeasible to extract statistics at the finest level because statistics
at the finest level may contain too much information and may be exploited by attackers
to derive some confidential information about production databases. As our goal is to
generate synthetic data for database application testing, we may extract statistics which
are only related to queries in workload of database software. For the workload which
contains two queries shown in Figure 2, it is clear that the distribution of underlying data
at some high level (instead of at the finest level) is sufficient to capture the relation with
the execution time of queries in workload. For example, the approximate distribution
on Zip,Race would satisfy the performance requirements of Q1 in workload. In this
case, we may only extract statistics necessary for query performance of queries. Figure
3 presents two SQL commands to extract statistics for two queries shown in Figure 2.

Extracting Characteristics from Rule Sets. To derive the deterministic rule set R,
we take advantage of the database schema, which describes the domains, the relations,
and the constraints the database designer has explicitly specified. Some information
(function dependencies, correlations, hierarchies etc.) can be derived from database
integrity constraints such as foreign keys, check conditions, assertions, and triggers.
Furthermore, users may apply some data mining tools to extract non-deterministic rules
NR from production database. The non-deterministic rule set NR helps describe the
statistical distributions or patterns of underlying data and may affect the size of relations
derived as a result of the evaluations of queries the application will need to execute.
Formally, each rule inR andNR can be represented as a declarative rule and is generally
of the form:

IF <premise> THEN <conclusion> [with support s and confidence c].

The rules may include exact, strong, and probabilistic rules based on the support
and confidence. We note here that complex predicates and external function references
may be contained in both the condition and action parts of the rule. Anyone with subject
matter expertise will be able to understand the business logic of the data and can develop
the appropriate conditions and actions, which will then form the rule set.

Figure 4 shows two examples of non-deterministic rules for Mortgage database.
We can interpret Rule 1 as there are 1000 customers with Zip = 28223, Race = Asian,
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Rule 1: IF Zip = 28223, Race = Asian, and Age in (25, 40) THEN Balance is in (20k,30k)
with support s = 900 and confidence c= 90 %.

Rule 2: IF Zip = 28262 THEN Race = White with support s = 5000 and confidence c = 80 %

Fig. 4. Example of non-deterministic rules for Mortgage dataset

and Age in (25, 40) and 90 % of them with Balance in the range of (20k, 30k). It is
straightforward to see these rules can be mapped to statistics of general location model
at some granularity. For example, the number of data entries in cell (28223,Asian, 25-40,
All) is 1000 and we can derive average balance of data entries in this cell from the clause
Balance in (20k,30k) with confidence c= 90 %.

Table 2. Parameter constraints of general location model

Zip Race Age Gender COUNT(*) Balance Income InterestPaid
Balance > 1000 All All All All >1000

Statistics 1 28223 Asian All All 2800 23000 75000
28223 Black All All 3100 35000 89000

. . . . . . . .
28262 White All All 2500 123000 112000

Statistics 2 28223 All 20 All 300 56000
28223 All 21 All 570 38000

. . . . . . . . .
28262 All 40 All 210 73000

Rule 1 28223 Asian 25-40 All 900 (20k,30k)
Rule 2 28262 All All All 5000

28262 White All All 4000

Fitting Model Using Characteristics. It is easy to see all characteristics (i.e., S, R,
NR) extracted from production database can be mapped to constraints of parameters of
general location model at the finest level. Table 2 shows parameter constraints derived
from examples (e.g., constraint Balance > 1000, two statistics from Figure 3, and two
rules from Figure 4.) we discussed previously.

Given those constraints, we can apply linear programming techniques to derive pa-
rameters of general location model at the finest level. However, it is infeasible to apply
linear programming techniques directly in practice due to high complexity (the number
of variables is linear of the number of cells D while the number of constraints is large).
As we know, the problem of estimating the cell entries at the finest granularity subject
to some linear constraints is known to be NP-hard. In our system, we combine some
heuristics to derive parameters from high level constraints. For example, from Rule 1,
we can initialize the number of tuples in those 30 cells (28223, Asian, Age, Gender)
where Age is in (25,40) and Gender in {Male, Female} as 30 ( 900

15×2 ) when we assume
the tuples are uniformly distributed among Age and Gender in cell (28223, Asian, Age,
Gender).
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3.2 Disclosure Analysis

Disclosures which can occur as a result of inferences by attackers include two classes:
identity disclosure and value disclosure. Identity disclosure relates to the disclosure of the
identity of an individual in the database while value disclosure relates to the disclosure
of the value of a certain confidential attribute of that individual.

Given characteristics DB = {S ∪ R ∪ NR} and a set of confidential information
D̄B = {S̄ ∪ R̄ ∪ N̄R}, our initial problem is to find a D̂B such that 1) D̂B ⊆ DB and
2) no confidential information in D̄B can be entailed from D̂B within a given bound.
All the information are contained in the parameters of the general location model, i.e.,
θ = (π, μ,Σ). From section 2, we know 1) π is only used for multinomial distribution
and can be estimated using π̂d = xd

n , where xd is the number of entries in cell d; and 2)
μ,Σ is only used for multi-variate normal distribution of numerical attributes for those
entries in a given cell d. As πd is only related to categorical attributes and μ,Σ are only
related to numerical attributes, we can analyze them separately.

Identity Disclosure. This problem is referred as determining upper and lower bounds
on the cells of the cross-classification given a set of margins [2]. Upper and lower bounds
induced by some fixed set of marginal on the cell entries of a contingency table are of
great importance in measuring the disclosure risk associated with the release of these
marginal totals. If the induced upper and lower bounds are too tight or too close to the
actual sensitive value in a confidential cell entry, the information associated with that
cell may be disclosed.

In our system, from characteristics DB = {S ∪ R ∪ NR}, we extract a set of
cells, C0, and the number of entries in each cell c ∈ C0. From a list of private rules
and statistics, D̄B = {S̄ ∪ R̄ ∪ N̄R}, we similarly extract a list of confidential cells,
C1. For each confidential cell c ∈ C1, a confidential range [xl

c, x
u
c ] which contains the

true value of the number of entries, xc, is derived. [xl
c, x

u
c ] here denotes the confidential

range which database owner does not want attackers to predict. It is clear that predicting
confidential value within a smaller confidential range constitutes compromise. Now our
identity disclosure problem is to find a set of cells, C2, which can be released for data
generation, such that 1) C2 ⊆ C1 and 2) no confidential information xc (c ∈ C1) can be
predicted in range [xl

c, x
u
c ] from the information contained in C2.

Value Disclosure. Value disclosure represents the situation where attackers are able to
estimate or infer the value of a certain confidential numerical attribute of an entity or a
group of entities with a level of accuracy than a pre-specified level. Here an entity or a
group of entities can be characterized by cell they locate in. Attackers may use various
techniques to estimate and predict the confidential values of individual customers. The
accuracy with which attackers are able to predict the confidential attribute determines
whether disclosure occurs.

In our scenario, all numerical attribute values are generated from multi-variate normal
distributions. We expect database owner specifies a confidential range [zl, zu] (z is a
confidential numerical attribute) for an entity or a group of entities. Our problem is
to make sure that a given set of μ,Σ, which are used for data generation, can not be
used by attackers to derive confidential values for an entity or a group of entities in a
small confidential bound. We are currently investigating this problem especially when
non-confidential attributes and linear combination attributes exist in data set.
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4 Conclusions and Future Work

In this paper we investigated how to generate synthetic database using the general
location model which is built using various characteristics extracted from production
database. Our synthetic database generated has similar distributions or patterns as pro-
duction database while preserving privacy, hence it can be used for database application
testing. There are some aspects of this work that merit further research. Among them, we
are trying to figure out how to better screen out confidential information from released
characteristics. Another area for future work is centered on refining the architecture of
the data generator itself. This could include changes to allow further use of real world
data sources (e.g., historical data) for increased realism and more rapid adjustment to
emerging data trends or perturbation.

References

1. D. Chays, S. Dan, P. Frankl, F. Vokolos, and E. Weyuker. A framework for testing database
applications. In Proceedings of the ISSTA. Portland, Oregon, 2000.

2. A. Dobra and S. E. Fienberg. Bounds for cell entries in contingency tables induced by fixed
marginal totals with applications to disclosure limitation. Statistical Journal of the United
Nations ECE, 18:363–371, 2001.

3. Niagara. http://www.cs.wisc.edu/niagara/datagendownload.html.
4. Quest. http://www.quest.com/datafactory.
5. J.L. Schafer. Analysis of Incomplete Multivariate Data. Chapman Hall, 1997.
6. J. Stephens and M. Poess. Mudd: A multi-dimensional data generator. In Proceedings of the

4th International Workshop on Software and Performance, pages 104–109, 2004.
7. X. Wu,Y. Wang, andY. Zheng. Privacy preserving database application testing. In Proceedings

of the ACM Workshop on Privacy in Electronic Society, pages 118–128, 2003.



 

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 391 – 403, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Scalable Inductive Learning on Partitioned Data  

Qijun Chen, Xindong Wu, and Xingquan Zhu 

Department of Computer Science, University of Vermont,  
33 Colchester Avenue, 

Burlington, Vermont 05405, USA 
{qchen, xwu, xqzhu}@cs.uvm.edu 

Abstract. With the rapid advancement of information technology, scalability 
has become a necessity for learning algorithms to deal with large, real-world 
data repositories. In this paper, scalability is accomplished through a data reduc-
tion technique, which partitions a large data set into subsets, applies a learning 
algorithm on each subset sequentially or concurrently, and then integrates the 
learned results. Five strategies to achieve scalability (Rule-Example Conver-
sion, Rule Weighting, Iteration, Good Rule Selection, and Data Dependent Rule 
Selection) are identified and seven corresponding scalable schemes are de-
signed and developed. A substantial number of experiments have been per-
formed to evaluate these schemes. Experimental results demonstrate that 
through data reduction some of our schemes can effectively generate accurate 
classifiers from weak classifiers generated from data subsets. Furthermore, our 
schemes require significantly less training time than that of generating a global 
classifier. 

1   Introduction 

Research in inductive learning has made substantial progress over the years and a 
number of algorithms have been developed. AQ [1], C4.5 [2], CART [3], CN2 [4], 
Bagging [5], and HCV [6] are some of the most popular ones.  Two criteria are com-
monly used to evaluate the performance of a specific algorithm: accuracy and effi-
ciency. Accuracy indicates how well the learned concepts match previously unseen 
data, and efficiency means how fast these concepts can be learned. Improving the 
accuracy and efficiency of learning algorithms has been a central research issue with 
much of the existing effort concentrating on problems with a relatively small amount 
of data. However, in reality, many databases of customers, operations, scientific data, 
and other sorts of data are growing rapidly [7]. As a result, modern learning systems 
are confronted with vast amounts of information and face the challenges of discover-
ing knowledge from the ever-growing data [8]. The question is can we apply our 
learning algorithms directly to these real-world data? Furthermore, many of the exist-
ing approaches require all the training data to be resident in main memory before 
being processed. Even with the fast development of the hardware technology, such a 
requirement is still untenable in most real-world cases. It is found that both manual 
data mining and the direct application of today's mining techniques can be problem-
atic when data sets exceed 100 megabytes [9-11]. In certain cases, data is inherently 
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distributed and can only be localized, it would be infeasible to bring all the data to-
gether and compute one primary “global” classifier. 

The above observations motivated our research in scalable learning algorithms. 
Here scalability is defined as the ability to process a large data set or physically dis-
tributed datasets.  

As existing learning algorithms have a solid foundation, it would be inadvisable to 
design scalable learning schemes from the scratch. So rather than changing the under-
lying principles of those algorithms, our approach seeks to solve the scalability prob-
lem through data reduction, which partitions the data set into subsets, applies a learn-
ing algorithm on each subset, and then integrates the learning results. When partition-
ing the data, some common approaches like random sampling, stratified sampling 
[10], and duplicate compaction can be adopted with each subset being sized to fit into 
the memory for efficient processing (we use stratified sampling in our system). It is 
anticipated that the speed improvement would be more substantial when the computa-
tion complexity is more than linear to the data set size. As in distributed environ-
ments, each subset is disjointed with each other. Accuracy generally suffers as a result 
of data partitioning [12]. Our objective is to seek to minimize the impact of informa-
tion loss from partitioning. 

Due to the size of large databases and the amount of intensive computation in-
volved in data analysis, parallel and distributed data mining has been a crucial 
mechanism for large-scale data mining applications.  Existing research in this area has 
focused on the study of the degree of parallelism, synchronization, data locality is-
sues, and optimization techniques for global rule mining [13-14]. Parallel and distrib-
uted data mining can be combined with our data partition strategy.  If each of the 
partitions is still large, we can apply a parallel or distributed algorithm to discover 
rules from each partition, and then apply the strategies designed in this paper. 

2   Inductive Learning on Partitioned Data 

2.1   Rule-Example Conversion (REC) 

The Rule-Example Conversion scheme borrows some techniques from Multiple-
Layer Incremental Induction Learning [6]. Rule generation and rule conversion are 
the two major steps in this scheme. Rule generation induces a set of rules from one 
subset of the training examples through some inductive learning algorithm. Rule con-
version converts rules into examples. An example set Pc which is converted from a 
rule set R would be much smaller than the base set P  (if R is induced from P)  as the 
number of rules in R is usually much smaller than the number of examples in P. Such 
a converted example set represents some essence information from one subset and can 
be easily utilized by other subsets to improve their learning. The detailed algorithm is 
given in Fig.1. 

Converting a rule into an example can be done as follows. Given rule Rk:  Ak1 = 
ak1, Ak2 = ak2, .. Akm = akm => Class = Cjk. the corresponding converted example Ik will 
be defined in attribute Akl (where l ∈ [1, m]) with the value akl. For those undefined 
attributes, we use # (a Don’t Care value) to fill them. Correspondingly the class label 
for this instance would be Cjk. 
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Procedure RuleExampleConversion (NumOfPar) 

DataPartition(NumOfPar); 

TempRuleSet = φ; TempDataSet = φ; 

For (j=1; j < NumOfPar; j++) 

    RuleSetj = Induce(Partitionj ∪ TempDataSet); 

    TempDataSet = Convert(RuleSetj); 

FinalRuleSet = Induce(PartitionNumOfPar ∪  

                         TempDataSet); 

Return FinalRuleSet 

Fig. 1. Rule Example Conversion 
 

Procedure RuleWeighting (NumOfPar) 

DataPartition(NumOfPar); 

For (j=1; j <= NumOfPar; j++) 

     RuleSetj = Induce(Partitionj); 

FinalRuleSet = RuleWeighting(NumOfPar,   

                                 RuleSet1,…,RuleSetNumOfPar); 
Return FinalRuleSet 
 

 

 

Fig. 2. Rule Weighting 
 

2.2   Rule Weighting (RW) 

Compared with the Rule-Example Conversion scheme, which learns and refines the 
classifier (a rule set) sequentially, Rule Weighting can process each subset concur-
rently.  This scheme is based on the assumption that the more the subsets agree with a 
particular rule, the more reliable this rule will be. Therefore we give each rule a 
weight proportional to its number of occurrences in all rule sets RSj (j ∈ [1, n]). Such 
weights can be utilized during deduction. Rules with higher weights will have a 
stronger influence on the final prediction. Rule Weighting consists of two steps: 1) 
inducing a rule set RSj from each subset Pj (j ∈ [1, n]); and 2) integrating rule sets RSj 
(j ∈ [1, n]). The algorithm is given in Fig.2. 

2.3   Iteration 

The Iteration strategy is inspired by the windowing technique [15]. Suppose a classi-
fier C is induced using a subset of the training examples. This classifier can be used to 
classify examples in another subset or the same subset. Those misclassified examples 
represent the information unknown or vague to C.  Incorporating such examples in the 
next iteration of learning might be helpful in generating a more powerful classifier. It 
is expected that: 1) the size of the misclassified set will be much smaller than the size 
of a single subset and 2) inducing on the expanded set, which includes the misclassi-
fied examples, will not add computational cost significantly.  

Theoretically, Iteration is not appropriate for noisy data. For example, in very 
noisy environments, most of the noisy data will be forwarded to the training data in 
the final iteration, as noisy data will always deny rules that are generally consistent 
with the training set. As a result the final data set will have a higher percentage of 
noise than that in the whole training set. 

2.3.1  Simple Iteration (IT) 
Simple Iteration works through repeatedly replenishing the initial training subset with 
the misclassified examples from other subsets. First, a classifier C1 is induced from 
P1.  C1 is then used to classify examples in P2. Misclassified examples from P2 are 
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forwarded to P1. Such steps are repeated until all subsets are consumed. The detailed 
algorithm is provided in Fig. 3. 

Procedure Iteration (NumOfPar) 

DataPartition(NumOfPar); 

Partition1
’ = Partition1; 

TempDataSet = φ; 

For (j=1; j < NumOfPar; j++) 

   Cj = Induce(Partition1
’); 

   TempDataSet = Misclassified(Cj, Partitionj+1); 

   Partition1
’ = Partition1’ ∪  TempDataSet; 

FinalClassifier = Induce(Partition1’); 

Return FinalClassifier 

Fig. 3. Simple Iteration 

 

Procedure IterationVoting (NumOfPar) 

DataPartition(NumOfPar); 

Partition1’  =  Partition1; 

For (j=1; j <= NumOfPar; j++) 

       Cj = Induce(Partitionj ‘); 

       TempDataSet = Misclassified(Cj, Partitionj); 

       Partitionj+1’  =  Partitionj ∪  TempDataSet 

FinalClassifier = CombineByVoting(C1 , .. ,  

                             CNumOfPar ); 

Return FinalClassifier 

Fig. 4. Iteration and Voting 

 

2.3.2   Iteration and Voting (IV) 
In IT, the first partition is used to generate the initial classifier. Only misclassified 
examples from other subsets are incorporated to generate the final classifier, which is 
thus biased towards the first subset. The quality of the final classifier relies mostly on 
the data quality of the first subset. Furthermore, IT uses the classifier generated in the 
final iteration to represent the final learning results while knowledge learned in the 
intermediate stages is wasted. To compensate for the two shortfalls of IT, VT performs 
induction and deduction on the same subset in each iteration. Misclassified examples 
are forwarded to the subsequent subset. The final classifier is the combination of the 
classifiers generated through Voting. The detailed algorithm is provided in Fig. 4. 

2.4   Good Rule Selection 

2.4.1   Good Rule Selection (GRS) 
“Good rules” are not only useful in providing an accurate prediction, but also in help-
ing “shrink” the learning space as in integrative windowing [16]. Suppose we have a 
rule set RSsyn, which is synthesized from a set of rule sets induced from the subsets of 
the training data. Some of the rules will be labeled as “good” if their prediction accu-
racies over an evaluation set meet or exceed the predefined accuracy threshold. Based 
on our assumption that these rules are “good”, most of the examples in the training set 
would be correctly classified by “good” rules. Thus, we remove all the examples 
covered by these “good” rules from the original training set and form a new data set 
with the remaining examples. We call this set an “uncovered” set Pu. Pu represents 
some knowledge, which is lost through partitioning and can only be recovered by 
coalescing the “minority” examples in each subset. A strong classifier can be gener-
ated through synthesizing rules induced from Pu and good rules in RSsyn. Based on this 
idea, GRS works through combining three operations: induction, evaluation, and 
synthesis, as shown in Fig. 5. 
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Procedure GoodRuleSelection (NumOfPar) 

DataPartition(NumOfPar); 

For (j=1; j <= NumOfPar; j++) 

        RuleSetj = Induce(Partitionj); 

        Ruleswhole = Append(Ruleswhole,, RuleSetj); 

RuleSetsyn =Synthesize(Ruleswhole, Partitionsample); 

RuleSetsyn’
 = LabelGoodRules(RuleSetsyn , 

          Partitioneval); 

Partionu=FindUncoverd(TrainingSet,RuleSetsyn
’
); 

RuleSetu = Induce(Partitionu); 

Ruleswhole = Append(Ruleswhole,, RuleSetu); 

RuleSetsyn = Synthesize(Ruleswhole, Partitionsample); 

Return FinalRuleSet 

Fig. 5. Good Rule Selection 

 

Procedure DataDepRuleSelection(NumOfPar) 

DataPartition(NumOfPar); 

Ruleswhole = Φ; 

For (j=1; j <= NumOfPar; j++) 

          RuleSetj = Induce(Partitionj); 

          Ruleswhole = Append(Ruleswhole,, RuleSetj) 

For (j=1; j <= NumOfPar; j++) 

         RuleSetj’ =  Synthesize(Ruleswhole, Partitionj); 

FinalRuleSet = CombineByVoting(RuleSet1’,.. ,  

          RuleSetNumOfPar’); 

Return FinalRuleSet 

 
 

Fig. 6. Data Dependent Rule Selection 

 

The “rule synthesis operation” is a mechanism used by C4.5Rules to select and or-
der rules (as C4.5Rules uses a first-hit strategy during deduction). Given a data set P 
and a set of rules, the synthesizer will first partition the rules into k categories (k is the 
number of classes in the training set) according to the class label each rule deduces.  
For each category of rules, a synthesizer will choose a “best” rule subset Rp so that Rp 
causes the minimum ratio of false firing on data set P. All these rule subsets are then 
ordered by the false firing ratio on data set P.  In each subset, the rules are ordered by 
their error rate. 

2.4.2   Good Rule Selection and Voting (GRSV) 
GRSV integrates both Voting and GRS. We refine the granularity of weighted ele-
ments by weighting rules rather than the classifiers. Furthermore, a special voting 
member RSsyn, which is synthesized from rules collected from rule sets RSj (j ∈ [1,n]), 
is incorporated. Similar to GRS, some of the rules in RSsyn and RSj (j ∈ [1,n]) will be 
labeled as “good” after evaluation. “Good” rules are given higher weights when they 
 

Procedure GoodRuleVoting (NumOfPar) 
DataPartition(NumOfPar); Ruleswhole =Φ; 
For (j=1; j <= NumOfPar; j++) 
 RuleSetj = Induce(Partitionj); 
 Ruleswhole = Append(Ruleswhole,, RuleSetj); 
RuleSetsyn = Synthesize(Ruleswhole, Partitionsample); 
RuleSetsyn’ =  LabelGoodRules(RuleSetsyn , Partitioneval); 
For (j=1; j <= NumOfPar; j++) 
 RuleSetj’ = LabelGoodRules(RuleSetj , Partitioneval); 
FinalRuleSet = CombineByWeightedVoting(RuleSetsyn’ , RuleSet1’ , .. , RuleSetNumOfPar’); 
Return FinalRuleSet 

Fig. 7. Good Rule Selection & Voting 
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are used to deduce a class label for testing examples. “Good” rules in RSsyn have 
higher weights than those in RSj (j ∈ [1,n]) as RSsyn is constructed from a global view. 
The detailed algorithm is given in Fig. 7. 

2.5   Data Dependent Rule Selection (DDRS) 

In the Good Rule Selection scheme, a synthesizer can generate a sifted and ordered rule 
set RSsyn from RSwhole. This sifted rule set RSsyn has the highest prediction power over the 
data set P. However, in a distributed environment, each local site can access the rules 
generated from other sites. Can such rules help generate a stronger local classifier? 
Similar to Good Rule Selection, first a rule set RSj (j ∈ [1,n]) is induced from each sub-
set of the training examples. Following that all the rules in RSj (j ∈ [1,n]) are gathered 
together to form a set of rules RSwhole. We use RSwhole and each data subset Pj to generate 
a new local rule set RSj‘ (j ∈ [1,n]) through the synthesizer. Finally, rue sets RSj‘(j ∈ 
[1,n]) are combined through Voting. One advantage of the Data Dependent Rule Selec-
tion scheme is that it avoids revealing confidential information caused by exchanging 
raw data directly. The detailed algorithm is given in Fig. 6. 

3   Experimental Evaluations 

This section presents the experimental results for the seven schemes discussed the 
above section. Major findings for each scheme are provided. Not all the data sets were 
used in different schemes due to the adjustments made during the experiments and the 
limitations of some schemes. Also different underlying inductive learning algorithms 
were chosen for different schemes. 

3.1   Test Methodologies 

The data sets used in the experiments are mainly from UCI data repository [17], and 
one artificial data set named “Ibm” [18]. In presenting our results in this section, we 
use the following terminologies to indicate the different experiment conditions: 

• We use HCV, C4.5, and C4.5Rules as the underlying inductive learning algorithms.  
• We call the classifier generated from a subset of the training data a base classi-

fier. We use Avg-base and Max-base to represent the average accuracy and the 
highest accuracy of the base classifiers respectively. 

• Pn is the nth subset (or partition) for a given dataset.  
• Tn is the threshold for good rule selection, where n indicates that a good rule 

should have a prediction accuracy higher than n percent over the evaluation set. 
• VT is the results of simple voting mechanism. 

3.2   Rule-Example Conversion (REC) 

Table 1 shows the experimental results of REC and the major findings are listed below: 

• Generally REC does not maintain the accuracy of the global classifier. Such an 
accuracy degradation can be caused by two things: 1) losing information as a re-
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sult of partitioning, and 2) overgeneralization in REC as one rule that covers many 
examples in one subset is treated only as one example in another subset. 

• It is expected that REC dilutes the effects of noise as examples converted from the 
rules are not supposed to be noisy. Further investigation is needed to verify the 
accuracy improvement in the data set Monk2 where the results of P7 and P9 beat 
the global classifier. 

• Limitations of REC are found through implementation: inability to process con-
tinuous attributes and exclusive conditions of a rule in the rule-example conver-
sion. For example, suppose we have a rule: A1 < 1 and A2 != b  =>  Class 1. How 
should such a rule be processed?  How many examples should be generated from 
this rule? 

• As we can see from the above analysis, REC is not very effective to generate 
knowledge, which can further be used by different iterations of learning. 

Table 1. Rule-example conversion results 

Dataset C4.5 P3 P5 P7 P9 P11 
Car 89.6 85.8 85.1 77.8 79.2 77.8
H-r 92.9 78.6 46.4 75 71.4 67.9

Monk1 75.7 70.8 70.8 75 75 75 
Monk2 65 63.9 55.1 67.1 67.1 62.5
Monk3 97.2 97.2 80.6 80.6 80.6 80.6
Vote 97 97 97 95.6 97 97 

Table 2. Rule weighting results (HCV) 

Dataset HCV P3 P5 P7 P9 
Car 91.319 90.278 88.542 88.194 84.722
H-r 78.571 67.857 82.143 57.143 78.571

Monk1 100 73.38 72.685 76.157 65.278
Monk2 65.509 60.185 63.194 59.259 60.185
Monk3 97.222 98.148 96.991 97.222 97.222
Vote 97.037 96.296 97.037 97.037 96.296

3.3   Rule Weighting (RW) 

Table 2 lists the results for RW and the major findings are given below: 

• RW does not maintain the accuracy of the global classifier consistently. A better 
result is achieved sometimes; nevertheless, accuracy boosting does not occur 
regularly. 

• It is quite rare for one particular rule to appear repeatedly in different rule sets. 
This can be caused by the complexity of the rule space or rule pruning in differ-
ent stages. Therefore effective rule weighting cannot be achieved. 
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3.4   Simple Iteration (IT) 

Tables 3 to 4 show the results for Simple Iteration and the major findings are given 
below: 

• Similar to the RW scheme, accuracy boosting does occur sometimes, but it is 
unknown when such improvements will happen. 

• Table 4 shows the performance of IT on the Connect dataset, which contains 10% 
of manually injected noise [19]. Severe accuracy droppings can be seen at some 
spots, which demonstrate the poor performance of IT in a noisy environment. 
Furthermore, IT cannot maintain the performance of Voting with noisy data. 

Table 3. Simple iteration results (HCV) 

Dataset HCV P3(%) P5(%) P7(%) P9(%) P11(%) 
Car 91.319 90.972 88.889 85.764 87.847 87.153 
H-r 78.571 75.00 75.00 85.714 64.286 82.143 

Monk1 100 76.157 91.204 80.324 78.009 77.546 
Monk2 65.509 64.583 59.722 64.815 62.731 67.361 
Monk3 97.222 97.222 88.889 97.222 87.963 94.676 
Vote 97.037 95.556 94.815 97.037 97.037 94.074 

Table 4. Simple iteration results from a noisy dataset (10% class noise) 

Dataset C4.5Rules Approach P4(%) P8(%) P12(%) P16(%) P20(%) 

IT 62.40 49.60 62.70 72.30 51.20 Con-
nect 

75.2% 
VT 78.40 76.00 74.20 74.10 72.90 

3.5   Iteration and Voting (IV) 

Tables 5 and 6 present the results for Iteration & Voting and the major findings are 
given below: 

• As shown in Table 8, IV does not maintain the accuracy of the global classifier 
consistently.  

• Iteration&Voting can outperform Voting consistently. Such an accuracy boosting 
becomes more significant when the number of subsets increases. Therefore Itera-
tion strategy can recover some of the lost knowledge caused by partitioning. This 
conclusion is further confirmed from experimental results on a large set, as shown 
in Table 6. 

• Iteration & Voting outperforms both Iteration and Voting. Therefore the integra-
tion of the two techniques, Voting and Iteration, can boost the accuracy of the final 
classifier. 

• To find out whether IV is more capable than Iteration in noisy environments, we 
tried IV on Connect. The results in Table 6 demonstrate that IV outperforms both 
IT and Voting in noisy data. Unexpectedly, IV can even outdo the global classifier 
sometimes in noisy environments. 
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Table 5. Iteration and voting results 

Dataset C4.5Rules Approach P3(%) P5(%) P7(%) P9(%) P11(%) P13(%) P15(%) 

IV 91.70 91.70 89.90 89.60 87.80 88.50 86.50 Car 93.80 
VT 92.40 86.50 88.50 87.80 87.80 87.50 84.70 
IV 81.00 77.00 79.00 76.00 75.50 71.80 75.00 

Ibm 80.80 
VT 77.80 76.00 72.80 70.20 73.50 70.50 69.00 

Table 6. Iteration and voting results from large/noisy dataset 

3.6   Good Rule Selection (GRS) 

Table 7 shows the experimental results of GRS and the major findings are listed below: 

• GRS can achieve a higher accuracy than the global classifier sometimes. How-
ever, regularities of accuracy improvement cannot be found. 

• Generally, the higher the specified ‘good’ rule accuracy threshold, the higher the 
accuracy of the final rule set will be. Since less rules will be labeled as ‘good’ 
rules, the uncovered data set will have more examples, and consequently, the 
higher the quality of the rules generated from the uncovered set. 

• One drawback of this scheme is found through implementation: the size of the 
uncovered set is uncontrollable, as it relies on the accuracy threshold for ‘good’ 
rules and the initial data quality. So this scheme cannot deal with a situation where 
the uncovered data set is too large to be processed with one iteration of learning. 

Table 7. Good rule selection results 

Dataset C4.5Rules Tn P3(%) P5(%) P7(%) P9(%) P11(%) 
T95 91.70 93.40 93.40 91.00 94.10 
T90 91.70 93.40 93.40 89.90 94.10 
T85 89.20 91.00 89.90 89.90 88.50 
T80 89.20 91.70 88.50 89.90 86.10 

Car 93.80% 

T70 89.90 92.70 88.50 87.50 86.10 
T95 78.50 79.20 80.20 81.80 78.00 
T90 78.50 78.00 80.20 78.50 77.20 
T85 78.00 78.50 77.00 78.80 77.50 
T80 76.00 83.50 77.00 78.80 77.50 

Ibm 80.80% 

T70 74.00 77.80 76.20 76.50 76.00 

Dataset C4.5Rules Approach P4(%) P8(%) P12(%) P16(%) P20(%) 
IV 85.50 83.50 82.90 82.80 81.50 Connect 

(noise free) 85.9% 
VT 82.30 81.70 79.90 81.00 79.60 
IV 75.20 77.90 77.60 78.00 78.80 
IT 62.40 49.60 62.70 72.30 51.20 

Connect 
(10% class 

noise) 
75.2% 

VT 78.40 76.00 74.20 74.10 72.90 
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3.7   Good Rule Selection and Voting (GRSV) 

Table 8 shows the results of GRSV. The major findings are listed below: 

• GRSV does not maintain the accuracy of the global classifier as the number of 
subset increases. 

• Overall, GRSV outperforms Voting. The increased granularity of the weighted 
element and good rule labeling are useful in generating a more accurate classifier. 
But a consistent accuracy improvement can be achieved only when the accuracy 
threshold >= 90%, which means the rules to be considered as “good” should be 
indeed good.  

Table 8. Good rule selection and voting results 

Dataset C4.5Rules Approach P3(%) P5(%) P7(%) P9(%) P11(%) 
T95 94.10 91.00 89.90 87.80 88.20 
T90 93.40 91.00 89.60 87.80 88.20 
T85 92.70 90.60 89.60 87.80 87.50 
T80 92.00 90.60 89.60 87.80 87.50 
T70 92.40 91.00 89.60 88.20 87.80 

Car 93.80% 

Voting 92.40 86.50 88.50 87.80 87.80 
T95 78.80 77.50 74.50 71.50 74.20 
T90 77.80 75.50 74.50 71.20 74.50 
T85 77.50 75.50 74.20 72.80 73.80 
T80 77.50 75.50 75.80 73.80 74.00 
T70 76.80 76.00 75.50 74.80 73.80 

Ibm 80.80% 

Voting 77.80 76.00 72.80 70.20 73.50 

3.8   Data Dependent Rule Selection (DDRS) 

Table 9 shows the results of DDRS as compared with Voting. 

• Significant accuracy improvement can be found from DDRS as the number of sub-
sets increases. Therefore incorporating rules generated from other learning processes 
can help local learning and compensate information loss caused by partitioning. 

• Contrary to DDRS, GRSV performs well when the number of subsets is small. 
Therefore it is expected that combining these two strategies can help generate a 
more accurate classifier.  

Table 9. Data dependent rule selection results 

Data-
set 

C4.5R
ules 

Ap-
proach

P3(%) P5(%) P7(%) P9(%) P11(%) P13(%) P15(%) 

DDRS 92.70 89.60 88.20 87.80 89.60 91.30 86.80 
SV 92.40 86.50 88.50 87.80 87.80 87.50 84.70 Car 0.938 

GRSV-
DDRS 93.40 89.90 88.90 88.20 89.60 91.30 87.20 

DDRS 77.00 75.20 73.50 75.20 76.20 76.50 76.00 
SV 77.80 76.00 72.80 70.20 73.50 70.50 69.00 Ibm 0.808 

GRSV-
DDRS 77.80 76.00 73.80 75.20 76.50 76.20 75.80 
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3.9   Time Complexity Analysis 

Table 10 lists the time expense of different schemes as compared with that of 
C4.5Rules (on Connect). Due to the limitations of REC and RW (incapability in 
dealing with continuous attributes and exclusive conditions in rules), no experimental 
results of these two schemes are provided. The following conclusions can be drawn 
from these results: 

• All the schemes evaluated in this paper have significantly less time expense 
(training plus classification) than that of running C4.5Rules over the whole data 
set. This conforms that if a learning algorithm's time complexity is more than lin-
ear in the number of examples, processing small, fixed size samples sequentially 
can reduce the complexity. 

Table 10. Time expense comparison (Connect, in seconds) 

C4.5Rules Approach P8(s) P16(s) P24(s) P32(s) P40(s) 
GRSV 38 22 19 18 13 4661(s) 
DDRS 401 476 561 667 585 

 IV 240 121 84 58 49 

3.10   Experiment Summary 

Tables 11 to 12 summarize the experimental results (Car and Splice) of all the 
schemes we investigated. We can see that most of our integration schemes can outper-
form Avg-base and Max-base. Therefore sampling of the training data is definitely 
not sufficient to generate accurate classifiers and integration is necessary and helpful. 
 

Table 11. Comparisons from 7 schemes on Car dataset 

Classifier Global Classifier Approach P3(%) P5(%) P7(%) P9(%) P11(%) 

REC 85.80 85.10 77.80 79.20 77.80 

Max-Base 87.50 84.40 83.70 81.90 79.50 C4.5 89.60% 

Avg-Base 84.70 81.32 79.88 79.08 76.92 
IT 91.00 92.40 92.70 96.50 94.40 
IV 91.70 91.70 89.90 89.60 87.80 

GRS 91.70 93.40 93.40 91.00 94.10 
DDRS 92.70 89.60 88.20 87.80 89.60 
GRSV 94.10 91.00 89.90 87.80 88.20 
GRSV-
DDRS 93.40 89.90 88.90 88.20 89.60 

VT 92.40 86.50 88.50 87.80 87.80 
Max-base 89.60 89.60 86.80 86.50 84.70 

C4.5Rules 93.80% 

Avg-base 87.60 85.90 84.30 81.00 79.00 
RW 90.28 88.54 88.19 84.72 83.55 
IT 90.97 88.89 85.76 87.85 87.15 

Max-base 88.19 82.63 86.80 84.37 79.86 
HCV 91.32% 

Avg-base 84.72 79.23 79.61 75.46 75.03 
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However, none of our schemes can maintain the accuracy of the global classifier as 
the number of subsets increases. Iteration and Data Dependent Rule Selection are the 
two most promising strategies. Combined with Voting, they can generate schemes, 
which outperform Voting consistently. Furthermore Data Dependent Rule Selection is 
the best scheme to compensate the information loss caused by partitioning as the 
number of subsets increases. 

Table 12. Comparisons from 5 schemes on Splice dataset 

C4.5Rules Approach P6(%) P9(%) P12(%) P15(%) P18(%) P21(%) 
IT 89.90 92.00 90.30 86.70 91.70 88.90 

IV 93.60 94.20 93.80 93.00 92.40 90.10 

GRS 93.60 94.20 93.80 93.00 92.40 90.10 

GRSV 94.00 93.80 94.20 93.20 93.00 90.50 

DDRS 94.40 94.00 93.80 94.00 94.00 94.00 
GRS-
DDRS 93.80 94.00 93.80 94.00 94.00 94.20 

VT 93.40 93.60 93.80 93.00 90.30 87.70 

Avg-base 86.77 86.07 84.89 82.06 79.37 76.71 

93.60% 

Max-base 90.50 91.80 92.40 90.50 87.70 84.30 

4   Conclusions 

In this paper, we have addressed the problem of inductive learning on large or distrib-
uted data repositories. Five strategies (Rule-Example Conversion, Rule Weighting, 
Iteration, Good Rule Selection, and Data Dependent Rule Selection) and seven 
schemes have been investigated.  

Among all the schemes we designed and evaluated, Iteration &Voting, and Data 
Dependent Rule Selection are the two most promising integration schemes, which can 
outperform Voting consistently. In addition, our study shows that classifiers trained 
individually from the subsets of a large data set are not as accurate as integrating a 
collection of separately learned classifiers. Therefore integration is necessary. The 
integration technique yields significantly higher accuracy than a classifier trained 
from a random subset (an average of 10% improvement). Furthermore, our integration 
schemes require significantly less training time than that of generating a global classi-
fier over the global data set (an average of 90% improvement). 

Many possibilities exist to extend the existing empirical evaluations and work on 
some related challenging issues, e.g., how many partitions are needed to generate 
optimal results, whether there exists an error bound for the proposed methods, and 
what is the accuracy loss due to partitioning. The research achievements on these 
issues can essentially benefit many real-world applications which have suffered sig-
nificantly from their large data volumes. 
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Abstract. In this paper, we propose an approach to the simulation of control of 
an intelligent home aiming at understanding which is the impact of embedded 
and pervasive technology on people daily life. In this vision, the house is seen 
as an intelligent environment made up of independent and distributed devices 
interacting to support user’s goals and tasks. Achieving this aim requires giving, 
to these intelligent artifacts, an appropriate level of autonomy, distribution, ad-
aptation, proactiveness, etc. Therefore, in some way, they share the same char-
acteristics as agents. C@sa is a multiagent system aiming at modeling, control-
ling  and simulating house behavior according to user and context features. 

1   Introduction 

Home Automation aims at handling the house control and management from several 
viewpoints (appliances, security, communications, comfort, …) with the main objec-
tive of making the life of inhabitants easier. Most of the time, solutions to this prob-
lem result in using new complex remote controls or new computer-based interfaces. 

Currently, houses are being networked, bringing the internet to the home and al-
lowing new services. In the future home environment, the user will be overwhelmed 
by a multitude of devices with complex capabilities, different access network inter-
faces and different multimedia and control services. Introducing new visible technol-
ogy does not always produce an improvement of the quality of interaction. Then, to 
change this trend, making home automation systems more accepted and spread 
through different user categories, the challenge is to create environments in which 
technology is present but invisible to users, as in Weiser’s vision [1].   

Ambient Intelligence (AmI) solutions, in which the interaction become pervasive 
and more natural, may help in making the house services fruition easy, natural and 
adapted to the user needs [2].  In the AmI information technology paradigm, people 
interact with a “real-digital” environment that is aware of their presence and of the 
context in which they are interacting. The environment perceives people presence, 
adapts and answers in a proactive manner to their needs, habits, emotional states, etc.. 
In this vision, people will be surrounded by intelligent and intuitive interfaces embed-
ded into objects of daily use that will be able to recognize them and to react to their 
presence in a transparent way. Then, an AmI environment is composed of independ-
ent and distributed devices (artifacts) interacting to support user-centered goals and 
tasks. The key characteristics of these intelligent artifacts are autonomy, distribution, 
adaptation, proactiveness, etc: therefore, in a way, they share the characteristics of 
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agents. As envisaged in [3], agent technologies impact ambient intelligence since they 
can be used as an abstraction metaphor for the design of complex, distributed compu-
tational systems as a way of implementing these systems and implementing intelligent 
interaction with the user [4].  

Following this distinction, we propose a MultiAgent System (MAS) which is 
aimed, on one side, at simulating control of an intelligent home from the functional 
viewpoint and, on the other side, at providing an interface layer for interacting with 
the house.  In this paper, we discuss how an agent-based organization of the house 
control may help in achieving the goal of a National project1 to support architectural 
designers in testing the requirements of an intelligent house, in order to define guide-
lines for the integration of these technologies in tomorrow houses. In particular, the 
paper is structured as follows: in Section 2 we outline the architectural requirements 
of an agent-based system simulating the behavior of an intelligent house. In this Sec-
tion we describe which is the role of each agent constituting the MAS and its organi-
zation and emphasize how the house behavior is decided. Section 3 illustrates the 
simulation and control 3D interface that allows to monitor the house behavior. Section 
4 reports some information about the system implementation. Conclusions and future 
work directions are illustrated in the last Section. 

2   Architectural Requirements of an Intelligent Home 

There are several projects concerning the development of a Smart Home; for instance. 
Adaptive House [5] focuses on the development of a home that programs itself by 
observing the lifestyle and desires of the inhabitants, and learns to anticipate and 
accommodate their needs. In this system the control is handled by neural network 
reinforcement learning and prediction techniques. In the MavHome project [6]  the 
smart home is seen as an intelligent agent that perceives its environment through the 
use of sensors, and can act upon the environment through the use of actuators. The 
home has certain overall goals, such as minimizing the cost of maintaining the home 
and maximizing the comfort of its inhabitants. The IHome Environment is another 
example of intelligent home that uses the MAS technology as a way to control the 
behavior of house appliances from the resource consumption and coordination view-
point [7] . The UMASS simulated IHome environment is controlled by intelligent 
agents that are associated with particular appliances (i.e. WaterHeater, CoffeeMaker, 
Heater, A/C, DishWasher, etc.).  

In developing our infrastructure, we were concerned about control, simulation and 
interaction with the home environment not only at a low abstraction level (single 
appliances behavior) but also at a higher level of abstraction, closer to the user needs 
and goals. In our opinion, ambient intelligence artifacts are likely to be function-
specific (though possibly configurable to tasks) and will need to interact with numer-
ous other AmI artifacts present in the environment in order to achieve their goals and 
meet users’ expectations. Our research focuses mainly on the software that provides 
the infrastructure for intelligent control of devices within a home, to design and 

                                                           
1  PRIN 03 – “L'ambiente domestico informatizzato: progetto e verifica dell'integrazione di 

utente, tecnologia e prodotto”- Università di Bari and Siena, Politecnico di Milano. 
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 evaluate a system architecture which: i) allows to manage the house from the services 
viewpoint rather than from the room or device one; ii) adapts the house behavior to 
the inhabitant’s needs, adjusting the control of devices according to their “influence 
sphere”; iii) allows to test the relationship between users and their home. We have 
developed a first prototype of a MAS, called C@sa, in which we propose a hierarchi-
cal organization of different types of agents: operators, supervisor and interactors. 
Let’s see in more detail the role of each of them. 

2.1   The Operator Agent 

An operator agent (Oi) controls and model the 
behavior of a simple artifact (device, appliance, 
etc.). As shown in Figure 1, it is defined by a 
set of attributes describing the state of the arti-
fact and a set of behaviors describing the task 
that the user or another agent can perform on it. 
Each task is associated with a formal descrip-
tion that can be used with two aims: controlling 
the artifact and generating natural language 
explanation of its use [8]. So for instance, if the 
user does not know how to use an appliance, 
he/she may ask explanations to the house that can use the formal model as a knowl-
edge base for generating help [9].   

Then, taking inspiration from the functional view of an agent presented in [10], the 
entire house can be seen as a macro-entity whose reasoning process is driven by 
sensing user actions and context parameters and whose output is shown through some 
changes in the house appearance (controlled by some effectors). In this view, the 
operator agent can be defined as belonging to one or more of the following families: i) 
context_sensor (CS): this agent measures the value of one or more device attributes 
(e.g. temperature, humidity, motion, etc.); ii) effector (E):  this agent directly affects 
the state and/or other attributes of the device (e.g., heating on at 26°, air conditioning 
off, stereo playing a song, …). 

2.2   The Supervisor Agent 

Operator agents represent the entire home and are, in some way, related to each other 
(dependent, interacting, etc.). In particular, the state of a device may influence another 
device and therefore the house behavior. 

Since, in order to meet the user’s desires, artifacts and therefore operator agents 
need to interact with other ones, they need to be coordinated according to the recog-
nized user needs.  

This is the role of the Supervisor agent (Sk) which, according to the current con-
text situation and to the presumed preferences and needs of the user in that context, 
reasons on how to coordinate the agents belonging to its influence sphere (Figure 2). 
In our system, an influence sphere, is defined in function of the type of service to be 
provided to the house inhabitants and not in function of house zones (rooms) like in 
other systems [11]. Examples of influence sphere are the following: comfort, security, 

Ti
Task 

Model 

Generic Operator Agent 

Set of 
Tasks 

State 
Attribute-a 
Attribute-b 

Oi

Fig. 1. Operator Agent 



Agent-Based Home Simulation and Control 407 

 

Sk

E1 

Decisional 
Behavior

Generic Supervisor Agent 

En 

User Data 

State of Effectors 

   State of ContextSensors

   Fig. 2. Schema of a Generic Supervisor Agent 

wellness and entertainment. 
Therefore, we specialize the 
decisional behavior of each Su-
pervisor agent according to the 
influence sphere it controls.  

The Agent’s decisional behav-
ior is determined by an influence 
diagram that models the relation-
ship between decisions (e.g. de-
vice actions), random uncertain 
quantities (e.g. user goals) and 
values (e.g. utility of the action). 

Figure 3 shows the model that 
a generic supervisor agent uses 
for deciding the utility of an 
action on the user. In particular, 
in this influence diagram:  
- the square box denotes the decision about performing an action at time ti; 
- the round nodes are chance variables and, in this abstract model they represent the 

house and user situation before (ti;) and after (ti+1) action execution; they describe 
sensors situation and how they influence the context; obviously, since the house 
adapts its decision to the user in order to meet his/her requirements, the user situation 

at a given time is inferred 
accordingly; 

- the rhombus nodes 
represent the utility 
value for the user when 
an action i is executed 
on the device i. 

Then, the global seman-
tics of this schema is:  given 
a certain context configura-
tion defined by the values 
coming from the sensors, 
there is a probability func-
tion that indicates the possi-
ble user goals and prefer-

ences in that situation, these two values are used to calculate the utility for the user if 
the Supervisor agent performs an action. 

An example of Supervisor is the Comfort agent, which decides the appropriate at-
mosphere setting and controls the behavior of the involved operator agents, according 
to some contextual parameters (i.e.weather conditions, internal temperature, etc.). 
According to some definitions of comfort, it concerns mainly light settings (intensity 
and colour), internal temperature, intrusiveness of communication systems, etc. [11, 
12]. However, what comes out from attempting to define comfort is that it is highly 
subjective.  

Fig. 3. A General Decision Schema of a Supervisor 

Sensors ( ti+1 )

Context ( ti+1 )

UtilityAction decisions ( ti )

Sensors ( ti 

Context ( ti )

User Situation ( ti 

User Situation ( ti+1 

)

)

)
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To enable a Supervisor Agent to reason about the trade-off of different possible 
courses of action and to adapt behaviorally to changing environment, we implemented 
its decision behavior as an instance of the abstract diagram illustrated in Figure 3. It 
provides a dynamic, uncertainty-based knowledge representation for modeling the 
inherent ambiguity in determining the likelihood of the agent to meet the user expec-
tation performing some actions. This likelihood provides a decision-theoretic ap-
proach to change the state of the house for pursuing the goal of the Supervisor. The 
Supervisor agent maintains a model of the user's needs within a target influence zone. 
Since the decision-theoretic methodology is domain-independent, it is readily exten-
sible over new application domains. 

 

Fig. 4. A portion of the decisional behavior of the Comfort Agent 

Figure 4 shows a portion of the network representing the reasoning behavior of the 
Comfort Supervisor Agent. According to the semantics of influence diagrams, deci-
sions concerning the same problem are taken in sequence. Then, the decision of turn-
ing on the air conditioning at a certain temperature rather than opening the window is 
influenced by some contextual parameters that can be derived by context_sensors (i.e. 
internal_temperature, humidity, user heart beat rate, and so on) and, eventually, by 
some other more static parameters concerning data about the user (i.e. age, environ-
mental attitude, and so on). These data can be retrieved in the user profile.  

For instance, in the case that at time ti “the internal situation is hot&wet, the body 
parameters denote a non comfortable situation and consequently the personal wellness 
is bad_toohot/toowet” then, the decision of opening the windows (if closed) is not 
convenient if the external situation would make worst the personal wellness at time 
ti+1. In the considered example, the Comfort Supervisor will find an improvement of 
the personal wellness after opening the windows.  

This diagram aims at giving an idea of the general model of the Comfort Influence 
Sphere. Therefore, employing a structured view of an environment provides two ma-
jor advantages when attempting to control the home. Firstly, the control can be 
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Artifact

O1 O2

O3

O4

Sa
Sb

Sensor

Fig. 6. Interaction paradigms with the smart home 

achieved on any node of the network with a guarantee that all causally dependent 
nodes will change accordingly. For instance, the node representing the wellness level 

can be forced into a specific 
state and all dependent 
nodes’ states will subse-
quently be changed, if a 
state change is necessary. 
Secondly, it can be used 
also for detecting problems 
with sensors data (for in-
stance, if the user feels bad 
because is hot and the inter-
nal temperature is 10° C, 
then, probably there is a 
problem with that sensor). 

Once the Supervisor 
Agent decides what to do, it has to ask the Operator Agents, involved in the decision, 
to performed the required action. This is done using a protocol in which the agents 
use ACL (Agent Communication Language) [13], whose content is expressed in 
XML, for communicating. Figure 5 illustrates the exchange of ACL messages be-
tween the Comfort Supervisor and the Operator Agents in its influence sphere.  

3   The Interactor Agent 

In our project we envisage two different interaction levels (Figure 6) directed to dif-
ferent categories of users: i) the environment simulation and control interface to be 
used especially by archi-
tectural designer for test-
ing their hypothesis and 
ii) the user interface level 
to be used by house in-
habitants.  

In the first case, the in-
terface has to help the end 
user in simulating context 
situations and in testing 
consequent house reac-
tions. In the second case, 
the house inhabitants 
should be able to interact 
naturally with the house 
appliances or directly (i.e. 
voice commands, tangible interfaces, touch screens, and so on) or indirectly delegat-
ing tasks to a “house assistant” (i.e. the virtual butler agent, a robot, etc.) or implicitly 
(i.e. through sensors perception of relevant data). 

comfort light Airconditioning/Heating smell 
Request(on,light blue) 

Inform (ok) 

Request (on, 24°, dry ) 

Inform (ok) 

Request (on, sea breeze) 

Inform (ok) 

Fig. 5.  Exchange of ACL messages between SA and OAs 
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In this first phase of the project, we are mainly concerned with the implementation 
of  the level of interaction aiming at simulating and controlling what is happening in 
the house given some context and user features.  

The “Environment Simulation & Control” Interface has been created using 3D 
Graphics. In this first prototype, the house zones and the objects within them have 
been realized using 3D Studio Max and then exported and transformed into VRML 
(Virtual Reality Modeling Language, [14]).  

 

Figure 7 shows a por-
tion of the 3DUI for 
interacting with the 
living room. In this 
selected view, active 
entities controlled by 
operator agents are the 
internal temperature 
sensor, the air-
conditioner and the 
windows. 

           Fig. 7. 3DUI showing a portion of the living room 

In order to use the 3DUI for simulation and control purposes, it has been necessary 
to establish a connection with C@sa. This, at the moment, has been made through a 
protocol in which the house MAS sends an ACL message whose content is the XML 
description of the situation in the selected house zone. 

This message will be 
received by a Java 
class able to parse it 
and to render, at the 
interface level, what 
is specified in the 
message. Figure 8 
shows a situation 
change in which the 
operator agent con-
trolling the air-
conditioner changed 
its state to “on” after 
a decision. 

Fig. 8. 3DUI showing the air-conditioner cooling the room 
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Then, the 3DUI interface sends an ACL message specifying a state change or the 
need to read some state attributes to the operator agent responsible for that device. 

A change, obviously has an effect of the decisional behavior of the supervisor 
agent controlling a certain influence sphere. In this case, actions in the virtual world 
are collected by the usage model [15] that according to the type of action has update 
the tables of the Influence Diagram after a number of actions of that kind belonging to 
the same influence sphere and performed in the same context (calculated as a signifi-
cant percentage on the total number of interaction). We are still investigating on the 
weight to be associated to every type of action given a certain influence sphere and 
some context features. 

4   Implementation Issues 

There are several agent development frameworks that facilitate the building of multi-
agent systems. Among these, the JADE project [16], which is a FIPA compliant 
framework, showed to be appropriate for developing the described infrastructure. In 
particular, we had to include the Agent Decisional Behaviour, modelled with Belief 
and Decision Network Java Applet [17], in the Supervisor Agent Class. The commu-
nication among the agents representing the house infrastructure is formalized using 
ACL messages which allows the information and knowledge exchange through a set 
of communicative acts. In particular, in order to use a more database and device neu-
tral, readable and easy to parse format, we encoded the content of ACL messages in 
XML. 

5   Conclusions and Future Work Directions 

The idea of a house equipped with technical and life-enhancing devices is already old. 
What is new in this field is the added value of the transparency and interactiveness of 
ambient intelligence where, following Weiser’s vision, the technological devices fade 
into the background and are embedded into daily objects. 

According to this point of view, we have designed and developed a MAS called 
C@sa aiming at modeling and simulating the behaviour of an intelligent home. The 
idea at the bases of its organization is that the house is not divided into rooms, but is 
seen as a set of Influence Spheres denoting the type of service that are provided to the 
house’s inhabitants (i.e. the comfort, the security, wellness, etc.). Then, the control of 
each influence sphere is delegated to a Supervisor Agent that drives the behaviour of 
Operator Agents representing the devices belonging to that sphere. This aim is 
achieved using a decisional behaviour modelled as an Influence Diagram. In this 
phase of the project we are testing the system behaviour using a 3D simulation nter-
face. The collected data will be used not only for system evaluation by architects 
involved in the system but also as a set of examples to recognize behaviour patterns 
and add prediction capabilities to our system. 

In our future work, we plan also to evaluate the centralized decision behaviour, 
presented in this paper, with a distributed one in which global decisions about a ser-
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vice are taken by the Supervisor Agent and decision local to a single device are taken 
by the correspondent Operator Agent.  
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Abstract. The present work proposes a new semantics for logic pro-
gram with preference rules and studies logic programs enriched with
both aggregates and preference rules. The interest of research literature
in handling user preferences to express a partial order on rules and liter-
als is reflected by an extensive number of proposals. The association of
aggregates and preferences is, here, used to also express a partial order
on global models, other than on literals and rules, so that optimization
problems can be expressed in a simple and elegant way. The use of ag-
gregates makes logic languages more flexible and intuitive, without any
additional computational complexity.

1 Introduction

The effort of ranking and returning the preferred information is an increasingly
key goal in AI applications ranging from information filtering and extraction
to user profiling. The increased interest of research literature on preferences
is reflected by an extensive number of proposals allowing the specification of
flexible and powerful preferences. Logic programming plays a significant role in
this line of research and different proposals have been developed for representing
and reasoning about users’ preferences.

Most of the approaches propose an extension of Gelfond and Lifschitz’s ex-
tended logic programming by adding preference information [6, 7, 11, 17, 22, 23].
Some other approaches attempt to extend the well founded semantics to logic
programs with preferences [19] and in [22] it is proposed an extension of van-
Gelder’s alternating fixpoint theory and it is shown it can be used as a general
semantics for logic programs with priority. A preference is expressed using a bi-
nary relation on objects of some given type. The most common form of preference
consists in specifying a strict partial order on rules [6, 7, 11, 17, 22, 23], whereas
more sophisticated forms of preferences also allow specifying priorities between
conjunctive (disjunctive) knowledge with preconditions [3, 6, 17]. The literature
distinguish between static and dynamic preferences. Static preferences are fixed
at the time a theory is specified, i.e. they are “external” to the logic program
[17, 18], whereas dynamic preferences appear within the logic program and are
determined “on the fly” [6, 7, 3, 20]. A first category of approaches [7, 11, 17, 23]
uses a two level technique, i.e. preferences are used at a meta-level in order
to define an alternative semantics. The basic idea underlying these approaches,

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 413–424, 2005.
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though very different, consists in selecting just those answer sets that can be
generated in an “order-preserving way”. A second category of approaches [1, 3]
utilizes extra conditions on the standard answer-sets of the preference free pro-
gram to further check if an ordinary answer set S is a “preferred answer set”.

A framework of prioritized logic programming, having a mechanism of explicit
representation of priorities, was introduced by Sakama and Inoue in [18]. A prior-
itized logic program (PLP ) is a pair (P,Φ), where P is a standard program and Φ
is a set of priorities. The approach studies how to represent and reason with static
preferences among literals under strict partial order. The semantics of a PLP is
given as preferred answer sets which are defined as answer sets of P and satisfy the
set of priorities in Φ. Different frameworks for reasoning with priorities in logic pro-
ramming have been proposed such as ordered logic programs [7], preferred answer
sets of extended logic programs [1], logic programs with ordered disjunction [2].

The present work is a contribution in the direction of realizing prioritized
reasoning in logic programming. Specifically, the novelty of this paper consists
in considering Datalog-like languages with preferences, as proposed by Sakama
and Inoue [17], enriched with the use of aggregates, as proposed in [13]. The
use of aggregate predicates makes logic languages more flexible and intuitive,
and their combination with preferences, as will be shown in the following, al-
lows preferences to be defined on global models and optimization problems to be
expressed in a simple and elegant way. The paper proposes a new semantics of
preferred stable models with both aggregates and preference rules, which seems
to better capture the intuitive meaning of programs. Moreover, the complexity
of computing preferred answer sets in the presence of prioritized program with
dynamic preferences and aggregates is analyzed. It will be shown that the prob-
lem of checking if there exists a preferred stable model is ΣP

2 -complete, whereas
deciding if a literal is true is ΣP

3 -complete and ΠP
3 -complete under, respectively,

brave and cautious reasoning. Thus, the introduction of aggregates predicates
and dynamic preferences does not increase the complexity of computing preferred
stable models w.r.t. PLP in [17].

2 Preliminaries

A disjunctive Datalog rule r is a clause of the form:

A1 ∨ · · · ∨Ak ← B1, · · · , Bm, notC1, · · · , notCn, k +m+ n > 0,

where A1, · · · , Ak, B1, · · · , Bm, C1, · · · , Cn are atoms. The disjunction A1 ∨ · · · ∨
Ak is the head of r, while the conjunction B1, · · · , Bm, notC1, · · · , notCn is the
body of r. A (disjunctive) logic program is a finite set of rules. A not-free (resp.
∨-free) program is called positive (resp. normal). The Herbrand Universe UP of
a program P is the set of all constants appearing in P, and its Herbrand Base
BP is the set of all ground atoms constructed from the predicates appearing in
P and the constants from UP. A term, (resp. an atom, a literal, a rule or a
program) is ground if no variables occur in it. In the following we assume the



Aggregates and Preferences in Logic Programming 415

existence of rules with empty head, called denials, which define constraints1, i.e.
rules which are satisfied only if the body is false. An interpretation of P is any
subset of BP . An interpretation M for P is a model of P if M satisfies all rules
in ground(P). The minimal model semantics, defined for positive P, assigns to
P the set of its minimal models MM(P), where a model M for P is minimal,
if no proper subset of M is a model for P. The more general disjunctive sta-
ble model semantics also applies to programs with (unstratified) negation [10].
Disjunctive stable model semantics generalizes stable model semantics, previ-
ously defined for normal programs [9]. For any interpretation M , denote with
PM the ground positive program derived from ground(P) by 1) removing all
rules that contain a negative literal not a in the body and a ∈ M , and 2) re-
moving all negative literals from the remaining rules. An interpretation M is a
(disjunctive) stable model of P if and only if M ∈ MM(PM ). For general P,
the stable model semantics assigns to P the set SM(P) of its stable models. It
is well known that stable models are minimal models (i.e. SM(P) ⊆ MM(P))
and that for negation free programs, minimal and stable model semantics co-
incide (i.e. SM(P) = MM(P)). We denote with DAT∨,not the full language
here considered (Datalog rules with disjunctive heads and, possibly unstratified,
negation) and with DATnot the restriction of DAT∨,not where rules are normal
(i.e. disjunction free). For a given language L, with a little abuse of notation, we
also denote with L the set of all possible programs which can be written in L.
An exclusive disjunctive datalog rule r is a clause of the form A1 ⊕ · · · ⊕ Ak ←
B1, · · · , Bm, notC1, · · · , notCn. The rule r can be rewritten into k rules of the
form: Ai ← B1, · · · , Bm, notC1, · · · , notCn, notA1, · · · , notAi−1, notAi+1, · · · ,
notAk with i ∈ [1..k].

2.1 Sets, Bugs, Lists and Aggregate Functions

In this section we introduce an extension of Datalog to manage complex terms
and aggregates. In particular, we introduce standard SQL functions which are
applied to complex terms and a nondeterministic function which selects (nonde-
terministically) one element from a complex term.

Bugs and Sets. A (ground) bug term S is of the form {s1, ..., sn}, where sj

(1 ≤ j ≤ n) is a constant and the sequence in which the elements are listed
is immaterial. Moreover, a bug term {s1, ..., sn} is called set term if the num-
ber of occurrences of every sj , for 1 ≤ j ≤ n, is immaterial. Thus, the three
sets {a, b}, {b, a} and {b, a, b} coincide, while the two bugs {a, b} and {b, a, b}
are different. Note that the enumeration of the elements of a set term can be
given either directly or by specifying the conditions for collecting their elements
(grouping variables). Grouping variables may occur in the head of clauses with
the following format: p(x1, ..., xh, 〈y1〉, ..., 〈yk〉, 〈〈yk+1〉〉, ..., 〈〈ym〉〉) ← B1, ..., Bn

where B1, ..., Bn are the goals of the rules, p is the head predicate symbol with

1 Under total semantics a denial rule of the form ← B can be rewritten into standard
rules of the form p← B, not p.
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arity h+m, yi for 1 ≤ i ≤ m, is a grouping variable, and x1, ..., xh are the other
arguments (terms or other grouping variables). To the grouping variable 〈〈Y 〉〉
(resp. 〈Y 〉) will be assigned the bug (resp. set) {Y θ | θ is a substitution for r
such that B1θ, ..., Bnθ are true}.

Aggregate Functions. We consider logic rules with built-in aggregate func-
tions, such as min,max, count, sum and avg which are applied to sets and bugs.
An aggregate term is of the form f(S) where S is a grouping variable and f ∈
{min,max, count, sum, avg} is an aggregate function. Note that since grouping
variables may only occur in the head of rules, aggregate terms only occur in the
head of rules too. Observe that min〈〈S〉〉 = min〈S〉 and max〈〈S〉〉 = max〈S〉.
Example 1. Consider the databaseD consisting of the following facts: q(a,2,x),
q(a,3,y), q(b,4,x), q(b,7,y), q(b,4,z) and the following program P :

p1(X, 〈Y〉) ← q(X, Y, Z) p2(X, 〈〈Y〉〉) ← q(X, Y, Z)
p3(X, min〈Y〉) ← q(X, Y, Z) p4(X, max〈Y〉) ← q(X, Y, Z)
p5(X, count〈Y〉) ← q(X, Y, Z) p6(X, count〈〈Y〉〉) ← q(X, Y, Z)
p7(X, sum〈Y〉) ← q(X, Y, Z) p8(X, sum〈〈Y〉〉) ← q(X, Y, Z)
p9(X, avg〈Y〉) ← q(X, Y, Z) p10(X, avg〈〈Y〉〉) ← q(X, Y, Z)

The evaluation of the above rules gives the following facts:

p1(a, {2, 3}), p1(b, {4, 7}), p2(a, {2, 3}), p2(b, {4, 7, 4}),
p3(a, 2), p3(b, 4), p4(a, 3), p4(b, 7),
p5(a, 2), p5(b, 2), p6(a, 2), p6(b, 3),
p7(a, 5), p7(b, 11), p8(a, 5), p8(b, 15),
p9(a, 2.5), p9(b, 5.5), p10(a, 2.5), p10(b, 5).

�
Nondeterministic Predicates: Choice. Other than classical aggregate oper-
ators, we also consider a nondeterministic function, called choice, which selects
nondeterministically one element from a set, bug or list. A choice term is of the
form choice〈S〉 where S is a list of variables. Clearly, the candidate results for
choice〈S〉, and choice〈〈S〉〉 coincide. In the following we only consider programs
whith aggregates and choice, but we disallow the use of set and bug constructors
without aggregates and choice, i.e. the derived facts are standard Datalog atoms.

Example 2. Consider the following program:

p(1, fish, 20)⊕ p(1, beef, 18) ←
p(2, red, 10)⊕ p(2, white, 8)⊕ p(2, beer, 5) ←
p(3, pie, 3)⊕ p(3, ice-cream, 2) ←

defining different dinner dishes. Each model computes a set of dishes and each
dish has associated a cost. The same result can be obtained though the single
rule: q(X, choice〈Z〉) ← p(X, Y, Z) where p is a relation containing all atoms
reported in the above disjunctive rules. Assuming to consider only the set of
dishes whose global cost is lesser than 30:

qs(sum〈C〉) ← q(X, C)
← qs(S), S ≥ 30

then the above program has 12 stable models, but only 6 satisfy this bound. �
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2.2 Prioritized Logic Programs

In this section we briefly review prioritized logic program proposed in [18]. A
(partial) preference relation * among atoms is defined as follows. Given two
atoms e1 and e2, the statement e1 * e2 (called priority) means that e2 has
higher priority than e1. Moreover, if e1 * e2 and e2 * e3, then e1 * e3. A
priority statement e1 * e2 means that for each a1 instance of e1 and for each
a2 instance of e2 it is a1 * a2. The statement e1 ≺ e2 stands for e1 * e2 and
e2 �* e1 Clearly, if e1 ≺ e2, the sets of ground instantiations of e1 and e2 has
empty intersection. A prioritized logic program (PLP) is a pair (P,Φ) where P is
a disjunctive program and Φ is a set of priorities. Φ∗ denotes the set of priorities
which can be reflexively or transitively derived from Φ.

Definition 1. Given a PLP (P,Φ), the relation � is defined over the stable
models of P as follows. For any stable models M1,M2 and M3 of P
1. M1 �M1,
2. M1 � M2 if a) ∃e2 ∈ M2 −M1, ∃e1 ∈ M1 −M2 such that (e1 * e2) ∈ Φ∗

and b) � ∃e3 ∈M1 −M2 such that (e2 ≺ e3) ∈ Φ∗,
3. if M1 �M2 and M2 �M3, then M1 �M3. �

If M1 �M2 we say that M2 is preferable to M1. Moreover, we write M1 � M2
if M1 � M2 and M1 �= M2. An interpretation M is a preferred stable model
of (P,Φ) if M is a stable model of P and M � N implies N � M for any
stable model N . The set of preferred stable models of (P,Φ) will be denoted
by PSM(P,Φ). Note that the relation Φ1 ⊆ Φ2 between two PLPs (P,Φ1) and
(P,Φ2) does not imply PSM(P,Φ1) ⊆ PSM(P,Φ2). As showed in [18] it is
possible to express priorities among conjunctions and disjunctions of atoms,
priorities among rules and priorities with preconditions (e1 * e2) ← B). More
details on PLP can be found in [18] (see also [4, 23] for related material).

We recall that deciding the existence of a preferred stable model is Σ2
P −

complete and deciding whether a literal is true in some (resp. all) preferable
stable model of (P,Φ) is Σ3

P -complete (resp. Σ3
P -complete).

2.3 Answer Set Optimization

We here provide a brief overview of the technique proposed in [3]. An answer set
optimization program ASO is a pair (PGen, PPref ). PGen (Generation Program)
is used to generate answer set, that is define the space of acceptable solutions.
PPref (Preference Program) defines context-dependent preferences and is used to
compare answer sets of PGen, that is to form a preference ordering of acceptable
solutions. Intuitively, the rules in PGen can be thought of as hard constraints
on the answer set; whereas rules of PPref can be thought of as soft constraints
describing conditions under which one answer set is to be considered better than
another.

Definition 2. Let A be a set of atoms. A preference program over A is a finite
set of rules of the form: C1 > ... > Ck ← a1, ..., an, not b1, ..., not bm where ais
and bjs are literals and Cis are boolean combinations over A. �



418 S. Greco, I. Trubitsyna, and E. Zumpano

A boolean combination is a formula built of atoms in A by means of disjunc-
tions, conjunctions, strong (¬) and default (not) negation with the restriction
that strong negation is allowed to appear only in front of atoms and default
negation only in front of literals. PPref determines a preference ordering on the
answer sets described by the generating program PPGen.

Definition 3. Let PPref = r1, ..., rn be a preference program and let S be an
answer set, then S induces a satisfaction vector Vs = (vs(r1), ..., vs(rn)) where:

– vs(rj) = I if rj is Irrelevant to S, i.e.
• the body of rj is not satisfied in S or
• the body of rj is satisfied, but none of the Cis is satisfied in S.

– vs(rj) = min{i : S |= Ci}. �

In the comparison of models it is assumed that I is equal to 1 (i.e., vSj (ri) = I
is equivalent to vSj

(ri) = 1).

Definition 4. Let S1 and S2 be an answer sets. We write VS1 ≥ VS2 if vS1(ri) ≥
vS2(ri) for every i ∈ 1, ..., n. We write VS1 > VS2 if VS1 ≥ VS2 and for some
i ∈ 1, ..., n vS1(ri) > vS2(ri). �

The complexity of ASO programs depends on the class of generating pro-
grams. For disjunctive programs we have the same complexity of prioritized
programs, while for disjunction-free programs the complexity is one level lower.

3 Extended Prioritized Logic Programs

In this section we propose a technique which captures some intuitions of the
techniques proposed by [3, 18], but differs from both of them.

Syntax

We use a syntax similar to that proposed in [3]. Given two atoms A1 and A2,
the statement A2 > A1 means that A2 has higher priority than A1. A (partial)
preference relation > among atoms is defined as follows.

Definition 5. An (extended) preference rule is of the form

A1 > A2 > · · · > Ak ← B1, ..., Bm, notC1, ..., notCn

where A1, ..., Ak, B1, ..., Bm, C1, ..., Cn are (ground) atoms.
An (extended) prioritized program is a pair (P,Φ) where P is a disjunctive

program and Φ is a set of (extended) preference rules. �

The intuitive meaning of a preference rule A1 > A2 > · · · > Ak ← B1, ..., Bm,
notC1, ..., notCn is that if the body of the rule is true, then Ai is preferred
to Ai+1, for 1 ≤ i < k. Preference rules with variables stand for ground rules
obtainable by replacing variables with constants.



Aggregates and Preferences in Logic Programming 419

A preference rule with only two atoms in the head of the form: A1 > A2 ←
B1, ..., Bm, notC1, ..., notCn will be called binary preference rule, whereas pref-
erence rules with empty bodies will be called preference facts. Binary preference
rules with empty bodies will be also called standard preferences. A prioritized
program is said to be in standard form if all preference rules are standard.

Extended preferences rules can be rewritten into standard preferences. A
preference rule of the form A1 > A2 > · · · > Ak ← B1, ..., Bm, not C1, ..., not Cn

is equivalent to k − 1 (binary) rules of the form Ai > Ai+1 ←
B1, ..., Bm, not C1, ..., not Cn 1 ≤ i ≤ k − 1 and each binary preference rule of the
above form can be rewritten into a standard preference A′

i > A′
i+1 where A′

i and
A′

i+1 are two new atoms defined as A′
j ← Aj , B1, ..., Bm, not C1, ..., not Cn for j ∈

{i, i + 1}.

Definition 6. Given a set of preference rules Φ, st(Φ) denotes the pair (PΦ,Φ2)
where Φ2 is the set of standard preferences derived from Φ; and PΦ is the set of
new rules introduced during the derivation of Φ2. �

Note that, in the above definition, Φ2 is defined only on atoms defined in PΦ

and for a given preference a > b ← body in Φ, where body can be a possibly
empty conjunction of literals, we introduce two rules a′ ← a, body and b′ ←
b, body in PΦ and the preference a′ > b′ in Φ2.

Example 3. Consider the program 〈P,Φ〉:

a⊕ b← a > b←
c⊕ d← c > d← a

d > c← b

The (standard) prioritized program 〈PΦ,Φ2〉 is:

a1 ← a a1 > b1 ←
b1 ← b c2 > d2 ←
c2 ← a, c d3 > c3 ←
d2 ← a, d
c3 ← b, c
d3 ← b, d

�
Semantics

The preference among (ground) atoms is defined by the binary relation � defined
as follows. Given an extended prioritized program 〈P,Φ〉, and a stable model M
for 〈P ∪PΦ,Φ2〉, MP and MPΦ denote, respectively, the set of atoms defined (or
inferred by rules) in P and PΦ. As previously observed, the priorities in Φ2 are
defined only on atoms belonging to MPΦ . Therefore, given a prioritized program
〈P,Φ〉 and two stable models M and N for P ∪ PΦ, the comparison of M and
N is defined by only considering the atoms defined in PΦ.

Definition 7. Let 〈P,Φ〉 be a prioritized program, 〈PΦ,Φ2〉 be the standard pri-
oritized program derived from Φ and M a stable model for P ∪ PΦ. Then,
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– A � A, for each A ∈MPΦ ,
– A2 � A1 if there is a ground fact A2 > A1 in Φ2 and A2, A1 ∈MPΦ ,
– A2 � A0, if A2 � A1 and A1 � A0,
– A2 � A1, if there are two rules A2 ← Body2 and A1 ← Body1 in PΦ and

two atoms A4 � A3 in MPΦ such that
• A4 ∈ Body2 or there is a rule A4 ← Body4 in PΦ s.t. Body4 ⊆ Body2,

and
• A3 ∈ Body1 or there is a rule A3 ← Body3 in PΦ s.t. Body3 ⊆ Body1. �

Example 4. Consider the program (P,Φ):

a⊕ b ←; c ← a; d ← b;
a > b

The preference a > b implies, other than a � b, also the preference c � d. �

The above semantics extends the derivation of preferences among atoms as it
considers, other than transitive closure, also the definition of prioritized atoms.
In this way, a preference Ai � Aj is also “propagated” on atoms which depend
on Ai and Aj . The semantics of an extended prioritized program 〈P,Φ〉, will be
given in terms of the standard prioritized program 〈P ∪ PΦ,Φ2〉.
Definition 8. Given a (standard) prioritized program (P,Φ), the relation , is
defined over the stable models of P as follows. For any stable models M1 and
M2 and M3 of P
1. M1 ,M1,
2. M2 ,M1 if

– ∀ pair (e2 ∈M2, e1 ∈M1) either ∃e′
1 ∈M1 s.t. e2 � e′

1 or ∃e′
2 ∈M2 s.t.

e′
2 � e1,

– there is no pair of atoms (e′′
1 ∈M1, e

′′
2 ∈M2) s.t. e′′

1 � e′′
2 ;

3. if M2 ,M1 and M1 ,M0, then M2 ,M0. �

If M2 ,M1 we say that M2 is preferable to M1. Moreover, we write M2 � M1
if M2 ,M1 and M2 �= M1. An interpretation M is a preferred stable model for
a standard prioritized program (P,Φ) if M is a stable model of P and N , M
implies M , N for any stable model N .

Definition 9. Given an extended prioritized program 〈P,Φ〉, an interpretation
M for P is a preferred stable model if there is a preferred stable model N for
〈P ∪ PΦ,Φ2〉 such that M = NP . The set of preferred stable models of 〈P,Φ〉
will be denoted by EPSM(P,Φ). �

Example 5. Consider the program 〈P ∪PΦ,Φ2〉 of Example 4. From the prefer-
ence rules we derive, other than a1 � b1, c2 � d2 and d3 � c3, the further pref-
erences c2 � c3, c2 � d3, d2 � c3 and d2 � d3, The stable models of P ∪PΦ are
M1 = {a, c, a1, c2}, M2 = {a, d, a1, d2}, M3 = {b, c, b1, c3} and M4 = {b, d, b1, d3}.

The preferences among models are M1 � M2 (as a1 � a1 and c2 � d2),
M2 � M4 (as a1 � b1 and d2 � d3) and M4 � M3 (as b1 � b1 and d3 � c3).
Therefore, the preferred model of 〈P ∪ PΦ,Φ2〉 is M1 and, consequently, the
preferred model of 〈P,Φ〉 is MP

1 = {a, c}. �
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Example 6. Consider the following prioritized program:

fish⊕ beef← white > red > beer← fish
red⊕ white⊕ beer← red ∨ beer > white← beef
pie⊕ ice-cream← pie > ice-cream← beer
← beef, pie
← fish, ice-cream

The rewriting in standard form of the preference rules is as follows:

white1 ← white, fish white1 > red1 > beer1
red1 ← red, fish red2 ∨ beer2 > white2
beer1 ← beerfish pie3 > ice-cream3
white2 ← white, beef
red2 ← red, beef
beer2 ← beer, beef
pie3 ← pie, beer
ice-cream3 ← ice-cream, beer

The above program has six stable models:

M1 = {fish, white, pie, white1} M4 = {beef, white, ice-cream, white2}
M2 = {fish, red, pie, red1} M5 = {beef, red, ice-cream, red2}
M3 = {fish, beer, pie, beer1, pie3} M6 = {beef, beer, ice-cream, beer2, ice-cream3}

As M1 � M2 (as white1 � red1), M2 � M3 (as red1 � beer1), M5 � M4
(as red2 � white2) and M6 � M4 (as beer2 � white2), the preferred models
are M1, M5 and M6. Consequently, the preferred models of 〈P,Φ〉 are: N1 =
M1 − {red1}, N5 = M5 − {white2} and N6 = M6 − {beer2, ice-cream3}. �

Observe that in the above example M3 �� M6 as neither beer1 is comparable
with any elements in M6, nor beer2 is comparable with any elements in M3. We
observe that the technique proposed by Sakama and Inoue gives also the prefer-
ence M3 � M6 which, from our point of view, is not intuitive. This is confirmed
by the approach proposed by Brewka which states that M3 �� M6. Comparing
more deeply the two models M3 and M6 we have that for the computation of
M3 after selected fish, we first select beer (which is the worst choice w.r.t. the
first preference rule) and, then, we select pie (which is the best choice w.r.t.
the third preference rule). In the computation of M6, after selected beef, we
first select beer (which is the best choice w.r.t. the second preference rule) and,
then, we select ice-cream, which is the worst choice w.r.t. the third preference
rule, but the only possible choice in the presence of beef. Therefore, it seems to
us that the preference of M3 with respect to M6 is not intuitive. Moreover, the
technique proposed by Brewka seems, in some case, not capturing the intuitive
meaning of preferences.

Example 7. Consider, for instance, the program of Examples 4 and 5 with the
constraint ← a, c. The modified program has only three models: M2,M3 and
M4. Moreover, while our technique and the technique proposed by Sakama and
Inoue state that only M2 is a preferred model as M2 � M3 and M2 � M4,
Brewka’s technique states that also M4 is a preferred model as M2 �� M4. �
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In our approach the fact that two priorities pi and pj depend, respectively,
on two atoms ai, aj such that ai � aj means that pi � pj . On the other side, the
approach proposed by Brewka does not take into account dependencies among
priorities.

4 Combining Preferences and Aggregates

In this section we study the combination of aggregates and preferences. A prior-
itized logic program with aggregates is a pair (P̃, Φ̃) where P̃ is an extended dis-
junctive program with aggregates and Φ̃ is a stratified prioritized program with
aggregates. As said before, we assume that rules are aggregate stratified, that is,
that there is no recursion through aggregates. The language obtained by adding
aggregates to P -DAT∨,not (resp. P -DATnot) will be denoted by P -DAT∨,not,A

(resp. P -DATnot,A). We start by considering two examples.

Example 8. Min Coloring. The following program P8 expresses the classical
optimization problem computing a coloring for a graph G:

col(X, C)⊕ no col(X, C) ← node(X), color(C)
col node(X) ← col(X, C)
gn col(countd〈X〉) ← col(X, C).

The second and third rules above compute the colored nodes and the number of
used colors. The constraints:

← node(X), not col node(X)
← col(X, C1), col(X, C2), C1 �= C2
← edge(X, Y), col(X, C), col(Y, C)

state that i) every node must be colored, ii) a node cannot be colored with two
different colors, and iii) two connected nodes cannot be colored with the same
color. Every stable model of the program P8 defines a coloring of the graph.
The prioritized rule: Φ8: gn col(X) > gn col(Y) ← X ≤ Y gives preference to
coloring using a minimum number of colors. Thus, 〈P8,Φ8〉 computes stable
models defining colorings using a minimal number of colors. �

For disjunctive extended prioritized logic programs with aggregates the fol-
lowing results holds.

Theorem 1. Let (P,Φ) be a P -DAT∨,not,A program. Then
1. Deciding the existence of a preferred stable model is Σ2

P -complete.
2. Deciding whether a literal is true in some preferable stable model of (P,Φ)

is Σ3
P -complete.

3. Deciding whether a literal is true in every preferable stable model of (P,Φ)
is Π3

P -complete. �

Thus, the above theorem shows that the computational complexity does not
increase with the introduction of aggregates. This is also true when considering
normal programs instead of disjunctive programs.
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Corollary 1. Let (P,Φ) be a P -DATnot,A program. Then i) Deciding whether
a literal is true in some preferable stable model of (P,Φ) is Σ2

P -complete. ii)
Deciding whether a literal is true in every preferable stable model of (P,Φ) is
Π2

P -complete. �

5 Conclusions

This paper extends prioritized logic programs in order to cope with preferences
and aggregates and proposes a different semantics for logic programs with prefer-
ence rules which seems to capture the intuitive meaning of programs where other
semantics seem to fail. Complexity analysis is also performed showing that the
use of a different semantics and the introduction of aggregates do not increase
the complexity of computing preferred stable models.
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Abstract. Deontic logic is appropriate to model a wide variety of legal
arguments, however this logic suffers from certain paradoxes of which
the so-called Chisholm paradox is one of the most notorious. We propose
a formalisation of the Chisholm set in the framework of the situation
calculus. We utilise this alternative to modal logic for formalising the
obligations of the agent and avoiding the Chisholm paradox. This new
approach makes use of the notion of obligation fluents together with
their associated successor state axioms. Furthermore, some results about
automated reasoning in the situation calculus can be applied in order to
consider a tractable implementation.

1 Introduction

Deontic logic, the logic of obligations and permissions, is appropriate to model
a wide variety of legal arguments, however this logic suffers from certain para-
doxes of which the so-called Chisholm paradox is one of the most notorious.
The Chisholm paradox [1] comes from the formalisation of secondary obliga-
tions (they are also called “contrary-to-duties”) which are obligations that come
into force when primary obligations have been violated. Let us consider, for in-
stance, the following practical example. A driver who drives on a motorway has
the obligation to stay below the speed limit of 60 miles per hour. Then, if he
goes above this limit he has the obligation to pay a penalty. Chisholm has pro-
posed a set of sentences defining secondary obligations in natural language that
are used to check whether a proposed formal logic can be applied to represent
these sentences without leading to unexpected properties such as: inconsistency,
redundancy, pragmatic oddity or others. The translation of these sentences from
natural language to formal logics raises some difficult problems. Many logics
have been proposed in the literature to solve the Chisholm paradox. A weakness
of the approaches is their practical drawbacks. The purpose of this paper is to
propose a simple representation of the Chisholm set in the framework of situa-
tion calculus which avoids unexpected properties and can be used for practical
applications.

The situation calculus offers formalisms for reasoning about actions and their
effects on the world [2], on agent’s mental states [3], and on obligations [4].

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 425–434, 2005.
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These approaches propose a solution to the corresponding “frame problem”,
namely the problem of specifying which properties of the world, beliefs, goals,
intentions or obligations remain unchanged after the execution of an action. The
technical advantage of situation calculus with respect to modal logic is that
it allows quantifiers that range over actions. In [2] the properties of the world
that undergo change are represented by fluents. To solve the frame problem
the successor state axioms were introduced. The formalisms proposed in [3, 4]
consider the introduction of suitable new fluents such as belief, goal and intention
fluents (or obligation fluents) that represent the mental states (or ideal worlds).
Their successor state axioms are introduced in order to solve the corresponding
frame problem in the mental states (or in ideal worlds). Although the scope of
beliefs, goals, intentions and obligations in the proposals is limited to accept
only literals, the method utilized for automated reasoning about ordinary fluent
change [5] can easily be extended to consider cognitive and social change. We
employ this proposal to represent the Chisholm set. Due to the ability of situation
calculus to have an explicit representation of each situation it has been possible
to solve the Chisholm paradox.

The remainder of the paper is organised as follows. Section 2 briefly describes
the situation calculus and its use in the representation of issues involving the
evolution of the world and mental states. Section 3 presents the formalisation of
obligations. In Section 4, we propose a representation of the Chisholm set that
avoids inconsistency and redundancy. In Section 5, we consider an alternative
representation in order to avoid the pragmatic oddity problem. We conclude
with a discussion of some issues and future work.

2 Situation Calculus

2.1 Dynamic Worlds

The situation calculus involves three basic components: actions, situations and
fluents. It is assumed that every change is caused by an action. Situations are
sequences of actions which represent possible histories of the world. Fluents are
world’s properties (in general, relations) that may change. If s represents an
arbitrary situation, and a an action, the result of performing a in s is a situation
which is denoted by the term do(a, s). The fluents are represented by predicates
whose last argument is of type situation. For any fluent p and situation s, the
expression p(s) denotes the truth value of p in s. The evolution of a fluent p is
represented by the successor state axiom of the form:1

(Sp) p(do(a, s))↔ Υ+
p (a, s) ∨ (p(s) ∧ ¬Υ−

p (a, s))

where Υ+
p (a, s) represents the exact conditions under which p turns from false

to true when a is performed in s, and similarly Υ−
p (a, s) represents the precise

1 In what follows, it is assumed that all the free variables are universally quantified.
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conditions under which p turns from true to false when a is performed in s. It is
assumed that no action can turn p to be both true and false in a situation, i.e.

(CSp) ¬∃s∃a(Υ+
p (a, s) ∧ Υ−

p (a, s))

2.2 Dynamic Mental States

Mental states are represented by cognitive (belief, goal or intention) fluents which
are syntactic combinations of modal operators and standard fluents or their
negations. We say that the cognitive fluent Mip holds in situation s iff the
attitude of i about p is positive in situation s, and represent it as Mip(s).
Similarly Mi¬p(s) represents the fact that the fluent Mi¬p holds in situation
s: the attitude of i about ¬p is positive in the situation s.2

In this case, the evolution of the mental state needs to be represented by
two axioms. Each axiom allows the representation of two out of four attitudes
of i concerning the fluent p, namely Mip(s) and ¬Mip(s), or Mi¬p(s) and
¬Mi¬p(s). The corresponding successor state axioms for an agent i and a fluent
p are of the form:

– Mip(do(a, s))↔ Υ+
Mip

(a, s) ∨ (Mip(s) ∧ ¬Υ−
Mip

(a, s))
– Mi¬p(do(a, s))↔ Υ+

Mi¬p(a, s) ∨ (Mi¬p(s) ∧ ¬Υ−
Mi¬p(a, s))

where Υ+
Mip

(a, s) are the precise conditions under which the attitude of i (with
regard to the fact that p holds) changes from one of negative to positive (for
example in the case of beliefs, it turns from one of disbelief to belief) when
a is performed in s, and similarly Υ−

Mip
(a, s) are the precise conditions under

which the state of i changes from one of positive to negative. The conditions
Υ+

Mi¬p(a, s) and Υ−
Mi¬p(a, s) have a similar interpretation (with regard to the

fact that p does not hold). As in the successor state axioms, some constraints
must be imposed to prevent the derivation of inconsistent mental states [3].

3 Deontic Modalities

In the last section we outlined the approach that allows designing of cognitive
agents (an example of a planning application can be found in [3]). However, in
the development of multiagent systems not only is the cognitive aspect crucial,
but social issues such as norms also play an important role. For example, in a
planning application, the agent must include in her plan only the “permitted”
actions. Since deontic modalities (which deal with obligations, permissions and
prohibitions) consider ideal behaviour, the integration of such modalities into a
cognitive model makes it possible to draw the distinction between both real and
mental entities as well as real and ideal behaviours.

2 We abuse of notation Mip and Mi¬p in order to have an easy identification of the
agent and proposition. An “adequate” notation should be Mip and Minotp.
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3.1 Dynamic Norms

As in the case of mental states, a deontic (obligation or prohibition) fluent is a
syntactic combination of a modal operator and a standard fluent. We say that the
obligation fluent Op holds in situation s iff the “law”3 says that p must hold in
the situation s and we represent it as Op(s). Similarly Fp(s) represents the fact
that the prohibition fluent Fp holds in the situation s: the law says that p must
not hold in the situation s. O¬p(s) (be obliged not) may be used to represent
prohibition notion Fp(s) (be forbidden). Furthermore, the relationship among
obligation, permission and prohibition is considered in the successor deontic state
axioms, specifically in the constraints that the Υ ’s must satisfy.

In this case, the four interpretations are: Op(s), the law says that p must
hold in situation s (p is obligatory); ¬Op(s), the law says that it is not the case
that p must hold in s (p is not obligatory); Fp(s), the law says that p must
not hold in s (p is forbidden); and ¬Fp(s), the law says that p can hold in
s (p is permitted). Deontic fluents, unlike cognitive fluents, do not require the
agent’s identification since they are considered universals, i.e. every agent must
obey the law. However, the parameterisation of agents allows the introduction
of rules applied only to a subset of the community. For example: the people who
are older that 18 years have right to vote, ∀s, x, y(agent age(x, y, s)∧y >= 18 →
¬Fvote(x, s)).

The successor deontic state axioms for a fluent p are of the form:

(SOp) Op(do(a, s))↔ Υ+
Op(a, s) ∨ (Op(s) ∧ ¬Υ−

Op(a, s))

(SFp) Fp(do(a, s))↔ Υ+
O¬p(a, s) ∨ (Fp(s) ∧ ¬Υ−

O¬p(a, s))

where Υ+
Op(a, s) are the precise conditions under which p turns from not oblig-

atory to obligatory (to oblige) when a is performed in s. Similarly Υ−
Op(a, s)

are the precise conditions under which p turns from obligatory to not obliga-
tory (to waive). Υ+

O¬p(a, s) are the precise conditions under which p turns from
permitted to forbidden (to forbid) when a is performed in s. Finally Υ−

O¬p(a, s)
are the precise conditions under which p turns from forbidden to permitted (to
permit) when a is performed in s. Change in deontic fluents is usually defined
in terms of actions of the type “to create” or “to abrogate” a law. A viola-
tion of the law causes the corresponding obligation comes into force. So the
change in fluents defining the secondary obligations is defined in terms of vi-
olations of the law. Note the resemblance between the successor deontic state
axioms and (Sp). Hence for practical applications the method used for auto-
mated reasoning about the real world can be easily adapted to the deontic
context.

A violated obligation is represented by ¬p(s1)∧Op(s1): in s1, p does not hold
but in the same situation s1, the law says that p must be. A violated prohibition
is represented by p(s1) ∧ Fp(s1): in s1, p holds but in the same situation, the
law says that p must not be.

3 “Law” is the term utilised for denoting the normative entity.
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3.2 Consistency Properties

As in successor state axioms, some constraints must be imposed to prevent the
derivation of inconsistent norms.

To enforce consistent obligations, we need the following axiom:

– ∀a∀s¬(Υ+
Op(a, s) ∧ Υ−

Op(a, s))

To enforce consistent permissions (p cannot be permitted and forbidden at the
same time), the following axiom is necessary:

– ∀a∀s¬(Υ+
O¬p(a, s) ∧ Υ−

O¬p(a, s))

To assure that p is not forbidden and obliged simultaneously, we need an axiom
of the form:

– ∀a∀s¬(Υ+
Op(a, s) ∧ Υ+

O¬p(a, s))

Note that we can, for instance, have ¬Op(S1) ∧ ¬Fp(S1) that means: p is
not obligatory nor forbidden in S1. A similar formula in the epistemic context
represents the ignorance (lack of knowledge) of the agent about p: ¬Bp(S1) ∧
¬B¬p(S1). So such a formula represents the “passivity” (lack of interest) of the
law about p.

4 Chisholm Paradox

Let’s consider the Chisholm set that consists of four sentences of the following
form:

1. p ought to be,
2. if p is, then q ought not to be,
3. if p is not, then q ought to be,
4. p is not.

The first sentence denotes a primary obligation: p should ideally be. The third
one denotes a secondary (contrary-to-duty or CTD) obligation, i.e. an obligation
about q comes into force when the obligation about p (the primary obligation)
is violated. If the obligation about p is obeyed, the secondary obligation (or
sanction) must not be effective (second sentence). The last sentence denotes the
violation of the primary obligation. Let’s consider the following example: let
p be “to be a law-abiding citizen (non-delinquent)” and q “to be in prison”.
Intuitively we have: (1) the agent ought to be law-abiding, (2) if the agent is
law-abiding, the agent ought not to be in prison, (3) if the agent is not law-
abiding, the agent ought to be in prison, and (4) the agent is not law-abiding.
The set of statements is intuitively consistent and none of four sentences seems
to be redundant. The problem of finding a representation of the set which is
consistent and non-redundant is called the problem of the Chisholm paradox.

If we try to formalise the Chisholm set in the framework of the Standard De-
ontic Logic (SDL), the reconciliation between consistence and redundancy does
not take place. A usual way to represent the sentences in SDL is the following:
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1′. O(p),
2′. O(p → ¬q),
3′. ¬p → O(q),
4′. ¬p.

Using the properties of the system KD, which are satisfied by SDL, we can
infer the following inconsistency: there is simultaneously an obligation to be in
prison and a prohibition to be (obligation not to be) in prison. Furthermore, it
is questionable that 2′ and 3′ are represented in a different form. However, if
we replace, for instance, 3′ by 3′′. O(¬p → q), we can deduce 3′′ from 1′ and
the axiom O(A) → O(A ∨ B). Similarly, if we replace 2′ by 2′′. p → O(¬q), the
sentence 2′′ can be deduced from 4′. Both substitutions lead to redundancy in the
set of sentences. In the SDL representation, contrary to intuition, everything is
formalized in a static perspective. So the difference between the rules (first three
sentences) that must be obeyed “all the time” and the facts (last sentence) that
hold “sometimes” cannot be represented. Using deontic fluents, the sentences
are represented as follows:4

C1. ∀s Op(s),
C2. ∀s (p(s) → F q(s)),
C3. ∀s (¬p(s) → Oq(s)),
C4. ¬p(S1),

where S1 denotes a situation in which p does not hold. In this context it denotes
a situation in which the agent is not law-abiding. The definition of the evolution
of deontic fluents and their initial settings must satisfy the constraints C1 −C3.
Without loss of generality, we consider only one agent. To create the successor
deontic state axioms, let’s simplify the problem and consider solely static ideal
worlds, i.e. the primary and CTD obligations are considered fixes in the sense
that there is not an abrogation of the rules. However, we consider that the real
world may change, and certainly the CTD obligation about q changes whenever
p changes. The representation of deontic fluents evolution is of the form:

A1. Op(do(a, s))↔ .
A2. F q(do(a, s))↔ Υ+

p (a, s) ∨ (F q(s) ∧ ¬Υ−
p (a, s))

A3. Oq(do(a, s))↔ Υ−
p (a, s) ∨ (Oq(s) ∧ ¬Υ+

p (a, s))

where the successor state axiom of p is of the form (Sp) (see Section 1). To define
the initial situation we consider two cases:

(i) when S1 = S0, i.e. initially the primary obligation has been violated, so the
initial settings must be of the form: ¬p(S0), Op(S0), ¬F q(S0) and Oq(S0).

(ii) when initially the primary obligation is obeyed, the initial settings must be
of the form: p(S0), Op(S0), F q(S0) and ¬Oq(S0).

4 Note the similarity of the first sentences with the state constraints. They also de-
scribe global properties that must hold in all situations. The difference is that the
obligations take effect over the idealised world while the state constraints take effect
over the real world.
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Using the consistency property (CSp) about p (see Section 2.1), we can prove
deontic consistency, in particular we can prove ¬∃s (Oq(s) ∧ F q(s)), meaning
the obligation and prohibition about q do not come into force simultaneously.

Following the example, suppose that the agent becomes a delinquent if she
executes some of the following actions: steal, kidnap, kill or rape; and she be-
comes a non-delinquent after the end of her conviction (action free). So the
successor state axiom of p is of the form:

p(do(a, s))↔ a = free ∨ p(s) ∧ ¬(a = steal ∨ a = kidnap ∨ a = kill ∨ a = rape)

Suppose that the agent is in prison if the police imprison her (action imprison)
and she is not in prison after she is released (action free). So the successor state
axiom of q is of the form:

q(do(a, s))↔ a = imprison ∨ q(s) ∧ ¬(a = free)

We obtain the following successor deontic state axioms:

Op(do(a, s))↔ .
F q(do(a, s))↔ a = free∨F q(s)∧¬(a = steal∨a = kidnap∨a = kill∨a = rape)
Oq(do(a, s))↔ a = steal∨a = kidnap∨a = kill∨a = rape∨Oq(s)∧¬(a = free)

In the following, the compact notation do([a1, a2, . . . , an], s) represents
do(an, . . . , do(a2, do(a1, s)) . . .) when n > 0 and s when n = 0. Now, suppose the
following facts: initially the agent was law-abiding, p(S0). She bought a house,
but it was so expensive that she had a loan from the bank. The rates were so
high that she began to despair and stole from the bank. So the agent finally
becomes a delinquent, ¬p(do([buy, borrow, despair, steal], S0)). In S0, the obli-
gation has not been violated, so the initial settings are: the agent ought to be law-
abiding and not be in prison Op(S0), ¬Oq(S0); and it is forbidden to be in prison
F q(S0). From the successor deontic state axioms we can, for example, deduce
Op(do(buy, S0)), ¬Oq(do[buy, borrow], S0)), F q(do([buy, borrow, despair], S0)),
which mean: the agent ought to be law-abiding after buying her house, it is
not obligatory that she be in prison after she has a loan from the bank, and it is
not permitted to be in prison after feeling despair, respectively. What happens
after she steals from the bank? In S1 = do([buy, borrow, despair, steal], S0), we
have: ¬p(S1), Op(S1), Oq(S1) and ¬F q(S1), i.e. the agent becomes a delinquent,
she ought to be law-abiding, she ought to be in prison and it is not forbidden to
be in prison, respectively.

5 Pragmatic Oddity

Note that under the proposed representation A1−A3, C4, we can deduce Op(S1)
and Oq(S1). In S1, the agent must be law-abiding and must be in prison, i.e.
in the ideal world, in S1, the agent is law-abiding and is in prison! This kind
of problem has been called “pragmatic oddity”. To solve the problem, we will
distinguish the primary and CTD obligations, just as Carmo and Jones proposed
in [6]. Thus, the timeless obligations, such as the primary obligations, are called
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ideal obligations (the set of all ideal obligations defines the ideal world) and the
circumstance dependent obligations, such as CTD obligations, are called situa-
tion dependent obligations (the set of all situation dependent obligations about
s defines the obligations in s).5 So if p(s) is a fluent, the ideal obligation about
p is represented by the deontic predicate symbols Op which means that, in the
ideal world, p must hold forever. The situation dependent obligation about p is
represented by the deontic fluent Op(s), meaning p must hold in the situation s.
Clearly, the simultaneous introduction of an ideal and situation dependent obli-
gation about p, is not allowed. Note that only the situation dependent obligations
need to be revised. Therefore, the proposed representation of the Chisholm set
suffers a small modification in order to avoid the pragmatic oddity problem.
The successor deontic state axiom A1, as well as the initial setting about p, are
replaced by the situation independent predicate Op. The representation of first
sentence is of the form:

A′
1. Op

So the set A′
1, A2, A3 and C4 can be utilised for representing the Chisholm set,

which reconcile consistency and non-redundancy. Moreover, it avoids the prag-
matic oddity problem. For instance, Op ∧ Oq(S1) is interpreted as: the agent
must ideally be law-abiding but in S1 she is obliged to be in prison.

The representation satisfies all requirements, proposed by Carmo and Jones
in [7], that an adequate formalisation of the Chisholm set should meet, i.e.

a. consistency,
b. logical independence of the members,
c. applicability to timeless and actionless CTD-examples,
d. analogous logical structures for the two conditional sentences (2) and (3),
e. capacity to derive actual obligations (in our case situation dependent obli-

gations),
f. capacity to derive ideal obligations,
g. capacity to represent the fact that a violation of an obligation has occurred,
f. capacity to avoid pragmatic oddity.

The approach proposed in [6] also seems to consider these requirements. How-
ever, the pragmatic oddity problem reappears if we add a second level of CTD
obligations, such as:

5. if p is not and q is not, then r ought to be,
6. q is not,

which is represented by the following constraints:

C5. ∀s (¬p(s) ∧ ¬q(s) → Or(s)),
C6. ¬q(S1).

5 In order to avoid the belief that the obligations are only concerned with the actual
situation, the term actual obligations is not used to indicate the second type of
obligations, as Carmo and Jones proposed.
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We propose the following representation of the evolution of Or:

A5. Or(do(a, s))↔ (Υ−
p (a, s) ∧ Υ−

q (a, s)) ∨ (Υ−
p (a, s) ∧ ¬q(s) ∧ ¬Υ+

q (a, s)) ∨
(Υ−

q (a, s) ∧ ¬p(s) ∧ ¬Υ+
p (a, s)) ∨ (Or(s) ∧ ¬(Υ+

p (a, s) ∨ Υ+
q (a, s)))

Following the example, we have (5) if the agent is a delinquent and she is
not in prison, then there must be a warning sign: “delinquent on the loose”, and
(6) the agent is not in prison. The successor deontic state axiom of Or, after
reducing some terms using the set of unique name axioms for actions [5], is of
the form:

Or(do(a, s))↔ (a = steal ∨ a = kidnap∨ a = kill ∨ a = rape)∧¬q(s)∨Or(s)∧
¬(a = free ∨ a = imprison)

Note that we can deduce Oq(S1) ∧ Or(S1), which means that in S1, it is
obligatory that the agent is in prison and that a warning sign is displayed.

In order to represent the CTD obligations, we make some assumptions. For
example, the axiom A3 assumes that p is the only cause that modifies the obli-
gation about q, so the representation not only has an implication but rather an
equivalence to satisfy, i.e. the constraint C ′

3. ∀s (¬p(s) ↔ Oq(s)) must be con-
sidered. In particular ¬p(do(a, s))↔ Oq(do(a, s)) must be satisfied for all a and
s. Substituting p(do(a, s)) for the right hand side of its corresponding successor
state axiom, we have ¬(Υ+

p (a, s)∨ (p(s)∧¬Υ−
p (a, s)))↔ Oq(do(a, s)). However,

¬(Υ+
p (a, s)∨ (p(s)∧¬Υ−

p (a, s)))↔ Υ−
p (a, s)∨ (¬p(s)∧¬Υ+

p (a, s)). Thus we have
(Υ−

p (a, s) ∨ (¬p(s) ∧ ¬Υ+
p (a, s)))↔ Oq(do(a, s)). Finally, replacing ¬p(s) by its

equivalent formula Oq(s), we obtain the axiom A3. An analogous method can
be used to find the representation of the evolution of F q.

When the conditions that modify the obligation depend not only on a fluent,
as in C5, the constraint representing the CTD obligation is also considered as an
equivalence. Implicitly we make the casual completeness assumption [5]. So we
consider the case that p and q are all of the causes that can modify Or, i.e. the
constraint C ′

5. ∀s(¬p(s) ∧ ¬q(s) ↔ Or(s)) must be satisfied. This assumption
seems too strong, however its intuitive interpretation corresponds with desired
facts. For example, the warning sign “delinquent on the loose” must exist if and
only if there is a delinquent and she is not in prison. Concerning Or, in particular
we have ¬p(do(a, s)) ∧ ¬q(do(a, s))↔ Or(do(a, s)) for all a and s. Substituting
p(do(a, s)) and q(do(a, s)) for the right hand side of their corresponding successor
state axioms, we have ¬(Υ+

p (a, s) ∨ (p(s) ∧ ¬Υ−
p (a, s))) ∧ ¬(Υ+

q (a, s) ∨ (q(s) ∧
¬Υ−

q (a, s)))↔ Or(do(a, s)) which can be reduced to A5.
Intuitively the CTD obligations take effect when a primary obligation is vio-

lated. Thus Oq comes into force when Op is violated: Op∧¬p(S1). Also Or comes
into force when Oq is violated: Oq(S1) ∧ ¬q(S1), recall that Oq(s) ↔ ¬p(s). In
general, the first violation must be done on an ideal obligation. So when the
agent abandons the ideal world she is obliged to “pay” the consequences of her
behaviour, the “price” (sanction) is allocated by a situation dependent obliga-
tion, if she does not pay a second situation dependent obligation can increase
the “debt”, and so on.
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6 Conclusion

We have proposed a representation of the Chisholm set, in the framework of the
situation calculus, that avoids the paradox and other intrinsic problems such as
pragmatic oddity. In order to close the gap between the theoretical and realistic
implementation of rational agent design, we have avoided the use of modal logic
for formalising deontic notions and have explored this alternative.

An important advantage of this proposal is that the regression mechanism
that deals with fluents [5] can be extended in order to obtain a tractable auto-
mated deontic reasoning implementation.

A disadvantage, which accrues from the representations used in Prakken and
Sergot’s approach [8], is the context-dependence of logical form. It is unclear
how multiple levels of CTD can be handled by the approach. Unlike Prakken
and Sergot’s approach the proposal supplies a uniform representation of deontic
conditionals.

We suppose that the conditions changing the truth value of p, Υ+
p (a, s) and

Υ−
p (a, s) do not depend (directly or indirectly) on the deontic fluent Oq. In gen-

eral, we suppose that the fluents are not affected by the deontic fluents. In other
words, the real world is not affected by the ideals defined by the law. However, it
is clear that mental states are influenced by ideals. Thus, one possible extension
is the inclusion of obligations in a cognitive model based on the situation calcu-
lus such as in [3]. This may assist in the determination of an agent’s behaviour,
in particular, in the determination of her intentions or in the adoption of goals.
Also, an analysis of the philosophical issues will be carried out in our future
investigations.
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Abstract. Model checking has been successfully applied to system veri-
fication. However, there are no standard and universal tools to date being
applied for system modification. This paper introduces a formal approach
called the Linear Temporal Logic (LTL) model update for system mod-
ification. In contrast to previous error repairing methods, which were
usually simple program debugging and specialized technical methods,
our LTL model update modifies the existing LTL model of an abstracted
system to correct automatically the errors occurring within this model.
We introduce three single operations to represent, update, and simplify
the updating problem. The minimal change rules are then defined based
on such update operations. We show how our approach can eventually
be applied in system modifications by illustrating an example of pro-
gram corrections and characterizing some frequently used properties in
the LTL Kripke model.

Keywords: Logic for Artificial Intelligence, belief revision and update,
temporal reasoning, model update, model checking.

1 Introduction

Model checking is rather mature in both theoretical and practical research. Cur-
rently, model checkers with SMV or Promela [7] series as their specification
languages are widely available for research, experiment, and partial industry
purposes. Nowadays SMV [3], NuSMV, Cadence SMV [9] and SPIN [7] have
been well accepted as the state of the art model checkers. In most model check-
ers, counterexamples are the major mechanisms to report errors. However, in
Cadence SMV, the counterexample-free concept is introduced [9].

Model checking is a tool to report errors of a designed system. The next step
is to repair the errors. In 1998, Stumptner and Wotawa presented an overview
of Artificial Intelligence approaches to the development of intelligent debugging
systems in [10]. However, most of the previous methods concerning system repair
were localized or detailed methods oriented. Recently, error diagnosis and repair
are starting to employ a formal methods approach. Buccafurri et. al. [2] applied
Artificial Intelligence techniques to model checking and error repairing. They
used abductive model revision techniques, repairing errors in concurrent pro-
grams. It is a new approach towards automated diagnosis and integrated repair
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on model checking. It aims at using techniques and concepts from model check-
ing by combining them with AI principles. Harris and Ryan [5] recently proposed
another attempt of system modification, which designed update operations to
tackle feature integration performing theory change and belief revision.

The update of the knowledge base has been extensively researched. Winslett
[12] was a pioneer of the update of the knowledge base and used series update
and minimal change methods for databases. Hezig and Rifi [6] conducted exten-
sive surveys about updates of the knowledge base and their development before
1999. They listed ten update operations, based on propositional logic and further
characteristics. Recently, the update of the knowledge base is enhanced by the
modality update by Baral and Zhang [1]. They discussed knowledge update and
its minimal change, based on modal logic S5. Both the update of the knowledge
base and the knowledge update are at the stage of theoretical research.

We intend to apply knowledge update to practice and develop a universal
method to repair errors automatically as the main contribution of our research.
In particular, we propose a general method of the Linear Temporal Logic (LTL)
model update, by integrating the ideas of knowledge update and model checking
in this paper.

This paper is organized as follows: Section 2 reviews LTL syntax and seman-
tics, with the state of the art LTL model checking. Section 3 introduces two
major definitions for model update. Section 4 introduces the minimal change
principles of model update. Section 5 characterizes two important properties in
the LTL model for its update. Finally, the paper concludes with Section 6.

2 LTL Kripke Model Checking

2.1 Knowledge About LTL

Definition 1. [3] Let AP be a set of atomic propositions. A Kripke model M
over AP is a four tuple M = (S, S0, R, L) where

1. S is a finite set of states.
2. S0 ⊆ S is the set of initial states.
3. R ⊆ S × S is a transition relation.
4. L : S → 2AP is a function that assigns each state with a set of atomic

propositions.

Definition 2. [8] Linear-time temporal logic (LTL) has the following syntax
given in Backus naur form:

φ ::= p|(¬φ)|(φ ∧ φ)|(φ ∪ φ)|(Gφ)|(Fφ)|(Xφ)

where p is any propositional atom.

An LTL formula is evaluated on a path, a sequence of states, or a set of paths.
Consider the path π

def
= [s0, s1, s2, · · ·]; we write πi for the suffix starting at si, i.e.

πi is [si, si+1, · · ·], and π[i] for the prefix ending at si, i.e. π[i] = [s0, · · · , si−1, si].
We write (si, si+1) ⊆ π and si ∈ π, if π = [s0, · · · , si, si+1, · · ·].
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Definition 3. [8] Let M = (S, S0, R, L) be a Kripke model. Then a path of M is
π = [s0, s1, s2, · · ·], where for all i = 0, 1, · · ·, we have s0 ∈ S0, and (si, si+1) ∈ R.
We define when π satisfies an LTL formula via the satisfaction relation |= for
LTL formulas as follows:

1. π |= ..
2. π |= p iff p ∈ L(s0).
3. π |= ¬φ iff π �|= φ.
4. π |= φ1 ∧ φ2 iff π |= φ1 and π |= φ2.
5. π |= Xφ iff π1 |= φ.
6. π |= Gφ holds iff, for all i ≥ 0, πi |= φ.
7. π |= Fφ holds iff, for some i ≥ 0, πi |= φ.
8. π |= φ ∪ ψ holds iff there is some i ≥ 0 such that πi |= ψ and for all

j = 1, ..., i− 1 we have πj |= φ.

We say M satisfies φ, denoted as M |= φ, if for each path π of M ,starting
from an initial state, π |= φ.

Although the syntax of LTL is thought of as only one path at a time, the
semantic viewpoint of LTL is that all paths are considered [8]. In this paper,
all the update operations are executed one path at a time, from the syntax
viewpoint of LTL. The update and the minimal change methods only apply to
finite paths. The LTL representations of software systems in examples within this
paper are done by identical methods as the first software system represented in
CTL in [11]. That is, one state represents one changed value of the variable in
the running process of a software system.

2.2 LTL Model Checking: An Overview

In the context of model checking, a designed system is represented by the CTL or
LTL Kripke structure M . Then M should satisfy a certain property φ. The func-
tion of a model checker is to check whether M really satisfies φ. If it does not, the
counterexamples [3] report the errors. The describing languages to perform the
model checking are, for example, SMV for LTL and CTL, and Promela for LTL.

Parallel to CTL model checking, LTL model checking is extensively studied.
One of the main streams is to perform LTL model checking through SMV. In
the early stages, Clarke et al. in [3] translated LTL to CTL model checking with
fairness constraints, adding a translator into SMV. In recent years, new model
checkers such as NuSMV, Cadence SMV and MCK [4] use similar functions of
Clarke’s LTL-to-CTL translation. Another main stream for LTL model check-
ing is to translate LTL into automata, such as the current popular LTL model
checker SPIN. For SPIN, Promela is its specification language in contrast to
SMV. SPIN supports the design and verification of asynchronous process soft-
ware systems. It performs on-the-fly model checking. We have investigated that
LTL model checking is well developed for research purposes and perceived as a
potential industrial technique. However, model update based on LTL systems
has not been explored by researchers yet. We address in the following sections
detailed ideas and methods for LTL model updating.
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3 The LTL Kripke Model Update: Formal Definitions

Model update is a new concept for system verification and modification. If a de-
signed system M does not satisfy a property φ after model checking(See Fig. 1.),
the model updater automatically corrects errors in M , updating M to the new
model M ′. Thus, M ′ |= φ. Model update is implemented by the model updater.
Now we define three update operations for LTL model update on the basis of
state of an LTL Kripke model, which is a Kripke model with syntax in Defin-
tion 2 and semantics in Definition 3.

M M
- 

M’
checker

A model

updater

A model

φ? φ φ

Fig. 1. The relationship of a model checker and a model updater

Definition 4. (Simple Modification). Given an LTL Kripke structure, M =
(S, S0, R, L) over AP , where S0 ⊆ S. A simple modification on M is defined as
one of the following three single operations: 1

-State Addition: add(M, snew, sk, sk+1) = M ′ = (S′, S′
0, R

′, L′) over AP ,
where

S′ = S ∪ {snew};

S′
0 =

{
S0 ∪ {snew} − {sk+1}, if sk+1 ∈ S0 and snew ∈ S′

0;
S0, otherwise;

R′ =

⎧⎨⎩R ∪ {(snew, sk+1)}, if sk+1 ∈ S0;
R ∪ {(sk, snew)}, if (sk, sk+1) �∈ R;
R ∪ {(sk, snew), (snew, sk+1)} − {(sk, sk+1)}, otherwise;

L′ : S′ → 2AP , where ∀s ∈ S′, if s ∈ S, then L′(s) = L(s), else
L′(snew) = τ(snew), where τ is the truth assignment related to snew.

-State Deletion: delete(M, sk) = M ′ = (S′, S′
0, R

′, L′) over AP , where
S′ = S − {sk};

S′
0 =

{
S0 − {sk}, if sk ∈ S0;
S0, otherwise;

R′ =

⎧⎨⎩R− {(sk, sk+1)}, if sk ∈ S0 and (sk, sk+1) ∈ R;
R− {(sk−1, sk)}, if (sk, sk+1) �∈ R and (sk−1, sk) ∈ R;
(R− {(sk−1, sk), (sk, sk+1}) ∪ {(sk−1, sk+1)}, otherwise;

1 In the following statement, sk−1, sk and sk+1 are refered to the k − 1-th, k-th and
k + 1-th states of a path in M . If sk is the first state of a path, Sk−1 is assumed not
to exist on this path. If sk is the last state of a path, sk+1 is assumed not to exist
on this path.
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L′ : S′ → 2AP , where ∀s ∈ S′, if s ∈ S, then L′(s) = L(s), else
L′(snew) = τ(snew), where τ is the truth assignment related to snew.

-State Substitution: sub(M, snew, sk) = M ′ = (S′, S′
0, R

′, L′) over AP ,
where

S′ = (S − {sk}) ∪ {snew};

S′
0 =

{
(S0 − {sk}) ∪ snew, if sk ∈ S0;
S0, otherwise;

R′ =

{
(R− {(sk, sk+1)}) ∪ {(snew, sk+1)}, if sk ∈ S0 and (sk, sk+1) ∈ R;
(R− {(sk−1, sk)}) ∪ {(sk−1, snew)}, if (sk, sk+1) �∈ R and (sk−1, sk) ∈ R;
R− {(sk−1, sk), (sk, sk+1)} ∪ {(sk−1, snew), (snew, sk+1)}, otherwise;

L′ : S′ → 2AP , where ∀s ∈ S′, if s ∈ S, then L′(s) = L(s), else
L′(snew) = τ(snew), where τ is the truth assignment related to snew.

A simple modification δ denotes one of the above three single operations.
δ(M) denotes the resulting LTL Kripke model after the simple modification δ
is applied on M . For Definition 4, we illustrate “State addition” and “State
deletion” operations in detail.“State substitution” is actually the combination
of the former two operations and for brevity its illustration is omitted.

In Fig. 2,the original LTL model is M = (S, S0, R, L), where S =
{s0, s1, s2, s3}, S0 = {s0}, R = {(s0, s1), (s1, s2), (s2, s3)} and L assigns all states
s0, s1, s2 and s3 in M with {a}, {b}, {c}, and {d} respectively. We suppose
that there are three different simple modifications under the addition operation
add(M, snew, sk, sk+1) as (A),(B) and (C) in this figure.

In (A), sk = s1 and sk+1 = s2; the modified LTL model is
M ′ = (S′, S′

0, R
′, S′), where S′ = {s0, s1, s2, s3, snew}, S′

0 = {s0}, R′ =
{(s0, s1), (s1, snew), (snew, s2),
(s2, s3)} and L′ assigns all states s0, s1, s2, s3 and snew in M ′ with {a}, {b},{c},
{d} and {new} respectively.

In (B), sk = ∅ and sk+1 = s0; the modified LTL model isM ′ = (S′, S′
0, R

′, S′),
where S′ = {s0, s1, s2, s3, snew}, S′

0 = {snew}, R′ = {(snew, s0), (s0, s1), (s1, s2),
(s2, s3)} and L′ assigns all states s0, s1, s2, s3 and snew in M ′ with {a}, {b},{c},
{d} and {new} respectively.

In (C), sk = s3 and sk+1 = ∅; the modified LTL model isM ′ = (S′, S′
0, R

′, S′),
where S′ = {s0, s1, s2, s3, snew}, S′

0 = {s0}, R′ = {(s0, s1), (s1, s2), (s2, s3),
(s3, snew)} and L′ assigns all states s0, s1, s2, s3 and snew in M ′ with {a},
{b},{c}, {d} and {new} respectively.

In Fig. 3, the deletion operation delete(M, sk) works on the same LTL model
as above. (A), (B) and (C) in this figure are three different simple modifications
from the deletion operation with sk = s2, sk = s0, and sk = s3 respectively.

The modified LTL model in (A) is M ′ = (S′, S′
0, R

′, S′), where S′ =
{s0, s1, s3}, S′

0 = {s0}, R′ = {(s0, s1), (s1, s3)} and L′ assigns all states s0,
s1, s3 of M ′ with {a}, {b} and {d} respectively.
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Fig. 2. The illustration of the addition
operation
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s0 s1 s2 s3

s1s0 s2 s3

Fig. 3. The illustration of the dele-
tion operation

The modified LTL model in (B) is M ′ = (S′, S′
0, R

′, S′), where S′ =
{s1, s2, s3}, S′

0 = {s1}, R′ = {(s1, s2), (s2, s3)} and L′ assigns all states s1,
s2, and s3 of M ′ with {b}, {c}, {d} respectively.

The modified LTL model in (C) is M ′ = (S′, S′
0, R

′, S′), where S′ =
{s0, s1, s2}, S′

0 = {s0}, R′ = {(s0, s1), (s1, s2)} and L′ assigns all states s0,
s1 and s2 of M ′ with {a},{b}, and {c} respectively.

Definition 5. (Update) Given an LTL Kripke model M and an LTL formula
φ. An update of M with φ, denoted as Update(M,φ), is a new LTL Kripke
model M ′, such that

1. there exists a sequence of simple modifications (δ0, δ1, δ2, · · · , δn) for
(M0,M1,M2, · · · ,Mn−1,Mn) respectively, where M0 = M . The simple mod-
ifications are δ0(M0) = M1, δ1(M1) = M2, · · ·, δi(Mi) = Mi+1,· · ·, and
δn(Mn) = M ′ respectively, where 0 ≤ i ≤ n. M ′ is the result of the (n + 1)th

simple modification;
2. M ′ |= φ.

In Definition 5, the update Update(M,φ) will result in a new LTL model M ′,
which satisfies φ. The method of update is to apply any one of the three single
operations in Definition 4 n+1 times, until M ′ |= φ. The process is viewed as the
sequence: M0

δ0−→ M1
δ1−→ M2, · · · ,Mn

δn−→ Mn+1, where we suppose the first
simple modification δ0 by using a single operation, the second one δ1, and so on,
the last one δn. Consequently, the first simple modification works on M , denoted
as δ0(M) = M1; the second one δ1 works on M1, denoted as δ1(M1) = M2 and
so on; the last one δn works on Mn, denoted as δn(Mn) = M ′, which satisfies φ.
In other words, Update(M,φ) consists of the sequence of simple modifications
δ0, δ1, · · · , δn, and gives a final result M ′.

4 The Principles of Minimal Change

In order to eliminate possible undesirable update results from the modifications
in the previous section, we need to provide justified semantic criterion on LTL
model updating. Basically, we prefer to select only those new models that have
the least change compared with the original models. In belief revision and up-
date research, various minimal change principles have been developed based on
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classical propositional logic such as described in [12]. It has been observed that
these principles are usually not directly applicable for updating on modal logic
based systems such as those described in [1], which works on the S5 modal logic
Kripke model. In this section, we propose a new minimal change definition for
the LTL Kripke model update, based on both logic structure comparison and
state differences of LTL Kripke models.

Given a set X, |X| denotes the cardinality of X. Given an integer, N , which
could be either positive or negative. ||N || denotes its absolute value. e.g., ||−3|| =
||3|| = 3. Given any two sets X and Y , the symmetric difference between X and
Y is denoted as Diff(X, Y ) = (X − Y ) ∪ (Y −X).

Definition 6. (Ordering on Relations)
Given three LTL models M = (S, S0, R, L), M1 = (S1, S10 , R1, L1) and M2 =
(S2, S20 , R2, L2), we say relation R1 in M1 is as close to relation R in M as
relation R2 in M2, denoted as R1 ≤R R2, if

1. ∀(si, si+1) ∈ (R−R1), (si, si+1) ∈ (R−R2), and
2. ||(|R| − |R1|)|| ≤ ||(|R| − |R2|)|| .

Furthermore, R1 =R R2 iff R1 ≤R R2 and R2 ≤R R1; R1 <R R2 if R1 ≤R R2
and R1 �=R R2.

In Definition 6, condition 1 means that any element of R that is not retained
in R1 is also not retained in R2; condition 2 indicates that the different number
of elements between R and R1 is less than or at most the same as those between
R and R2.

To illustrate how this definition works, let us consider Figure 4. It is easy to
see that R−R1 = {(s2, s3), (s3, s4)} and R−R2 = {(S1, S2)), (S2, S3), (S3, S4)}.
Thus R − R1 ⊂ R − R2, and condition 1 in Definition 6 is satisfied. Also we
have ||(|R| − |R1|)|| = ||4 − 3|| = 1, and ||(|R| − |R2|)|| = ||4 − 2|| = 2. That is
||(|R| − |R1|)|| < ||(|R| − |R2|)||, so condition 2 is also satisfied. Therefore, we
have R1 ≤R R2. In other words, in terms of relations, model M1 is closer to M
than model M2.

s0
M

M1

M2

s1 s2 s3 s4

s0 s1 s2 s’3

s0 s1 s’’2

Fig. 4. The illustration of Definition 6
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t=3
n1=-1M n0=0
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n’2=2
t=3

n’2=2
t’’2=5

M2

M1

t’’1=3
n’1=1

s2

s’1 s’2

s0 s’’1 s’’2

s0

s0

Fig. 5. Illustrate minimal changed
update for example 1 and Definition 7

Definition 7. (Ordering on Models) Giving M , M1, and M2, we say M1 is
as close to M as M2, which is denoted as M1 ≤M M2, if the following conditions
hold:
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Boolean positive;
int t = 1, n = 0;
for(;n! = −2, t! = 3;n−−,t + +)
{if(n ≥ 0) positive := 1;
else positive := 0;}

Fig. 6. The original code for example 1

Boolean positive;
int t = 1, n = 0;
for(;n! = 2, t! = 3;n + +,t + +)
{if(n ≥ 0) positive := 1;
else positive := 0;}

Fig. 7. The updated code for example 1

1. R1 <R R2, or
2. if R1 =R R2, then, for ∀(si, si+1) ∈ R, ∃(s′

i, s
′
i+1) ∈ R1, such that,

∀(s′′
i , s

′′
i+1) ∈ R2, Diff(si, s

′
i) ⊆ Diff(si, s

′′
i ) implies

Diff(si+1, s
′
i+1) ⊆ Diff(si, s

′′
i+1).

We denote M1 <M M2 iff M1 ≤M M2 and M2 �≤M M1.

Definition 8. (Admissible Update) Given an LTL Kripke model M and an
LTL formula φ, an update of M with φ,denoted as Update(M,φ), is called admis-
sible, if any resulting model M ′, obtained from Update(M,φ), has the following
properties:

1. M ′ |= φ;
2. There does not exist a resulting model M ′′ from other update of M with φ,

such that M ′′ |= φ and M ′′ <M M ′.

Example 1. Consider the software code illustrated in Figure 6. We need the
software system M to satisfy the property: M |= G(positive), which means
“positive = True” when all states of path π in M contain “n=positive number”.
We denote φ = G(positive).

Now, we have model M = (S, S0, R, L) in Figure 5 to represent the code in
Figure 6, and M �|= φ. We give up most other obvious none minimal changed up-
dated models and pick up two updated models M1 |= φ and M2 |= φ in the figure
for comparison. To result in both new models, the operation sub(M,Snew, sk),i.e.,
the simple modification should be applied twice in each. Now we shall pick out
a minimal changed model between M1 and M2.

Under Definition 6, we have R1 =R R2. We need to apply Definition 7 to
decide the desirable update. Under condition 2 of this definition, Diff(s1, s′

1) =
{n1 = −1, n′

1 = 1, } and Diff(s1, s′′
1) = (n1 = −1, n′

1 = 1, t = 2, t = 3) result-
ing in Diff(s1, s′

1) ⊂ Diff(s1, s
′′
1 ). Similarly, it is easy to see Diff(s2, s′

2) ⊂
Diff(s2, s

′′
2 ).

Thus, from the above comparison, M1 <M M2, we have final admissible
minimal changed model M1 |= φ, which leads to the final updated software code
in Fig. 7.

5 Characterization

In this section, we will characterize the update of the LTL Kripke model with
Fφ and φ ∪ ψ, which are two of the most common and frequently used path
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formulae in LTL model checking. For simplicity, we consider those LTL Kripke
models that only contain a single initial state. However, our results can easily
be extended to the general case. The characterizations significantly simplify the
underlying update process for these specific formulas.

Theorem 1. Given M = (S, {s0, }, R, L) with a path π = [s0, · · · , sk−1, sk, sk+1,
· · ·], where sk+1 is not the final state, and M �|= Fφ. Update(M,Fφ) = M ′,
where M ′ |= Fφ and M ′ = (S′, {s0}, R′, L′), is admissible if the update gener-
ates one of the following resulting models by applying the simple modifications:

1. Addition operation add(M, snew, sk, sk+1). The updated model M ′ has a path
π′ = [s0, · · · , sk, snew, sk+1, · · ·], such that,
– S′ = S ∪ {snew}, R′ = R− {(sk, sk+1)} ∪ {(sk, snew), (snew, sk+1)}, and
L′ : S′ → 2AP , where ∀s ∈ S′, if s ∈ S, then L′(s) = L(s);

– Diff(Sk+1, snew) is minimal and snew |= φ.
2. Substitution operation sub(M, snew, sk). The updated model M ′ has a path

π′ = [s0, · · · , sk−1, snew, sk+1, · · ·], such that,
– S′ = S − {sk} ∪ {snew},
R′ = R− {(sk−1, sk), (sk, sk+1)} ∪ {(sk−1, snew), (snew, sk+1)}, and
L′: S′ → 2AP , where ∀s ∈ S′, if s ∈ S, then L′(s) = L(s);

– Diff(Sk, snew) is minimal and snew |= φ.

Theorem 2. Given M = (S, {s0, }, R, L) with a path π = [s0, · · · , sk, · · · , sj , · · ·],
where M �|= φ ∪ ψ. An update Update(M,φ ∪ ψ) = M ′, where M ′ |= φ ∪ ψ, is
admissible by applying the simple modification: substitution sub(M, s′

k, sk) to any
state sk before sj in M , where sk �|= φ, sj is the first state with sj |= ψ in π,
and Diff(sk, s

′
k) is minimal. The resulting model M ′ = (S′, {s′

0}, R′, L′) with
π′ = [s′

0, · · · , s′
k, · · · , sj , · · ·] such that,

– S′ = S − {sk|k < j, sk �|= φ} ∪ {s′
k|k < j, s′

k |= φ},
– s′

0 = s0 if s0 |= φ, otherwise, s′
0 |= φ and Diff(s′

0, s0) is minimal,
– R′ = R− {(sk, sk+1)|k ≤ (j − 1), sk �|= φ or
sk+1 �|= φ} ∪ {(s′

k, s
′
k+1)|k ≤ (j − 1), and(s′

k, s
′
k+1) ⊆ π′}, and

– L′: S′ → 2AP , where ∀s ∈ S′, if s ∈ S, then L′(s) = L(s).

6 Conclusions, Related Work and Further Research

In this paper, we have described a new approach of system modification for LTL
representation. The LTL model updater achieves its modification task by three
single operations. A principle of minimal change is also presented for our LTL
model update approach. We further demonstrate examples and characterize two
important properties of the LTL model to illustrate the update and minimal
change criterion.

Our work presented in this paper can be viewed as a further development of
enhanced model checking for system repair by AI techniques, as shown in [2],
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which introduced the concept of a system repair problem. The authors in that
paper integrated the techniques from model checking and abductive AI princi-
ples to tackle automated diagnosis. However, as declared by the authors them-
selves, their approach may not be general enough for other system modification
problems. The other related work is due to Harris and Ryan’s work [5]. In that
paper, model checking is formalized as belief updating operator / to satisfy clas-
sical proposition knowledge update KM postulates U1-U8. However, it is not
clear how their model update operator can be implemented for practical system
modification.

In order to further develop our research, we will aim to perform an extensive
case study of the LTL model update to provide strong supportive evidence for
the general principles proposed in this paper. We will apply the LTL model
update method to more complex software systems such as concurrent systems
[2]. We will also consider alternative methods to formalize the minimal change
criterion to enlarge the LTL model update application domain. After this stage
of research, we will extend our current approach to the research of CTL model
update, which will be more of a challenge and the main focus of our research.
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Abstract. Anticipatory agents are agents, which are capable of some-
how make predictions in advance based on their own knowledge at present
and use the predictions about future to guide their current actions. To
construct such an agent, we propose an approach based on temporal
relevant logic. We analyze the requirements for logic systems to under-
lie anticipatory reasoning at first. Secondly, we present a logic family,
named “temporal relevant logic,” which can satisfy these requirements.
And then we propose a conceptual architecture based on anticipatory
reasoning in the framework of temporal relevant logic. At last, we present
solutions to some issues about automation of anticipatory reasoning.

1 Introduction

Anticipatory Agent [8, 9, 12, 13] is a hybrid concept of Agent and Anticipatory
System which is a system whose current state is determined by not only past/pre-
sent states but also predicted future states[19].

According to different applications, it might be not necessary for agents to
be anticipatory, but in multi-agent systems running in a protean environment,
anticipation is certainly a desirable feature. Thus, an agent must face other
agents, among which some are cooperating with it, some are competing with it,
and some do not have concerns about it at all; also an agent must face various
states of the environment, among which some are favorable, and some are not. If
it could somehow “know” what the situation is going to be, such as what others
are going to do, what the environment is going to be, an agent would make better
decisions to cooperate with other agents or take advantage of competing agents
or favorable states of environment; on the other hands, devise better counter-
measures beforehand to compete with other agents or overcome the obstacles,
even threats brought by unfavorable states of environment. By anticipation, it
could pursue interests of itself or a group of agents in a more economic way,
or just increase the income, or mitigate loss caused by competing agents or
unfavorable environments.

Sinceanticipatory agent is a favorable type of agents, we need some methods
to implement it. There are some formal logics proposed for agents[14, 23], but
these formal logics are not sufficient or totally impossible to be used by anticipa-
tory agents based on temporal reasoning. These are also some direct approaches
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to anticipatory agent, such as linearly anticipatory autonomous agents[9] which is
rule based and requires a complete and consistent set of rules about the world —
generally the agents could not have one. So from the formal logic perspective, we
here present an approach to anticipatory agents based on anticipatory reasoning
on temporal relevant logic, which can work with incomplete and/or inconsistent
information about world.

We analyze the requirements for the logic system to to provide agents with a
criterion of logical validity as well as a representation and specification language
in anticipatory reasoning, and present a logic family, named “temporal relevant
logic,” which can satisfy these requirements in section 2. We also apply the formal
logic systems in a conceptual architecture based on anticipatory reasoning in
section 3. At last, we discuss some implementation issues in section 4.

2 The Logical Basis for Anticipatory Reasoning

Reasoning is the process of drawing new conclusions from given premises, which
are already known facts or previously assumed hypotheses to provide some evi-
dence for the conclusions. Anticipatory reasoning is the reasoning1 to draw new,
previous unknown and/or unrecognized conclusions about some future event or
events whose occurrence and truth are uncertain at the point when the reasoning
is being performed. The logic system to underlying anticipatory reasoning must
satisfy the following four essential requirements.:

1. As a general logical criterion for the validity of reasoning as well as prov-
ing, the logic must be able to underlie relevant reasoning as well as truth-
preserving reasoning in the sense of conditional.

2. The logic must be able to underlie ampliative reasoning, but not circular
and/or tautological reasoning in the sense that the truth of conclusion of the
reasoning should be recognized after the completion of the reasoning process
but not be invoked in deciding the truth of premises of the reasoning.

3. The logic must be able to underlie paracomplete reasoning and paraconsis-
tent reasoning. In particular, the so-called principle of Explosion that every-
thing follows from a contradiction cannot be accepted by the logic as a valid
principle. This is because that, in general, our knowledge about a domain as
well as a scientific discipline may be incomplete and/or inconsistent in many
ways. An anticipatory agent inevitably suffers the same problem.

4. Straightforwardly, the logic must be able to underlie temporal reasoning.

Classical mathematical logic (CML) was established based on the classi-
cal account of validity — truth-preservation. Since the relevance between the
premises and conclusion of an argument is not accounted for, a reasoning based
on CML is not necessarily relevant. In CML, the notion of conditional, which

1 There are other notions, such as proving, argument, conditional, entailment, etc.,
refer to [7] for the definitions.
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is intrinsically intensional but not truth-functional, is represented by the notion
of material implication, which is intrinsically an extensional truth-function. This
leads to the problem of “implicational paradoxes” [1, 2, 10, 16, 17].

CML cannot satisfy any of the above four essential requirements because of:

1. A reasoning based on CML is not necessarily relevant;
2. The classical truth-preserving property of a reasoning based on CML is

meaningless in the sense of conditional; a reasoning based on CML must be
circular and/or tautological but not ampliative;

3. Reasoning under inconsistency is impossible within the framework of CML[5,
6, 7].

These facts are also true to those classical conservative extensions or non-
classical alternatives of CML where the classical account of validity is adopted
and the notion of conditional is virtually represented by the material implication,
such as some temporal (classical) logics[3, 21, 22] and some other modal and/or
epistemic logic systems [14, 23].

Traditional relevant (or relevance) logics (RLs)[1, 2, 10, 16, 17] have a primi-
tive intensional connective to represent the notion of (relevant) conditional (en-
tailment). A reasoning based on RLs is ampliative but not circular and/or tauto-
logical. Also they satisfy relevance principle, thus to exclude those implicational
paradoxes from logical axioms or theorems of RLs. Moreover, because RLs reject
the principle of Explosion, they can certainly underlie paraconsistent reasoning.

Some strong relevant (or relevance) logics (SRLs), named Rc, Ec, and Tc are
proposed as a modification of RLs [5, 6, 7]. SRLs are based on strong relevance
principle which require the antecedent part and consequent part share all propo-
sitional variables. They reject all conjunction-implicational and disjunction-impl-
icational paradoxes in RLs. In SRLs, if a reasoning is valid, then both the rele-
vance between its premises and its conclusion and the validity of its conclusion
in the sense of conditional can be guaranteed in a certain sense of strong rele-
vance. Although SRLs can satisfy the first three of the essential requirements,
they cannot satisfy the fourth.

From the discussions above, we can see that what we need is a suitable
combination of strong relevant logics and temporal logics such that it can satisfy
the all four requirements for the fundamental logic system.

Cheng proposed a new family of relevant logic systems, named temporal rele-
vant logic (TRL), which can satisfy the all four essential requirements[7]. Based
on this family of logic systems, we substitute temporal operators (F, P, G,
H) with since (S) and Until (U) [15] as primitive temporal operators and cor-
responding axiom schemata, and further constraint the axiom schemata to be
valid only on linear discrete time flow.

The logical connectives, temporal operators, axiom schemata, and inference
rules are as follows:

Primitive logical connectives: entailment (⇒), negation (¬), extensional
conjunction(∧)
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Defined logical connectives: intensional conjunction(⊗), intensional disjunc
tion(⊕), intensional equivalence(⇔), extensional disjunction(∨), material
implication(→), extensional equivalence(↔)
Primitive temporal operators: until operator(U), since operator(S)
Defined temporal operators: future-tense sometime operator(F), past-tense
sometime operator(P), future-tense always operator(G), past-tense always
operator(H), tomorrow operator(T), yesterday operator(Y)

Axiom schemata: The axiom schemata from SRLs (RcQ, EcQ, and TcQ)2,
and followings:

T1 G(A ⇒ B) ⇒ (U(A,C) ⇒ U(B, C))
T2 H(A ⇒ B) ⇒ (S(A,C) ⇒ S(B, C))
T3 G(A ⇒ B) ⇒ (U(C, A) ⇒ U(C, B))
T4 H(A ⇒ B) ⇒ (S(C, A) ⇒ S(C, B))
T5 (A ∧U(B, C)) ⇒ U(B ∧ S(A,C), C)
T6 (A ∧ S(B, C)) ⇒ S(B ∧U(A,C), C)
T7 (FA ∧ FB) ⇒ F(A ∧ FB) ∨ F(A ∧B) ∨ F(FA ∧B)
T8 (PA ∧PB) ⇒ P(A ∧PB) ∨P(A ∧B) ∨P(PA ∧B)
T9 GA ⇒ G(GA)
T10 HA ⇒ H(HA)
T11 (A ∧HA) ⇔ T(HA)
T12 (A ∧GA) ⇔ Y(GA)
T13 GA ⇒ TA
T14 HA ⇒ YA
T15 TA ⇒ FA
T16 YA ⇒ PA
T17 A ⇔ Y(TA)
T18 A ⇔ T(YA)
TQ1 ∀xGA ⇒ G∀xA
TQ2 ∀xHA ⇒ H∀xA

Inference rules: include inference rules from RcQ, EcQ, and TcQ, and
followings:

TG: “from A to infer GA and HA” (Temporal Generalization)
IRR: “from ¬q ∧Hq ⇒ A to infer A”, where atom q not in A (Irreflexivity)

The minimal or weakest propositional (first column) and predicate (second
column) TRLs can be obtained by following combinations:

T0Tc = Tc + {T1∼T6} + TG T0TcQ = TcQ + {T1∼T6, TQ1, TQ2} + TG
T0Ec = Ec + {T1∼T6} + TG T0EcQ = EcQ + {T1∼T6, TQ1, TQ2} + TG
T0Rc = Rc + {T1∼T6} + TG T0RcQ = RcQ + {T1∼T6, TQ1, TQ2} + TG

2 For the full list of axiom schemata and inference rules, please refer to [4, 6, 7].

-
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Note that the minimal or weakest temporal classical logic S,U/K0[15] = all
axiom schemata for CML + ⇒E + T1∼T6 + TG.

T0TcQ, T0EcQ and T0RcQ are valid on all classes of time flows. By adding
extra characteristic axiom schemata, we can get following propositional (first
column) and predicate (second column) TRLs which are only valid on integer
time flows:

TiTc = T0Tc + {T7∼T18} + IRR TiTcQ = T0TcQ + {T7∼T18} + IRR
TiEc = T0Ec + {T7∼T18} + IRR TiEcQ = T0EcQ + {T7∼T18} + IRR
TiRc = T0Rc + {T7∼T18} + IRR TiRcQ = T0RcQ + {T7∼T18} + IRR

The TRLs (TiTcQ, TiEcQ and TiRcQ) above keep the essential char-
acteristics of T0TcQ, T0EcQ and T0RcQ[7]: as conservative extensions of
strong relevant logics satisfying the strong relevance principle, the logics un-
derlie relevant reasoning as well as truth-preserving reasoning in the sense of
conditional, ampliative reasoning, paracomplete reasoning, and paraconsistent
reasoning about temporal objects. The use of primitive temporal operators (S,
U) enhance expressive power; and the resulted logic systems with extra temporal
axioms for integer time flows are more convenient to specify, verify and reason
about objects in the agent world.

3 A Conceptual Architecture of Anticipatory Agent

To construct anticipatory agents, we here propose a conceptual architecture
which is developed from the basic idea which takes anticipatory reasoning on
TRLs to make predictions.

The architecture (shown in Fig. 1) is basically constructed under consid-
eration of component/function, and coupled two-layered structure is adopted:
lower part — a traditional reactive subsystem and upper part — a anticipatory
reasoning subsystem.

The reactive subsystem can consist of four components:

• Sensor/measurers perceive the states of environment and itself.
• Communicator encodes received raw data from sensor/measurers, and

eliminates the “noise” and pick up the useful and important data for further
processing; also, it is in charge of exchanging data with other agents, and the
received data help the agent get a more comprehensive and accurate grasp
of the world.

• Enactor match the received situations to the situation-action rules to select
appropriate actions to take.
• Actuactors are a set of components which can finish certain kinds of task

respectively. They realize actions specified in instructions from the enactor.

The components mentioned above are physical units with certain functions;
and on the other hand, there are indispensable data — the abstract rules and the-
ories, more generally “knowledge,” just like encoding/filtering rules and situation-
action rules. The lower part is closely dependent on application domains, it can



Fig. 1. A Conceptual Architecture of Anticipatory Agent

be implemented by the expert in those domains, so the implementation of its in-
ternal components is out of our major concern, all what we need are the sensory
data interface and instruction interface.

The anticipatory reasoning subsystem is where the TRLs is applied, and is
our major concern. It can consist of following components3:

• Anticipatory Reasoning Engine (ARE) gets large quantity of conclusions
from history data, world model and general theories through anticipatory
reasoning based on TRLs.
• Formula Identifier (FI) takes conclusions (formulas) from ARE, and iden-

tify some conclusions as predictions, according to the agent’s interests.
• Decision-maker takes world model, predictions, general theories, system

economic model and system goal/interests into account, select appropriate
actions, and send instructions to guide enactor.

There also are indispensable data used by components in the anticipatory
reasoning subsystem.

• History data contains the events/situation agent encountered, actions agent
took, and the situation after the actions. It is actually a set of atomic for-
mulas.

3 Here we will use the notions of formula(s) and theorem(s), and they are all well-
formed formulas represented in the language of TRLs with some extra application-
dependent symbols, such as propositions or predicates.
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• World models contain the frameworks of the world, including models of
the agent itself and other agents. The framework is a collection of world
change patterns and agents’ behavior patterns. It is a set of relevant empirical
theorems.

• General theories are those of universal truth. It is a set of logical theorems
acquired by applying inference rules on axioms of TRLs.
• Goal/Interest & Economic model include the purposes/interests of the

agent, the actions that system is capable to take, and the efficiency and
effectivity of the actions, and some action strategies under certain situations.
Some contents of this data can also be formularised as a set of relevant
empirical theorems, whereas some cannot.

Summarily, from the constructive aspect, especially using today’s computer
science, we can constitute an anticipatory agent with:

• A repository contains formulas and information of other forms (in the dark
gray frame in Fig. 1).
• A set of physical components (processes) is capable to use the contents

in the repository to finish certain task (in the light gray frame in Fig. 1).

This architecture shows that an anticipatory agent is actually acquired by
simply coupling an anticipatory reasoning subsystem on a reactive subsystem.
With this architecture, the high-efficiency and high-effectivity of normal routine
reactions are guaranteed in reactive subsystem; also, the anticipatory feature of
overall system is manifested under the guidance of the anticipatory reasoning.
Therefore the anticipatory reasoning subsystem is intrinsically the more impor-
tant part what we are focusing on, because just this part take anticipations by
anticipatory reasoning, and make a reactive agent anticipatory.

Being a part of a multi-agent system, an anticipatory agent can perceive the
world by data directly from its sensors and data shared by other agents; with
the data, the anticipatory agent gets “interesting” predication about what the
environment is going to be and what other agents are going to do by its ARE and
FI; the predictions influence the choice of course of actions of the anticipatory
agent: to cooperate, to compete, to do something irrelevant, or to do nothing at
all; the actions can be observed by other agents or explicitly notified to other
agents by the anticipatory agents, and are taken into account in choosing of
course of actions by other agents. For the whole multi-agent system, this pattern
will loop again and again.

In next section, we discuss some issues of implementation in detail.

4 Some Implementation Issues

Here we focus on the upper part of the architecture in last section. We have
mentioned different categories of data used in the upper part, and among them:
World Model and Goal/Interests&Ecnomic could be manually prepared as em-
pirical theorems by experts in application domains; General Theories could be
generated by ARE.
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4.1 Anticipatory Reasoning Engine

ARE takes some logical theorems of TRL and empirical theorems as primises,
deduces on TRL, and finally get the logical theorems and empirical theorems.

In general, both the logical theorems of a logic system and empirical theorems
deduced based on the logic from some premises are infinite sets of formulas,
even though the premises are finite. In order to develop a computational tool
for reasoning about logical and empirical entailments, Cheng constraints the
conclusions to a set of formulas with low (entailment) degree[5]. This strategy
can be applied to computational tools that reason about SRLs, so ARE can also
adopt this strategy.

Because ARE carries out reasoning on TRLs, we can further constraint the
conclusions to a set of formulas with low temporal degree. Literally, temporal
degree of a formula is the nesting depth of temporal operators in that formula.
temporal degree(Dt) of a formula can be formally defined as:

• Dt(A)=0 if and only if there is no temporal operator in A;
• If A has the form of Ψ(B ,C ), where Ψ is one of binary temporal operator,

then Dt(A)=max(Dt(B), Dt(C)) + 1;
• If A has the form of ΦB , where Φ is one of unary temporal operator, then

Dt(A)=Dt(B) + 1;
• If A has the form of φB , where φ is one of unary logical connectives, then

Dt(A)=Dt(B)
• If A has the form of BψC , where ψ is one of binary logical connectives, then

Dt(A)=max(Dt(B), Dt(C))
• If A has the form of σxB , where σ is one of quantifiers, then Dt(A)=Dt(B)

If Dt(A) = i where i is a natural number, A is called a ith temporal degree
formula.

Let (F (L),�L, Th(L)) be one of TRLs, and k be a natural number. The kth

temporal degree fragment of L, denoted by Th,k(L), is a set of logical theorems
of L which is inductively defined as follows (in the terms of Hilbert style formal
system):

1. if A is an axiom of L, then A ∈ Th,k(L)
2. if A is a jth(j < k) degree formula which is the result of applying an inference

rule of L to some members of Th,k(L), then A ∈ Th,k(L)
3. Nothing else are members of Th,k(L).

Obviously, the definition of the kth temporal degree fragment of logic L is
constructive.

Let (F (L),�L, Th(L)) be one of TRLs, premise P ⊂ F (L), and k and j be
two natural numbers. A formula A is said to be jth-temporal-degree-deducible
from P based on Th,k(L) if and only if there is an finite sequence of formulas
f1, ..., fn such that fn = A and for all i(i < n) 1)fi ∈ Th,k(L), or 2)fi ∈ P
or 3)fi whose temporal degree is not higher than j is the result of applying an
inference rule to some members fj1, ..., fjm(ji, ..., jm < i) of the sequence.
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If P �= φ, then the set of all formulas which are jth-temporal-degree-deducible
from P based on Th,k(L) is called the jth temporal degree fragment with premises
P based on Th,k(L), denoted by T j

Th,k(L)(P ).
To carry out anticipatory reasoning in ARE, we can combine this strategy

based on temporal degree with the strategy based on (entailment) degree in order
to further narrow down the searching space of possible candidates for predictions.

ARE here actually has two roles: when given only logical theorems, it can
be an independent tool to prepare General Theories; when given both logical
and empirical theorems, it acts as an active component of anticipatory agents.
We have developed an automated forward deduction system for general-purpose
entailment calculus, name “EnCal”[5], which can reason out the logical and
empirical theorem based on SRLs, and it is being expanding to reason on TRLs,
so it has the potential to act as an ARE.

4.2 Formula Identifier

We have devised strategies to narrow down the searching space of possible can-
didates for predictions, where the possible candidates are actually formulas de-
duced after the reasoning process. However, the quantity of these formulas may
still be vary large, and some of them may have no influence on decision-making
of the agent. It is the FI which picks up interesting formulas out of numerous
candidates. So we devise a strategy to discriminate these formulas.

Before introducing the strategy, we need the notions of Antecedent Part(AP)
and Consequent Part(CP) of a formula[1]. Here we extend its definition:

1. if Ψ(B ,C ) is a CP(AP) of A, where Ψ is one of binary temporal operator,
then B and C are CP(AP) of A;

2. if ΦB is a CP(AP) of A, where Φ is one of unary temporal operator , then
B is a CP(AP) of A.

Also there is a property of S and U over integer time flow. If there is not
⇒, ⊗, ⊕ and ⇔ appearing in the scope of temporal operators in a formula A,
then A can be rewritten in an equivalent way as a boolean combination of pure
formulas, each of which depends only on a single time region[15]. In our case,
these formulas are pure (past |present |future) formulas.

Now we describe our strategy. Fundamental assumption of this strategy is
that an agent is interested in some certain affairs, which can be formalized
as propositions, predicates or predicates of some certain instances of variables,
called interesting terms. And all the affairs interested the agent is the formulas
with interesting terms appearing in pure present or pure future formulas in their
consequent parts, can be called interesting formulas, so FI just takes them as
predictions. An interesting formula A(IF) to agent’s interests can be defined as
follows:

• interesting terms (atomic formulas) are IFs;
• If one if the consequent parts of A is an IF, then A is an IF;
• If A are an IF, then φA is an IF, where φ is a unary logic connective, i.e.,
{¬};
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• If A or B is IFs, then U(A,B) is an IF;
• If A is an IF, then ∀xA and ∃xA is IFs.
• If A is an IF, then ΦA is an IF, where Φ is one of {G, F, T}.

Given interesting terms by users, the formula identifier is able to choose
predictions among deduced formulas by the anticipatory reasoning engine.

5 Concluding Remarks

In this paper, we have proposed an approach to construct anticipatory agents
based on anticipatory reasoning on temporal relevant logics, and discuss some
implementation issues under the frame of the approach.

Anticipatory agents can be applied in many fields, one of them could be a
proactive security guard in computer networks. Actually, this is our preliminary
attempt on this subject, There are many challenging theoretical and technical
problems that have to be solved, such as we left out issues about decision-maker,
since TRLs and anticipatory reason on TRLs are not enough to support decision
making.
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Abstract. Music is not only a set of sounds, it evokes emotions, subjec-
tively perceived by listeners. The growing amount of audio data available
on CDs and in the Internet wakes up a need for content-based searching
through these files. The user may be interested in finding pieces in a spe-
cific mood. The goal of this paper is to elaborate tools for such a search.
A method for the appropriate objective description (parameterization)
of audio files is proposed, and experiments on a set of music pieces are
described. The results are summarized in concluding chapter.

1 Introduction

Extracting information on emotions from music is difficult for many reasons.
First of all, music itself is a subjective quality, related to culture. Music can be
defined in various ways, for instance, as an artistic form of auditory communi-
cation incorporating instrumental or vocal tones in a structured and continuous
manner [31], or as the art of combining sounds of voices or instruments to achieve
beauty of form and expression of emotion [6]. Therefore, music is inseparably
related to emotions. Musical structures itself communicate emotions, and also
synthesized music aims at expressive performance [13], [19].

The experience of music listening can be considered within three levels of
human emotion [12]:

– autonomic level,
– denotative (connotative) level, and
– interpretive (critical) level.

According to [17], music is heard:

– as sound. The constant monitoring of auditory stimuli does not switch off
when people listen to music; like any other stimulus in the auditory environ-
ment, music is monitored and analyzed.

– as human utterance. Humans have an ability to communicate and detect
emotion in the contours and timbres of vocal utterances; a musical listening
experience does not annihilate this ability.

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 456–465, 2005.
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– in context. Music is always heard within the context of knowledge and envi-
ronment, which can contribute to an emotional experience.

– as narrative. Listening to music involves the integration of sounds, utter-
ances and context into dynamic, coherent experience. Such integration is
underpinned by generic narrative processes (not specific to music listening).

Although music is such a delicate subject of scientific experiments, research
has been already performed on automatic composition in given style [23], dis-
covering principles of expressive music performance from real recordings [29],
and labeling music files with metadata [24]. Also, research on recognizing emo-
tions in audio files has been performed on speech data [7], [20], [27]. Emotions
communicated in speech are quite clear. However, in experiments described by
Dellaert et al. in [7] human listeners performed recognition of emotions in speech
with about 80% correctness, in experiments with over a 1000 utterances from
different speakers, classified into 4 categories: happy, sad, anger, and fear. The
results obtained in machine classification were very similar, also reaching 80%
correctness. Tato et al. [27] also obtained recognition rate approaching 80%, for
3 classes regarding levels of activation: high (angry, happy), medium (neutral),
and low (sad, bored). The database of about 2800 utterances was used in these
experiments.

Research on discovering emotions from music audio data have also been re-
cently performed [18]. Li and Ogihara reported in [18] on detecting emotions in
music, using 499 sound files representing 13 classes, labeled by a single subject.
The accuracy ranged for particular classes from about 50% to 80%. Since emo-
tions in music are more difficult to discover than in speech, and even the listener
labeling the data reported difficulties with performing the classification task, the
obtained results are very good.

2 Audio Data Parameterization

Parameterization of audio data for classification purposes can be based on vari-
ous descriptors. For instance, Tato et al. in [27] applied speech-specific prosodic
features, derived from pitch, loudness, and duration, which they associated with
the activation or arousal dimension, and quality features, i.e. phonation type,
articulation manner, voice timbre, which they associated with the evaluation
and pleasure dimension. They achieved most important results for the speaker-
independent recognition and three classes, with a accuracy about 80%.

In case of music audio data, other descriptors are used, see for instance [25],
[28], [30]. These features include structure of the spectrum, time domain features,
and also time-frequency description. Since the research on automatic detection of
emotions in music is very recent, there is no significant comparison of descriptor
sets and their performance for this purpose. Li and Ogihara applied parameters
provided in [28], describing timbral texture features, rhythmic content features,
and pitch content features. The dimension of the final feature vector was 30.

In our research, we based on assumption that emotions depend on chords
and timbre, using Western music as audio samples. Long analyzing frame (32768
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samples taken from the left channel of stereo recording, for 44100 Hz sampling
frequency and 16-bit resolution), in order obtain more precise spectral bins, and
to describe longer time fragment. Hanning window was applied to the analyzed
frame. Spectral components up to 12 kHz were taken into account.

The following set of descriptors was calculated [30]:

– Frequency: dominating fundamental frequency of the sound
– Level: maximal level of sound in the analyzed frame
– Tristimulus1, 2, 3: Tristimulus parameters calculated for Frequency, given

by [26]:

Tristimulus1 =
A2

1∑N
n=1 A

2
n

(1)
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where An denotes the amplitude of the nth harmonic, N is the number of
harmonics available in spectrum, M = !N/2" and L = !N/2 + 1"

– EvenHarm and OddHarm: Contents of even and odd harmonics in the
spectrum, defined as
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– Brightness: brightness of sound - gravity center of the spectrum, defined as

Brightness =
∑N

n=1 nAn∑N
n=1 An

(6)

– Irregularity: irregularity of spectrum, defined as [9], [16]
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(7)

– Frequency1, Ratio1, ..., 9: for these parameters, 10 most prominent peaks
in the spectrum are found. The lowest frequency within this set is chosen
as Frequency1, and proportions of other frequencies to the lowest one are
denoted as Ratio1, ..., 9
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– Amplitude1, Ratio1, ..., 9: the amplitude of Frequency1 in decibel scale,
and differences in decibels between peaks corresponding to Ratio1, ..., 9 and
Amplitude1. These parameters describe relative strength of the notes in the
music chord.

Since the emotions in music also depend on the evolution of sound, it is recom-
mended to observe changes of descriptor values in time, especially with respect
to music chords, roughly represented by parameters Frequency1, Ratio1, ..., 9;
we plan such extension of our feature set in further experiments.

3 Data Labeling

One of difficulties in experiments on recognition of emotions in music is labeling
of the data. The emotions can be described in various ways. One of the possi-
bilities is presented in Figure 1, proposed by Hevner [11]. This labeling consists
of 8 classes, although not all adjectives in a single group are synonyms, see for
instance pathetic and dark in class 2.

Other labeling is also used. For instance, Li and Ogihara in [18] use 13 classes,
each labeled by one, two, or three adjectives. These groups are based on redefined

 

Fig. 1. Adjective Circle according to K. Hevner [11]
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(by Farnsworth) Hevner adjectives, supplemented with 3 additional classes. Al-
together, the following adjectives were used in this research: cheerful, gay, happy,
fanciful, light, delicate, graceful, dreamy, leisurely, longing, pathetic, dark, de-
pressing, sacred, spiritual, dramatic, emphatic, agitated, exciting, frustrated,
mysterious, spooky, passionate, and bluesy [18].

Emotions can be also represented in 2 or 3 dimensional space, thus allowing
labeling along the chosen axes. For instance, Tato et al. [27] performed research
on detecting emotions in speech along activation dimension, using the following
adjectives: angry, happy, neutral, sad, bored.

Apart from problem with choosing the appropriate representation, another
issue to deal with is labeling the data by subjects, i.e. human listeners. Since
emotions may vary from subject to subject, various listeners may provide dif-
ferent labeling. Labeling with emotions is inevitably subjective, and it is very
difficult to compare objectively the classification results [5]. Also, even a single
subject may have difficulties with choosing the most appropriate label, so mul-
tiple labels are usually needed for the same sample of the data. In our research,
we decided to use single labeling of classes by a single subject. Such a setup al-
lows checking exactly the quality of parameterization chosen as a tool for finding
dependencies between subjective and objective audio description. When this is
done, multiple labeling and multi-subject assessment can be performed, in order
to check consistency of perceiving emotions from subject to subject.

4 Classifiers

The research on classification of audio data of various types has already been
performed worldwide, although automatic detecting emotions is rather recent
topic of research. Various classification algorithms were used, including:

– k-nearest neighbors (k-NN) [10], [14], [30],
– Gaussian classifiers [4], [8], [21],
– rough-set based algorithms [30],
– artificial neural networks (NN) [15],
– support vector machines [18],
– hidden Markov models [2],
– and other algorithms [10].

Since k-NN is one of more popular and at the same time successful algorithm
is k-NN, we also decided to apply it. In this algorithm, the class of unknown
sample is assigned on the basis of k nearest neighbors of known origin. Number
k of considered neighbors is one of parameters of our classifier. We believe this
algorithms is quite well suited to this task, since it reflects similarity or dis-
similarity between samples representing the same or various classes respectively,
therefore matching our subjective classification task.
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5 Experiments and Results

The research described in this paper was performed using specially collected
data. The audio files were gathered from personal collection and labeled by a
single male subject, one of the authors (R. Lewis), a practicing musician. We
decided to follow labeling used by Li and Ogihara in [18], since the class names
they used cover a big set of possible emotions in music, yet represented by
reasonable number of classes. Therefore, the experiments we performed were
based on the classifying audio data into the following 13 classes:

– cheerful, gay, happy,
– fanciful, light,
– delicate, graceful,
– dreamy, leisurely,
– longing, pathetic,
– dark, depressing,
– sacred, spiritual,
– dramatic, emphatic,
– agitated, exciting,
– frustrated,
– mysterious, spooky,
– passionate,
– bluesy.

The collections consists of 303 music pieces. Each class is represented by
6 (dark and spooky) - 86 (dramatic) pieces, from CDs or bought iTunes [1].
Number of pieces for each class is shown in Figure 2.

Since some of the classes are underrepresented in comparison with the others,
we decided to join the data into 6 superclasses as follows (see [18]):

1. happy and fanciful,
2. graceful and dreamy,
3. pathetic and passionate,
4. dramatic, agitated, and frustrated,

Class No. of objects Class No. of objects 
Agitated 16 Graceful 14 
Bluesy 18 Happy 24 
Dark 6 Passionate 18 
Dramatic 88 Pathetic 32 
Dreamy 20 Sacred 17 
Fanciful 34 Spooky 7 
Frustrated 17   
 

Fig. 2. Representation of classes in the collection of musical recordings for the research
on automatic classifying emotions
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Class No. of objects k-NN Correctness 
1. happy, fanciful 57 k=11 81.33% 
2. graceful, dreamy 34 k=5 88.67% 
3. pathetic, passionate 49 k=9 83.67% 
4. dramatic, agitated, frustrated 117 k=7 62.67% 
5. sacred, spooky 23 k=7 92.33% 
6. dark, bluesy, 23 k=5 92.33% 
 

Fig. 3. Results of automatic classification of emotions for the investigated database

5. sacred and spooky,
6. dark and bluesy.

The pieces were ripped into MP3 format using iTunes and Windows Media
Player [22]. Before parameterization, they were converted to au/snd format.
As we mentioned in Section 2, sampling frequency 44100 Hz was chosen and
32768 samples (215) frame length for analysis was selected. Parameterization
was performed at the signal frame taken 30 seconds after the beginning of the
piece; since Li and Ogihara in [18] also parameterized the same fragment, thus
allows more reliable comparison of results.

Twenty-nine parameters were extracted for such a frame, according to de-
scription given in Section 2. The spectrum was limited to 11025 Hz (half of
available spectrum) and to no more than 100 harmonics, since higher harmonics
did not contribute significantly to the spectrum.

The obtained data set was next used in experiments with classification, using
k-NN algorithm with k varying within range 1..20. The best k in each experiment
was chosen. Standard CV-5 cross-validation was applied to test the classifier, i.e.
20% of data was removed from the set to train the classifier and then used for the
tests; such procedure was repeated 5 times and the result was averaged. Since
Li and Ogihara always divided data into 2 classes (the tested one against the
rest of the data), we also followed the same technique, so these experiments and
results can be quite easily compared. Such binary technique is a good basis for
further classification, i.e. for construction of a general classifier, based on a set
of binary classfiers [3]. The results of our experiments are presented in Figure 3.

To compare with, Li and Ogihara obtained accuracy ranging from 51% to 80%
(for various classes), with use of 50% of data for training and the remaining 50%
of data for testing of 599 sound files, with labeling into 13 classes, and then into 6
the same classes, also assigned by a single subject (39 year old male, i.e. compara-
ble with our subject) and 30-element feature vector [18]. Our general accuracy in
test with 6 classes tested in parallel (i.e. classic k-NN test) yielded 37% correct-
ness. These result suggest necessity of further work. Especially, more balanced
representation of all classes should be gathered, and evolution of sound features
in time should be observed, in order to improve the quality of audio description.

We also performed similar experiments on the audio data obtained from M.
Ogihara. These data (872 audio files) are presented in Figure 4. The best results
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Class No. of objects Class No. of objects 
Agitated 74 Graceful 45 
Bluesy 66 Happy 36 
Dark 31 Passionate 40 
Dramatic 101 Pathetic 155 
Dreamy 46 Sacred 11 
Fanciful 38 Spooky 77 
Frustrated 152   
 

Fig. 4. Representation of classes in Ogihara’s database

Class No. of objects Correctness 
1. happy, fanciful 74 95.97% 
2. graceful, dreamy 91 89.77% 
3. pathetic, passionate 195 71.72% 
4. dramatic, agitated, frustrated 327 64.02% 
5. sacred, spooky 88 89.88% 
6. dark, bluesy, 97 88.80% 
 

Fig. 5. Results of automatic classification of emotions for the Ogihara’s database

of binary classification for these data, grouped into 6 classes as previously, were
obtained in k-NN experiments for k = 13. The results are presented in Figure 5.
As we can see, the results are comparable or even better than for our database,
albeit the size of the data was increased. These results convince us that our pa-
rameterization and classification perform quite well, although the final accuracy
still is not satisfying, so our methods should be improved in further research.

6 Summary and Conclusions

Discovering emotions in music is a difficult issue for many reasons. First of all,
emotions perceived with music are subjective and depend on numerous factors.
Additionally, the same piece may evoke various emotions not only for various
human listeners, but even the same person may feel various emotions when
listening to this same piece of music. Therefore, our experiments may be extended
if we ask other subjects to label the same data, here labeled by a single subject.

The purpose of our research was to perform parameterization of audio data
for the purpose of automatic recognition of emotions in music, and the special
collection of music pieces was gathered and turned into a data set. In order
to check quality of parameterization, single labeling by a single subject was
performed. As a classification algorithm k-NN was chosen, since this algorithm
performed well in other experiments regarding classification of music, and since
it also allows easy extension in case of increasing the size of the data set, which
is our plan for the nearest future.
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We are going to continue our investigations with use of other classifiers. Since
support vector machines gain increasing popularity in audio classification re-
search, we would also like to apply this method to our data. Also, neural net-
works could be applied in this research, since neural classifiers may perform well
in such tasks, and decision trees. Additionally, we can analyze sequences of short
audio samples, in order to follow changes of emotions in a music piece. Since we
would like to obtain more universal classification, we also plan further listening
experiments and labeling of the same data by other subjects. Although multi-
label classification is more challenging in the training phase, the results should
be more useful, i.e. better suited to emotions that various user may feel while
listening to the same music.
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Abstract. In this paper we present the main features of Aingeru, a
system that we have developed and that provides a new kind of tele-
assistance service to elderly people. Aingeru, apart from the function-
alities offered by the current tele-assistance services, also provides a high
quality, anywhere and at any time assistance. We rate the assistance as
high quality because Aingeru allows the monitoring of vital signs and
a local detection of anomalous situations by the device that the per-
son carries in real time. Therefore, it sends alarms autonomously when
necessary.

Through this paper we explain the three main functionalities offered
by Aingeru: universal assistance anywhere and at any time, monitoring
of vital signs irrespective of location or time and remote monitoring by
allowing authorized external persons to consult data about monitored
persons using the Internet. Moreover we show how those functionalities
are achieved by making use of PDAs (Personal Digital Assistant), wire-
less communication, Semantic Web, Web services and agent technologies.

1 Introduction

The social, demographic and technological changes that are taking place promote
innovative developments in different areas such as financial, sanitary, etc. More
specifically in the sanitary area, new methods for diagnosis, new ways to assist
patients (tele-medicine, tele-assistance) and so forth, are generating a revolution
in the way the sanitary aspects are considered. In this paper we concentrate
on the tele-assistance services for elderly people and we present a system called
Aingeru1 which, while taking advantages of new advances in mobile computing,
Semantic Web and agent technologies, gives a step forward in the tele-assistance
services.
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It is widely confirmed that the industrialized countries are aging (e.g. percent-
age of people older than 60: Sweden 22,9 %, France 20,5 % [1]), a circumstance
that is forcing the different governments first, to be worried about this situation
and then, to take the adequate measures. One of such measures is to favor that
elderly people can live alone in their own houses, leading a normal life, while,
they feel taken care of at the same time. With that purpose tele-assistance ser-
vices supported by private or public organizations are becoming quite popular
(for example Assistel [2] in Spain, Locapharm [3] in France).

Most of the existing tele-assistance services are based on the use, on the
one hand, of a device which is set up at the user’s home and connected to
the wired public phone network (an example of this kind of device appears in
http://www.intervox.fr/eng/home.php) ; and, on the other hand, of a center of
tele-assistance, where an operator attends to the user’s requirements. Although,
those kind of tele-assistance services accomplish an interesting and necessary
function, they present the following main shortcomings: they are passive, i.e.
they mainly react when the user demands it; their coverage is limited, normally
constrained to the person’s home; and they do not monitor vital signs. Due to
this, they do not fulfill the aim of a high-quality, anywhere and at any time
assistance.

Aingeru, our proposal for a new type of tele-assistance service, arises in
this scenario. Apart from supporting the functionalities provided by current
tele-assistance services, the Aingeru system also offers an active assistance by
using stationary agents that behave in the face of anomalous situations without
a direct intervention of the user; an anywhere and at any time assistance by
using wireless communications and PDAs; and the monitoring of vital signs by
using sensors that capture the values of those signs and feed a decision support
system in the PDA that analyzes them and generates an alarm when necessary.

Concerning related works we want to mention the following ones: TeleCare
[4] that tries to offer an active assistance by developing a configurable frame-
work for virtual communities focused on supporting assistance to elderly people;
Sensatex [5] and SILC [6] that promote an anywhere and at any time assistance
using different devices (Sensatex uses a SmartShirt and SILC a wrist-worn de-
vice); doc@HOME [7] and TeleMediCare [8] that also promote an anywhere and
at any time assistance, but in this case making use of PDAs (Personal Digital
Assistants); MobilHealth project [9] that has developed a vital signs monitoring
system based on a Body Area Network (BAN) and a mobile-health service plat-
form. However, as far as we know, none of them, considers the whole set of the
functionalities provided by AINGERU.

In the rest of this paper we present first how the traditional tele-assistance
services functionality is supported by Aingeru and how it is improved by in-
corporating the anywhere and at any time features. Then, we show the main
characteristics of the monitoring of vital signs and how this is accomplished.
Next, we present the opportunities that Aingeru offers to authorized external
people to consult data about the assisted persons using the Internet. Finally, we
sum up our conclusions.
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2 Current Tele-assistance Services

In this section we explain how the functionality offered by current tele-assistance
services is supported by Aingeru and the way in which Aingeru improves it.

2.1 Provided Functionality

As we mentioned in the introduction, current tele-assistance services install a
device that is plugged to the public telephone network at the user’s home. They
also offer to the users a kind of panic button, that can be embedded into a wrist
strap or a necklace, which the user presses when he feels sick or wants to contact
with the Control Center (that button uses a radio frequency to establish contact
with the device which generates a call to the Control Center using the telephone
network).

Aingeru offers a PDA which presents an interface with a button (see Fig. 1 a)
that can be pressed when the user wants to contact with the Control Center2,
on the touchscreen. It is a friendly interface designed taken into account experts
opinion. The only necessary interaction of the user with the PDA is that interface
so, technical details of PDAs can be transparent for the users. From the system
implementation point of view, there is a MajordomoAgent, running at the PDA,
which generates a message and sends it to the Control Center (see Fig. 1 b)
when detects that the user has pressed the button. This message can be sent in
different ways: for example, a WiFi connection can be used inside hospitals or
buildings that have this kind of networks. Moreover, the PDA can use cellular
communications (like GSM or GPRS) when the user is outdoors.

Fig. 1. (a) Interface at the user’s PDA. (b) Interface at the Control Center

2.2 A Step Forward

Taking into account that the provided device is a PDA, the user can carry it
wherever he goes. Therefore the user is assisted not only at his home (as it
happens nowadays) but anywhere. We have verified that this feature is actually
appreciated by elderly people who so feel more secure anywhere3 One constraint

2 Although buttons of the existing tele-assistance services are not incorporated in the
current prototype, there are no technological obstacles to incorporate them.

3 We have realized real tests with persons that are attended by an organization spe-
cialized in elderly people care (http://www.matiaf.net/).
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of nowadays PDAs is the battery life. In the experiments that we have performed
we have observed that in average the autonomy of a PDA is about seven hours
when it is in complete operating mode. In our modest opinion this period of time
comes up to the elderly people’s expectations when they are outdoors. Also, if
some battery saving measures are taken, operating time is increased to more
than 24 hours.

3 Monitoring of Vital Signs

A remarkable functionality of the Aingeru system is the monitoring of the user
vital signs performed locally at the PDA using state-of-the-art technologies. We
want to remark that the local monitoring is not supported by the other works
(eg. [7] and [8]) that also promote the use of PDAs. Bio-sensors are used for
measuring vital signs and connection technologies such as Bluetooth, or Wi-
Fi are considered for transmitting data. The monitoring process implies the
collaboration of different agents, which, in the case of the Aingeru system,
communicate using a FIPA-compliant agent communication language, explained
in [10]. More details about agents cooperating in Aingeru can be found in [11],
here we only introduce a sketchy presentation of some of them in order to focus
on the core functionality of the system.

Connection with sensors is wrapped up with a SensorCommunicationAgent
for each kind of connecting technology. SensorAgents deal with raw data cap-
tured by sensors and transmitted by the SensorCommunicationAgents. Sensor-
Agents transform data into a manageable format before they send them to
other agents. The main customer of a SensorAgent is the ConditionCheckerA-
gent. However, the ConditionCheckerAgent can also serve data to non-Aingeru
agents that request its services. Let us explain the steps followed when a Sen-
sorAgent informs to the ConditionCheckerAgent which is the user’s pulse.

Upon reception of new data about the state of the user, the ConditionCheck-
erAgent may ask for the most recently data to all SensorAgent and asserts the
received knowledge into the knowledge base (ontology description) and a rea-
soning process starts in order to determine whether an alarm state is recognized

Currently, we are dealing with a “toy” ontology, called MedOnt (created
by experts), that includes descriptions of states of illnesses that elderly people
usually suffer from as well as descriptions of states considered thresholds for
caution. If the ontology is well designed false alarms cannot be generated. The
MedOnt ontology is specified in OWL [12] to take advantage of the Semantic
Web technology and its richer primitives for class and property descriptions. We
decided to use Semantic Web techniques because they are well suited for concep-
tual design and furthermore they favor the interoperability of our system with
other systems at two levels: domain knowledge and communication. Moreover,
the MedOnt ontology can be customized for each person.

For the reasoning process we have selected the RACER [13] system, which
covers every OWL constructor we need. Moreover, it deals with reasoning about
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individuals of classes, which is crucial in our framework4. The interaction with
the RACER system is done through the Java library JRACER [14].

The current prototype can deal with data sent by different kind of sensors
(see Fig. 4a in the case of a pulse sensor). Data sent by ECG sensors (see Fig. 4b)
require an elaborated treatment. In [15] we explain in detail a real-time classifi-
cation of ECGs on a PDA.

Using a pulse sensor we have performed real tests with 20 persons and we
have verified that once the data are captured and sent by the sensor to the PDA
the reasoning process in the PDA is correct in all the cases. Moreover, we show
in figure 3 the time that takes the reasoning process in the PDA. Notice that
usually is under 1 second so in case of alarms we can say that they are detected
as soon as they are generated.

Fig. 3. Time used to analyze vital signs data

4 We have accomplished the goal of running RACER in a PDA. We thank Volker
Haarslev and Ralf Möller for their help.

Fig. 2.
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4 Remote Data Access

It is widely accepted that monitoring systems should offer some facilities so that
authorized users could access data, retrieved or calculated by the monitoring
system, without having to be physically close to the monitored user, that is, in
a remote way. In a tele-assistance system like Aingeru, where some vital signs
are continuously monitored, a remote data access provided is of great interest
because it allows the following possibilities:

1. physicians and social workers can know more about the current values of
vital signs after the users had pressed the panic button, and therefore they
have more information to cope with manually generated alarms;

2. relatives can know more about the current state of the user if they are worried
about him/her: if it is late and the user is not at home yet, if the user does
not answer the phone, etc:

3. care givers can know the current position of the user when an ambulance
must be sent;

4. care givers and relatives can know if users have taken their medicines;
5. care givers can access to historical data about the user before taking any

decision;
6. or more generally, care givers can retrieve statistical information about pa-

tients in order to make epidemiological studies.

In Aingeru remote data access is provided through Web Services.

Fig. 4. Interface of the Medicines Web Service

4.1 Web Services

In order to provide physicians, care givers and relatives with functionalities men-
tioned above, a set of web services have been developed. Fig. 4 shows one screen,
obtained with a browser in which information about taken medicines is displayed.

Notice that the results provided by the web services correspond to data ob-
tained by the user’s PDA (which reads the vital signs values sent by the sensors
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and it also stores the answers provided by the user, for example, when he is re-
minded of taking the medicines). Moreover, that data access is remote because
those results are visualized in any of authorized user browsers connected to the
Internet.

4.2 Architecture and Implementation of the Web Services Using
Agents

In Fig. 5 part of the system architecture related to the web services is shown.
The browser must be installed in a client node where the physicians or rela-
tives execute the desired functionality. In fact, they load a Java Server Page
(JSP) that offers that functionality. Each JSP is stored in a web server that
is able to work with JSP pages and that is located in the Technical Center of
Aingeru. Although our web services could execute the operations needed to get
the required data, we have decided to make use of agents to retrieve those data.
In order to facilitate the integration of web services and agents, we have used
WSAI [16],which is a project that offers some tools that permit the publication
of agents as web services.

Fig. 5. Architecture of Aingeru Web Services

Why are we using agents in the implementation of the web services? The
answer to this question is related to the fact that PDAs can be disconnected
at a given time. Most of the previous web services require to access data that
reside in the PDA: vital signs, location, etc. However, at a particular moment,
the user’s PDA that is connected via a wireless link could be in fact in a dis-
connected state, due to a coverage problem. An incorrect implementation could
generate a blocking situation if the web service were waiting for the PDA to be
connected. Agents help in the implementation of different interesting alternatives
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like accessing to the last known data (stored at the Control Center) instead of
the last data known at the PDA. Notice that this requires an intelligent and effi-
cient refreshment of values whenever there is coverage. This task can be properly
performed by agents.

4.3 Security Issues

It is commonly accepted that medical data are very sensitive. Aingeru system
has been designed with that principle in mind. All communications are performed
by using secured data links. Although Internet is used, Virtual Private Networks
are established and the information is encrypted end-to-end. All center nodes in
which Aingeru takes part implement the necessary measures in order to assure
confidentiality, like user authentication, etc.

Moreover, PDAs are small devices that may be lost or stolen and that can
contain confidential medical information about the user. However, that would
not generate a confidentiality loss problem in Aingeru because the agents do
not store sensitive information into a non-volatile memory in the PDA that
could be inspected by a non-authorized person. Agents maintain those sensitive
data with them into the volatile memory and they do not reveal them to not
authorized users.

5 Conclusions

Taking advantage of new advances in the fields of mobile computing, networking
and artificial intelligence (Semantic Web and agent technologies) we believe that
a new generation of intelligent systems can be developed. In this sense, we have
built Aingeru, a system that actually helps elderly people to improve their
quality of life by providing them a kind of security when they are alone, at home
or outdoors, and even more freedom to carry on with their own normal life when
they need some of their vital signs to be monitored.

From the technical point of view, within the Aingeru system, we have made
new proposals in the Semantic Web area that favor the interoperability among
heterogeneous agent based systems.
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Abstract. In this paper, we propose a method which splits examples
into typical and exceptional by mainly assuming that an example repre-
sents a case. The split is based on our previously developed data mining
methods and a novel likelihood-based criterion. Such a split represents
a highly intellectual activity thus the method is assumed to support the
users, who are typically medical experts. Experiments with the chronic
hepatitis data showed that our proposed method is effective and promis-
ing from various viewpoints.

1 Introduction

It is a consensus among data miners that data preprocessing requires most of
the labors in a KDD process. This subprocess involves several tasks including
deletion of inappropriate data and addition of required data. For instance, in
mining medical test data, the former corresponds to removing cases or medical
tests which are irrelevant to the objective of the mining task and the latter cor-
responds to adding relevant cases or medical tests. While data selection specifies
relatively rough conditions such as periods of medical tests or ages of cases, data
preprocessing requires specification of detailed data by considering the mining
objectives. This is considered to be one of the main reasons that the latter is
laborious.

In the example, the cases who are irrelevant to the objectives of data min-
ing can be classified into those with symptoms mainly from other diseases and
those with symptoms dissimilar to typical cases. Detection of both types of pa-
tients should be based on overall judgment of various factors thus intervention
of medical experts in the process is considered to be mandatory. Especially the
latter represents a highly intellectual activity in which both modeling of typical
patients and determination of degrees of anomalies for removing cases are done
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simultaneously. Typical target data for medical data mining are, however, rela-
tively “dirty” since they are obtained from daily diagnosis and huge enough to
refuse detailed analysis by medical experts. In order to circumvent these prob-
lems, this paper proposes an instance selection method based on a multistrategy
approach by mainly assuming the detection problem of cases who are irrelevant
to the objectives of data mining.

2 Chronic Hepatitis Data and Liver Cirrhosis Prediction

2.1 Chronic Hepatitis Data

Chronic hepatitis represents a disease in which liver cells become inflamed and
harmed by virus infection. In case the inflammation lasts a long period, the dis-
ease comes to an end which is called a liver cirrhosis (LC). During the process to
an LC, the degree of fibrosis, which consists of five stages ranging from F0 (no
fibrosis) to F4 (LC), represents an index of the progress. The degree of fibrosis
can be inspected by biopsy which picks liver tissue by inserting an instrument
directly into liver. A biopsy, however, cannot be frequently performed since it
requires a short-term admission to a hospital and involves danger such as hem-
orrhage. Therefore, if we can predict the degree of fibrosis with a conventional
medical test such as a blood test, it would be highly beneficial in medicine.

A time sequence A represents a list of values α1, α2, · · · , αI sorted in chrono-
logical order. A data set D consists of n examples e1, e2, · · · , en, and each
example ei is described by m attributes a1, a2, · · · , am and a class attribute
c. We assume that an attribute aj originally represents a time-series attribute
which takes a time sequence as its value. The class attribute c represents a nom-
inal attribute and its value is called a class. We show an example of a data
set which consists of time-series attributes in Figure 1. The data set consists
of examples 84, 85, 930, each of which represents a case and is described with
time-series attributes GPT, ALB, PLT, and a class.

In classification, the objective represents induction of a classifier, which pre-
dicts the class of an example e, given a training data set D. In this paper, we
assume liver cirrhosis (LC) and non-liver cirrhosis (non-LC) as classes. Based on
the discussions in the previous section, the objective of our classification is to
induce a classifier which predicts the class from blood test data.

2.2 Instance Selection in Liver Cirrhosis Prediction

The definition of the problem in the previous section corresponds to learning
from example and can be considered as belonging to traditional machine learning
instead of data mining. It should be noted that, in medical treatment, it is
generally agreed that pathological diagnosis such as a biopsy cannot be totally
replaced by blood tests since the latter have too many confounding factors.
Alternatively stated, it is interesting to investigate its possibility by removing
cases with confounding factors and knowledge obtained in the process can be
precious. We, therefore, believe that our problem represents one of the important
tasks in data mining.
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Fig. 1. Data set which consists of time-series attributes

In medical treatment, a case is subject to multiple diseases and anomalies. For
instance, in the chronic hepatitis data [3], several cases exhibit symptoms of acute
hepatitis or nefroze and they correspond to the cases with symptoms mainly from
other diseases in section 1. In diagnosis, a physician understands the status of
a case by inferring and verifying various assumptions. On the other hand, in
data mining, we try to obtain hypothesis on the definition of the disease by
removing inappropriate cases. Such a definition is useful in diagnosis, treatment,
and medicine.

Special attention is required for removing cases with symptoms dissimilar to
typical cases in section 1. Each physician has his/her own image of a disease
and removing atypical cases corresponds to confirming the image. The obtained
definition thus cannot deal with the cases outside the image. Selection of typical
cases represents a highly intellectual activity in which these factors should be
considered. As far as we know, deletion of such cases is left to the experts under
the name of data preprocessing. Few attempts try to systematically support such
activities and fewer reports are found in the literature.

3 Proposed Method

3.1 Overall Architecture

In order to circumvent the problem in the previous section, we propose a method
based on a multistrategy approach. Our use of a multistrategy approach can
be justified since exceptional cases have various reasons and considered to ex-
hibit various exceptionalities. Such methods that we employ in this paper are a
peculiarity-oriented mining method [14], a time-series decision tree induction
method [13], and a PrototypeLines visualization method [12]. These mainly
consider peculiar data, time-series form, and related blood tests respectively
and expected to contribute to detection of exceptional cases from different
perspectives.
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Our method classifies input cases into typical cases and exceptional cases1.
The set of typical cases is employed in definition of LC in the chronic hepatitis
data based on the naive Bayes method [5], which shows high accuracy even
for a relatively small number of examples2. This choice is justified since two
of us, Takabayashi and Yokoi, who are physicians, feel natural to use such a
probabilistic definition for a disease. A naive Bayes classifier predicts a class
ĉNBayes,i of an example ei by assuming that each attribute aj is independent.
Here vij represents the value of ei for aj .

ĉNBayes,i = argmaxc Pr(c)
m∏

j=1

Pr(aj = vij|c) (1)

Another reason for employing the naive Bayes method is that it enables us to
use an estimated conditional probability P̂r(c|p) of a class c given a case p. By
comparing P̂r(c|p) with his/her actual class cp, we can detect candidates of cases
with symptoms dissimilar to typical cases. Since this estimation is related with
the result of the naive Bayes method, we repeat it iteratively until convergence.
Selecting exceptional cases from candidates of them should be left to medical
experts since it requires consideration of various factors.

From above, the overall process is determined as follows. First, we apply, to
the input set of cases, the peculiarity-oriented mining method, the time-series
decision tree induction method, and the PrototypeLines visualization method
in order to detect candidates of exceptional cases. These candidates are shown
to the medical experts, who select exceptional cases among them. We apply the
naive Bayes method to the remaining cases and detect candidates of exceptional
cases based on a criterion defined in section 3.2, and again medical experts select
exceptional cases among them. The last process is iterated until the result of the
naive Bayes method converges.

3.2 Detection Criteria of Exceptional Cases

In a classification problem in general, an example can be intuitively regarded as
“typical” or “atypical”. The typicalness Φ(p), which is based on the right-hand
side of Eq. (1), of a case p represents a degree to which p belongs to its class cp
compared with the other class cp.

Φ(p) =
Pr(cp)

∏m
j=1 Pr(aj = vij | cp)

Pr(cp)
∏m

j=1 Pr(aj = vij | cp)
(2)

The larger Φ(p) is, the more certain that p belongs to its class cp.
If a naive Bayes classifier is relatively accurate for the class cp, the typicalness

Φ(p) tends to be large and vice versa. Thus the typicalness Φ(p) is relative since
it depends on the preciseness of a naive Bayes classifier in terms of the class

1 Candidates of typical cases are detected with a method presented in section 3.2.
2 The chronic hepatitis data is huge for this sort of medical data but its number of

examples is small for a problem in data mining.
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cp. The degree how a naive Bayes classifier is precise for c can be measured by
the degree of correct classification and the degree of incorrect classification. For
c and c, we represent the number of correctly-predicted examples by the naive
Bayes method μĉ and μĉ respectively. Likewise, for c and c, we represent the
number of incorrectly-predicted examples by the naive Bayes method νĉ and νĉ
respectively. The preciseness Ψ(ĉ) of a naive Bayes classifier of the estimated
class ĉ represents the ratio of the precision for c and the precision for c, where
use used Laplace correction in order to cope with the 0-occurrence problem [5].

Ψ(ĉ) =
(μĉ + 1)(μĉ + νĉ + 2)
(μĉ + νĉ + 2)(νĉ + 1)

(3)

For our LC prediction problem, we define a degree of exception E(p, ĉp)
for a case p and his/her estimated class ĉp as follows in order to discriminate
exceptional cases from typical cases. In the definition, �x$ represents the smallest
integer that is equal to or greater than x.

E(p, ĉp) = �− logΨ(ĉp) Φ(p)$ (4)

Intuitively, E(p, ĉp) represents an evaluation index which is equal to the number
of upvaluated digits below the decimal point when we measure the typicalness
Φ(p) of a case p in terms of the preciseness Ψ(ĉp) of a naive Bayes classifier of
the estimated class ĉp. When prediction of the naive Bayes method is accurate,
Ψ(ĉp) tends to be large, and the absolute value of E(p, ĉp) is relatively small
even if the absolute value of Φ(p) is large. This fits our intuition that certain
information rarely leads to an extreme degree of exception3.

In each application of the naive Bayes method, cases whose degrees of excep-
tion are no less than a user-specified threshold are detected as exceptional. The
loop continues until there are no exceptional cases among the detected exam-
ples. As the result, we obtain a list of typical cases, conditional probabilities for
typical cases, and a list of exceptional cases.

4 Experimental Evaluation

4.1 Data Preparation and Initial Experiments

In the experiments, we followed advice of medical experts and used data from
180 days before the first biopsy to the day of the first biopsy. The numbers of LC
and non-LC cases who have at least a value in this period and whose degrees of
fibrosis are known are 159 and 112 respectively. In our experiment, we used 46
LC cases and 54 non-LC cases each of whom has test values for all of 14 blood
tests in Table 1.

For the classifier, we followed advice of medical experts and first averaged
each time sequence then discretized each value. We use for each attribute value

3 We admit that we need further (experimental) research so that our evaluation index
becomes fully justified.
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U: extremely high, V: very high, H: high, N: normal, L: low, v: very low, and
u: extremely low. Each conditional probability is estimated by using Laplace
correction. A missing value is ignored both in estimating probabilities and in
classifying an example.

We initially performed experiments by employing Yokoi as the medical expert
and obtained preliminary results [8]. This time, another expert Takabayashi
joined Yokoi in the experiments.

4.2 Application of the Preprocess Methods

First, we applied the peculiarity-oriented mining method in section 3.1 to the
data, and showed 13 cases to the medical experts. In the previous experiment,
Yokoi had removed four cases as exceptional cases mainly due to their blood
test results on ALB, CHE, TP, T-CHO, WBC, and PLT. In the judgment, a
bicytopenia, a case who shows low values for at least two of ALB, CHE, TP,
T-CHO and a case with blood mass index decrease in terms of WBC and PLT
had been considered as a typical LC case. This time, Takabayashi agreed with
Yokoi after discussions.

Second, the medical expert investigated display result of PrototypeLines from
500 days before the first biopsy to 500 days after the first biopsy. In the previous
experiment, Yokoi had recognized five cases as candidates of exceptional cases.
This time, they removed three cases and classified the reasons to the judgment,
fatty liver, and an acute aggravation or an uninterpretable disease.

Third, we applied our peculiarity-oriented mining method to non-LC cases
in order to detect peculiar cases in this class. In the previous experiment, Yokoi
had postponed the decision and judged exceptional cases by using other results.
This time, the experts concluded that five cases are exceptional mainly with the
judgment method, which became sophisticated in the analysis.

Fourth, the medical experts inspected misclassified cases from the time-series
decision tree. As the result, two cases were removed as exceptions. It should be
noted that other two cases, who were detected with other methods, were again
detected with this method.

Fifth, the medical experts investigated six cases detected by our peculiarity-
oriented mining method which was applied to LC cases. Two cases were removed
mainly with the judgment method, and one of them was suspected to have
hemorrhage stool.

At this moment, the experts revised their criteria and concluded that if at
least two of ALB, CHE, PLT are low, they tend to judge a case as LC. An
additional judgment is based on values for T-CHO and WBC. They consider
that TP is relatively inadequate for the judgment.

4.3 Iterative Application of the Naive Bayes Method

The naive Bayes learner was iteratively applied to the remaining data, and the
detection criterion in section 3.2 was employed in order to detect candidates of
exceptional cases, in which we used 3 as the value of the threshold.
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In the first application, 7 cases showed degrees of exception no less than 3.
The experts evaluated the cases individually, and they judged to remove all cases
except one. Though they first disagreed on the last case, they agreed to keep
him/her as a border limit of an LC case. In the second application, one case was
detected with the same procedure and they agreed to remove this case. Since no
case was detected in the third application, the procedure terminated at this point.

We show the final conditional probabilities of the naive Bayes classifier in
Table 1. In the Table, for each blood test a and a category v, “P̂r(a=v|non-LC)
(n(a=v|non-LC)) | P̂r(a=v|LC) (n(a=v|LC))” are shown, where n(·) represents
the corresponding number of examples in the data set. For instance, there are 6
non-LC cases and 2 LC cases for ZTT=N. The probabilities are obtained by using
Laplace correction since there are 48 non-LC cases and 33 LC cases in the data
set which corresponds to the Table. Each blood test is assumed to represent an
ordinal scale. In the Table, we emphasize categories each of which shows more
than 3 times of difference and no smaller than 10 % with boldface and with
underline for non-LC predominant and LC predominant respectively. Since each
blood test is assumed to represent an ordinal scale, we marked higher/lower
categories of the categories appropriately.

Table 1. Conditional probabilities (%) and numbers of examples for typical
cases, where each category shows “P̂r(a=v|non-LC) (n(a=v|non-LC)) | P̂r(a=v|LC)
(n(a=v|LC))”

GOT N: 34.6(17) 2.7( 0) H: 40.4(20) 37.8(13) V: 21.2(10) 54.1(19) U: 3.8( 1) 5.4( 1)
GPT N: 15.4( 7) 5.4( 1) H: 50.0(25) 21.6( 7) V: 23.1(11) 62.2(22) U: 11.5( 5) 10.8( 3)
TTT N: 40.4(20) 24.3( 8) H: 28.8(14) 45.9(16) V: 26.9(13) 10.8( 3) U: 3.8( 1) 18.9( 6)
ZTT N: 13.5( 6) 8.1( 2) H: 69.2(35) 70.3(25) V: 13.5( 6) 18.9( 6) U: 3.8( 1) 2.7( 0)
D-BIL N: 88.5(45) 40.5(14) H: 7.7( 3) 43.2(15) V: 1.9( 0) 10.8( 3) U: 1.9( 0) 5.4( 1)
I-BIL N: 96.1(48) 75.0(26) H: 2.0( 0) 19.4( 6) V: 2.0( 0) 5.6( 1)
T-BIL N: 96.1(48) 69.4(24) H: 2.0( 0) 25.0( 8) V: 2.0( 0) 5.6( 1)
ALB L: 14.0( 6) 54.3(18) N: 86.0(42) 45.7(15)
CHE v: 1.9( 0) 8.1( 2) L: 3.8( 1) 45.9(16) N: 90.4(46) 43.2(15) H: 3.8( 1) 2.7( 0)
TP L: 3.9( 1) 2.8( 0) N: 92.2(46) 83.3(29) H: 3.9( 1) 13.9( 4)
T-CHO L: 3.8( 1) 13.5( 4) N: 86.5(44) 81.1(29) H: 5.8( 2) 2.7( 0) V: 3.8( 1) 2.7( 0)
WBC u: 1.9( 0) 5.3( 1) v: 1.9( 0) 5.3( 1) L: 9.4( 4) 13.2 ( 4) N: 83.0(43) 71.1(26)

H: 3.8( 1) 5.3( 1)
PLT u: 1.9( 0) 8.1( 2) v: 5.8( 2) 45.9(16) L: 28.8(14) 35.1(12) N: 63.5(32) 10.8( 3)
HGB L: 4.0( 1) 17.1( 5) N: 96.0(47) 82.9(28)

4.4 Analysis of Experimental Results

The apparent merit of the proposed method is to output the disease definition
and a list of exceptional cases. The former can be used to understand the disease
and the latter can be used for further investigation.

In data mining, discovered knowledge is typically more important than high
accuracy. Previous experiments have revealed that detection of exceptional cases
could be done by searching for asynchronism in blood tests ALB, CHE, T-CHO,
WBC, PLT; and HGB might be ignored. This piece of knowledge was elaborated
in the experiments and the experts first check whether at least two of CHE, ALB,
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PLT are low then ascertain their decisions with results on T-CHO and WBC.
According to them, PLT is the most important blood test and the value 150 K
is important as a threshold value. They consider that ALB is also important and
T-CHO is relatively unreliable since it tends to be influenced by meals. From
these facts, they realized that traditional rules of thumb are highly valuable.

They felt as if they were educated by the cases shown by our data mining
method and even called the process “expert learning/training” instead of ma-
chine learning. The process gave them novel hypotheses on the LC prediction
problem, but evaluating validness of the hypotheses requires systematic experi-
ments followed by a traditional statistical approach. Anyway they were pleased
to sharpen their capability for this problem and have the new hypotheses.

After the experiments, the medical experts inspected the obtained set of
typical cases and found six cases who were recognized as exceptional cases. Five
of them are due to relatively unimportant blood tests, similar stage (i.e. F3)
to LC, and inadequate thresholds for ALB and T-CHO. The last case shows
limitation of using average values: s/he had known a period with high PLT
thus was recognized as non-LC. We believe that these mistakes are due to data
handling, which is not directly related with our proposed method. Anyway, seeing
the number of exceptional cases that our method detected, these results are
considered to confirm effectiveness of our approach.

The separation into typical and exceptional cases can be also validated by
measuring predictive accuracy with cross validation. For the prediction problem,
wehaveconsidereda two-stepprocess,whichwecall a separatepredictionmodel [8].
Givenanovel case, theprocess judgeshim/her as an exception if a similar case exists
by using a 1-nearest neighbor (1-NN) method for time-series classification [13].
Otherwise, the naive Bayes method is applied to predict his/her class.

For the experimental results in the previous section, the accuracy of the sep-
arate prediction model is 72.4 %. More precisely, the accuracies for exceptional
cases and typical cases were 40.2 % and 79.0 % respectively. The overall accu-
racy is similar to that of a conventional naive Bayes classifier, but it should be
noted that the predictive accuracy for LC cases is higher than the predictive
accuracy obtained by a conventional naive Bayes classifier. The accuracies for
LC and non-LC cases were 77.8 % and 67.9 % respectively mostly because the
correctly predicted cases with the 1-NN method were all LC. Our separate pre-
diction model, which first applies the 1-NN method for predicting the class of
exceptional cases, regards LC cases important since it is adequate in predicting
exceptional LC cases due to the nature of its dissimilarity measure4. This fits
the nature of the LC prediction problem in which overlooking of LC cases costs
more than misprediction of non-LC cases.

Although it is impossible to detect an exceptional LC case who shows good
results for all blood tests, our 1-NN method could detect exceptional LC cases
relatively accurately. A partial LC case who shows partial aggravation of blood

4 Exceptional LC cases are relatively stable in their time sequences and are more easily
predicted with the 1-NN method.
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tests was known among medical experts only empirically, but we have succeeded
in detecting several of them. Such cases might suffer from genetic problems, and
detailed inspection can be expected to reveal their true causes.

5 Related Work

Liu and Motoda classified instance selection mainly into sampling, methods as-
sociated with classification, methods associated with clustering, and instance
labeling [9]. Our criterion-based method in section 3.2 belongs to the second
approach. The removal of irrelevant data in classification is mainly pursued in
nearest-neighbor methods and instance-based learners [1, 4, 10]. However, our ob-
jective is separation of irrelevant examples in classification instead of reduction
of data and we assume that the users are involved in our data mining process.

Various methods for density estimation are based on likelihood, e.g. [6]. While
these methods assume that examples are identically distributed, we assume that
our examples follow either of two distributions. Moreover, instead of assuming
density of the example space, we consider to which distribution an example
belongs in the context of medical data mining.

Several supports for instance selection in a KDD process are considered and
presented in [11] in a general manner. We mainly assume medical data mining
and obtained promising results in a specific problem related with the chronic
hepatitis data.

Outlier detection has a long history in statistics [2, 7]. Our approach differs
from them in that we use KDD methods and domain experts under the frame-
work of a KDD process.

6 Conclusions

In this paper, we have described our endeavor for instance selection in min-
ing chronic hepatitis data. The motivation is based on our previous endeavor,
from which we had come to believe that exceptional cases exist for physicians.
However, our work for this article has deepened our idea on exceptional cases in
medical data mining. Currently, we consider that typical cases are useful in defin-
ing a target disease while each exceptional case requires individual investigation
but might lead to interesting discoveries.

Among conventional prediction methods for LC cases, ALB such as Child
Pugh classification is the most frequently used5 and PLT is also known a good
indicator. Blood chemistry and complete blood count tests such as CHE, T-
CHO, WBC were known to decrease as liver cirrhosis progresses, but various
factors have prohibited their quantitative evaluation. We believe that our en-
deavor is expected to contribute to such analysis and actually contributed to

5 It should be noted that the Child Pugh classification is useful in detecting typical LC
cases but is not so effective in detecting LC cases in their early stages. The chronic
hepatitis data mainly contain the latter sort of cases.
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creation of new hypotheses. It should be also noted that rules obtained in our
endeavor should be regarded as different from those obtained from conventional
rule discovery methods. Our rules are result of careful inspection of individual
cases in which our instance selection played a crucial role.
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A Probabilistic Approach to Finding Geometric
Objects in Spatial Datasets of the Milky Way
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Abstract. Data from the Sloan Digital Sky Survey has given evidence
of structures within the Milky Way halo from other nearby galaxies.
Both the halo and these structures are approximated by densities based
on geometric objects. A model of the data is formed by a mixture of
geometric densities. By using an EM-style algorithm, we optimize the
parameters of our model in order to separate out these structures from
the data and thus obtain an accurate dataset of the Milky Way.

1 Introduction

Recent surveys of the Milky Way halo have given astronomers a better idea of
the distribution of stars in the galaxy and the location of structures that come
from other nearby galaxies. In Newberg & Yanny [1, 2], the data from the Sloan
Digital Sky Survey (SDSS) has a distribution inconsistent with the power-law
distribution that is commonly used and also indicates the presence of a tidal
stream from the Sagittarius galaxy.

A great deal of effort is spent fitting various models to this large dataset. The
need arises for a tool that can automatically extract the background distribution
of the galaxy stars as well as find certain structures of astronomical importance.
Also, such a tool can also yield more insight to how well a given distribution fits
the Milky Way halo.

We formulate the problem of simultaneously identifying the galaxy stellar
distribution and finding structures of astronomical interest as a mixture den-
sity estimation problem. The observed stellar density (from which the stars are
“sampled”) is a mixture of the parameterized densities representing the geo-
metric objects and the background stars. We assume that the observed stellar
distribution forms an i.i.d random sample from the mixture, and the task is to
extract each of the mixture components.

Our Contributions. In this paper we focus on a single structure (a tidal
stream) in a background, i.e. a mixture of two densities. We use an EM-style
algorithm to optimize for the model parameters to determine the position, ori-
entation and size (number of stars) of the stream, in addition to the parameters
describing the distribution of the background stars. In the past, in order to ob-
tain the background distribution, one had to be careful to “look” in a direction
that would avoid the stream. By simultaneously obtaining both distributions,
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we avoid this complication, and can use all the data. As a result, our estimates
should be more accurate.

We give experimental results on synthetic as well as real data, which indicate
that this approach performs well at automatically and simultaneously extracting
both the background and structure.

2 Mixture Model for the Galaxy

The first step is to define the probability distributions of stars in the galaxy and
in the tidal stream (the geometric object of intent). The following distributions
are chosen both for their close approximation to the true distribution of stars as
well as for their analytic simplicity (integrability and invertibility).

2.1 Galaxy (Background) Stellar Density

The formula for the galactic, or background, distribution, Pb, is a generalized
version of the Hernquist equation:

Pb(x, y, z) =
1

rα(r + ro)3−α+δ
(1)

where r =
√
x2 + y2 + (z/q)2

When α = 1 and δ = 1, our formula becomes the standard Hernquist equa-
tion. q controls the scaling of the galaxy model along the z-axis and ro controls
the density of stars near the origin.

2.2 Tidal Stream Density

To represent the stars in the tidal stream, we use a longitudinal elliptical density
with a two-dimensional Gaussian cross-sectional density. This has the effect of
“smearing” the stars along the ellipse. The ellipse is defined by three vectors
that represent its displacement and two axes. Let x be a generic point on the
ellipse. The parametric equation for the ellipse is then

x = c + a cos t+ b sin t t ∈ [0, 2π] (2)

In order to describe the probability density for the stream, consider Ps(z), for
a generic point z. Let x∗ be the closest point on the stream to z, and suppose
that x∗ = c + a cos t∗ + b sin t∗. We define a cross sectional basis {E1,E2} for
the stream at the point x∗ by the two unit vectors

E1 =
a× b
‖ a× b ‖ E2 =

E1 × ẋ∗

‖ E1 × ẋ∗ ‖ =
E1 × (−a sin t∗ + b cos t∗)
‖ E1 × (−a sin t∗ + b cos t∗) ‖ (3)

where −a sinα+ b cosα is the tangent vector at x∗. We can then write

z = c + a cos t∗ + b sin t∗ + xE1 + yE2, (4)
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where

x = (z− c− a cos t∗ − b sin t∗) ·E1 (5)
y = (z− c− a cos t∗ − b sin t∗) ·E2 (6)

We then have

Ps(z) =
1
2π
· 1
2π
√

detΣ
e− 1

2yT Σ−1y,

where y =
[
x
y

]
. This density corresponds to choosing t uniformly in [0, 2π]

along the ellipse, and then adding Gaussian cross-sectional noise with variance
covariance matrix Σ. We will simplify this general model to assume that the
cross-section is spherically symmetric, in which case we get the simpler density

Ps(z) =
1
2π
· 1
2πσ2 e

− 1
2σ2 (x2+y2)

.

σ corresponds to the “thickness” of the tidal stream.

2.3 Mixture Model Density

The mixture density is obtained by combining the galaxy and tidal stream den-
sities. To combine the distributions, they must be both normalized within the re-
gion of interest and weighted by a mixing parameter ε. Normalization is achieved
by dividing the distributions by their integral over the region of interest. These
integrals can be calculated analytical for simple densities and by numerical in-
tegration for more complex densities. The final mixture density is given by:

Pm(x) = ε
P

′
b(x)∫
P

′
b

+ (1− ε)
P

′
s(x)∫
P ′

s

(7)

where P
′
b(x) = ρ(x)Pb(x) and P

′
s(x) = ρ(x)Ps(x). ρ(x) is an efficiency which

corresponds to the probability that a star is detected given that it is at position
x. Thus the presence of stars at large distances in our dataset indicates that the
density there must be higher because fewer of these stars are detected.

2.4 Normalization

In normalizing our probabilities, we calculate the integral of each distribution
over the area of our dataset. In our physical application, the dataset is in a wedge
shape that pivots at our Sun given by:

307 ≤ θ < 436 − 1.25 ≤ φ < 1.25 1.4 ≤ r < 57.5 (8)

The analytical solution to the normalization integrals is not easy. Also, if we
were to change the distributions, we would have to re-calculate the solution. For
these reasons, we choose a numerical integration approach.
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The integrals are obtained by dividing the wedge into several smaller volume
elements and computing the Rieman sum approximation to the integrals. The
small volume elements we used are defined by:

Δθ =
436− 307

490
≈ 0.26 (9)

Δφ =
1.25 + 1.25

10
= 0.25 (10)

Δr =
57.5− 1.4

180
≈ 0.31 (11)

Let A represent a generic small volume element, VA its volume and OA its
center. Then the Rieman approximation to the integral is given by:∫

P
′
b =

∑
A P

′
b(OA)VA

∫
P

′
s =

∑
A P

′
s(OA)VA (12)

2.5 Data Efficiency

The ratio of the number of stars in our dataset to the number of actual stars
in the galaxy is called the efficiency of our dataset and is a function of distance
from the sun, rS , which is measured in parsecs. By comparing overlapping runs,
and the number of matched stars, we can estimate the efficiency function. Figure
1 shows a plot of the efficiency versus g∗ where:

g∗ = 5 log10(rS/10) + 4.2 (13)

The solid line in Figure 1 is the result of fitting a function to these data
points. This derived efficiency formula is given by:

ρ(g∗) =
0.9402

e1.6171(g∗−23.5877) + 1
(14)

Fig. 1. Completeness of the dataset where the color is in the range of (0.1,0.3). The
circles indicate the completeness estimated by comparing two overlapping runs. The
solid line is the function fitted to these estimates
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3 Maximum Likelihood Estimation

We use maximum likelihood density estimation to estimate the parameters in
our model. The dataset is composed of the stars {xi}Ni=1. The likelihood is given
by P [{xi}Ni=1 | Parameters] =

∏
i Pm(xi). Taking the logarithm and dividing

by N, we then maximize E(Parameters) = 1
N

∑N
i=1 logPm(xi).

4 Parameter Optimization

To maximize E , we use a standard conjugate gradient optimization algorithm
together with the line search algorithm [3] described in [4].

Each step taken in the conjugate gradient algorithm involves calculating a
direction vector based on the gradient at the current parameter set, finding the
maximum probability that can be obtained along this direction and then testing
whether the stopping conditions have been met. We use a simple finite difference
scheme to obtain the gradient.(

∂E
∂pi

)
±

= ±
(
E(p± hiei)− E(p)

hi

)
(15)

where ei is the standard unit vector.
Since E has varying sensitivities to the different parameters there is no single

value for h that we can use. In fact, due to the normalization constants in our
probability distributions, we may find ourselves near a non-differentiable cusp
on the error surface. To get around this, we start with a sufficiently large value
for h, for each parameter pi. We find E with that parameter at its current value,
pi, and at the values of pi±h. If the signs of

(
∂E

∂pi

)
+

and
(

∂E
∂pi

)
−

are different,

we know that we are near a local minimum or maximum and that our value
for h is too large. In this case we decrease h by half and check the signs of the
gradients again. This process continues until either the signs of the gradients
agrees or until the value of h falls below a precision tolerance. If the signs agree,
we use either gradient as shown in Equation (15). If h falls below the precision
tolerances, we must be sufficiently close to a maximum or minimum and so we
consider the gradient to be 0 with respect to pi.

4.1 Parameter Representation

There are two aspects of our parameters that can help us increase the efficiency
of our algorithm. First is that some parameters are redundant and can be elimi-
nated. The second aspect is that some parameters can only take on a particular
range of values. Converting these parameters into variables without constrained
ranges allows us to use more efficient unconstrained optimization techniques.

Reducing the Number of Parameters. Our first reduction takes advantage
of the orthogonality condition between a and b. Since a · b = 0 we can define b
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Removing Parameter Constraints. Since the constraints on our parameters
are relatively simple bound constraints, we can optimize with respect to uncon-
strained parameters by explicitly incorporating the constraints in the objective
function as follows. Suppose α is a parameter in E , i.e. E = E (α) (we only
show the α dependence). Suppose that α has a bound constraint α ∈ [A,B]. We
can write E(α) in terms of an unconstrained parameter β by E(α) → E(α(β))
where α(β) = A+ (B −A)e−β2

. β now becomes an unconstrained parameter in
the optimization and α can easily be obtained from β. Such bound constraints
apply to ε ∈ [0, 1] and q ∈ [0, 1]. An unbound constraint of the form α ∈ [A,∞)
can also be incorporated using the mapping α(β) = A + β2. Such an unbound
constraint applies to δ ∈ [0,∞).

5 Results

We applied our algorithm to two datasets, one synthesized and one from a 2.5
degree thick wedge along the Celestial equator of the SDSS dataset. For each
dataset we initialized the algorithm with a parameter set that was close to the
optimal value but randomized. The algorithm then ran until the maximum com-
ponent of the gradient was less that 0.002.

5.1 Synthetic Data

The synthetic data was generated using the exact model mixture density for a
particular setting of the parameters. For each star generated, a random number
determined whether it was to be a stream star or a background star. If the star
is a stream star, three random numbers are generated to determine α, x, and y
in (4). If the star is a background star, three random numbers are generated to
determine the coordinates of the star, the z-axis component being multiplied by
q to take squashness into account.

The synthetic data was generated with the following parameters:

c = (6.9, 10.23, 0.166) a = (19.4, 9.8, 35.5) b = (18.5,−2.45,−9.43)
σ = 5.0 q = 0.65 ro = 13.5 ε = −2.197

The algorithm ran for 19 iterations and ended with the following parameters
and probability:

c = (7.32, 6.43,−4.72) a = (22.26, 9.99, 33.08) b = (15.40,−9.64,−7.45)
σ = 3.32 q = 0.78 ro = 13.65 ε = −2.78 E = −3.38358

Figure 2 shows the generated synthetic data. Figure 3 shows the separation.

with a magnitude db and an angle θb and remove one parameter. The second
reduction is from the assumption that the cross-section of the stream is circular.
So, we reduce both width values to just one parameter, σ.
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Fig. 2. Density plot of synthetic data in log space

Fig. 3. Separation plot of the synthetic data. The left plot shows the stars labeled as
stream stars and the right plot shows the stars labeled as background, or galactic, stars.
The line indicates the ellipse of the stream and the circles indicate the point where the
stream intersects the plane of the data

Figure 4 shows a plot of the real data. Figure 5 shows the separation.

5.2 Real Data

With the real data, the algorithm ran for 10 iterations and ended with the
following parameters and probability:

c = (6.06, 12.85,−0.039) a = (19.49, 13.34, 35.70) b = (19.76,−4.26,−9.20)
σ = 6.21 q = 0.71 ro = 14.43 ε = −2.38 E = −3.39434
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Fig. 4. Density plot of real data from SDSS

Fig. 5. Separation plot of real data. The left plot shows the stars labeled as stream
stars and the right plot shows the stars labeled as background, or galactic, stars. The
line indicates the ellipse of the stream and the circles indicate the point where the
stream intersects the plane of the real data

Milky Way. Future plans for this work are to increase the number and types of
structures that are included in the mixture model, and to scale it up to handle

6 Conclusion

We have presented a probabilistic approach to finding geometric objects in spa-
tial databases. From these results we can get a clear idea of the direction and
size of the tidal stream as well as the distribution of stars in the halo of the
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7 Related Works

Previous research has used mixture models and EM algorithms for clustering in
large databases [5, 6]. Our techniques similarly uses mixture models but instead
use conjugate gradients to solve the maximum likelihood problem. Additionally,
our task is not to cluster the data, but to find the parameter set that best fits
our model to the data.
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separately the stream structure (without being obscured by galaxy structure.
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Abstract. The notion of rules is very popular and appears in different flavors,
for example as association rules in data mining or as functional (or multivalued)
dependencies in databases. Their syntax is the same but their semantics widely
differs. In this article, we focus on semantics for which Armstrong’s axioms are
sound and complete. In this setting, we propose a unifying framework in which
any "well-formed" semantics for rules may be integrated. We do not focus on the
underlying data mining problems posed by the discovery of rules, rather we prefer
to emphasize the expressiveness of our contribution in a particular domain of
application: the understanding of gene regulatory networks from gene expression
data. The key idea is that biologists have the opportunity to choose - among some
predefined semantics - or to define the meaning of their rules which best fits into
their requirements. Our proposition has been implemented and integrated into an
existing open-source system named MeV of the TIGR environment devoted to
microarray data interpretation.

1 Introduction

Microarray technology provides biologists with the ability to measure the expression
levels of thousands of genes in a single experience. It is believed that genes of sim-
ilar function yield similar expression patterns in microarray experiences [1]. As data
from such experiences accumulates, it is essential to have accurate means for assigning
functions to genes. Also, the interpretation of large-scale gene expression data provides
opportunities for developing novel mining methods for selecting for example good drug
candidates (all genes are potentially drug targets) from among tens of thousands of
expression patterns [2, 3].

However, one real challenge lies in inferring important functional relationships from
these data. Beyond the cluster analysis [4], a more ambitious purpose of genetic inference
is to find out the underlying regulatory interactions from the expression data, using
efficient inference procedures.

Rules between genes are a promising knowledge to reveal regulatory interactions
from gene expression data. The conjecture that association rules could be a model for the
discovery of gene regulatory networks has been partially validated in [5, 6, 7, 8, 9, 10, 11].
Nevertheless, we believe that many different kinds of rules could be useful to cope with
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different biological objectives and the restricted setting of association rules could not be
enough.

Clearly, the notion of rules is very popular and appears in different flavors, the two
more famous examples being association rules in data mining and functional dependen-
cies in databases. A simple remark can be done on these rules: their syntax is the same
but their semantics i.e. their meaning widely differs.

In this paper, we propose a unifying framework in which any "well-formed" semantics
for rules may be integrated. The key features of our approach are the following:

1. Given a dataset, defining a semantics in collaboration with domain experts (e.g.
biologists and physicians).

2. Verifying if the semantics fits into our framework, i.e. if Armstrong’s axiom system
is sound and complete for this semantics [12].

3. Discovering the rules from the dataset, more precisely a cover for exact rules [13, 14]
and a cover for approximate rules [15, 16].

4. Computing in a post-processing step, several quality measures for the obtained rules.

Note that we do not focus on the underlying data mining problems posed by the
discovery of rules, rather we prefer to emphasize the expressiveness of our contribution
in a particular application domain: the understanding of gene regulatory networks from
gene expression data.

Due to space limitation, we introduce only one semantics based on a pairwise compar-
ison of experiences to analyze variations of gene expression levels [5]. This semantics is
close to the semantics of functional dependencies extended to deal with gene expression
data. For others semantics, the reader is referred to [10, 17].

Our proposition has been implemented in a friendly graphical user interface to make
it useful by biologists. We chose to integrate it as a module into a microarray data
analysis open-source software: MeV. This tool is a part of an application suite, called
TM4, developed by The Institute for Genomic Research (TIGR) [18].

Paper Organization. In Section 2, the framework of our approach is given. In Section 3,
one semantics for rules is detailed and its compliance with the framework is shown in
Section 4. Implementation details are given in Section 5 and we conclude in Section 6.

2 Framework of Our Approach

Our approach is based on the notion of rule, also called implication. A rule is an ex-
pression of the shape X → Y i.e. "X implies Y" and the semantics of the rule is the
signification one wants to give to this implication. For example, association rules in data
mining or functional dependencies in databases are two types of semantics.

In this paper, we focus on special kinds of rules, which exhibit nice properties, i.e.
Armstrong’s axiom system is sound and complete for the considered semantics. Such a
semantics for rules is called "well-formed" in the sequel. We have chosen to focus on
Armstrong’s axioms since they apply obviously for functional dependencies but also for
implications defined on a closure system [19] and thus turn out to have many practical
applications (see examples given in [19]).



496 M. Agier, J.-M. Petit, and E. Suzuki

Practical interests of a well-formed semantics are twofold:

– Firstly, we can perform some kind of reasoning on rules from the Armstrong’s
axioms: From a set of rules F , it is possible to know if a rule is implied by this set
of rules [20]. This problem is known as the implication problem and a linear time
algorithm does exist for this problem. Thus, if there is a relation r which satisfies F
then we know that all the rules that can be deduced fromF thanks to theArmstrong’s
axioms will be satisfied in this relation.

– We can also work on "small" covers of rules [21, 22] and propose a discovery process
specific to the considered cover, but applicable to all well-formed semantics. It is
also possible to propose covers for non-satisfied rules [23].

The theoretical framework that we propose to use for the generation of rules defined
with well-formed semantics, comes from the inference of functional dependencies [24,
14]. Basically, since by definition the Armstrong’s axioms apply for any well-formed
semantics, the augmentation axiom implies a monotone property: given an attribute A,
X → A⇒ ∀ Y ⊃ X, Y → A.
That is to say that the predicate "X implies A" is monotone with respect to set inclusion,
thus the predicate "X does not implyA" is anti-monotone. So well known characterization
may be used to produce the rules [25].
In other words, the largest left-hand sides not implying A constitute the positive border
of the predicate "X does not imply A" and the smallest left-hand sides implying A
constitute its negative border. Consequently, this negative border gives a subset of the
canonical cover (i.e. rules with minimal left-hand sides and A as right-hand side) while
the positive border gives a subset of the Gottlob and Libkin cover [23] (i.e. rules with
maximal left-hand sides and A as right-hand side).

Details on the generation of rules are out of the scope of this paper, interested readers
are referred to [13, 14, 25].

Moreover, an important key point of our approach is to take into account charac-
teristics of gene expression data. Indeed, from the microarray analysis domain, two
underlying "constraints" have to be understood: firstly, the number of experiences is
small (a few hundreds at most) whereas the number of genes is large (several thou-
sands). Such a constraint differs widely from those usually held in databases or data
mining where the number of tuples can be huge whereas the number of attributes (i.e.
genes in the context of this paper) remains rather small. That is why for example our ap-
proach does not take into account a minimum support threshold as usual for association
rules. Statistical measures are computed a posteriori on the discovered rules.

Secondly, data pre-processing steps on gene expression data are not fully understood
yet and therefore, we have to take into account noisy data. Thus microarray technology
delivers numerical values with a relatively small confidence on these values, biologists
have to interpret the data, for example as levels of expression, which implies a dis-
cretization step. In this setting, we propose to deal with noise in data not as an explicit
pre-treatment step but implicitly within the semantics of the rules.
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3 Example of Semantics for Rules

Our approach consists to interact with biologists in order to establish a semantics for the
rules which fits into their objectives and requirements.

In the sequel, we restrict ourselves to one semantics studying similar variations of
gene expression levels. In [17], we propose two others semantics for rules specially
defined for gene expression data.

In many cases, it does make sense to compare experiences in a pairwise fashion to
find some regularities between experiences. Such kind of reasoning is well known in
the database community through the notion of functional dependencies. However, in
our context, the FD satisfaction - its meaning - has to be relaxed to take into account
noise in gene expression data. Since a crisp FD X → Y can be rephrased as "equal X-
values correspond to equal Y-values", we would like to obtain something like "close X-
values correspond to closeY-values". Thus, instead of requiring strong equality between
attribute values, we admit an error less or equal to the absolute value of the difference
(obviously, other norms should have been taken). This leads to the following definition.

Definition 1. (pairwise comparison semantics) Let X, Y ⊆ G, be two sets of genes
and r a relation over G. A rule X → Y is satisfied in r with the semantics pc defined
with two thresholds ε1 and ε2, denoted by r |=pc X → Y , if and only if ∀t1, t2 ∈ r,
if ∀g ∈ X, ε1 ≤ |t1[g]− t2[g]| ≤ ε2 then ∀g ∈ Y, ε1 ≤ |t1[g]− t2[g]| ≤ ε2.

Classical satisfaction of functional dependencies is achieved when ε1 = ε2 = 0.
Thus, X → Y can be interpreted in our context as follows: for each gene g of X ,

each time g has a similar expression level in two experiences of r, then for each gene g
of Y , g has also a similar expression level in those experiences.

Example 1. Let us consider a running example made of a set of 6 experiences
(t1, t2, t3, t4, t5 and t6) over a set of 8 genes (g1, g2, g3, g4, g5, g6, g7 and g8) as de-
picted in Table 1.

Table 1. A running example

r g1 g2 g3 g4 g5 g6 g7 g8

t1 1.9 0.4 1.4 -1.5 0.3 1.8 0.8 -1.4
t2 1.7 1.5 1.2 -0.3 1.4 1.6 0.7 0.0
t3 1.8 -0.7 1.3 0.8 -0.1 1.7 0.9 0.6
t4 -1.8 0.4 1.7 1.8 0.6 -0.4 1.0 1.5
t5 -1.7 -1.4 0.9 0.5 -1.8 -0.2 1.2 0.2
t6 0.0 1.9 -1.9 1.7 1.6 -0.5 1.1 1.3

Let us suppose that the biologists are interested in low variations of expression levels
between experiences. Thresholds should be defined as follows: ε1 = 0.0 and ε2 = 0.2.
The hypothesis is that a gene does not vary for two experiences if the difference of the
expression levels is between 0.0 and 0.2.

The expression levels of the genes g6 and g7 are plotted in Figure 1. In that case,
the rule g6 → g7 is satisfied in the relation r (on the other hand the rule g7 → g6 is not
satisfied because of the variation between the experiences e3 and e4).
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Fig. 1. Expression levels of the genes g6 and g7

The rule g6 → g7 is interpreted in the following way: for some two experiences, if
the expression level of the gene g6 does not vary then the expression level of the gene
g7 does not vary neither.

4 Well-Formed Semantics

The second step of the process is to verify the well-formedness of the semantics defined
by domain experts, i.e. verify that this semantics can be used within our framework.

This step is very important since many semantics could be defined, some of them
verifying these requirements, others not (cf Theorem 2).

Definition 2. A semantics s is well-formed if Armstrong’s axiom system is sound and
complete for s.

Let us recall the Armstrong’s axiom system for a set of rules F defined over a set of
attributes (i.e. genes in our context) G:

1. (reflexivity) if X ⊆ Y ⊆ G then F � Y → X
2. (augmentation) if F � X → Y and W ⊆ G, then F � XW → YW
3. (transitivity) if F � X → Y and F � Y → Z then F � X → Z

The notation F � X → Y means that a proof of X → Y can be obtained using
Armstrong’s axiom system from F . Moreover, given a semantics s, the notation F |=s

X → Y means that for all relations r over G, if r |=s F then r |=s X → Y .
As expected, the semantics previously introduced verify these requirements.

Theorem 1. The semantics pc is well-formed.

We need to show that Armstrong’s axiom system is sound and complete for pc.

Lemma 1. Armstrong’s axiom system is sound for pc.

Proof. LetF be a set of rules. We need to show that ifF � X → Y thenF |=pc X → Y .
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1. (reflexivity) evident.
2. (augmentation) Let t1, t2 ∈ r such that ∀g ∈ X ∪W, ε1 ≤ |t1[g] − t2[g]| ≤ ε2.

We need to show that ∀g ∈ Y ∪W, ε1 ≤ |t1[g] − t2[g]| ≤ ε2, which implies that
r |=pc XW → YW . By assumption F � X → Y , then we have ∀g ∈ Y, ε1 ≤
|t1[g]− t2[g]| ≤ ε2. The result follows.

3. (transitivity) Let t1, t2 ∈ r such that ∀g ∈ X, ε1 ≤ |t1[g]− t2[g]| ≤ ε2. We need to
show that ∀g ∈ Z, ε1 ≤ |t1[g]− t2[g]| ≤ ε2, which implies that r |=pc X → Z. By
assumption, F � X → Y and F � Y → Z, then ∀g ∈ Y, ε1 ≤ |t1[g]− t2[g]| ≤ ε2
and ∀g ∈ Z, ε1 ≤ |t1[g]− t2[g]| ≤ ε2 respectively. The result follows.

Lemma 2. Armstrong’s axiom system is complete for pc.

Proof. We need to show that if F |=pc X → Y then F � X → Y or equivalently, if
F �� X → Y then F �|=pc X → Y . As a consequence, assuming that F �� X → Y , it is
enough to give a counter-example relation r such that r |=pc F but r �|=pc X → Y .

Let r over G be the relation shown in Table 2, with ε1 = 0.0 and ε2 = 0.2.

Table 2. Counter-example

X+ U −X+

0.1 ... 0.1 0.1 ... 0.1
0.2 ... 0.2 1.2 ... 1.2

Firstly, we have to show that r |=pc F . We suppose the contrary that r �|=pc F
and thus, ∃V → W ∈ F such that r �|=pc V → W . It follows by the construction
of r that V ⊆ X+ and ∃A ∈ W such that A ∈ U − X+. Since V ∈ X+, we have
F � X → V and since F � V → W , we have F � V → A. Thus, by the transitivity
rule, F � X → A and thus A ∈ X+. This leads to a contradiction since A ∈ W , and
thus r |=pc F .

Secondly, we have to show that r �|=pc X → Y . We suppose the contrary that
r |=pc X → Y . It follows by the construction of r that Y ⊆ X+ and thus F � X → Y .
It leads to a contradiction since F �� X → Y was assumed, and thus r �|=pc X → Y .

As an example of semantics which does not fit into our framework, let us consider
the following semantics, noted pc′, which extends the semantics pc with an additional
constraint:

Definition 3. (pc’) Let X, Y ⊆ G, be two sets of genes and r a relation over G. A
rule X → Y is satisfied in r with the semantics pc′ defined with two thresholds ε1
and ε2, denoted by r |=pc′ X → Y , if and only if ∀t1, t2 ∈ r, if ∀g ∈ X , ε1 ≤
|t1[g] − t2[g]| ≤ ε2 then ∀g ∈ Y, ε1 ≤ |t1[g] − t2[g]| ≤ ε2 and ∃t1, t2 ∈ r such that
∀g ∈ X, ε1 ≤ |t1[g]− t2[g]| ≤ ε2.

Let r be a relation over a set of genes G.
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We have the following result:

Theorem 2. The semantics pc′ is not well-formed.

Proof. Let F be a set of rules and X ⊆ G, we have F � X → X by the reflexivity
axiom. Nevertheless, F �|=pc′ X → X . Let us consider the following counter-example
made of 4 experiences (t1, t2, t3 and t4) over a set of 2 genes (g1 and g2) as depicted in
Table 3.

Table 3. Counter-example for pc′

r g1 g2

t1 -1.8 1.8
t2 -1.7 0.2
t3 0.2 -1.4
t4 0.3 -1.8

Let us consider the thresholds ε1 = 0.0 and ε2 = 0.2.We can see that r �|=pc′ g2 → g2
because � ∃ t1, t2 ∈ r such that 0.0 ≤ |t1[g2] − t2[g2]| ≤ 0.2. By the way, the result is
proved since the reflexivity axiom is not sound.

5 Implementation

We have implemented the generation of rules as a C++/STL modules integrated into an
open-source freeware devoted to microarray data analysis: MeV (MultiExperi-
mentViewer) [18]. This tool is a part of an application suite, called TM4, developed
by The Institute for Genomic Research (TIGR). These tools devoted to microarray data
propose various functions such as storing the data, image analysis, normalization, inter-
pretation of the results.

MeV is the application devoted to the analysis of gene expression data. Furthermore,
MeV takes in input several file formats resulting from various image analysis software,
has an important number of functionalities already integrated and is based on a GUI
easy to use for biologists.

For the interface, we chose to limit as much as possible the options proposed to the
users to make it easier. An example of the graphical user interface developed on top of
MeV is presented in Figure 2.

The software was tested on several datasets and we were naturally interested in
the post-treatment of rules. Without being exhaustive, four quality measures (support,
confidence, dependence and lift) are computed to be able to sort the rules following these
criterion. We plan to integrate some other quality measures of rules [26]. The user looks
at only the rules he considers interesting according to these various indications.
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Fig. 2. Graphical user interface of the software

An application has been performed on expression profiles of a sub-sample of genes from
breast cancer tumors. The results are presented in [17].

6 Conclusion

In order to attempt a reverse engineering of gene regulatory networks from gene expres-
sion data, we have proposed an on-going work aiming at defining different semantics
of rules between genes, fitting in the same theoretical framework. Such rules form a
complementary and hopefully new knowledge with respect to classical unsupervised
techniques used so far [4].

The framework proposed in this paper, based on Armstrong’s axiom system, is able
to deal with different kinds of semantics in a unified manner. The semantics proposed
for gene expression data were implemented as an extension of a free software dedicated
to the analysis of microarray data (MeV of TIGR Institute).

For the time being, soundness and completeness of the Armstrong’s axiom system
have to be proved for every new semantics. We are currently working on a generic
definition of a semantics which ensures that a semantics is well-formed if and only if it
complies with this definition.

Moreover we are working on a more interactive process of discovery of rules, which
would consist in requiring to the biologists some "templates" for the rules they are
interested in, and then determining the semantics for which these rules are satisfied.
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87036 Rende (CS), Italy
palopoli@deis.unical.it, rombo@ing.unirc.it, terracina@mat.unical.it

Abstract. The post-genomic era showed up a wide range of new chal-
lenging issues for the areas of knowledge discovery and intelligent in-
formation management. Among them, the discovery of complex pattern
repetitions in string databases plays an important role, specifically in
those contexts where even what are to be considered the interesting pat-
tern classes is unknown. This paper provides a contribution in this precise
setting, proposing a novel approach, based on disjunctive logic program-
ming extended with several advanced features, for discovering interesting
pattern classes from a given data set.

1 Introduction

In the last few years, a particular class of raw data stored in string databases,
namely genomic data, is assuming a prominent role. The completion of the hu-
man genome sequencing showed up a wide range of new challenging issues in-
volving sequence analysis. Genome databases mainly consist of sets of strings
representing DNA or protein sequences (biosequences) and most of these strings
still require to be “interpreted”.

In this context, discovering common patterns in sets of biologically related
sequences (i.e., motifs) is important because the presence of conserved regions
provides insights into the biological function played by the corresponding macro-
molecules, e.g., for identifying gene regulatory processes [1, 5, 15].

Recently, a particular class of motifs, called structured motifs [16, 15], re-
ceived much attention since it has been observed [7] that the relative positions
of motif regions (we call these regions boxes in the following) are characterized
when they participate in biological processes. For instance, the most frequently
observed prokaryotic promoter regions are in general composed by two boxes po-
sitioned approximately 10 and 35 bases upstream from the transcription start.
Moreover, since mutations are quite common and, often, important for the evo-
lution, it is mandatory to allow mismatches among boxes in the analysis of their
similarity. Clearly, as the complexity of the considered organisms increases, also
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the complexity of potentially interesting motifs increases [1] e.g., it is interesting
to consider motifs with variable length boxes, or with unconstrained distances
between boxes and so on.

In the literature, several algorithms for pattern discovery and several classes
of patterns have been considered. As an example, [2, 4, 9, 10, 12] deal with simple
(i.e., unstructured) motifs; other approaches consider structured motifs [8, 11, 17]
but do not allow mismatches; others identify structured motifs allowing also
mismatches [6, 15, 18]1.

All those approaches are tailored on specific classes of patterns and, as with
most algorithms, even slight changes in the pattern class to be dealt with may
cause significant problems in their effectiveness. Generally speaking, algorithms
are available that are very efficient and effective when the class of patterns of
interest is quite well defined (e.g., for prokaryotic promoter regions), but when
the class of interest is unknown (e.g., in eukaryotes) the problem shifts away
from motif extraction to the selection of the right approach to apply.

This paper is concerned with the definition and the implementation of a
framework allowing for defining and resolving under-specified motif extraction
problems where, for instance, the number and the length of boxes can be variable.
Our framework (i) is general in that it covers a wide range of pattern classes; (ii)
the computed results can be exploited to guide the selection of specific, efficient,
algorithms tailored on the resulting pattern classes; (iii) it can be exploited as a
“fast prototyping” approach to quickly verify the relevance of new pattern classes
in specific biological domains. Notice that, given the complexity of the problem
at hand, it is not expected that our approach will be particularly efficient in
solving the motif discovery problem. Rather, it is mainly oriented to verify the
existence of some kinds of interesting motif classes in available data.

Our framework is based on automatically generating logic programs start-
ing from user-defined under-specified extraction problems for locating various
kinds of motifs in a set of sequences. In this setting, we exploit disjunctive logic
programming extended with a variety of features to obtain a sufficiently high lan-
guage expressiveness allowing for dealing with a large variety of pattern classes.
To the best of our knowledge, this is the first attempt in this direction.

We have developed a prototype implementing the proposed approach; in par-
ticular we exploited DLV [13] as the core inference engine and Java to equip the
system with an easy, user-friendly interface.

2 Problem Statement and Supported Pattern Classes

In this section we illustrate the pattern classes currently supported in our frame-
work. As pointed out in the Introduction, the main purpose of our approach is
the identification of significant patterns frequently occurring in a set of input
sequences; generally speaking, we look for portions of the input sufficiently sim-
ilar to a number of other portions under some user-defined specifications. It

1 A classification of the approaches for motif discovery is presented in [3].
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Fig. 1. Example of structured patterns

is possible to identify two main categories of specifications, namely, structural
specifications and affinity specifications.

Structural specifications refer to the structure the patterns must have in or-
der to be considered interesting. In its simplest form, a pattern is composed by
l contiguous symbols which are all interesting and must be taken into account
in pattern repetitions. However, such kind of patterns is practically of low rele-
vance. Indeed, it has been observed that often biologically relevant patterns are
constituted by two or more relevant regions (we call these regions boxes in the
rest of the paper) separated by a number of irrelevant symbols. Figure 1 graph-
ically shows this concept. It indicates that the pattern constituted by the box
‘AAA’ followed by a number of irrelevant symbols, followed by the box ‘TATT’
is repeated in two of the three input sequences. In this setting, the following
structural specifications can be defined:

Box number, denoting the number of distinct relevant regions the pattern must
have in order to be considered interesting.

Box length, indicating the number of symbols in each box; in particular, dif-
ferent boxes may have different lengths and each box length may vary within a
given interval.

Distance between boxes, indicating the number of irrelevant symbols sepa-
rating two consecutive boxes; the framework allows both different distances for
different box pairs and intervals of variations for each distance.

In several application contexts, it is useful to fix the content of some boxes
to denote “anchors” in the pattern discovery process; as a consequence, the
framework allows for the definition of the following specification:

Anchor box, which imposes that a pattern must contain precisely a certain,
given content at a certain given position in order to be considered interesting.

In the following, for the sake of clarity, we shall use the notation bl1X(d1)bl2
X(d2)...X(dr−1)blr for representing pattern structure specifications; here, each
bli indicates a box of length li, each X(dj) indicates the sequence of dj irrelevant
symbols separating blj from blj+1 , and r is the number of boxes. Both li, dj and
r can be intervals. We say that the box bli is at position i within the pattern
specification.

If structural specifications determine the characteristics of each pattern, affin-
ity specifications fix the relationships that must hold between two patterns (or
portions thereof) in order for them to be considered similar. We distinguish be-
tween two kinds of affinities: (i) single box affinity and (ii) whole pattern affinity.

Single box affinity tells when two boxes of two patterns can be considered
similar. So, let s1 and s2 be two strings. The Hamming Distance H between
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Fig. 2. Examples of whole pattern affinity specifications

them is the minimum number of symbol substitutions to be applied on s1 to
obtain s2, whereas the Levenshtein Distance L between them is the minimum
number of edit operations (i.e. symbol substitutions, insertions and deletions)
to be applied on s1 to obtain s2. As an example, ‘AAGT ’ and ‘ACGA’ are at
Hamming distance H= 2, whereas the Levenshtein distance between ‘misspell’
and ‘mistell’ is L= 2.

Single box affinities we consider are the following:

Exact match, that implies that two boxes must be exactly equal in order to be
considered similar.

Hamming distance, for which two boxes are considered similar if their Ham-
ming distance is less than a given threshold.

Levenshtein distance, for which two boxes are considered similar if their
14Levenshtein distance is less than a given threshold.

As far as whole pattern affinity is concerned, if no specifications are provided,
it is assumed that two patterns p1 and p2 are similar if each pair of boxes b′li
of p1 and b′′li of p2 (i.e., boxes in the same positions within their patterns) are
similar. In this case, we say that a basic similarity holds between p1 and p2.

Otherwise, the following whole pattern affinity specifications can be defined:

Allow Skips: two patterns p1 and p2 are considered similar even if a certain
number of boxes of p1 are not similar to the corresponding ones of p2; the user
can specify the maximum allowed number of skips.

Allow Changing Box Order: two patterns p1 and p2 are considered similar
even if a certain number of changing box order occur; a changing box order
occurs if the relative positions of two consecutive boxes in p1 must be exchanged
in order to obtain a basic similarity between p1 and p2.

Allow Inverse Box: two patterns p1 and p2 are considered similar even if the
content of some (or all) boxes of p1 must be inverted to obtain a basic similarity
between p1 and p2.

Figure 2 graphically shows the above presented concepts. We are now ready
to state the problem addressed in this paper.

Problem Statement. Given a collection of input sequences SC, a set of spec-
ifications and an integer Q, find all motifs in SC, that is all patterns satisfying
the structural specifications and similar (w.r.t., the provided box affinity and
whole pattern affinity specifications) to at least other Q patterns, each of which
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obtained from a distinct sequence of SC. Q is called quorum and indicates the
minimum support a pattern must have within SC. �

It is worth pointing out that most of the existing pattern discovery approaches
do not consider at all neither the Levenshtein distance for box affinity, nor whole
pattern affinity specifications introduced in this section.

Finally, note that since allowed affinity specifications are such that pattern
similarity is not transitive, it may happen that two patterns are similar but only
one of them is also a motif.

3 Automatic Generation of Logic Programs

3.1 Preliminaries

As pointed out in the Introduction, we exploit the DLV system [13] as the core
inference engine to implement our pattern discovery system, as it provides several
advanced features such as, (i) disjunctive rules, (ii) constraints, (iii) arithmetic
predicates, (iv) aggregate predicates and (v) external functions.

We assume the reader is familiar with (disjunctive) logic programming (see
[14] for a good source of background material). Some basic issues of the DLV
language are recalled next [13]. In DLV, a disjunctive rule a ∨ b :- c indicates
that if c is true, then either a or b must be true. Constraints of the form :- r
tell that condition r must be false in all models. Arithmetic predicates #int,
#succ, +, * allow to perform operations on integer valued variables. Aggregate
predicates can be computed over sets of elements. They can occur in the bodies
of rules and constraints, possibly negated by negation-as-failure. As an example,
the rule q(X) :- a(X), #count{Z : b(X,Z,k)} < 3 tells that q(X) is true
for each X such that a(X) is true and the number of times that b(X,Z,k) is
true is less than 3. Finally, external functions are linked dynamically to the logic
programs and are executed as standard imperative programs. We have tried
to obtain a good trade-off between declarativeness and efficiency limiting the
exploitation of external functions.

3.2 Program Generation

A first, important, issue to consider is how to represent the patterns satisfying
structural specifications that can be derived from the input sequences. Indeed,
the formalization of the whole approach depends on this representation.

We assume a pattern is represented as a list of ordered boxes; each box is
identified by the predicate box(B,IDS,Pos,Idx,L), where B represents the box
content, IDS is the identifier of the sequence B has been obtained from, Pos is the
starting position of B within IDS, whereas Idx specifies the position (index) of B
within the pattern; finally, L is the number of symbols in B. This last informa-
tion is maintained only for efficiency matters, since it might be anyway derived
from B.
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Before describing how the set of boxes is obtained by the program, it is
necessary to introduce the set of facts automatically generated from the user
inputs, that are:

(1) string(IDS,‘‘sequence’’) (6) error(Idx,Emax)
(2) boxNumber(R) (7) skipNumber(Nskips)
(3) quorum(Q) (8) minStartPosition(Idx,PosMin,IDS)
(4) boxLength(Idx,Lmin,Lmax) (9) maxStartPosition(Idx,PosMax,IDS)
(5) boxDistance(Idx1,Idx2,Dmin,Dmax)

There is a fact of type (1) for each input sequence; each sequence is associated
with an identifier IDS. Facts (2) and (3) tell the number of boxes allowed for each
pattern and the quorum, respectively. Facts of type (4) indicate the minimum
and the maximum length each box might have; here, Idx indicates the position
of the box within the pattern and varies between 1 and R. Analogously, facts of
type (5) specify the allowed number of irrelevant symbols separating consecutive
boxes. Facts of type (6) tell, for each box, the maximum allowed Hamming or
Levenshtein distance for box affinity (it is set to 0 if selected box affinity is exact
match) whereas, fact (7) encodes the maximum number of skips allowed in whole
pattern affinity specification. Finally, facts of type (8) (resp., (9)) are obtained
from both the structural specifications and the input sequences and state, for
each box, its minimum (resp., maximum) allowed starting position within the
input sequence IDS; this allows to reduce the search space. As an example for
patterns of the form b3X(5)b4 the minimum starting position for a second box
in a sequence is 9.

It is now possible to describe how boxes are represented:

(10) box(B,IDS,Pos,Idx,L) :- string(IDS,Str), #int(L), Lmin<=L, L<=Lmax,
boxLength(Idx,Lmin,Lmax), minStartPosition(Idx,PosMin,IDS),
maxStartPosition(Idx,PosMax,IDS), #int(Pos), Pos>=PosMin,
Pos<=PosMax, #substring(Str,Pos,L,B)

Here, #substring is an external function used to store in B the substring of Str
of length L starting from position Pos. At the basis of our pattern discovery
approach there is a guess and check strategy. In particular, we guess a combi-
nation of Q+1 good patterns (where Q is the required quorum) such that one
of them (the candidate pattern) is similar to the others Q (repetition patterns);
moreover, each pattern must be taken from a distinct sequence. Now, since a
pattern is represented as an ordered list of R boxes, the approach must guess
(Q+1)× R boxes.

More precisely, the following rules are automatically generated:

(11) in(B,IDS,Pos,Idx,L) ∨ out(B,IDS,Pos,Idx,L) :- box(B,IDS,Pos,Idx,L)
(12) candidate(IDS) ∨ notCandidate(IDS) :- string(IDS, )
(13) :- not #count{IDS: candidate(IDS)}=1
(14) :- inPredicates(N), not #count{B,Pos: in(B,IDS,Pos,Idx,L)}=N
(15) inPredicates(N) :- quorum(Q), boxNumber(R), #succ(Q,Q1),*(Q1,R,N)
(16) :- in( ,IDS, , , ), index(I), not #count{B,Pos: in(B,IDS,Pos,I,L)}=1
(17) index(I) :- boxLength(I, , )
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where the in (resp., out) predicate represents selected (resp., discarded) boxes,
whereas candidate specifies which is the pattern (taken from the sequence IDS)
to be considered as a candidate motif2. Constraint (13) guarantees that only one
candidate is selected. Rules (14) and (15) are used to assure that the number
of in predicates evaluated true is exactly N=(Q+1)× R, whereas rules (16) and
(17) guarantee that exactly one pattern is selected from each of the considered
sequences.

Now, in order to complete the verification of structural specifications, only
the following constraint is needed, dealing with the position of consecutive boxes
in a pattern; indeed, the other structural specifications, namely box length and
box number, are implicitly verified in rules (10) and (14-17).

(18) :- in(B1,IDS,Pos1,Idx1,L), in(B2,IDS,Pos2,Idx2, ), #succ(Idx1,Idx2),
EndB1=Pos1+L,boxDistance(Idx1,Idx2,Dmin,Dmax),
MinAllowedPosB2=EndB1+Dmin,MaxAllowedPosB2=EndB1+Dmax,
outOfRange(MinAllowedPosB2,MaxAllowedPosB2,Pos2)

Here, outOfRange evaluates true if, given the position Pos1 of the first box B1,
its length L and the allowed distances Dmin and Dmax between B1 and B2, the
position Pos2 within IDS of the second box B2 is out of the allowed range.

If the user specifies an anchor box, a constraint stating that a model is valid
only if that anchor is found in the pattern must be added in the program. As an
example, if the user wants for the second box to be equal to ‘TATA’, the following
constraint must be added:

(19) :- candidate(IDS), in(B,IDS, ,2, ), B!=‘TATA’

All the rules mentioned above are common to every combination of structural
specifications defined by the user and constitute the core program. In order to
handle affinity specifications, suitable rules are added depending on the kinds
of options selected by the user. As far as single box affinity is concerned, the
following rules are exploited:

(20) repetition(IDS) :- in( ,IDS, , , ), notCandidate(IDS)
(21) matchPair(IDS2,Idx) :- candidate(IDS1), repetition(IDS2),

in(B1,IDS1, ,Idx, ), in(B2,IDS2, ,Idx, ), error(Idx,E),
#distanceFunction(B1,B2,E)

Here, rule (20) singles out the Q sequences where repetitions of the candidate
pattern are searched for (that there are exactly Q selected sequences derives
from rules (14-17) above), whereas rule (21) defines when two boxes B1 and B2
belonging, respectively, to the candidate pattern and to a repetition pattern, are
to be considered similar. B1 and B2 must satisfy the following conditions: (i)
they must have the same position (Idx) within the pattern, (ii) the computed
distance between B1 and B2 must be less than or equal to E. In particular, if the

2 Note that, since we guess exactly one pattern from a sequence, there is a one-to-one
correspondence between IDS and the corresponding pattern.
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user specifies the Hamming (resp., Levenshtein) distance, #distanceFunction
denotes the call to the external function #Hamming (resp., #Levenshtein) which
computes the Hamming (resp., the Levenshtein) distance D between B1 and B2
and evaluates true if D<=E and false otherwise. On the contrary, if the user
specifies as box affinity the exact match, #distanceFunction reduces to the
expression B1==B2.

Finally, in order to handle whole pattern affinity specifications, the following
rules are generated. If no specific option is selected, i.e. only basic similarity is
required, only the following constraint is necessary:

(22) :- boxNumber(R), repetition(IDS),
not #count{Idx: matchPair(IDS,Idx)}=R

It imposes that for each repetition string IDS, matchPair evaluates true for
every box. This means that each box of a repetition pattern, matches (w.r.t. the
selected box affinity) the corresponding box of the candidate pattern.

If the user wants to allow some skips to occur in repetitions, constraint (22)
is substituted by the following:

(23) :- boxNumber(R), repetition(IDS), skipNumber(Nskips),
not #count{Idx: matchPair(IDS,Idx)}>=R-NSkips

In order to handle changing box order, the following rules must be exploited:

(24) matchPair(IDS2,I) :- changeOrder(IDS2,I)
(25) matchPair(IDS2,J) :- index(J), #succ(I,J), changeOrder(IDS2,I)
(26) changeOrder(IDS2,I) :- candidate(IDS1), repetition(IDS2),

in(B11,IDS1, ,I, ), in(B12,IDS1, ,J, )
in(B21,IDS2, ,I, ), in(B22,IDS2, ,J, ),
#succ(I,J), error(I,E1), error(J,E2),
#distanceFunction(B11,B22,E1),#distanceFunction(B12,B21,E2)

Here, #distanceFunction must be substituted by the proper function for veri-
fying box affinity, as shown for rule (21). Note that rule (26) compares pairs of
boxes having crossing indexes; if a change of order occurs, one matchPair eval-
uates true for each of the two involved indexes I and J (remember that J=I+1).
Finally, in order to handle inverse boxes, the following rule must be added:

(27) matchPair(IDS2,Idx) :- candidate(IDS1), repetition(IDS2),
in(B1,IDS1, ,Idx, ), in(B2,IDS2, ,Idx, ), error(Idx,E),
#inverse(B1,B1I), #distanceFunction(B1I,B2,E)

where the external function #inverse evaluates always true and stores in B1I
the inverse string of B1 and #distanceFunction must be substituted by the
proper function for verifying box affinity, as described above.

It is worth pointing out that the system generates a valid model for each
guess satisfying all the introduced constraints. As a consequence, the set of all
valid models generated by the system, corresponds to the set of motifs occurring
in the input sequences satisfying user specifications.
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4 Conclusions

In this paper we have shown a novel approach based on (extended) disjunctive
logic programming for discovering interesting pattern classes from a given data
set. The approach is flexible in that a wide range of pattern classes are supported.
A specialized GUI makes using the system particularly user-friendly and the logic
program generation task is completely transparent to the user.

Currently the system is exploited at the Cellular Biology Department of Uni-
versità della Calabria in advanced biological research issues, such as the ther-
modynamic stability of Human Genome macromolecules. In the future we plan
to further extend the supported pattern classes and to provide the system with
refined post-elaboration features to support an in-depth analysis of the obtained
results.
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Abstract. We propose an approach to clustering and visualization of
the DNA microarray-based gene expression data. We implement the self-
organizing map (SOM) handling similarities between genes in terms of
their expression characteristics. The resulting algorithmic toolkit is en-
riched with graphical interface enabling the user to interactively support
the entire learning process. Preliminary calculations and consultations
with biomedical experts positively verify applicability of our method.

Keywords: Self-Organizing Maps, Gene Expression Data, Interactive
Visualization of Dependencies, Mutual Information Entropy Measures.

1 Introduction

The DNA microarray technology provides enormous quantities of biological in-
formation about genetically conditioned susceptibility to diseases [2]. The data
sets acquired from microarrays refer to genes via their expression levels. Com-
parison of expressions of different genes in various conditions and for various
organisms can be very helpful while formulating biomedical hypotheses.

Analysis of the DNA microarrays is difficult because of extremely large num-
ber of genes. A typical gene expression data set has a small number of experi-
ments, while the number of attributes is counted in thousands. Another challenge
is in defining functional similarities between genes, which is complex from the
genetic point of view, with no commonly approved methodology existing.

The appropriate choice of a gene expression similarity function is important,
in particular, in case of the unsupervised grouping algorithms, such as hierarchi-
cal clustering [22], Bayesian clustering [12], or, e.g., self-organizing maps (SOM)
[24]. Clustering techniques are applied in the gene expression data analysis to
group the experiments (cf. [3]) or genes (cf. [23]), depending on application.

Genes with similar functions are expected to be grouped together. For in-
stance, for data about tumors, we would like to obtain the groups of oncogenes
and suppressors, hypothetically considered as tumor indicators [4, 6]. A perfect
situation is when every single indicator discriminates experiments related to
diseased and healthy cases. However, the gene expressions do not provide such
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information. Also, genes seem to be able to exchange their functions in patho-
logical cases [20]. This is why the analysis of groups of genes may help.

While grouping genes it is important to provide visualization enabling the
bio-medical experts to interact with the algorithmic framework. A number of
learning methods providing graphical models can be applied with that respect
[7, 25]. We focus on the above-mentioned SOM method, as it directly expresses
similarities graphically [3, 11]. It simplifies visualization and interpretation by
producing a non-linear mapping of the data to a (usually) two-dimensional grid,
well usable for generating hypotheses on the gene relationships.

We develop the Gene-Organizing Map system (GenOM ) for mapping rela-
tionships between genes derived from DNA microarrays. The SOM architecture
is adapted to model the expression characteristics within the grid locations. The
similarity functions to be mapped in the grid are calculated as various attribute
relationships, beginning from the Euclidean-style comparison, through statistical
correlations [8], up to the information theoretic measures [10]. We also implement
GUI enabling the expert to work interactively with the SOM learning process.

Calculations performed for the data set related to a selected type of soft tissue
tumor [1, 17]1, further referred to as to the Synovial Sarcoma data, illustrate the
proposed approach. The results do not have a confirmed biomedical value yet,
for knowledge about the gene expression relationships is still limited. The only
possibility of a future full verification is to cooperate further with the domain
experts. On the other hand, even the presented initial illustrative calculations
show GenOM’s advantages with regards to development of such cooperation.

The article is organized as follows: In Section 2 we present the basics of the
DNA microarrays. In Section 3 we consider various distance/correlation func-
tions for measuring the gene similarities. In Section 4 we introduce our interac-
tive SOM-based framework for the gene similarities. In Section 5 we discuss the
results and in Section 6 we summarize the main features of our approach.

2 Basics of DNA Microarrays

The DNA microarray technology [2, 19] enables simultaneous analysis of charac-
teristics of thousands of genes in the biological samples of interest. It is au-
tomated, quicker, and less complicated than the previous methods of
cular biology, allowing scientists to study no more than a few genes at a time.

Microarrays have different formats, but all of them rely on DNA sequences
fabricated on glass slides, silicon chips or nylon membranes [19]. Each slide (DNA
chip) contains samples of many genes at fixed locations. Each spot on the slide
corresponds to a single gene. It may represent cDNA (the most popular, used
also in our calculations), DNA or oligonucleotide (a short fragment of a single-
stranded DNA that is typically 5 to 50 nucleotides long).

1 Downloaded from http://genome-www.stanford.edu/sarcoma/. We would like to
thank the data suppliers for opportunity to run calculations using this data set.

mole-
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The microarray production starts with preparing two samples of mRNA. The
actual sample of interest is paired with a healthy control sample. The fluorescent
labels are applied to both the control (green) and the actual (red) samples. The
procedure of mixing two labeled samples is repeated for each of thousands of
genes on the slide. Then the slide is washed and the color intensities of every
gene-spot are scanned. Fluorescence of red and green colors indicates to what
extent particular genes are expressed. Fig. 1 roughly illustrates this process.

We obtain the gene expression data system A = (U,A), where U is the set
of experiments and A – the set of genes. Every gene a ∈ A corresponds to the
function a : U → R labeling experiments with their expression levels. The data
can be represented in various ways (here we use the notation proposed in [14] for
information systems), often in a transposed form. Then, as displayed in Fig. 1,
genes correspond to the rows and experiments – to the data table’s columns.

 

�

gene exp1 exp2 ...... exp8 exp9
No.1 2.52 0.59 ...... -0.46 -0.83
No.2 0.61 0.06 ...... -2.03 -0.59
No.3 -0.19 0.65 ...... -0.37 -0.07
No.4 0.62 -0.47 ...... 0.00 -0.10

. . . ...... . .

. . . ...... . .

. . . ...... . .
No.n . . ...... . .

Fig. 1. Microarrays provide the gene expression data. A sample of 9 experiments from
the Synovial Sarcoma data is illustrated. We have n = 5520 genes in this data set

The analysis of such prepared data can lead to discoveries of important depen-
dencies in gene sequences, structures, and expressions. For instance, the cDNA
microarray data sets are often analyzed to track down the changes of the gene
activations for different types of tumors. This information could be then applied
to identifying tumor-specific and tumor-associated genes [20].

3 Gene Expression Similarities

The process of retrieving meaningful cluster-based information demands the ap-
propriate distance metrics. This non-trivial problem becomes even more com-
plicated in the case of a model so unexplored and complex as genes. Defining
biologically natural and understandable similarities is very challenging, mostly
from the fact that we still know little about genes’ functions.

At the current level of genetic knowledge we can just compare the analytical
results with the experts’ directions and commonly known medical facts. Let us
select three genes regarded as relevant to the soft tissue tumor studies [1, 17]:



Interactive SOM-Based Gene Grouping 517

1. 113533 SRCL scavenger receptor with C-type lectin Hs.29423
2. 109299 SRCL scavenger receptor with C-type lectin Hs.29423
3. 111192 TP53 tumor protein p53 (Li-Fraumeni syndrome) Hs.1846

Fig. 2 illustrates relationships between expressions of these gene examples.
As a reference, a gene totally unrelated to the Synovial Sarcoma tumor is added.

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

-2 -1 0 1 2 3 4

 

No.1/No.2 

-0.5

0

0.5

1

1.5

2

2.5

-2 -1 0 1 2 3 4

 

No.1/No.3

-0.5

0

0.5

1

1.5

2

2.5

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

 

No.2/No.3 

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

-2 -1 0 1 2 3 4

 

No.1/No.4 

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

 

No.2/No.4

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

-0.5 0 0.5 1 1.5 2 2.5

 

No.3/No.4 

Fig. 2. The higher three plots visualize the sampled expression data distributions for
pairs of the above-mentioned three genes known from the Synovial Sarcoma tumor stud-
ies. The lower plots put them against a tumor irrelevant gene 103806 ESTs Hs.47047

We test how available mathematical functions reflect similarities between
genes. We consider the Euclidean distance, as well as the Pearson and Spearman
(rank order) correlations [8]. The results are provided in Fig. 3, where we order
the gene pairs beginning with most similar (closest or most correlated) ones.

Similarity based on most similar pairs −→ least similar pairs
Euclidean distance (2,3) (1,4) (3,4) (1,2) (1,3) (2,4)
Pearson correlation (2,3) (3,4) (1,2) (1,3) (2,4) (1,4)

Spearman correlation (2,3) (1,2) (3,4) (1,3) (2,4) (1,4)
Rough entropy distance (2,3) (1,2) (1,3) (1,4) (3,4) (2,4)

Fig. 3. Similarities between the gene expression patterns obtained using four measures.
Numbers 1,2,3 in the second column correspond to the above-mentioned three Synovial
Sarcoma-related genes. Number 4 denotes the tumor-irrelevant gene added in Fig. 2

The above example confirms intuition that we should focus on catching the
global gene transcription profile changes rather than local differences in ex-
pressions. Local differences are reflected by the Euclidean-like distances. Global
changes can be captured by statistical correlations, although they may be inac-
curate because of imprecise measurements and diversified data origin [1, 17].

The fourth method in Fig. 3, rough entropy distance, refers to the well
known information-theoretic measures [10]. In its simplest form it is defined
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as #U (a, b) = H(a|b) + H(b|a) = 2H(a, b)−H(a)−H(b), where H(a), H(b) are
entropies of genes a, b ∈ A, and H(a, b) is the entropy of the product variable
(a, b). Using the classical entropy formula for qualitative data, we obtain that
#U (a, b) ≥ 0, where equality holds if and only if a and b determine each other.

Normally, such entropy-based #U (a, b) would require discretization of quan-
titative expression data or proceeding with parameterized probabilistic density
estimates. Both approaches, however, seem to be too sensitive to the parameter
changes. Instead we consider rough entropy [21]. Given any experiment u ∈ U , we
discretize the data with respect to its values a(u), a ∈ A. Every gene a : U → R

is transformed to the binary attribute au : U → R defined as follows: For every
e ∈ U , au(e) = 1 if and only if a(e) ≥ a(u), and au(e) = 0 otherwise.

Given B ⊆ A and u ∈ U , we denote by Bu the set of u-discretized genes
taken from B. Entropy of Bu, denoted by H(Bu), is calculated from the product
probabilities of binary variables au ∈ Bu. Entropies H(a), H(b), H(a, b) are then
calculated as the average H(B) = 1

|U |
∑

u∈U HU (Bu), for B = {a}, {b}, {a, b}.
Rough entropy keeps information-theoretic properties while not focusing too

much on the actual values, which is the case of other entropy-related approaches.
In the above example, the rough entropy distance seems to outperform the Spear-
man correlation. However, obviously, more calculations are needed to decide
which method is most suitable to model the gene dependencies.

4 SOM-Based Gene Grouping

Given functions studied in previous section with regards to capturing the gene
similarities, we develop the self-organizing map (SOM) [3, 11] framework for
calculating and visualizing the gene expression clusters. Every SOM forms a
nonlinear mapping of a high dimensional data manifold into a regular, low-
dimensional (usually 2D) grid. Both researchers and practitioners find that kind
of display as useful for understanding the compound dependencies in data.

Let us consider a gene expression data system A = (U,A). For any function
#U : A × A → [0,+∞) measuring the gene distances, we consider the following
optimization problem: For every g ∈ A, find the 2D-grid coordinates (xg, yg) such
that the grid distances #2D(a, b) =

√
(xa − xb)2 + (ya − yb)2 reflect optimally

the actual distances #U (a, b), for all possible pairs of genes a, b ∈ A.
To optimize the gene grid locations, a standard learning procedure proposed

by Kohonen [11] can be applied. Every grid position (i, j) is first initiated with
randomly generated artificial gene expressions aij : U → R, i, j = 1, . . . , N ,
where N reflects the grid size. Then the following heuristic steps are repeated:

– For a randomly chosen a ∈ A, find (using possibly a randomized method)
the #U -closest artificial gene aij , where #U (a, aij) is calculated as if aij ∈ A.
Remember the obtained (i, j) as the current a’s grid location.

– Change aij to a′
ij in such a way that #U (a, a′

ij) ≤ #U (a, aij). Do the same
with the neighboring grid locations (k, l). The decrease of #U (a, a′

kl) with
respect to #U (a, akl) should be opposite to the distance

√
(i− k)2 + (j − l)2.
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Fig. 4. Graphical GenOM interface. The left part provides the grid of clusters group-
ing together the most similar genes. Currently highlighted clusters are displayed in
detail in the right part. There, the user can drag&drop genes between clusters. Quick
recalculation of the map settings after such an operation is automatically supported

The procedure results in the set of the gene grid locations obtained after ap-
propriately many above-described steps. Obviously, a lot of technical issues must
be decided while handling the grid neighborhoods and, most of all, while modify-
ing the expression characteristics to control appropriately the values of #U . We
implement and adjust all those parameters within our algorithmic framework
called the Gene-Organizing Map system, abbreviated as GenOM.

To summarize, at GenOM learning level, optimization of the genes’ locations
within the grid is standard, except operations measuring the distances and up-
dating the grid position characteristics. At GenOM display level, relationships
between the groups of similar genes are presented on a scalable 2D image, illus-
trated by Fig. 4. While selecting the cluster(s), the Gene Cards database [18] is
automatically queried to provide information about its (their) elements.

GenOM is regarded as intuitive by the experts. Drag&drop function enables
them to interact with the system and easily express assumptions about the gene
dependencies. In this way, the following problems are solved, at least partially:

– The space of possible solutions – the grid locations of genes – is enormous.
There is no guarantee that the heuristic procedure described in the previous
section leads to optimum. A kind of correcting guidance would be helpful.

– Microarrays do not provide complete information about genes. They refer
to genes indirectly, via their expressions. Moreover, those expressions can
be imprecise depending on the applied microarray technology. An additional
tool for interactive involvement of the expert knowledge seems to be required.

An important GenOM’s computational feature is that drag&drop leads to
the fast grid recalculation with compliance of the manually introduced changes.
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The program modifies the grid settings by increasing the mathematical influence
of the given gene’s expression characteristics on its new (after drag&dropping)
neighborhood in the grid. In the same way, the gene’s influence on its previous
(before drag&dropping) neighborhood is appropriately decreased. The obtained
new map’s settings are automatically considered further in the learning process.

5 Interpretation of the Results

We tested our system by applying various similarity representations. We ran
calculations against the previously mentioned Synovial Sarcoma data [1, 17], for
5520 genes, with positions of the 20 known tumor significant genes tracked.
Figures 6 and 5 illustrate the results obtained using the Spearman correlation
and rough entropy. Fig. 5 provides additionally the detailed genes’ description.

The most desired results would correspond to relations of genes to oncogenes
and suppressors. However, only a few of them are known [4, 6]. The objective for
now is rather to get clusters of genes with similar functionality, possibly coding
the same proteins. In Fig. 5, the interesting sets of genes are well recognizable by
their group names (like e.g. FLT1 for microarray locations 280413 and 67221),

IMAGE Gene Description Entr. Spea.
280413 115575 FLT1 fms-related tyrosine kinase 1 0 x 4 0 x 0
154472 101364 FGFR1 fibroblast growth factor receptor 1 9 x 3 6 x 6
711857 119431 FGFR1 fibroblast growth factor receptor 1 9 x 6 7 x 3
196282 102991 CSF1R colony stimulating factor 1 receptor 4 x 2 7 x 3
713974 101986 CSF1R colony stimulating factor 1 receptor 9 x 0 0 x 4
1637226 99123 FLT3LG fms-related tyrosine kinase 3 ligand 0 x 4 4 x 2
67221 107367 FLT1 fms-related tyrosine kinase 1 0 x 4 0 x 0
358531 111813 JUN v-jun avian sarcoma virus 17 oncogene homolog 9 x 4 1 x 8
122428 100044 JUNB jun B proto-oncogene 1 x 0 6 x 9
309864 115464 JUNB jun B proto-oncogene 4 x 2 6 x 9
265060 99028 KIT v-kit feline sarcoma viral 4 oncogene homolog 7 x 9 1 x 1
147075 100337 MDM2, human homolog of p53-binding protein 9 x 8 4 x 9
40303 119774 SHC1 SHC transforming protein 1 3 x 0 1 x 1
77133 111828 SHC1 SHC transforming protein 1 4 x 1 2 x 5
770794 116399 SHB SHB adaptor protein 6 x 6 3 x 0
236338 121008 TP53 tumor protein p53 (Li-Fraumeni syndrome) 9 x 3 1 x 9
24415 111192 TP53 tumor protein p53 (Li-Fraumeni syndrome) 9 x 3 0 x 8
284100 113533 SRCL scavenger receptor with C-type lectin 9 x 4 8 x 9
299465 109299 SRCL scavenger receptor with C-type lectin 0 x 1 0 x 6
193913 118000 LYN v-yes Yamaguchi sarcoma viral 1 oncogene homol. 1 x 0 9 x 9

Fig. 5. Twenty out of the known tumor significant genes. Column IMAGE uniquely
identifies genes by their microarray locations. Images 284100, 299465, 24415 correspond
to genes No.1,2,3 discussed in Section 3. Columns Entr. and Spea. provide the genes’
coordinates within the entropy and Spearman correlation-based maps from Fig. 6
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Fig. 6. GenOM maps for 5520-gene Synovial Sarcoma data obtained using the rough
entropy distance (left) and the Spearman correlation (right) over the 10x10 grid.
The clusters where the tumor significant genes belong to are marked by white cir
cles. Black areas correspond to the map coordinates where there are no genes located

as well as additional functional descriptions (like e.g. a relation to the tyrosine
kinase protein in case of 280413 and 67221, but also 1637226). Comparison of
the grid coordinates of such genes seems to be a good verification criterion.

Both the rough entropy and Spearman-related methods provide promising
results, although some obvious errors occur (like in case of genes 196282 and
713974, or 284100 and 193913 – those mistakes might have the origin in the
quality of data). In other cases, the two considered measures seem to be comple-
mentary, as reflecting different aspects of similarity (two genes belonging to the
JUNB group are clustered together by the Spearman correlation, but in case of,
e.g., the SHC1 group the rough entropy distance is better).

Once we obtain the genes clustered together by both the rough entropy and
Spearman correlation (like in case of groups FLT1 + FLT3LG, although 1637226
is not so close to the others when that latter measure is applied), we may formu-
late a hypothesis about a functional relationship. Obviously, such hypotheses are
most valuable when involving genes with yet unrecognized functions, especially
in case they occur together with some already documented indicators.

6 Conclusions

We developed a new framework for visualization of the gene expression data
obtained from the DNA microarrays. We implemented the Gene-Organizing Map
(GenOM) system, which maps compound gene expression similarities onto the
two-dimensional grid by using a modified SOM-based technique. We designed the
interface enabling the experts to interactively tune up the GenOM data analysis
process by drag&dropping the genes between clusters. A novel computational
method for combining such graphically expressed experts’ suggestions with the
standard self-organizing map learning algorithms was proposed.

-
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Calculations over the Synovial Sarcoma data [1, 17] were presented for the two
most promising (dis)similarity measures – the Spearman rank-based correlation
and a new rough entropy distance [21]. The results, although incomplete at this
stage of research, show some directions for future improvements.

The obtained errors do not necessarily depend on the applied algorithms. The
gene expression characteristics can be influenced in different ways by particular
tumors or even by locations of the analyzed cells in a given organism. Therefore,
the actual verification of the proposed approach is possible only via cooperation
with the domain experts. From this perspective, both analytical and graphical
components of GenOM seem to meet with practical requirements.
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Some Theoretical Properties of Mutual Information for
Student Assessments in Intelligent Tutoring Systems
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Abstract. This paper presents recently discovered properties of mutual infor-
mation between concepts and dichotomous test items. The properties generalize
some common intuitions for comparing test items, and provide principled founda-
tions for designing item-selection heuristics for student assessments in computer-
assisted educational systems. We compare performance profiles achieved by sys-
tems that adopt mutual information and the Mahalanobis distance in the assessment
task. Experimental results reveal that, all else being equal, the mutual information
based methods offer better performance profiles. In addition, experimental results
suggest that, when computing mutual information online is considered computa-
tionally costly, heuristics that are designed based on our theoretical findings serve
as a good delegate for exact mutual information.

1 Introduction

When we have a test-item database available for assessing students’ competence of a
set of concepts, we face the problem of selecting the best subset of the items in the
database so that we can effectively assess the subject student. Possible applications of
the assessment include, but not limited to, assigning scores to students and diagnosing
students’ incompetence of some concepts [1]. In this paper we concern ourselves with
the latter application. Assuming that there is a limited number of types of students and
that members belonging to each type share competence patterns, we propose methods
for identifying types of students based on their item-response patterns in an interactive
environment. This is a latent class analysis problem, and the literature has seen ample
research work in this regard, e.g., [2]. As a result, we are in no position to do a broad
review on this research field, but choose to turn attention to our target problem.

Test items are designed to probe students’ competence of some target concepts, and
test administrators rely on students’ responses to test items to assess the students. In
the ideal case, students always respond correctly to the items for the concepts that the
students already understand and can apply, and always respond incorrectly to items for
concepts that they do not understand or cannot apply. In such an ideal world, there will be
few difficulty, if any, in diagnosing students’ deficiency by their item-response patterns.
A rule-based system will suffice. In the real world, students’ item-response patterns
are “fuzzy” [3] because students may slip (responding incorrectly to items that they are
supposed to respond correctly) and guess (responding correctly to items that the students
do not have necessary knowledge). Hence, reasoning about students’ knowledge levels
with such fuzzy item-response patterns can be challenging.

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 524–534, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Researchers have proposed probability-based approaches to confront this uncertainty
problem, e.g., [1, 4]. In previous work, using Bayesian networks, we adaptively select
test items that are more likely to reveal students’ mastery of concepts and students’
types in a simulated environment [5]. Guiding the item selection process with a mutual
information-based measure, our system was able to classify students into their unobserv-
able types with less number of administrated items than another system that was guided
by a Euclidean distance-based measure. A main concern for the previous work is that
computing mutual information can be time consuming and may become impractical in
an interactive environment when the Bayesian networks become sufficiently complex.
Computing exact and approximate probability values in general Bayesian networks are
NP-hard [6]. Even when the deployed Bayesian network is simple enough, we will have
to compute the mutual information between the variable of interest and each test item
in a real test-item database, thereby making the computation task potentially costly in
real-world applications.

In this paper, we extend theoretical properties of mutual information. These properties
shed light on the nature of item comparison. In addition, experimental results show
that the mutual information-based heuristics, that are designed based on the theoretical
properties, provide better performance when we compare them with some Mahalanobis
distance-based heuristics.

Section 2 defines our target application and its formulation with Bayesian networks.
Section 3 discusses mutual information-based item selection methods, and investigates
theoretical properties of mutual information. In Section 4, we present item-selection
heuristics designed based on the theoretical analysis, and, in Section 5, we discuss
experimental results of evaluating the heuristics.

2 Modelling with Bayesian Networks

2.1 Problem Definition

We consider a set of concepts C = {C1, C2, · · · , Cn} and a test-item database I that
contains a set of test items for C. We call some of the concepts in C basic concepts,
and others composite. The composite concepts require students to integrate some basic
concepts. For instance, in Table 1, we have seven different concepts—Three basic ones
(cA, cB, and cC) and four composite ones (dAB, dBC, dAC, and dABC). A composite
concept dABC is the result of integrating knowledge about cA, cB, and cC. For each
concept Cj , we have a subset Ij = {Ij,1, Ij,2, · · · , Ij,mj} of I for testing students’
competence of Cj . For easier reference, we call Cj the parent concept of items in Ij

and of Cj’s composite concepts. We assume that students demonstrate special patterns
in their competence of concepts in C, and those who share the same competence patterns
form a subgroup. We adopt the convention of Q-matrix [1], that originally was proposed
for representing the relationships between concepts and items, for encoding subgroup’s
competence of basic concepts and integrating basic concepts into composite ones. We
assume that students form a limited number of subgroups, although there could be 2n

subgroups in principle. Let group be the variable whose value comes from the set of
possible student subgroups in the problem. Our target problem is to identify the true
value of group, that is unobservable by the test administrators, by observing students’



526 C.-L. Liu

fuzzy item-response patterns. Moreover, we are interested in achieving high classification
accuracy while administrating the minimal possible number of test items.

Table 1. An example of competence patterns for student subgroups

Subgroup ID Competence of (integrating) concepts

cA cB cC dAB dBC dAC dABC

1 1 1 1 1 1 1 1
2 1 1 1 1 1 0 0
3 1 1 1 0 0 1 1
4 1 1 0 1 0 0 0
5 0 1 1 0 1 0 0
6 1 0 1 0 0 1 0
7 1 1 1 0 0 0 0

2.2 Formulation with Bayesian Networks

Let C be the random variable that encodes the degree of the mastery of a concept, and X
the random variable representing the outcomes of using an item for testing the mastery of
C. In this paper, we assume that variables for both concepts and items are dichotomous.A
variable for a concept takes the value of either good or bad, and a variable for the response
to an item takes the value of either correct or incorrect. For simplicity of notation, we
use a small letter of the variable to denote the “positive” value of a random variable, and a
small letter with a bar to denote the “negative” value of the variable. For instance, Pr(x|c)
denotes Pr(X=correct|C=good), and Pr(x|c) Pr(X=incorrect|C=bad). We use a bold
symbol Pr and capital names of random variables to denote the probability values of all
possible combinations of the values of the involved random variables, e.g., Pr(X|C)
denotes {Pr(x|c),Pr(x|c),Pr(x|c),Pr(x|c)}. Similarly, we use simplified notation for
the conditional probability of a composite concept, whose state depends on its parent
concepts. For instance, we use Pr(dab|ca) for Pr(dAB=correct|cA=incorrect).

(c )

C

XY

++BA + +C

XY

++

(b)
C X+

(a) (d)

C D+

X Y

++

Fig. 1. Examples of Bayesian networks marked with qualitative signs

We use the very simple Bayesian network shown in Figure 1(a) to represent that C
is the parent concept of a test item X . In practice, we have no reason to assume that the
probability of answering X correctly would decrease when a particular student gets a
hand on C. Therefore, in Figure 1(a), we also have Pr(x|c) ≥ Pr(x|c), and we show
this positive influence of C on X by marking the link between them with the “+” symbol,
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following the tradition of Qualitative Probabilistic Networks (QPNs) [7]. We can use
the network shown in Figure 1(b) when we have two items available for testing the
competence of C. Notice that, when we accept Figure 1(b), we assume that the student’s
responses to X and Y become independent given the information about the student’s
mastery of C, and this is a common practice for systems that adopt the item-response
theory (IRT) [8]. When we believe that mastering a parent concept, e.g., B in Figure 1(c),
helps the mastery of C, we can add a node for B and draw a link with a plus sign from
B to C as well. According to the inference rules for QPNs, we can infer that mastering
concept A in Figure 1(c) indirectly improves the mastery of C, and increases the chances
of responding to X correctly. In written form, we useS+(A,X) andS+(C,X) to denote
the positive influences of A and C on X , respectively. We will not discuss Figure 1(d)
until Section 3.2.

Fig. 2. Concept levels of a Bayesian network for the example in Table 1

The Bayesian network shown in Figure 2 can encode the competence patterns listed
in Table 1. In this network, group represents students’ groups. Nodes cX represents
the mastery of basic concept X, and nodes dY the mastery of composite concepts in
Y. For clarity, Figure 2 does not include the nodes for the test items that are designed
for assessing mastery of the concepts. The network would have 21 more nodes if each
concept has three test items. Note that, by such a formulation, the responses to test items
are not independent given the student’s group identity, as many systems that rely on the
IRT [8] may have assumed, although the responses to items of a particular concept is
still independent given the mastery of that concept. Hence, Bayesian networks provide
a more general formulation of the assessment task than the IRT [9].

The links in the network reflect the direct dependence relationship among the nodes.
Since different subgroups of students demonstrate different competence patterns, the
value of group influences whether the values for cX nodes will be good or bad. For
composite concepts, the mastery of the basic concepts will influence the mastery of the
composite concepts. In addition, group influences the values of nodes for composite
concepts because some subgroups may lack the knowledge of integrating the basic
concepts. We could have put a “+” mark on the links from basic to composite concepts, as
increasing the mastery of basic concepts increases the chance of mastering the composite
concepts. Figure 2 does not include these marks for readability of the figure.

We still need to provide a conditional probability table (CPT) for each node in the
network. We can use statistical methods to estimate these parameters, e.g., [10]. Once the
numerical information becomes available, the network is ready to serve our applications.
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3 Mutual Information-Based Item Selection

3.1 Adaptive Item Selection

For the extremely simple case shown in Figure 1(b), it would be helpful if we have a
principled way for determining whether we should administrate X or Y for assessing
the subject student’s competence of C. We can use the mutual information I(X;C) [11]
between C and X for item comparison with a Bayesian network.

I(X;C) =
∑
c∈C

∑
x∈X

Pr(c, x) log
Pr(c, x)

Pr(c) Pr(x)

Since H(C|X) = H(C)− I(X;C) [11], where H(C) denotes the entropy of a random
variable C, we reduce more uncertainty about C if we obtain information about the test
item that has larger mutual information with C. Hence, the information about X allows
less entropy of C than the information about Y , so X is a preferred. We compute mutual
information with a Bayesian network in the following adaptive procedure [5].

Procedure for Adaptive Item Selection and Student Classification

1. Ask simulees to answer the item that has the largest mutual information with group
2. Select the most probable subgroup in group as the student’s subgroup, based on the

posterior probability distribution over group, updated for the simulees’ responses
to the selected items

3. Stop the classification task, if every item has been used
4. Compute the mutual information between each untested item and group, given the

simulees’ responses to all previously tested items
5. Ask simulees to answer the item that has the next largest condition mutual informa-

tion with group, and return to step 2

Although we achieved high accuracy of classification in [5], the computational costs
of step 4 remain a concern. The computation of a particular mutual information between
a pair of random variables may need just one propagation in the Bayesian network ,
but this “one propagation” can be quite costly as computing either exact or approximate
probabilities in Bayesian networks is NP-hard [6]. The problem will be exacerbated
when we need to compute the mutual information between each test item and the random
variable of interest. In Figure 2, we have to compute the mutual information between
each untested item with group, and there may be hundreds or thousands of test items
available in a realistic test-item database. We investigate theoretical properties of mutual
information that shed light on the nature of item comparison and help us to design
heuristics for item selection next.

3.2 Useful Properties of Mutual Information

We assume that all variables are dichotomous in this section. Our theorem and corollaries
originate from the following theorem and lemma.

Theorem 1 ([11]). Let Pr(c, x) = Pr(c) Pr(x|c) be the joint distribution of C and X .
The mutual information I(X;C) is a concave function of Pr(C) for fixed Pr(X|C) and
a convex function of Pr(X|C) for fixed Pr(C).
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Lemma 1. Pr(x|c) = Pr(x|c)⇒ I(X;C) = 0. (∵ independence between C and X).

Theorem 2. For a fixed Pr(c), when Pr(x|c) ≥ Pr(x|c), I(X;C) is a monotonically
increasing function of Pr(x|c) for a fixed Pr(x|c), and a monotonically decreasing
function of Pr(x|c) for a fixed Pr(x|c).
Proof. Consider the space of Pr(x|c) and Pr(x|c) shown in Figure 3. Each point in the
space represents a pair of Pr(x|c) and Pr(x|c) for a particular distribution Pr(X|C).
The square contains all possible combinations of Pr(x|c) and Pr(x|c), and the diagonal
line segment represents the situation when Pr(x|c) = Pr(x|c).

Fig. 3. The space for Pr(X|C) represented by (Pr(x|c), Pr(x|c))

Let Pra(X|C), Prb(X|C), Prc(X|C), Prs(X|C), and Prt(X|C), respectively,
denote the probability distributions represented by A, B, C, S, and T in Figure 3. Assume
that B, S, and A are on a horizontal line segment, and that C, T, and A are on a vertical
line segment. The coordinates of S must be a linear combination of coordinates of
the terminals of the line segment where S resides, and this geometric fact applies to T
analogously.As a result, we can expressPra(X|C),Prb(X|C),Prc(X|C),Prs(X|C),
and Prt(X|C) in the following manner, where n ≤ m and 0 ≤ γ, δ ≤ 1.

Pra(X|C) = (m,n); Prb(X|C) = (n, n); Prc(X|C) = (m,m)
Prs(X|C) = γPra(X|C) + (1− γ)Prb(X|C) (1)

Prt(X|C) = δPra(X|C) + (1− δ)Prc(X|C) (2)

Let Ia(X;C), Ib(X;C), Ic(X;C), Is(X;C), and It(X;C), be the mutual information
I(X;C) when Pr(X|C) takes on the distribution represented by A, B, C, S, and T, re-
spectively. Applying Lemma 1, Ib(X;C) and Ic(X;C) must be zero. Because Prs(X|C)
is a linear combination of Pra(X|C) and Prb(X|C) in (1), the following inequality
must hold according to Theorem 1.

Is(X;C) ≤ γ Ia(X;C) + (1− γ)Ib(X;C)⇒ Is(X;C) ≤ γ Ia(X;C) ∵ Ib(X;C)=0

⇒ Ia(X;C) ≥ Is(X;C) ∵ 0 ≤ γ ≤ 1

In Figure 3, the only difference between A and S is that the Pr(x|c) of A is larger
than that of S. Hence we have shown that, when Pr(x|c) ≥ Pr(x|c), I(X;C) is a
monotonically increasing function of Pr(x|c) for fixed Pr(c) and Pr(x|c).
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Analogously, the following inequality must hold according to Theorem 1 because
Prt(X|C) is a linear combination of Pra(X|C) and Prc(X|C) in (2).

It(X;C) ≤ δ Ia(X;C) + (1− δ)Ic(X;C)⇒ It(X;C) ≤ δ Ia(X;C) ∵ Ic(X;C)=0

⇒ Ia(X;C) ≥ It(X;C) ∵ 0 ≤ δ ≤ 1

In Figure 3, the only difference between A and T is that the Pr(x|c)of A is smaller than that
of T. Hence we have shown that, when Pr(x|c) ≥ Pr(x|c), I(X;C) is a monotonically
decreasing function of Pr(x|c) for fixed Pr(c) and Pr(x|c). �
Theorem 2 provides a basis for preferring one test item over others without having to
compute the mutual information. The following corollary of the theorem allows us to
compare two items by examining their associated CPTs in Bayesian networks, and is
applicable for determining when and why we should prefer X to Y in Figure 1(b).

Corollary 1. Let C be the parent concept of items X andY .We have I(X;C) ≥ I(Y ;C)
if Pr(x|c) ≥ Pr(y|c) ≥ Pr(y|c) ≥ Pr(x|c).
Proof. This corollary results directly from Theorem 2. �
As an extreme case, when Pr(x|c) = 1 and Pr(x|c) = 0, the item X will have the highest
mutual information with C. On the other hand, when Pr(x|c) = Pr(x|c), no item offers
less amount of information with C, so X is the worst item to administrate. Hence,
Corollary 1 generalizes intuitions for item comparison. Nevertheless Corollary 1 does
not allow us to obtain a total ordering of the mutual information between the test items
and the given concept. The distribution Pra(X|C), represented by A in Figure 3, offers
the largest I(X;C) among all points within the2ABC area, according to the theorem.
Our experiments show that the mutual information offered by other points outside of
the triangle can have any possible relationship with that offered by A, depending on the
numerical peculiarities.

Figure 1(d) shows an additional scenario when Theorem 2 applies. The tilted short
curves means that C and D do not have to have a direct relationship. In this figure, D
is the parent concept of two dichotomous items, X and Y , and there is a concept C
that positively influences D. The following corollary shows when an item is better than
the other for assessing the mastery of a related concept. Corollary 2 holds as long as C
positively influences D, as is defined in QPNs.

Corollary 2. We have I(X;C) ≥ I(Y ;C) if Pr(x|d) ≥ Pr(y|d) ≥ Pr(y|d) ≥ Pr(x|d)
and Pr(d|c) ≥ τ ≥ Pr(d|c), where

τ =
Pr(y|d)− Pr(x|d)

(Pr(x|d)− Pr(y|d)) + (Pr(y|d)− Pr(x|d)
.

Proof. This corollary extends Corollary 1. The proof involves algebraic manipulations,
but is not provided due to page limits. �

Corollary 2 dictates that even if X is more related to D thanY is does not imply that X
is more related to C than Y is. This is against what one might have intuitively thought. In
realistic assessment, test administrators need to watch whether Pr(d|c) ≥ τ ≥ Pr(d|c)
really holds in the tests to make sound inference about students’ competence based on
their item responses.
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4 Other Heuristics for Item Selection and Student Classification

Given two items, X and Y , and their parent concept C, a slightly incorrect interpreta-
tion of Corollary 1 suggests that X has more mutual information with C than Y does, if
Pr(x|c)−Pr(x|c) ≥ Pr(y|c)−Pr(y|c). Corollary 2 further suggests that items that have
larger mutual information with their parent concepts may have larger mutual information
with a concept that is related to their parent concepts, when Pr(d|c) ≥ τ ≥ Pr(d|c)
holds. Putting these together, an item X with larger Pr(x|c)−Pr(x|c) may have larger
mutual information with a concept that is remotely related with C, under ideal circum-
stances. The heuristic score of an item X , with C as its parent concept, is thus defined
as follows.

s(X) = Pr(x|c)− Pr(x|c) (3)

When the ideal conditions do not hold, we may select a non-optimal item. The heuristic
is also a static measure that does not change with the students’ item responses on the fly
as the procedure presented in Section 3.1 would.

The previous heuristic helps us to pick the best item designed for a particular concept,
but does not provide clues for selecting items of which concept that we should examine.
At present, we rely on the “distance among concepts” to select the concept, and define a
distance measure based on the information contained in the Q-matrix. LetQj,k denote the
cell at jth row and the kth column in the Q-matrix. Assuming that there are γ subgroups
of students, the inner summation in (4) computes the distance between conceptsCm and
Ct, and the whole formula in (4) computes the distance between conceptCm to a subset
C′ ⊂ C. If Cm ∈ C′, d2(Cm,C

′) = 0.

d2(Cm,C
′) =

∑
Ct∈C′

[
γ∑

s=1

(Qs,m −Qs,t)2]1/2, when Cm �∈ C′ (4)

Assume that C′ ⊂ C is the set of parent concepts of the administrated items. The
item that is designed for a conceptC �∈ C′ helps us to gather more unknown information
than a C ′ ∈ C′. Moreover, among all items for such untested concepts, we prefer the
concept that has the largest d2(C,C′) because such a C appears to be most dissimilar to
concepts in C′. Since there are more items than concepts, we reset C′ to an empty set
every time one item of each concept has been administrated, whenever necessary.

For comparison purposes, we evaluate the possibility of classifying students without
relying on inferencing with Bayesian networks. We use a Mahalanobis distance-based
measure for student classification. Given a student’s item-response pattern, we create
a competence pattern R = (rC1, rC2, · · · , rCn), where rCj is the proportion of the
student’s correct responses to items for Cj . In the extreme cases, rCj will be, respec-
tively, 1 and 0, if the student responds to all administrated items for Cj correctly and
incorrectly. rCj will be 0.5, if either no item for Cj is administrated yet or the student
responds correctly to half of the items forCj . Given a vectorR, we compute the distance
between the competence patterns of the student and each subgroup gk of groupwith the
Mahalanobis distance [12].

d4(R, gk) = [(R− μk)Σ−1
k (R− μk)T ]1/2 (5)
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In (5), μk and Σk are, respectively, the mean and the variance-covariance matrix of
the competence patterns of students in subgroup gk, and (R− μk)T is the transpose of
the row vector (R−μk). Recall that {C1, C2, · · · , Cn} is the set of concepts of interest
in Section 2.1, so μk and Σk are, respectively, an n× 1 row vector and an n×n matrix.
The advantages of the Mahalanobis distance come at some extra costs, and our system
has to learn these statistics from students’ test records with standard statistical methods.

5 Simulation-Based Evaluation

Similar to some previous work, e.g., [13], we used simulated students in the experiments.
We adopt the term simulee coined by VanLehn in places of simulated students. Due to
page limits, we can only claim that we appropriately generate the simulees with the help
of a random number generator and take into account the Bayesian network similar to
that shown in 2. Details of the simulator is provided in [9]. We will provide more details,
including more simulated results, during the conference presentation.

The charts in Figure 4 show the experimental results of using data in Table 1 and
the network in Figure 2. The charts depict typical performance profiles achieved by our
heuristics in many experiments that we have tried. For both (a) and (b), groupGuess and
groupSlip were 0.1 , and slip and guess were 0.2 [14] in (a) and 0.1 in (b). For both
(a) and (b), we used a total of 10000 simulees in ten experiments, and the charts show
profiles of averaged classification accuracy.

The names of the curves contain two parts. The first part denotes the way we classified
students, and the second the heuristics for item selection. In the first part, Bn means that
we used the Bayesian network to compute the probability distribution over group to
select the most probable subgroup, and MD that we relied on the distance-based measure
in (5) to guess the simulee’s subgroup. In the second part, Mi means that we computed
the conditional mutual information, HMi that we used both the distance-based measure
in (4) for selecting concepts and the heuristic mutual information in (3) for selecting
items, and Rand that items were randomly selected for randomly chosen concepts. The
curve BnMi was achieved by the procedure presented in Section 3.1.

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1 3 5 7 9 11 13 15 17 19 21

Number of Administrated Items

A
cc

ur
ac

y

BnMi
MDMi
BnHMi
MDHMi
MDRand

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1 3 5 7 9 11 13 15 17 19 21

Number of Administrated Items

A
cc

ur
ac

y

BnMi
MDMi
BnHMi
MDHMi
MDRand

(a) (b)

(0 .2,0 .1) (0 .1,0 .1)

Fig. 4. Evaluation of heuristics for student classification

Due to the randomness in generating the simulees, about 10% of simulees in (a) (and
5% in (b)) showed typical behavior of other subgroups in the current setup, and were
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impossible for correct classification. Hence, all methods actually performed as well as
possible when all 21 items were used up. Since there were seven student subgroups, a
blind guess should hit the correct answer about 14.3% of the time. All of the studied
methods did better than this baseline.

Chart (a) indicates that Bn provides better or comparable performance than MD
for student classification, and that HMi provides pretty good performance for adaptive
item selection when computing exact mutual information online is considered compu-
tationally costly. Chart (b) exhibits similar trends but the differences between different
strategies are relatively squeezed in a narrower range. The differences between BnMi
and MDMi and between BnHMi and MDHMi show the payoff for using the Bayesian
network for inferring students’ subgroups. The differences between MDMi, MDHMi,
and MDRand illustrates the effectiveness of different strategies for item selection.

We must admit that the aforementioned comparisons were based solely on a few
experimental results. Nevertheless, we have conducted experiments using other network
structures and parameter settings, and, based on results of these extra experiments, we are
convinced the applicability of the reported results. The realistic values of such parameters
as guess and slip depend on many real-world factors, including the pedagogical goals,
the student population, etc., so effectiveness of our proposed methods awaits field tests
for the final proof of their viability.

6 Conclusion

The main contribution of this paper is the theoretical foundation for comparing the ef-
fectiveness of test items based on mutual information. Theorem 2 turns out to be a good
vehicle for explaining some intuitions for item comparison, and provides a basis for
adaptive student assessments. In addition, the theorem and its corollaries allow us to de-
sign heuristics when computing exact values of mutual information online is considered
too costly. Although simulated experiments cannot establish decisive conclusions for
viability of mutual information-based heuristics for item selection, the current results
are definitely encouraging.

There is room for future work. For instance, including mutual information in a deci-
sion theory-based system is clearly an option, e.g., [15]. What structure of the Bayesian
network should be used to realize the competence patterns in Table 1 deserves a lengthy
discussion, and we have begun our investigation in this regard, but we cannot provide
details due to page limits. Also due the page limits, we cannot provide details about how
we learned the Bayesian networks from data [16].
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Abstract. The interest of representing data for the Semantic Web has
generated standards for expressing knowledge on the Web. RDF, as one
of those standards, has become a recommendation of the W3C. Even
if it was designed to be human and machine readable (XML encoding,
triples, labeled graphs), RDF was not provided with querying and rea-
soning services. Most work on querying RDF has concentrated on the
use of logic programming evaluation techniques and SQL extensions.
We take a new look at the problem of querying and reasoning on RDF
statements and find that order-sorted feature (OSF) terms apply to this
problem because OSF have been tailored for efficiency and their seman-
tics is compatible with the isomorphic representation (triples) of RDF
statements. This transformation allows to compute an ordering on re-
sources and thus provide better answering mechanisms when querying
RDF.

Keywords: RDF, order-sorted features, ψ-terms, interrogation, cooper-
ative answers.

1 Introduction

RDF provides a basic way to represent data for the semantic Web. When we
talk about the semantic Web today, then we mainly refer to an effort of bringing
back structure to the information that is available on the World Wide Web. This
time, structures do not come in the shape of well-defined database schemas but
in terms of semantic annotations that conform to a specific, often loosely defined
schema or even to an explicit specification of the intended meaning of a piece
of information. The first real results of semantic Web research are languages for
encoding such annotations.

However, a knowledge representation format alone is not enough to enable a
large community of potential users to process RDF effectively. Query languages
and reasoning support are needed to enable the creation of RDF-aware applica-
tions. It is possible to identify two main approaches: (1) in the SQL/XQL-like
approach, RDF data are viewed as a relational (or XML) database, and (2) in the
logic-based approach, RDF data can be thought of as the equivalent of ground
facts in a logic-based language. The mapping into predicate calculus consists of
a simple rule for translating RDF statements into first-order relational sentences
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and a set of first-order axioms that restrict the allowable interpretations of the
non-logical symbols.

In this paper, we take a new look at the problem of querying and reasoning
on RDF statements and find that order-sorted feature (OSF) terms apply to
this problem because OSF have been tailored for efficiency and their semantics
is compatible with the isomorphic representation (triples) of RDF statements.
The ability to express RDF statements using order-sorted feature terms provides
a mechanism to compute an ordering on resources and thus the possibility to
handle approximations when querying RDF.

Furthermore, queries formulated on RDF documents may not provide satis-
fying answers. Nevertheless, very often, several RDF documents can contribute
together to deliver an exact or approximate answer. Let us consider the following
example. We assume that our database is composed of the two RDF documents
represented as labeled graphs in figure 1. We also consider the following formu-
lated query written as a ψ-term [1].

Q : ISMIS05 (type -> X;

editor -> Y (affiliation -> Z))

A classical query answering mechanism would search for an homomorphism
in each of the two RDF documents. As we can see, none of the two documents
can provide a complete answer to the query. Nevertheless, the combination of
parts of the two documents (highlighted by dotted lines in figure 1) will provide
an answer to the query.

ISMIS05

Proceedings 

Doe, J. 

Intelligent system

1type 

author 

keywords

FQAS05 Doe, J.
editor 

UCBL 
affiliation 2

Fig. 1. Sample RDF documents

We propose in this paper a framework that provide such cooperative answers
when querying RDF documents. All documents are translated into ψ-terms that
can be seen as conjunctions of constraints. Then, we propose an algorithm, based
on constraint propagation, to evaluate queries formulated on RDF documents.
This algorithm allows assembling fragments of answers from several RDF docu-
ments in order to provide a complete answer to the query.

The rest of the paper is organized as follows. Section 2 shortly discusses the
related work. Section 3 gives some relevant preliminaries to our approach. In Sec-
tion 4 we present, through some examples, how RDF statements can be rewrit-
ten into order-sorted features (ψ-terms). Section 5 develops constraint propaga-
tion based mechanisms for query answers over RDF statements. We conclude in
Section 6.
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2 Related Work

Our work relates to querying and reasoning on RDF statements. We shortly
discuss some of the proposed approaches to tackle these problems. This section
is intended to be illustrative. We apologize if we left out other relevant proposals.

The use of Frame-logic [2] as a logic language for expressing RDF data was
proposed in [3]. RDF data is translated into F-logic terms, and queries can be
issued against these terms. Some limitations of this approach were investigated
in a second proposal by Yang and Kifer [4]. This proposal considers an extension
of F-logic that supports anonymous resources and reification. The language has
a simple and natural paradox-free semantics and a proof theory.

In [5] TRIPLE is presented as an RDF query, inference, and transformation
language created as a syntactical extension of Horn logic, similar to F-Logic. Its
main purpose is to query web resources in a declarative way. By translating RDF
statements into logical rules, TRIPLE enables querying RDF data. Furthermore,
TRIPLE rules can be represented in RDF allowing rules to be (re)distributed
on the Web.

Karvounarakis et al. [6] proposed an RDF query language called RQL. It is a
typed functional language (à la OQL) and relies on a formal model for directed
labeled graphs allowing the interpretation of superimposed resource descrip-
tions by means of one or more RDF schemas. RQL adapts the functionality of
semistructured/XML query languages to the peculiarities of RDF but, foremost,
it enables to uniformly query both resource descriptions and schemas.

Broekstra et al. [7] developed an architecture for storing and querying of RDF
and RDFS information called SESAME. It allows persistent storage of RDF
data and schema information, and provides access methods to that information
through export and querying modules. Support for concurrency control is also
offered.

Our work complements those approaches in the sense that it is the first effort
towards providing cooperative query answering for RDF.

3 Preliminaries

3.1 RDF Data Model

RDF [8] is an assertional language intended to be used to express propositions
using precise formal vocabularies, particularly using RDFS (RDF Schema), for
access and use over the World Wide Web, and is intended to provide a basic
foundation for more advanced assertional languages with a similar purpose.

RDF data model can be represented as triples, as a graph, or in XML [8].
These representations have equivalent meaning. An RDF document is a finite
set of statements of the form {predicate, subject, object}, where predicate is a
property, subject is a resource, and object is a resource or a literal.

A way to specify a semantics is to give a translation from RDF into a formal
logic with a model theory already attached, as it were. This ”axiomatic seman-
tics” approach has been suggested and used previously with various alternative
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versions of the target logical language [9, 10]. The axiomatic semantics style has
some advantages for machine processing and may be more readable, but in the
event that any axiomatic semantics fails to conform to the model-theoretic se-
mantics, the model theory should be taken as normative.

3.2 Order-Sorted Features

In [11], ψ-terms were proposed as flexible record structures for logic program-
ming. However, ψ-terms are of wider use (see [1, 12, 13, 14]). The easiest way to
describe a ψ-term is with an example. Here is a ψ-term that may be used to
describe a generic person object:
P:person(name⇒id(first⇒string,

last⇒S:string),
age⇒30,
spouse⇒person(name⇒id(last⇒S),

spouse⇒P)).

In words: a 30 year-old person who has a name in which the first and last
parts are strings, and whose spouse is a person sharing his or her last name, the
latter person’s spouse being the first person in question.

This expression looks like a record structure. Like a typical record, it has field
names; i.e., the symbols on the left of ⇒. We call these feature symbols. In con-
trast with conventional records, however, ψ-terms can carry more information.
Namely, the fields are attached to sort symbols (e.g., person, id, string, 30, etc.).
These sorts may indifferently denote individual values (e.g., 30) or sets of values
(e.g., person, string). Sorts are partially ordered so as to reflect set inclusion;
e.g., employee < person means that all employees are persons. Finally, sharing
of structure can be expressed with variables (e.g., P and S). This sharing may
be circular (e.g., P).

ψ-terms represent the basis of a logic of record structures called OSF logic.
The latter is, in fact, the most primitive form of the constraint language called
LIFE (Logic, Inheritance, Functions and Equations). The fundamental idea be-
hind OSF logic is that it allows establishing a subsumption relation between
OSF terms, which turns out to be relevant, in our approach, to reason about
RDF statements.

ψ-terms can also be seen as conjunctions of constraints. The sample ψ-term
presented above could be directly written as the following set of constraints :

{(P, Id1):name; (Id1, string):first; (Id1, S):last; (P, 30):age;

(P, P2):spouse; (P2, Id2):name; (Id2, S):last; (P2, P):spouse }
with P < person, S < string, Id1<id, Id2<id.

The possibility of translation from ψ-terms to constraints allows us to build
an algorithm that is able to provide cooperative answers for RDF queries (see
section 5).
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4 Translation of RDF-Statements into ψ-Terms

In this section, we show, through simple examples, how RDF statements can
be rewritten into ψ-terms. Furthermore, we show how RDF statements that use
anonymous resources or special constructors as Bag, Alt, Seq and List can be
translated into ψ-terms. We will consider translating examples presented in [8].

4.1 RDF Sentences with Named or Anonymous Resources

The following statement :

Ora Lassila is the creator of the resource http://www.w3c.org/Lassila/

can be translated into the ψ-term :

’http://www.w3c.org/Home/Lassila/’(creator =>’Ora Lassila’).

In RDF statements, anonymous resources are considered as unique. This
means that two such resources finding themselves in different ψ-terms can never
be considered as the same resource. Nevertheless, the possibility of representing
an anonymous resource more than once in the same ψ-term is needed.

When translating RDF documents into ψ-terms, we note an anonymous re-
source by # . To distinguish among several anonymous resources in the same
ψ-term we use digits after the symbol # (i.e. # 1, # 2, etc). Here is an example:

The individual whose name is Ora Lassila, email lassila@w3c.org is the creator of
http://.../Lassila/ is translated into the ψ-term

’http://.../Lassila/’(creator => # (name =>’Ora Lassila’;

email =>’lassila@w3c.org’).

4.2 Containers and Collections in RDF Statements

Containers and collections are used in RDF to describe groups of things. Thus,
containers represent open groups (of resources or literals), while collections rep-
resent closed groups, that are described in RDF statements. RDF defines three
types of containers: (1) Bag - a group of resources or literals where there is no
significance in the order of the members; (2) Seq - a group of resources or literals
where the order of the members is significant; (3) Alt - a group of resources or
literals that are alternatives. RDF provides the types and properties that can be
used to construct the RDF graphs to describe each type of container. RDF has
no more built-in understanding of what a resource of type Bag (Alt or Seq) is.

We introduce an extension in the OSF logic for representing these containers
and we show how these new extensions will be able to follow subsumption rules
that govern OSF terms. For the four constructors we create global types (Bag,
Alt, Seq and List) allowing to define containers and collections in ψ-terms as
their subtypes. These terms become reserved and can no longer be used in the
definition of types when building ψ-terms.
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Expressing Containers and Collections as Types

X : Book ( title => ’Modern Information Retrieval’ ;

Authors=> Bag1;

editor =>’ACM Press’)

Bag1 := {’R. Baeza-Yates’; ’B. Ribeiro-Neto’}
Bag1 < Bag

In this example, the group of authors of a book is defined in the container
Bag1. We clearly state that this container is a subset of the global type Bag.

The translation of the three other RDF types is syntactically similar. The
semantic interpretation corresponding to each type is made by the application
that computes the ψ-terms. Therefore we provide subsumption rules that apply
to each of the four types.

Subsumption Between Containers or Collections
1. Subsumption between Bag containers

Let Bag1 < Bag and Bag2 < Bag.
Bag1 < Bag2 iff : ∀t1 ∈ Bag1, ∃t2 ∈ Bag2 | t1 ≤ t2
Ex: {Mary, John} < {Mary, John, Tom}
As collections are also unordered sets of resources, the same rule applies for

the subsumption between List collections.

2. Subsumption between Alt containers
Let Alt1 < Alt and Alt2 < Alt.
Alt1 ≤ Alt2 iff : ∃t1 ∈ Alt1, ∃t2 ∈ Alt2 | t1 ≤ t2
Ex: {Mary, John} ≤ {John, Tom}

3. Subsumption between Seq containers
Let Seq1 < Seq and Seq2 < Seq.
Seq1 < Seq2 iff :

∀ti ∈ Seq1,∃t′j ∈ Seq2| (ti ≤ t
′
j)

and ( if (∃tk ∈ Seq1, ∃t′m ∈ Seq2, k <n i, tk ≤ t
′
m) then m <n j )

Ex: {Mary, Fred, Tom} < {Mary, John, Fred, Tom}
{Mary, Tom, Fred} �< {Mary, John, Fred, Tom}

We use < to denote subsumption order and <n to denote numbers order.

5 RDF Queries and Cooperative Answers

RDF was designed to be (amongst many other things) an appropriate data
representation formalism for logic/inference applications on the Web. A number
of papers and tools already exist that explore the relationship between the W3C’s
RDF and the worlds of knowledge representation and logic programming (see,
among others, [15, 16, 9]). Our aim here is to continue this effort by investigating
additional reasoning services that can be performed over RDF statements. As
already stated, RDF statements can be represented as ψ-terms.
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We develop a mechanism that is able to provide cooperative answers for
RDF queries. Classical query mechanisms consider RDF documents individually
and search for an homomorphism of the query in each document. Our approach
consists in decomposing RDF documents into individual sentences and thus may
provide exact answers by combining RDF sentences from different documents.

5.1 Query Answering Algorithm

We consider that all RDF documents, already translated into ψ-terms, are
rewritten as constraints. The answering mechanism consists in two phases: (1)
the propagation phase in which we search for constraints that satisfy those of
the formulated query, and (2) the validation phase that verifies that the returned
answers really exist in the RDF documents.

Let F be the set of facts (resulting from the rewriting of all ψ-terms as con-
straints) in the form (si, sj) : labeln.
Let G be the set of constraints of the query expressed in the form : (si,X) :
labeln, (X, sj) : labeln or (X, Y ) : labeln, where X, Y are variables of the con-
straints. The following set of rules allows to compute values for variables in
constraints.

1. Propagation phase
R1 (direct match):
if (si, X) : labeln ∈ G
and ∃ (si, sj) : labeln ∈ F

}
⇒ G = G | X = sj (X is replaced with sj in G)

R2 (approximation on types):
if (si, X) : labeln ∈ G
and ∃ (sk, sj) : labeln ∈ F
and LUB(sk, si) = si

}
⇒ G = G | X = sj

R3 (approximation on features):
if (si, X) : labeln ∈ G
and ∃ (si, sj) : labelm ∈ F
and LUB(labelm, labeln) = labeln

}
⇒ G = G | X = sj

Constraints with one variable are considered first. The rules are triggered ac-
cording to the order specified here. If a rule satisfies a constraint, the following
rules are skipped and a new query constraint is treated. Rules R2 and R3 use
a predefined order on the types and features in order to provide approximate
query answers.

2. Validation phase

if (si, sj) : labeln ∈ G
and (sk, sl) : labelm ∈ F
with sk ≤ si, sl ≤ sj , labelm ≤ labeln

}
⇒ G = G \{(si, sj) : labeln}

If at the end of the validation phase G = ∅, we have a complete answer.
Otherwise, the answer is partial and the set G contains the parts of the query
with no answer in the RDF documents.
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5.2 Example

We consider the following ψ-terms base obtained from the translation of RDF
documents:

ψ1 : ISMIS (type -> proceedings;
author -> John;
keywords -> ’Intelligent systems’)

ψ2 : FQAS (editor -> John (affiliation -> UCBL))

All ψ-terms are translated into a set of constraints (facts) named F. We
formulate the following query :

Q : ISMIS (type -> X;

editor -> Y (affiliation -> Z))

that is translated into the following set of constraints (goals) named G:
G = {(ISMIS, X) : type, (ISMIS, Y) : editor, (Y, Z) : affiliation}

We also have a predefined order on features : author < editor.
In the following we simulate the execution of the algorithm. We begin with the
propagation phase.

– 1st query constraint : (ISMIS, X) : type

→ R1 finds an answer : (ISMIS,proceedings):type ⇒ X = proceedings
⇒G = {(ISMIS, proceedings) : type, (ISMIS, Y) : editor, (Y, Z) : affiliation}

– 2nd query constraint : (ISMIS, Y) : editor

→ R3 finds an answer : (ISMIS,John T.):author ⇒ Y = John
⇒ G = {(ISMIS, proceedings) : type, (ISMIS, John) : editor,

(John, Z) : affiliation}
– 3rd query constraint : (John, Z) : affiliation

→ R1 finds an answer : (John, UCBL) : affiliation ⇒ Z = UCBL
⇒ G = {(ISMIS, proceedings) : type, (ISMIS, John) : editor,

(John, UCBL) : affiliation}

In our example the validation phase finds all constraints of G in the documents
base. This means that we found a complete answer to the query. This answer is
built in the validation phase by considering constraints removed from G.

6 Conclusion

In this paper we have addressed issues concerning RDF querying and inferenc-
ing that are not investigated in previous approaches. We have demonstrated
that order-sorted features (i.e., ψ-terms) provide a nice basis to express approx-
imate descriptions and reason about them. We have developed an approach to
provide cooperative answers when querying RDF documents. Therefore we have
translated these documents into ψ-terms in order to allow approximation of
query answers. We have presented an algorithm for constraints solving that en-
ables better answering to queries formulated on RDF documents. The approach
presented in this paper is part of our current research that aims to provide a
complete semantics to RDF by using OSF terms. This would allow semantic
querying of different kinds of complex data that can be expressed using RDF.
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There are at least to issues to pursue. (1) The properties of the proposed
algorithm will be investigated together with optimization strategies. That is,
an efficient way for selecting constraints during the propagation phase. (2) We
will devise a compact database representation for RDF statements. Then, we
will provide retrieval algorithms based on abstract interpretation of the ψ-terms
unification process.
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Abstract. As the networks (i.e., Internet and Intranet) proliferate all over the 
world, it is inevitable to move some (or all) enterprise activities into the virtual 
spaces. Although the core in this new enterprise environment is at ready and 
effective exchange of information, it is not an easy task due to the heterogeneity 
of information resources. In this paper, a Web-based design data repository is 
presented for facilitating seamless sharing of product data among application 
systems in virtual enterprises. Two types of knowledge, that is, metadata and 
ontology, and applications of these to intelligent information retrieval of design 
data are explained. That knowledge provides users with a dynamically 
reconfigurable map of design data that helps them to locate proper information 
and enables a content-based search that can improve search effectiveness 
throughout the product life cycle.  

1   Introduction 

As the networks (i.e., Internet and Intranet) proliferate all over the world, it is 
inevitable to move some (or all) enterprise activities into the virtual spaces. One issue 
in realizing this is how to support the exchange of product information among 
application systems or personnel involved in the virtual activities. This is important to 
obtain the agility for improving the competitiveness of firms. There are two types of 
data that the enterprises need to properly manage, i.e., business data (e.g., accounting 
and personnel data) and product data (e.g., CAD and CAM data). Many modern 
enterprises have enough experience in dealing with business data, but it is not the case 
for product data, in particular when the product data need to be exchanged throughout 
the whole product life cycle with systems dealing with the business data. Product data 
used to be managed only by the design and production activities. However, for the 
virtual enterprises the product data need to be used in later stages of product life cycle 
(e.g., Web catalog and service manual). 

Differently from business data, product data have complex semantics and thus are 
not properly exchanged by different application programs. Even though some neutral 
formats of product data have been developed by standard organizations, translating 
them among various application programs still needs the comprehensive 
                                                           
1  This work was supported (in part) by the Ministry of Information & Communications, Korea, 

under the Information Technology Research Center (ITRC) Support Program. 
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understanding of the complex semantics. Recently, it is widely recognized that 
capturing more knowledge is the next step to overcome the current difficulties on 
sharing product data. In this paper, we present Web-based knowledge management 
that facilitates seamless sharing of product data among various application programs 
including business-oriented and engineering-oriented systems in virtual enterprises. 

The knowledge we consider is different from that used by most conventional 
knowledge-based systems that operate based on if-then rules and inference engines. 
As the Web enables users or application programs to access the enormous amount of 
heterogeneous information on global networks, it becomes essential to have proper 
knowledge to handle that information. This significant change of computing 
environment has brought active researches on various new types of knowledge 
representation, some of which includes ontology, metadata, and agents. We have 
investigated how these approaches can be applied to improve sharing product data 
among various application systems. 

This paper presents extracting, storing, and applying the metadata and ontology of 
product data. The design and tooling information included in STEP-NC files is 
focused as an example. By analyzing the relationship among the product data, the 
RDF Schema [16] is designed first. Based on the schema, metadata is extracted and 
stored in XML files. As the applications of the stored ontology and metadata, we 
provides the users content search tools and reconfigure the sitemaps of product data 
repositories. As well as the users perform content searches; they can select the view 
that they are interested in (e.g., the views from products, tools, persons, or a current 
location). With such various views of a product data repository, the users can access 
the specific data more effectively. 

2   Related Work 

In conventional knowledge-based systems, knowledge is represented in the form of if-
then rules, which are reasoned by inference engines and applied to problem solving. 
Most of such knowledge-based systems (e.g., expert systems) suffer from several 
problems such as insufficient understanding of the structure of knowledge-based 
systems, expensive knowledge acquisition, and focus on complete (but narrow) 
solutions [12]. However, as the Internet connects the worldwide computing resources 
each other, the needs to capture various knowledge are increased rapidly. It brings 
about recent active researches and applications of new encoding methods for the 
knowledge in various application areas.  

Various metadata standards have been developed in order to describe the data 
resources in application domains. Some examples are GILS (Government Information 
Locator Service), FGDC (Federal Data Geographic Committee), MARC (Machine 
Readable Card), DC (Doublin Core), and CIMI (Consortium for the Interchange of 
Museum Information). These standards have different semantics and syntaxes, and 
could not interoperate each other. RDF (Resource Description Framework) [15] is the 
emerging standard from W3C, which defines a general mechanism to represent the 
metadata of various application areas [9]. Using the syntax of XML, RDF can 
represent the various metadata on the Web. 

The base element of the RDF model is the triple: a resource (the subject) is linked 
to another resource (the object) through an arc labeled with a third resource (the 
predicate). RDF triples are designed to easily represent the relationship among 
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objects. Current research and developments of RDF can be considered in two groups. 
The first group focuses on the development of various applications such as library 
catalogs, worldwide directories, and syndication and aggregation of news, software, 
or personal collections [6]. In order to build applications, projects like Doublin 
Core[5] defines the terminology and hierarchy of metadata. Software tools such as a 
RDF parser and a browser are also actively developed.  

The second group works on enhancing RDF by adding some knowledge processing 
features such as ontology or logic [7, 10, 17]. Ontology mainly consists of a 
vocabulary of basic terms and a precise specification of what those terms mean. OWL 
is an example of Web ontology language, which defines a set of ontology in order to 
facilitate the exchange of knowledge that is defined with different terminology [14]. 
In order to utilize the power of declarativeness and inference, logical rules have been 
extensively studied for artificial intelligence, expert systems and deductive databases 
[4]. Even though many practical applications have been implemented, the need of 
high computing power and expensive knowledge acquisition prevent the rule-based 
systems from becoming general-purpose problem solving tools. Number of proposals 
have been made to incorporate the general logic into the Semantic Web [1, 3]. 
However the notorious computational complexity of general-purpose inference is also 
well acknowledged. A practical compromise would be to apply the logical rules only 
to the applications where we can control the computational complexity.   

There are several researches for agent-based knowledge sharing focusing on 
enabling collaboration among software agents. Usually a predefined language such as 
ACL (Agent Communication Language) is used for communication and collaboration 
among agents. In the SHARE projects, KQML (Knowledge Query Manipulation 
Language) was used to support design teams to share the understanding of design 
process [13]. VWL (Virtual Workspace Language) was used for communication and 
collaboration among designers [2]. 

The above list is not the exhaustive one of knowledge representation. For example, 
model-based knowledge acquisition and libraries of problem solving methods are not 
included. Among the various forms of knowledge, in this paper we focus on the use of 
metadata and ontology for sharing product data. The other main feature of this paper 
is that all the interfaces are designed for the Web. User interfaces and other modules 
are built as applets that can be downloaded from Web pages. Employing these new 
W3C standards will enable the proposed approaches to be applied for many related 
applications in the future. 

3   Knowledge for Sharing Product Data 

In information technology, ontology is the working model of entities and interactions 
in some particular domain of knowledge or practices. In a broader sense, the metadata 
presented in the previous subsection can be included in ontology. We use ontology as 
the meaning and relationship of vocabulary to improve the search capability in 
product databases. Because products are designed by designers with various 
backgrounds, different terminologies can be used for the same concept or same 
terminology can be used for different concepts. For example, ‘resource’ represents 
slightly different concept in workflow systems and process planning systems [11]. In 
some workflow systems, a resource means the information that is used to make 
necessary decisions. In process planning systems, a resource means a person or 
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machine that will perform a given task. In order to understand the vocabulary used in 
product data precisely, we should consider the context in which it is used. 

Other than the keywords defined in standardized product models, engineers can 
select one of several synonyms to represent the same meaning. For example, [car, 
auto, automobile, motorcar] is an example of the synonym list. Usually product 
designs have short descriptions about the product, which in general include the name, 
usage, specification, and special features of the product. Because the description is 
written in natural language, any word in a synonym list can be used. In content (or 
associative) search, we can significantly improve the results by using the synonym 
list. 

The other common relationship among vocabulary is the part-of relationship. When 
an entity A is included in another entity B, entities A and B have the part-of 
relationship. Figure 1 shows an example of this relationship. An automobile consists 
of chassis and body. The chassis consists of engine, transmission, and wheel, and the 
body consists of hood, door, and window. Such part-of relationships can also be used 
to improve the search results. For example, when a user request product data of 
transmissions, the search engine can return the product data for chassis and 
automobile as well. 

automobile

chassis

transmissionengine wheel

body

windowdoorhood  

Fig. 1.  An  example of part-of relationship 

Still another application of ontology is searching product data created even in 
different languages. Engineers from different countries use different languages. For 
example, the country “Korea” is written as “ ” in Korean and “ ” in Chinese 
and Japanese. Because proper nouns such as personal or geographical names are often 
written in native languages, the translation relationship could help for engineers from 
different country to search or understand the product data from foreign countries. 
Recent information systems such as Windows NT and STEP employ the Unicode to 
encode the multi-byte character codes (e.g., Korean and Chinese). 

4   Web-Based Knowledge Interface 

As an application of metadata and ontology, we present reconfigurable sitemaps in 
this section. Different views of sitemaps and reconfiguring algorithm are discussed 
first. A prototype of a reconfigurable sitemaps is also presented. 
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4.1   Content Search with Ontology Expansion 

Product data can be stored in either the standard neutral formats (e.g., STEP and 
IGES) or proprietary data formats. The standard neutral formats have been developed 
by standard organizations such as ISO and ANSI. The proprietary file formats, used in 
commercial systems (e.g. ACIS or AutoCAD™), are not suitable for data exchange 
among different systems because their structures are not open. Utilizing the open 
architecture and data models of STEP, we can implement the content search system. 
With the functionality of content search, users can search the product data with the 
characteristics (such as name, material, and functions) of the products.  

However, as pointed out in the previous section, words can be used with different 
concepts in different application domains. This might cause that traditional query 
does not perform satisfactory search or that wrong products are selected for given 
queries. In order to improve the accuracy of the search we need to consider the 
context of given keywords. We can also leverage the content search by incorporating 
product structures. The contexts and product structures are defined in the ontology 
discussed in Section 3.2. By considering the ontology of given keywords, we can 
promote the utilization of existing design knowledge stored in the design database.  

In STEP, all the product models are defined by EXPRESS [8] which is an object-
oriented information modeling language, and the product data are stored in such 
various storage systems as file systems, relational database systems, and object-
oriented database systems. In order to interface such heterogeneous storage systems 
by uniform methods, SDAI has been defined. In this research, we use the IDL binding 
of SDAI to access distributed objects in networked environments.  

Before a given keyword is searched, the words that are related with the keyword 
are collected from the part_of relationship in the ontology base while considering the 
synonyms in the same context for each of the collected words. For example, suppose 
that a keyword and context pair is given as (chassis, AP214), where AP214 is the 
name of STEP application protocol for automotive mechanical design processes. 
Assuming that we have the part_of relationship and such synonym lists as [car, auto, 
automobile, motorcar] and [chassis, frame], the given keyword can be expanded into a 
list [(chassis, AP214), (frame, AP214), (automobile, AP214), (car, AP214), (auto, 
AP214), (motorcar, AP214)]. This expanded list is sent to the search engine and 
content search for each word and context pair is performed in turn. Figure 2 shows a 
user interface for content search. 

Fig. 2. An RDF instance represented by a directed labeled graph 
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4.2   Reconfiguring Sitemaps 

Sitemaps usually have hierarchical structures. However, the structure of the schema 
for product data is a general graph that includes cycles. For drawing this graph as a 
sitemap, we have several choices to select a node to be the root node. According to 
the selection of the root node, different hierarchical structures result as in Figure 3. 
There are 3 different structures in Figure 3; each of them starts from nodes Model, 
Tool, and Person, respectively. Because different users may have different views of 
interests, it would be very useful to enable the users to select a particular node as the 
root in a sitemap.  

 

(a) Structure from node Model 
 

 
(b) Structure from node Tool 

 

 
(c) Structure from node Person

Fig. 3. Different structures of RDF model from various nodes 

Figure 4 depicts a screen capture of the prototype. After the user logged in, he or 
she can select the type of sitemaps (e.g., model view, tool view, and person view). 
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The screen captured in Figure 4 is an example of model view. When the user clicks 
the ImageName (i.e., 20021313oh.jpg in Figure 4), the image file is on the browser as 
in Figure 5. In Figure 5, we can see a link named “From Here”. When this link is 
clicked, the sitemap from the current location is displayed as in Figure 5. This is an 
example of dynamic sitemap that draws a hierarchical structure of data from the 
current location. For dynamic sitemap the same algorithm can be applied as for 
reconfigurable sitemaps. 

 

Fig. 4. An example of sitemap from the node Model 

 

Fig. 5. An example of dynamic sitemap 

5    Conclusion 

We have investigated knowledge that helps users or application systems share product 
data in a distributed and virtual enterprise environment, and developed a prototype of 
intelligent information retrieval for Web-based design data repository. The knowledge 
we have considered is metadata and ontology. The metadata provides a map of 
product data space that can facilitate navigation of the product data. The concept of 
ontology is adopted to supplement the representation of product data. We have 
defined context, synonym, part-of, and translation relationships, which can 



 Intelligent Information Retrieval for Web-Based Design Data Repository 551 

 

significantly improve search capability by extending traditional keyword-based query 
into content- or product structure-based search of product databases. While 
implementing our system that can manage the three types of knowledge, we take 
advantage of the STEP standard. Some knowledge is automatically extracted from 
STEP data, and users may manually register others. Once the knowledge is set up, 
users or application programs can get assistance from the system. 

As an application of metadata and ontology represented in RDF and RDFS, 
respectively, content search and dynamically reconfigurable sitemaps are presented in 
this paper. In virtual enterprise environments, there are mainly two types of data, i.e., 
business data and engineering data. As for the business data we have enough 
experience to organize and handle them effectively. However, because the structures 
of engineering data are usually general graphs including cycles, representing their 
structure hierarchically is not trivial. According to the interests of the users different 
views of sitemaps are more helpful. The contribution of this paper can be summarized 
as follows. 

− Models the metadata and ontology in RDF and RDFS, respectively, for data 
repositories. 

− Designs and implements a content search method for product data. 
− Presents a prototype of data repositories that support the reconfigurable and 

dynamic sitemaps. 

Prospected application areas of the proposed system are almost all data repositories 
with complicated structures and relationship among stored data. Most engineering 
data repositories (e.g., CAD, CAM, e-manufacturing systems, GIS, LBS, real-time 
systems, monitoring systems, and tracking systems) have these characteristics. In 
order to be more powerful, it needs to be extended with various development tools. 
Novice users may have difficulties to model the metadata and ontology in RDF and 
RDFS, respectively. Some user-friendly designed GUI tools could make the system 
more effective. 
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Abstract. Most recommendation systems employ variations of Collaborative 
Filtering (CF) for formulating suggestions of items relevant to users’ interests. 
However, CF requires expensive computations that grow polynomially with the 
number of users and items in the database. Methods proposed for handling this 
scalability problem and speeding up recommendation formulation are based on 
approximation mechanisms and, even when performance improves, they most 
of the time result in accuracy degradation. We propose a method for addressing 
the scalability problem based on incremental updates of user-to-user 
similarities. Our Incremental Collaborative Filtering (ICF) algorithm (i) is not 
based on any approximation method and gives the potential for high-quality 
recommendation formulation (ii) provides recommendations orders of 
magnitude faster than classic CF and thus, is suitable for online application. 

1   Introduction 

Recommendation algorithms are extensively adopted by both research and e-
commerce applications, in order to provide an intelligent mechanism to filter out the 
excess of information available in a domain [1]. Collaborative filtering (CF) [3], 
almost certainly, is the key method to effortlessly find out items that users will 
probably like according to their logged history of prior transactions. 

However, CF requires computations that are very expensive and grow 
polynomially with the number of users and items in a system. Therefore, in order to 
bring recommendation algorithms effectively on the web, and succeed in providing 
recommendations with high accuracy and acceptable performance, sophisticated data 
structures and advanced, scalable architectures are required [7]. To address this 
scalability problem, we present an incremental CF method, based on incremental 
updates of user-to-user similarities which is also able to recommend items orders of 
magnitude faster than classic CF, while maintaining the recommendation quality. 
                                                           
* Work conducted while at ICS-FORTH. 
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The remainder of the paper is organized as follows: Section 2 elaborates on the 
scalability challenge and explains the weaknesses of already proposed methods. 
Section 3 presents our Incremental CF method. Section 4 argues about complexity 
issues of the algorithms, while Section 5 presents our experimental evaluation. 
Section 6 concludes our work and discusses further research directions. 

2   The Scalability Challenge for Collaborative Filtering 

Classic CF algorithm generates recommendations based on a subset of users that are 
most similar to the active user. The formulation of a single recommendation is a two-
step computation. First, the algorithm needs to compute the similarity between the 
active user and all other users, based on their co-rated items, so as to pick the ones 
with similar behavior. Subsequently, the algorithm recommends to the active user 
items that are highly rated by his or her most similar users. In order to compute the 
similarities between users, a variety of similarity measures have been proposed, such 
as Pearson correlation, cosine vector similarity, Spearman correlation, entropy-based 
uncertainty measure and mean-square difference. However, Breese et al. [4] and 
Herlocker et Al. [5] suggest that Pearson correlation performs better than all the rest. 

If we define the user-item matrix as the matrix having as elements the ratings of 
users to items, then a user’s model is represented in this matrix as an n-dimensional 
vector, where n is the number of items in the database. This vector is extremely sparse 
for most users, since, even ones that are very active result in rating just a few of the 
total number of items available in a database. If we define the subset of items that 
users ux and uy  have co-rated as I’={ix: x=1, 2, …, n’ and n’  n}, where n is the total 
number of items in the database, ,x hu ir as the rating of user ux to item ih and 

xur , 
yur  as 

the average ratings of users ux and uy  respectively, then the similarity between two 
users is defined as the Pearson correlation of their associated rows in the user-item 
matrix and is given by equation 1 [14]. 
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Classic CF fails to scale up its computation with the growth of both the number of 
users and items in the database. To deal with the scalability problem Breese et al [4] 
and Ungar et al [8] utilize Bayesian network and clustering approaches, while Sarwar 
et al [6, 11] apply folding in Singular Value Decomposition (SVD) to reduce the 
dimensionality of the user-item matrix. It is also possible to address these scaling 
issues by data reduction or data focusing techniques. Yu et al [12] and Zeng et al [9] 
adopt instance selection for removing the irrelevant and redundant instances. 
Moreover, content-boosted CF approaches reduce the number of items examined, by 
partitioning the item space according to item category or subject classification. 
Finally, more greedy approaches concentrate on randomly sampling users, discarding 
users with few ratings or discarding very popular or unpopular items. 
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Unfortunately, even when these methods achieve improved performance, they also 
reduce recommendation quality in several ways. Bayesian networks may prove 
practical for environments in which user preferences change slowly with respect to 
the time needed to build the model, but are not suitable for environments in which 
user preference models must be updated frequently. Clustering-based methods suffer 
from poor accuracy. It is possible to improve their quality by using numerous fine-
grained segments [13], but then online user segment classification becomes almost as 
expensive as finding similar users using the classic CF. SVD-based work focuses 
mainly on accuracy rather than efficiency. Data focusing and reduction approaches, 
such as instance selection or item-space partitioning, experience reduced accuracy due 
to loss of information. If an algorithm discards the most popular or unpopular items, 
there may be items that will never be recommended to some users. Obviously, to gain 
in computation one needs to lose in recommendation quality and vice versa. 
Appropriate trade-offs must be considered. 

3   Incremental Collaborative Filtering 

In this section, we present a method to deal with the scalability challenge of Classic 
CF without compromising its recommendation quality. We refer to this method as 
Incremental Collaborative Filtering (ICF), because it is based on incremental updates 
of the user-to-user similarities. ICF can be employed to effectively bring highly 
scalable and accurate recommendation algorithms on the Web. 

Whenever a user ux submits a new rating or updates the value of an already 
submitted rating, his or her similarity value with the rest of the users may need to be 
re-computed. Our objective is to express the new similarity value between two users 
in relation to their old similarity value. This describes an incremental update of their 
associated similarity. To smoothen the progress of this task we adopt the following 
notation for the Pearson Correlation similarity measure of equation 1: 

' ' '
2 2

, , , ,
1 1 1

( , ), ( )( ), ( ) , ( )
x h x y h y x h x y h y

n n n

x y u i u u i u u i u u i u
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    Actually, we split the similarity measure into three factors B, C, D, independently 
calculate the new values of each factor B’, C’, D’ and then combine these values so as 
to obtain the value of the new similarity A’ as shown below: 

'
' , ' , ' , '

' '

B B e
A A B B e C C f D D g

C D C f D g
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+ +

 

where e, f, g are increments that need to be computed after either the submission of a 
new or the update of an existing rating. Next, we split our study, so as to consider the 
different computations needed for the two special cases. Table 1 shows the increments 
to be computed and the Appendix provides proof of equations 2-13. 

Submission of a new rating: To calculate the similarity of ua and uy, when the 
active user ua submits a new rating for the active item ia, we distinguish between two 
cases:  

i. uy had rated ia: B, C, D are updated due to the new average of ua, the new rating 
of ua to ia and the new number of co-rated items  

ii. uy had not rated ia: B, C are updated due to the new average of ua. 
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Table 1. Summary of the increments that need to be calculated 

Table 2. Computation of factors that appear in increments e, f and g 
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Update of an existing rating: To calculate the similarity of ua and uy, when the 
active user ua updates a rating for the active item ia, we distinguish between two 
cases: 

i. uy had rated ia: B, C are updated due to the new average of ua and the new rating 
of ua to ia 

ii. uy had not rated ia: B, C are updated due to the new average of ua 

We expressed B’, C’ and D’ using the former values of B, C and D and the 
respective increments e, f, g. However, to enable the incremental computation of the 
new similarities with trivial operations we need to employ an appropriate data 
structure. We define a caching scheme, in terms of tables in a database, which permits 
to store the values of B, C and D for all pairs of users. Furthermore, we cache the 
average rating and the number of items that each user has rated. Cached information 
needs to be updated after the submission of a new or the update of an existing rating. 
Table 2 explains how each factor of e, f, g increments is computed. 

4   Complexity Issues 

In this section, we discuss the computational complexity of the classic CF and ICF 
algorithms. We initially present worst cases and then try to give approximations of the 
algorithms under real conditions. For each case our study spans in two directions: the 
one refers to the complexity of maintaining the user similarities matrix and the other 
refers to the complexity of formulating one recommendation to an active user. 

In case of Classic CF, if m is the number of users and n the number of items in the 
database, then the computation complexity of maintaining the user similarities matrix 
is O(m2n), since we need to compute the similarity between each pair of users 
according to the subset of their co-rated items. In order to deal with this task, major e-
commerce systems prefer to carry out expensive computations offline and feed the 
database with updated information periodically [2]. In this way, they succeed in 
providing quick recommendations to users, based on pre-computed similarities. These 
recommendations however, are not of the highest accuracy as ratings submitted 
between two offline computations are not considered. Thus, the offline computation 
method may be detrimental to new or obscure users and items due to their almost 
undeveloped profile. Alternatively, if user similarities are not pre-computed offline, 
they may be computed at the time a recommendation is requested. In this case, instead 
of computing the whole user similarities matrix, we need to only compute the 
similarities between the active user and all the rest or a set of training users. The cost 
of this computation is O(mn). The cost of generating a recommendation using the 
Classic CF is the cost of finding the most similar users to the active user and scanning 
their rated items to find the ones that are highly rated. This computation costs O(n) 
when similarities are pre-computed offline and O(mn) otherwise. 

In the case of the ICF algorithm, user-to-user similarities are computed 
incrementally at the time of rating activity and not at the time that a recommendation 
is requested. The complexity of this operation is O(mn), as at most m-1 similarities 
need to be updated and at most n items need to be examined for each user. Since user 
similarities are considered pre-computed, the cost of generating a recommendation 
using ICF is O(n), as n items need to be examined in the worst case. 
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Due to the high sparsity levels in recommendation systems, it is essential to also 
consider approximations of the complexities under real conditions. Thus, we define: 
m’, with m’<<m, the number of users with whom the active user has at least one co-
rated item; n’, with n’<<n, the number of items that have not been rated by the active 
user and have been rated by at least one of its similar users; n’’, with n’’<<n, the 
number of co-rated items of the active user and another user. 

According to these definitions, we can set up the approximations of the 
complexities following the discussion of the previous paragraph. Worst case and 
approximation complexities of Classic CF and ICF are summarized in Table 3. 

Table 3. Worst case and approximation complexities of Classic CF and ICF 

Classic CF Incremental CF 
 

Worst Approximation Worst Approximation 
Complexity for 

maintaining the 
Similarity Matrix 

2( )m nΟ  ( )mm n′ ′′Ο  ( )mnΟ  ( )m n′ ′Ο  

( )mnΟ  ( ) ( )m n n′ ′′ ′Ο +Ο  

Pre-computed Offline 

Complexity for 
providing a 

recommendation 
to active user ( )nΟ  ( )n′Ο  

( )nΟ  ( )n′Ο  

5   Experimental Evaluation 

As complexity computation fails to give real-time performance and behavior of the 
algorithms described, we set up an experimental scenario for evaluating the 
performance of our ICF algorithm as opposed to the Classic CF. The evaluation is 
carried out according to response time and accuracy metrics as defined below: 

Response time: The time required by the algorithm to formulate a recommendation. 
Accuracy: The percentage of items an algorithm recommends from the set of items 

that are recommended by the Classic CF that considers the whole dataset available. 

The assumption made here is that recommendations based on the whole dataset are 
of the highest quality, which is not necessarily true. Indeed, we define this to 
demonstrate the potential that ICF gives for formulating recommendations based on 
the complete information in a database and not only a part of it. 

The experimental scenario is set up so as to depict the level of scalability that both 
algorithms demonstrate when the active user requests a single recommendation. We 
employ sparsity level of 92% and consider a user to be similar to the active user if 
their associated Pearson correlation coefficient is greater than 0.65 (in a range of -1 to 
1). The values selected represent typical values for recommendation systems and do 
not influence the results of the experiments. Table 4 presents the results of our 
experiments for user-item matrix of size 100x100 and 1000x1000 respectively. 
Experiments have been carried out on a 2.80 Mhz, 1G RAM  PC. 
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Table 4. Response time and accuracy performance of Classic CF and ICF 

Classic CF (Based on sampling) Incremental CF User-item 
matrix size Samples (#users) Time (sec) Accuracy Time (sec) Accuracy 

10 0.17 22% 
30 0.55 49.5% 
50 0.765 67.5% 

100 users 
x 

100 items
99 1.38 100% 

0.045 100% 

100 6.81 26,7% 
300 20 53,8% 
500 33 66.8% 

1000 users
x 

1000 items
999 66 100% 

0.46 100% 

The following remarks can be drawn from Table 4 about the performance of CF 
and ICF:  

Remark 1: The trade-off between performance and accuracy in case of Classic CF 
is confirmed. Indeed, Classic CF is very sensitive to the size of samples used. As the 
sample size increases, accuracy is improved, but the response time also increases and 
vice versa. Large sample sizes are impractical for online applications due to the slow 
response time, while small sample sizes are impractical due to accuracy degradation. 
On the other side, the accuracy of ICF remains as high as 100%, since it is applied to 
the whole information available. 

Remark 2: ICF proves to be highly scalable, as its response time remains 
acceptable even for a very large data set. For instance, it provides a recommendation 
in 0.46 seconds for a matrix size of 1000x1000. Classic CF requires extremely 
disproportional time to reach a satisfactory accuracy level for large matrix sizes. For 
instance,  when an accuracy level of 66.8% is intended, using a sample of 500 users, 
in a 1000x1000 matrix Classic CF performs 71 times slower than ICF. 

Remark 3: The performance of ICF grows linearly with the number of items, thus 
in case of a very large matrix an approximation method may need to be employed. 

6   Conclusions and Future Work 

High dimensionality seems to be the “Achilles’ heel” for most of the CF-based 
recommendation systems. For dealing with this scalability problem, we proposed an 
incremental method that replaces expensive vector operations with a scalar operation, 
able to speed-up computations of high dimensional user-item matrices. We named 
this method Incremental Collaborative Filtering (ICF). ICF is not based on any 
approximation method and thus, provides the potential of formulating high-quality 
recommendations. Moreover, pre-computed user-to-user similarities allow 
recommendations to be delivered orders of times faster than with classic CF. ICF 
appears to be suitable for online applications, while the methodology described is 
general and may be easily adopted to scale the application of CF in other areas. As 
future directions of our research we consider the development of a method for 
alleviating the sparsity problem of CF. The main idea of the method is to infer trust 
between users through profile similarities for constructing a denser user-item matrix. 
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Proof of Equation 5, 6, 7 
In the case that user uy has not rated the item ia, the values of B, C and D are proved in 
way similar to equations 2, 3 and 4 respectively. In this case the increments e, f and g 
equal to: 
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Proof of Equation 11, 12, 13 
In the case that user uy has not rated the item ia, the values of B, C and D are proved in 
way similar to equations 8, 9 and 10 respectively. In this case the increments e, f and 
g equal to:  
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Abstract. In this paper, we present a distance-based clustering algorithm for
grouping database user sessions. The algorithm considers both local and global
similarities between sessions and incorporates three distance metrics in the compu-
tation of the distance between two sessions. We describe the three metrics and dis-
cuss the rational for combining them. The algorithm is evaluated on two datasets.
One is a clinic OLTP workload file and the other is the TPC-W benchmark. The
evaluation results are reported.

1 Introduction

Analysis of database workloads provides insight into how database systems are used.
The results of the analysis can be used to improve the performance of database systems.
A database user session is a sequence of queries issued by a user (or an application)
to achieve a certain task. It consists of one or more database transactions, which are in
turn a sequence of operations performed as a logical unit of work. Analysis of sessions
allows us to discover high-level patterns that stem from the structure of the task the user is
solving. In this paper, we assume that a set of database user sessions are already obtained
from database workloads. We propose a distance-based session clustering algorithm to
group sessions into different classes. The distance between two sessions is measured
according to three similarity metrics/scores: the coefficient score, the alignment score and
the neighborhood score. This approach considers not only the local similarity between
sessions (the coefficient score and the alignment score), but also the global similarity
(the neighborhood score). The rest of the paper is organized as follows. Related work is
discussed in Sect. 2. In Sect. 3, a distance-based session clustering algorithm is proposed,
and three similarity scores are discussed. We analyze our clustering algorithm and give
experimental results in Sect. 4. We conclude the paper in Sect. 5.

2 Related Work

The work presented in this paper is part of a research project that investigates how data
mining techniques can be used to improve database system performance. We particularly
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focus on finding user access patterns from database workloads and using them to improve
system performance. Sessions can be identified from database workload. Clustering
database sessions is an important step in this process. After session groups are generated,
we build a model for each class. The discovered models can be used to predict incoming
user queries [6, 12, 15] and to redesign and rewrite queries to achieve better performance
[16].

Clustering is a subject of active research in several fields such as statistics and data
mining. A review of clustering techniques is given in [9]. A survey on data clustering
algorithms can be found in [3]. The session clustering algorithm presented in the paper is
based on the idea of Jaccard Coefficient measurement [8], sequence alignment [10], and
common neighbors between sessions [7]. Guha et al. [7] present a clustering algorithm,
ROCK (Robust Clustering using linKs), that deals with categorical data in which each
data point is a set of items. The algorithm is based on links between data points instead
of distance-based metrics or the Jaccard coefficient. Wang and ZaAne [14] and Birgit
and Vanhoof [5] use the sequence alignment technique to cluster web user sessions.
However, their similarity scores are different from the one in our approach.

Clustering is one of the common techniques used in characterizing the workload
in DBMS environments. Transactions can be grouped according to their consumption
of system resources [17], or according to their resource reference patterns [18]. Artis
[1] characterizes the workload of an IBM MVS system with the aim of determining its
capacity and developing cluster descriptions of the transaction workload. Nikolaou et al.
[11] propose several clustering algorithms that can classify OLTP transactions according
to their database reference patterns. However, these works focus on grouping transactions
according to consumed resources instead of clustering user sessions according to the
high-level requests (i.e. SQL queries).

3 Distance-Based Session Clustering

A database user session usually performs certain task and is controlled by certain business
logic. Table 1 shows a user session that retrieves and displays a user’s treatment schedule.
We observe that the queries within a session have certain order, and the query parameters
have certain relationships (e.g. customer id ’1074’ is shared by all queries). Thus, it is
necessary to group them into different session classes and to use a model to represent the
query orders and their relationships. Given an SQL query, we can transform it into two
parts: a query template and a set of parameters. For example, the template of the first
query is ("select authority from employee where employee id =%",x), and the value of
parameter x is ’1025’. Thus, we can ignore the data value in a user session by treating each
request as a query template represented by a template label. For example, the session
instance shown in Table 1 corresponds to a template sequence: 30-09-10-20-47-49. Our
objective in this paper is to group user sessions so that each group contains similar
sequences of query templates and these sequences are dissimilar to the ones in other
clusters.
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Table 1. An instance of schedule display session procedure

Label Statement

30 select authority from employee where employee id =’1025’
09 select count(*) as num from customer where cust num = ’1074’
10 select card name from customer t1, member card t2 where t1.cust num = ’1074’ and

t1.card id = t2.card id
20 select contact last, contact first from customer where cust num = ’1074’
47 select t1.branch ,t2.* from record t1, treatment t2 where t1.contract no = t2.contract no

and t1.cust id =’1074’ and check in date = ’2003/03/04’ and t1.branch =’scar’
49 select top 10 contract no from treatment schedule where cust id = ’1074’

3.1 Session Similarity

We first consider each session as a session class, and calculate the distance between
them. Then, the session groups are merged according to their intra-group distances, and
the intra-group distances are updated correspondingly. The clustering procedure stops
when all intra-group distances become more than a pre-defined distance threshold (β1).
The distance between two sessions, si and sj , is defined as:

1.0− α1 × csim(si, sj)− α2 × asim(si, sj)− α3 × nsim(si, sj),

where csim, asim, nsim are the coefficient score, the alignment score, and the neighbor-
hood score, respectively, and α1, α2, and α3 are the similarity parameters, the sum of
which is 1.0. The coefficient score is based on the Jaccard Coefficient method. Jaccard
Coefficient [8] can be used to measure the similarity between sets, in which the similar-
ity between two sets A and B is defined as the fraction of the common items between
them, i.e., |A∩B|

|A∪B| . We treat each session as an un-order request set, then the coefficient

score, csim(si, sj), is defined as |si∩sj |
|si∪sj | . The objective of coefficient score is based on

the assumption that sessions belonging to the same session class usually have a large
amount of common requests.

We observe that if two sessions belong to the same group, they are very likely to
have similar request sequence. But the coefficient score does not reflect the request
order. Therefore, we propose another scoring scheme based on the idea of sequence
alignment, referred to as the alignment score. Sequence alignment is a crucial operation
in bioinformatics. In sequence alignment, two or more strings are aligned together in
order to get the highest similarity score. Gaps may be inserted into a string in order to
shift the remaining characters into better matches. For example, given two sequences
X=“ABCDD" and Y=“ABED", the aligned sequences can be: ABCDD

ABED− . In this paper,
we use the Needleman-Wunsch algorithm [10], a well-known sequence alignment algo-
rithm, to align two sessions. Once the optimal alignment is obtained, we calculate the
alignment score based on aligned session sequences as follows. We believe that the ses-
sion sequences are controlled by certain logic/programming code. The code may contain
branches (such as if-else and switch-case statements) or cycles (such as for-loop and do-
while statements) that may cause the requests to be executed repeatedly. The branches
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and cycles can be observed from the aligned sessions. For example, from alignment
sequences ABCDD

ABED− , we can see two matches (A and B), one branch (C/E) and one
cycle (DD/D). We assign each match with a score of 2, each branch with a score of 1,
and each cycle with a score of 1. To normalize the score, we divide the assigned value
with the length of the aligned sessions. The length is defined as 2× (num. of matches +
num. of branches + num. of cycles). Then, the final alignment score is 6/8 = 0.75 in our
example. The hidden logic/code in the real application is more complex than the above
example, but the principle is still applicable.

The neighborhood score used in our distance metric is defined to take global similarity
into consideration. We call two sessions si and sj “neighbors" if the local distance
between them is within a pre-defined threshold β2. The local distance can be estimated
by using the combination of the coefficient score and the alignment score. Thus, each
session has a set of neighbors. Each session pair, < si, sj >, has a neighborhood score,
nsim(si, sj), which is the faction of common neighbors between them.

3.2 Group Representation and Similarity

The step of session distance computing has a high space and time complexity. For
example, given a data set that contains k sessions, k2 scores need to be calculated. To
align two sequences with length m and n, the Needleman-Wunsch algorithm requires
O((m + 1) × (n + 1)) space to store a matrix, and O(m × n) time to compute the
matrix and then O(m + n) time to find an optimal path. Thus, data sampling is used
to reduce computing complexity and space requirement. Furthermore, we observe that
there are repeated sessions in the data set (i.e., their request sequences are the same).
These sessions are in the same session class. Thus, we can represent repeated sessions
by using a single session si associated with the occurrence frequency, freq(si).

With regard to session class representation, it is implausible to use all sessions of a
session class to represent it. Thus, we use two sets, the request set rset(gj) and the session
set sset(gj), to represent a session class gi. rset(gj) contains all distinct requests in gj ,
and sset(gj) contains a set of representative sessions. We observe that if session groups
gi and gj are likely to be merged, they should have a large part of common requests.

Thus, we do not consider merging two groups (gi and gj) if |rset(gi)∩rset(gj)|
|rset(gi)∪rset(gj)| is less than

a pre-defined threshold (β3). sset(gj) contains frequent sessions, i.e., the sessions with
high frequency value, and is used to compute the distance between session groups. The
distance between two session groups is then defined as:

distance(gi, gj) =

∑
sm∈sset(gi)

∑
sn∈sset(gj) distance(sm, sn) × freq(sm) × freq(sn)

∑
sm∈sset(gi)

∑
sn∈sset(gj) freq(sm) × freq(sn)

When two session groups are merged, the sset and rest are updated correspondingly.

3.3 Session Clustering Algorithm

The distance-based session clustering algorithm contains three steps. In the first step,
a set of N sessions are randomly chosen from the data set. Then, repeated sessions
are merged, session frequencies are updated, and a set of sessions S:(s1, s2, ..., sM ), is
obtained. We calculate three similarity scores and distances for each pair of sessions,
and an M ×M similarity matrix is obtained. We treat each session as a session group
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and calculate the distance between the groups. Then, we agglomerate the session groups
until the distance threshold β1 is reached. During this step, a hash table is constructed.
The entry of the table has a format of < seq, grp >, where seq is a session sequence,
grp is the group id. The hash table will be used in the next step to assign the sessions on
the disk. When there is no space in the hash table, infrequent items, i.e., sessions with
low frequency, are replaced. This step is illustrated in Algorithm 1.

Algorithm 1 clustering step1(data,N,β1,β2,β3,α1,α2,α3)
Input: session data, sampling rate N , similarity parameters and distance thresholds
Output: a set of session groups G : (g1, g2, ..., gm) and a hash table H : {< seq, grp >}
1: G = {}, H = {}
2: random sample N session, generate a set of distinct session instances S : (s1, s2, ..., sM )
3: for all (si, sj), si, sj ∈ S do
4: calculate csim(si, sj) and asim(si, sj)
5: distance(si, sj) = 1− α1 ∗ csim(si, sj) + α2 ∗ asim(si, sj)
6: if distance(si, sj) < β2 then
7: mark si and sj as neighbor
8: end if
9: end for

10: for all (si, sj), si, sj ∈ S do
11: calculate nsim(si, sj)
12: distance(si, sj) = distance(si, sj)− α3 ∗ nsim(si, sj)
13: end for
14: for all sk ∈ S do
15: G = G + {sk};
16: H = H+ < sk, {sk} >
17: end for
18: find groups gm, and gn that have the minimal intra-group distance.
19: while distance(gm, gn) < β1 do
20: ga = gm ∪ gn

21: G = G + {ga} − {gm} − {gn}
22: update H , rset(ga), sset(ga), and group distances related to ga

23: find groups gm, and gn that have the minimal intra-group distance
24: end while

In the second step, we assign the sessions residing on the disk to identified session
groups. If a given session is contained in the hash table, we will find the target group
directly. Otherwise, we will find a set of candidate groups. Then, the distance between a
candidate group and session is estimated, and a group with minimal distance is selected.
If the minimal distance is larger than the distance threshold β1, we create a new session
group for the session. In this step, the neighborhood score can not be used as part of the
distance since it is implausible to calculate them. This step is illustrated in Algorithm 2.

We observe that some sessions are very short. These sessions are either noise data,
or belonging to certain session classes. Thus, we ignore short sessions in step 1 and step
2, and processes them in the final step. The sessions are either discarded, merged into
a session class, or constructed as a new session class. In addition, session classes with
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Algorithm 2 clustering step2(data,G,H ,β1,β2,β3,α1,α2,α3)

Input: session data, similarity parameters ,distance thresholds, session classes G, hash table H
Output: clustering sessions in data into different session classes
1: for all si ∈ data do
2: if ∃ < si, g >⊂ H then
3: put si in g, and update g
4: else
5: candidates ={ }; gi = {si}
6: for all gj ∈ G do
7: if |rset(gi)∩rset(gj)|

|rset(gi)∪rset(gj)| > β3 then

8: candidates = candidates + { gj }
9: end if

10: end for
11: for all gj ∈ candidates do
12: estimate distance(gi, gj)
13: end for
14: find g that have minimal with gi

15: if distance(g, gi) > β1 then
16: G = G + gi

17: else
18: put si in g, update g
19: end if
20: end if
21: end for

small number of sessions (the number is smaller than a predefined threshold), are treated
as noise data, and are removed.

4 Algorithm Analysis and Experimental Results

The performance of our algorithm depends on the size of input data, the sampling
size (N ), the number of unique sessions (M ) in the sampled data, the average session
length (L), where L is usually less than M . The choice of sampling size may affect the
performance of our algorithm. If the size is too small, many session clusters will not be
identified, which can cause low clustering accuracy. However, if the size is too large, the
time and space complexity will increase. Alignment score calculating takes most of the
time, the space requirement of clustering step 1 is O(M2), and the time complexity is
O(M2 ∗ L2). The time and space requirement of clustering step 2 vary with the given
sessions. In the worst case, we have to calculate the distance with each identified session
group. However, such a case will seldom occurs.

The performance of our algorithm depends on the selection of three distance threshold
values and session similarity parameters. Among the three distance thresholds, the value
of β1 is the most important one since the other two values are related to β1, and can be
derived from it. If distance thresholds are too low, many session classes are generated.
If they are too high, many sessions that belong to different classes may be merged
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into a single session group. The selection of threshold values depends on the specific
application. Small threshold values can be used for application in which the difference
between session classes is significant, i.e., the distance between them is “far", otherwise,
large threshold values are used since it can discriminate the trivial difference between
session classes. The distance threshold also depends on the values of parameters which
are an important factor in our algorithm. The parameters can be viewed as the weights of
the three similarity scores. Different applications may have different parameter values,
and the adjustment of these parameters accordingly is necessary.

Another clustering validation and evaluation approach is actually an assessment of
the data domain. For this approach, we can build user access graph, a weighted directed
graph, to represent each session class. In this sense, we can evaluate user access graphs
instead of session classes based on the prediction of next request. The evaluation methods
are described as follows. Given a request sequence r :< r1, ..., rn >, that is part of a
given session s in the test data, we can estimate the possibility of r belonging to a session
class gi, and the possibility of the next request is rm from the corresponding models
(user access graphs). The next request rn+1 can be obtained from the test data. We say it
is a "hit", if rm and rn+1 are the same. In some cases, we will not predict the next request
because of the limited request history or too many random requests in the history. The
performance measurement is referred to as F-measure, which is defined as

F-Measure =
2 ∗ precision ∗ recall
precision+ recall

,

where precision is defined as the ratio of the number of correctly predicted requests to
the total predicted requests, and the recall is the hit-rate, that is the ratio of the number
of correctly predicted requests to the total number of requests to be predicted. A higher
F-measure value means a better overall performance. This approach can be viewed as
statistics based cluster interpretation technique.

4.1 Results for an OLTP Application

To test our ideas in the project, we have uesd a clinic OLTP application as a test bed. We
obtain a OLTP database trace log (400M bytes) that contains 81,417 events belonging to 9
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different applications, such as front-end sales, daily report, monthly report, data backup,
and system administration. The target application of the paper is the front-end sales
application. After preprocessing the trace log, we obtain 7,244 SQL queries, 18 database
connection instances of the front-end sales application. The queries are classified into 190
query templates, and 18 request sequences are obtained (one sequence per connection).
1510 sessions are obtained from the 18 request sequences. In the experiments, we choose
721 sessions that belong to 4 request sequences as the input of the clustering algorithm,
and the other 789 sessions as the test data of the algorithm.

We first test the number of clusters generated with different similarity parameters in
the sampling step. We set the neighborhood similarity parameter as 0.3, and the coef-
ficient parameter is dynamically changed from 0.0 to 0.7, and the alignment parameter
is changed correspondingly. The result is shown in Fig. 1. The figure shows that more
clusters are generated when the coefficient parameter is large, and fewer clusters are
generated when the alignment parameter is large. In the next step, we use 0.4,0.3,0.3
as similarity parameters in clustering step 1, and use 0.5,0.5, 0.0 in clustering step 2.
Finally, we remove any clusters with less than 10 sessions. We use different threshold
values (β1) to cluster sessions. The result is shown in Fig. 2. From the figure, we observe
that the number of clusters increases when the threshold value increases. However, the
increasing rate after pruning is less than that before pruning.

Fig. 3. An Example of User Access Graph

Table 2. Performance comparison of different similarity parameters

Case Methods Similarity Best Best Average
Parameters Threshold F-measure F-measure

1 Proposed 0.4/0.3/0.3 0.45 0.73 0.70
2 Coefficient 1.0/0.0/0.0 0.5 0.67 0.63
3 Alignment 0.0/1.0/0.0 0.3 0.65 0.61
4 Coefficient+ Alignment 0.5/0.5/0.0 0.4 0.70 0.65
5 Neighborhood 0.01/0.01/0.98 0.6 0.68 0.45

After grouping sessions, we build a user access graph for each session class. Figure
3 shows an example of user access graphs obtained from our test data. Each node in the
graph is a query template, and an edge is associated with a confidence value σvi→vj

which
is the probability of vj following vi. Then, we use the other 789 sessions as the test data
to test the proposed algorithm. We evaluate the performance based on request prediction
performance of the corresponding user access graphs. We test the performance of our
algorithm with following methods: 1) using all scores together, 2) using only coefficient
score, 3) using only alignment score, 4) using coefficient score + alignment score, 5)
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mainly using neighborhood score1. The experimental result is shown in Table 2, which
gives the best and average F-measures for each method and the threshold (β1) value
corresponding to the best performance. The result shows that using coefficient score
and alignment score together is better than using one score, and our proposed clustering
method achieves the best among these measurement scores. The best performance of
neighborhood is comparable to the other methods, but the average performance is the
worst.

We analyze the result as follows. The coefficient score treats session {a - b -c} and
session {c - b -a} as the same although they have different orders. Also it is likely to treat
session {a - b -c - d} and session {a - b -e -f} as the different session type although the
sessions may belong to the same cluster which contains a conditional branch. But for the
alignment score, it may treat two sessions {a -.... - d} and {a - .... - d} as the same although
the two sessions only have two common requests a and d. Thus, the combination of the
two scores obtain a better performance. Meanwhile, the introduction of neighborhood
makes the similarity scores more accurate, and thus gain the best performance. However,
simply using neighborhood score will not get better performance since it treats the local
similarity between two sessions as 0 or 1, thus loses useful information.

4.2 Results for TPC-W Benchmark

TPC BenchmarkTW (TPC-W) [13] is a transactional web benchmark that simulates
the activities of a business oriented transactional database-driven web server. TPC-W
models an on-line bookstore that consists of 14 browser/web server interactions, and
each interaction consists of a sequence of SQL queries. Among these web-interactions,
Home web interaction does not contains SQL queries, where Product Detail and Admin
Request interaction both have the same kind of requests/queries. Thus, there are 12
kinds of sessions in the workload. TPC-W simulates three different profiles/users by
varying the ratio of browse to buy: primarily shopping (WIPS), browsing (WIPSb) and
web-based ordering (WIPSo). In [4], a TPC-W Java implementation is proposed. The
remote browser emulation (RBE) and web merchant application logic are implemented
completely in Java language. We adopt the implementation to Tomcat application server,
and Microsoft SQL Server 2000 database. In the original implementation, the queries in
a web interaction do not share common connections. We modify the implementation to
make all queries in a web interaction share the same connection which enables us to find
sessions efficiently. We collect two different TPC-W database workloads which contain
the mix of 15 concurrent RBEs, over 2 hour’s observation time. One is for shopping and
the other for ordering.

We test the number of clusters generated with different similarity parameters and
distance thresholds. We set the neighborhood similarity parameter as 0.3, and the coef-
ficient parameter is dynamically changed from 0.0 to 0.7, and the alignment parameter
is changed correspondingly. The result is shown in Fig. 4 and 5. From the figure, we
observe that in order to achieve better performance, the coefficient score and alignment
score are both important. Also, different workload have different best parameters.

1 The sampling rate becomes 100% which means that every session is loaded in order to get
neighborhood scores.
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5 Conclusion
In this paper, we discuss our approach to clustering database user sessions. The algo-
rithm is a bottom-up agglomerative hierarchical algorithm. Session similarity is based
on the three kinds of similarity scores. This approach considers not only the local simi-
larity between sessions (the coefficient score and the alignment score) but also the global
similarity (the neighborhood score) between them. Each session class is represented by
a request set and a representative session set. This approach can reduce computation
complexity. The idea presented in the paper can be used in any database-based applica-
tion, such as the ERP or CRM applications that may contain hundreds or even thousands
different types of sessions. It can also be used on Web user session analysis and DNA
sequence analysis.

References

1. H. P. Artis. Capacity planning for MVS computer systems. In L. S. Wright and J. P. Buzen,
editors, Int. CMG Conference, pages 209–226. Computer Measurement Group, 1978.

2. A. Behm, S. Rielau, and R. Swagerman. Returning modified rows - SELECT statements with
side effects. In VLDB 2004, Toronto, Canada, 2004.

3. P. Berkhin. Survey of clustering data mining techniques. Technical report, Accrue Software,
San Jose, CA, 2002.

4. T. Bezenek, H. Cain, R. Dickson, T. Heil, M. Martin, C. McCurdy, R. Rajwar, E. Weglarz,
C. Zilles, and M. Lipasti. Characterizing a Java implementation of TPC-W. In Third CAECW
Workshop, 2000.

5. G. W. Birgit Hay and K.Vanhoof. Clustering navigation patterns on a website using a sequence
alignment method. In IJCAI Workshop on Intelligent Techniques for Web Personalization,
2001.

6. I. T. Bowman and K. Salem. Optimization of query streams using semantic prefetching. In
Proceedings of the 2004 ACM SIGMOD conference, pages 179–190. ACM Press, 2004.

7. S. Guha, R. Rastogi, and K. Shim. ROCK: A robust clustering algorithm for categorical
attributes. Information Systems, 25(5):345–366, 2000.

8. P. Jaccard. The distribution of the flora in the alpine zone. New Phytologist, 11:37–50, 1912.



572 Q. Yao, A. An, and X. Huang

9. A. K. Jain, M. N. Murty, and P. J. Flynn. Data clustering: a review. ACM Computing
Surveys, 31(3):264–323, 1999.

10. S. B. Needleman and C. D. Wunsch. A general method applicable to the search for similarities
in the amino acid sequence of two proteins. Journal of Molecular Biology, 58:443–453, 1970.

11. C. Nikolaou,A. Labrinidis,V. Bohn, D. Ferguson, M.Artavanis, C. Kloukinas, and M. Maraza-
kis. The impact of workload clustering on transaction routing. Technical Report TR98-0238,
1998.

12. C. Sapia. PROMISE: Predicting query behavior to enable predictive caching strategies for
OLAP systems. In DAWAK, pages 224–233, 2000.

13. TPC-W. TPC Benchmark W (Web Commerce), standard specification 1.6, Feb 2002.
14. W. Wang and O. R. ZaAne. Clustering web sessions by sequence alignment. In 13th Inter-

national Workshop on Database and Expert Systems Applications (DEXA’02), 2002.
15. Q. Yao and A. An. Using user access patterns for semantic query caching. In Database and

Expert Systems Applications (DEXA), 2003.
16. Q. Yao and A. An. Characterizing database user’s access patterns, accepted for database and

expert systems applications, 2004.
17. P. S. Yu and A. Dan. Impact of workload partitionability on the performance of coupling

architectures for transaction processing. In Proc. of the Fourth IEEE SPDP Conference,
pages 40–49, 1992.

18. P. S. Yu and A. Dan. Performance analysis of affinity clustering on transaction processing
coupling architecture. IEEE TKDE, 6(5):764–786, 1994.



User-Interest-Based Document Filtering via
Semi-supervised Clustering

Na Tang and V. Rao Vemuri

Computer Science Dept.,
University of California, Davis,

Davis, CA 95616, USA
{natang, rvemuri}@ucdavis.edu

Abstract. This paper studies the task of user-interest-based document
filtering, where users target to find some documents of a specific topic
among a large document collection. This is usually done by a text cate-
gorization process, which divides all the documents into two categorizes:
one containing all the desired documents (called positive documents)
and the other containing all the other documents (called negative doc-
uments). However, in many cases, some documents among the nega-
tive documents are close enough to the positive documents, prompting a
re-consideration (called deviating negative documents). Simply treating
them as negative documents would deteriorate the categorization accu-
racy. We modify and extend a semi-supervised clustering method to con-
duct the categorization. Compared to the original method, our approach
incorporates more informative initialization and constraints and in a re-
sult leads to better clustering results. The experiments show that our
approach retrieves better (sometimes significantly improved) categoriza-
tion accuracy than the original method in the presence of the deviating
negative documents.

1 Introduction

A document filtering process is required in many information systems and appli-
cations (e.g. [11, 8, 2]), where users target to find some documents of a specific
topic that they are interested in from a large document collection. This task of
user-interest-based document filtering usually divides the document collection
into two categories: positive documents and negative documents, where the for-
mer are those that users are interested in and the latter are those that users
are not interested in. With increasingly maturing information retrieval and text
mining techniques, this task of document categorization can be automated to a
certain degree. The task can be done by representing the document collection in a
vector space and then applying some learning algorithm to the vector space. The
learning algorithms used for document categorization are usually divided into
supervised learning, unsupervised learning and semi-supervised learning. Doc-
ument categorization based on supervised learning is usually called document
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classification, in which case the model constructed from a set of labeled doc-
uments categorizes new unlabeled documents. Document categorization based
on unsupervised learning is usually called document clustering, in which case
no labeled documents are available and the model categorizes all the unlabeled
documents based on some clustering technique. Usually document clustering
does not give as good categorization accuracy as document classification but it
saves the effort of manual labeling. Semi-supervised document categorization, a
case in which only limited labeled documents are available, provides a compro-
mised solution; it requires some small effort in labeling, but still obtains good
categorization results.

In realistic situations, quite often people show medium interest in some doc-
uments. These documents are hard to be categorized as positive or negative.
Strictly speaking, they belong to the negative documents because they are not
exactly what users look for. But they stand closer to the positive documents
than to the other negative documents. For example, if users are looking for some
documents talking about how to play tennis, then the documents that are not
related to tennis definitely belong to negative documents. We call this kind of
documents pure negative documents. During the searching process they might
also get the documents that explain the history of tennis. These documents are
also negative documents but they are biased toward the positive documents in
some degree. We call this kind of documents deviating negative documents. It
would deteriorate the categorization accuracy if they are simply considered as
negative documents. In this paper, we propose a semi-supervised document clus-
tering method to deal with this issue of borderline documents, namely deviating
negative documents. Our approach performs a user-interest-based document re-
trieval task in the presence of deviating negative documents by modifying the
semi-supervised clustering approach in [3].

The semi-supervised method in [3] made improvements to the standard K-
means clustering by incorporating user supervision to the initialization process
and the distance measure based on a probabilistic framework. Like [3], the pro-
posed approach is also based on a probabilistic framework while taking advantage
of more informative labeled data. Basically the documents are still divided into
two classes, positive and negative, but in this paper we recognize the deviating
negative documents among the negative documents while labeling documents.
The initial cluster centroids are estimated from the labeled data. The cluster
centroid of the negative documents is estimated from both the pure negative
documents and deviating negative documents with a bias toward the pure nega-
tive documents. While assigning the instances to the clusters at each iteration,
it is sensitive to the constraints provided by the more informative labeled data.
In addition, it applies adaptive distance learning to be aware of the constraints
and at the same time incorporate data variance. The experiments show that our
approach is able to deal with the case when deviating negative documents are
present. Compared to the semi-supervised clustering which does not recognize
deviating negative documents, the proposed approach increases the categoriza-
tion accuracy.
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The rest of the paper is organized as follows: Section 2 describes the semi-
supervised algorithm for the user-interest-based document filtering task. The
experimental results are shown at section 3. The related work is described section
4 and we conclude and discuss the future work at section 5.

2 Algorithm/Framework

This section explains how the standard K-means algorithm partitions documents
into two clusters: the one containing positive documents and the one contain-
ing negative documents. And it then introduces how we incorporate a limited
amount of labeled data into the clustering procedure while being aware of the
deviating negative documents.

2.1 Standard K-Means for Document Partition

K-means clustering can best be described as a partitioning method, which parti-
tions N data points into K mutually exclusive clusters that minimize the total dis-
tance between the data points and their cluster centroids. For the user-interest-
based document filtering task, each document is treated as a data point; only
two clusters are expected to be generated among the documents: C1 (the cluster
with positive documents) and C−1 (the cluster with negative documents). These
2-class clustering procedure via K-means can be described as: 1) Randomly par-
tition the documents into two clusters C1 and C−1; Estimate the centroids. 2)
For each document xi, calculate the distance (named Dij) from xi to each cluster
centroid of Cj . If the xi is closest to its own cluster, do nothing; otherwise, move
it into the closest cluster. 3) Re-estimate both the cluster centroids. 4) Repeat
2) and 3) until no documents move from one cluster to another.

2.2 Semi-supervised Clustering with Deviating Negative
Documents

The proposed approach incorporates labeled data into the K-means clustering
framework to improve the clustering results. In this paper, the labeled data con-
sists of the positive documents and the negative documents, where the latter
includes the pure negative documents as well as the deviating negative docu-
ments. Based on these labeled documents, the clustering process is improved
through three aspects: 1) initialization; 2) constraint-sensitive distance measure
and 3) adaptive distance learning. These three improvements are explained in the
following subsections. In the rest of the paper, the following notations are used:
documents {xi}i∈P are the labeled positive documents, documents {xi}i∈DN

are the deviating negative documents, documents {xi}i∈PN are the pure nega-
tive documents and documents {xi}i∈U are unlabeled documents. Here P , DN ,
PN , U are four disjoint subsets of {1, ..., N} and P+DN+PN+U = {1, ..., N}.
The function l(xi) stands for the label of document xi, where
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l(xi) =

⎧⎪⎪⎨⎪⎪⎩
1, i ∈ P
0, i ∈ DN
−1, i ∈ PN
unknown, i ∈ U

Initialization. The existence of the labeled data can provide prior information
about the cluster distribution at the initial time and often results in good clus-
tering. Therefore, instead of randomly initializing cluster centroids (section 2.1
step 1), the proposed approach estimates the cluster centroids from the limited
labeled data. The cluster centroid of the positive documents is initialized with
the mean of {xi}i∈P : 1

|P |
∑

i∈P xi . Because the topic of the deviating negative
documents is close to that of the positive documents to some extent, if the clus-
ter centroid is set to be the mean of all the negative documents, then the cluster
centroid would be dragged toward that of the positive documents. Therefore,
the proposed method initializes the cluster centroid of the negative documents
with a weighted mean of the pure negative documents and the deviating nega-
tive documents: 1

w1·|DN |+w2·|PN | (w1
∑

i∈DN xi + w2
∑

i∈PN xi) where w1 < w2,
which makes the cluster centroid of the negative documents biased toward the
pure negative documents.

Constraint-sensitive Distance Measure. The proposed approach enforces
constraints that are induced by the labeled documents into the clustering pro-
cedure. As it is explained in section 2.1, the K-means algorithm for our docu-
ment partition task aims to find the document clusters that minimize the overall
distance of the documents from the cluster centroids. It modifies the distance
measure so that the incorrect assignment of any labeled document xi to cluster
Cj (j = ±1) results in a certain degree of penalty, i.e., some increase in the
distance of xi from the centroid of Cj . By considering the similarity between the
deviating negative documents and the positive documents, the proposed method
weights the constraints so that the incorrect assignment of the deviating negative
documents (i.e. assigning the deviating negative documents to the cluster of the
positive documents) result in lighter penalty than the incorrect assignment of
the pure negative documents. As it is mentioned in the original K-means algo-
rithm, Dij is the distance of a document xi from the cluster centroid of Cj . The
K-means assigns document xi to cluster Cj with the minimum Dij for any Cj .
In the proposed method, instead of the pure distance Dij , each document xi is
assigned to Cj to minimize the distortion NEW Dij , which is defined as:

NEW Dij = Dij +Dij · penalty(xi, Cj),

where the penalty function is:

penalty(xi, Cj) =

{
0, if l(xi) = unknown || if j = l(xi) || (j = −1 && l(xi) = 0)
p1, if j = 1 && l(xi) = 0
p2, otherwise
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Here the constants satisfy the condition p1 < p2. The iterated conditional
modes (ICM), applied in [3] to find the optimal assignment based on the distance
measure, is not used in this paper because the exact label of the documents under
supervision are known while only pairwise constraints (must-link and cannot-
link) are provided in [3]. Because of the same reason, the constraints are enforced
in the clustering procedure in a simpler way than [3, 12]. Furthermore, the weight
function is sensitive to the distance of the point from the cluster centroid and
it also provides lighter penalty (p1) for the incorrect assignment of the deviating
negative documents, in which case j = 1 and l(xi) = 0.

In general, the constraint-sensitive distance measure discourages constraint
violations while being aware of the real distance between points. In addition,
the penalty of violations by deviating negative documents is differentiated from
the penalty of violations by pure negative documents by taking into account the
topic closeness between deviating negative documents and positive documents.

Adaptive Distance Learning. The pure distance Dij from document xi to
cluster Cj can be estimated from any distance measure such as Euclidean dis-
tance, Cosine distance, I-divergence and so on. However, instead of using the
static distance, which may fails to capture the real notion of distance in a clus-
tering procedure, parameterized distance measures are used to incorporate the
user-specified constraints and data variance.

One of the commonly used distance measure - Euclidean distance - is pa-
rameterized in this paper. Suppose the centroid of cluster Cj is cj , the pure
Euclidean distance is defined as:

Dij =
√

(xi − cj)T (xi − cj)

Then the parameterized Euclidean distance is defined as follows:

DA
ij =

√
(xi − cj)T ·A · (xi − cj),

where A is a positive diagonal matrix. Therefore, the final distortion NEW Dij ,
which the clustering process tries to minimize for each document xi, is parame-
terized as:

NEW DA
ij =

√
(xi − cj)T ·A · (xi − cj),

The parameter matrix A is first initialized with an identity matrix and then
updated at each iteration after the cluster centroids are re-estimated. The up-
dating rule is:

ak = ak + ∂New D
∂ak

= ak + (
∑N

i=1

∂Di,assigned l(xi)
∂ak

+ penalty(xi, assigned l(xi)) ·
∑N

i=1

∂Di,assigned l(xi)
∂ak

),

where assigned l(xi) stands for the assigned label for document xi at the current
iteration and

∂Di,assigned l(xi)

∂ak
=

xikcassigned l(xi),k

2
√

(xi − cj)T ·A · (xi − cj)
.
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In essence, the adaptive distance learning brings similar documents closer and
pushes dissimilar documents further apart. In this way more cohesive clusters
are generated, which facilitate the partitioning process.

As a whole, combined with these three improvements, the proposed algorithm
is summarized in the following chart:

3 Experiments

Experiments are conducted on the Syskill and Webert Web Page Ratings (SW)
[9], the 20 Newsgroup data set (20NG) [1] and the heart-disease webpage set
(HD) from [11]. SW contains four data sets of HTML pages relating to four differ-
ent topics. A user rated each page in a 3-point scale (hot, median and cold) which
indicates his interest in that page. We select 3 sets from SW (bands, biomedical,
goats) and treat the “hot” documents as positive documents, “median” docu-
ments as deviating negative documents, “cold” documents as pure negative docu-
ments. The 20NG data set contains about 20,000 documents on different subjects
from 20 UseNet discussion groups. We select 2 subsets from 20NG: ibm gra mac
and ibm x mac. The subset ibm gra mac contains 600 documents, 200 randomly
selected from the group comp.sys.ibm.hardware as positive documents, 200 ran-
domly selected from the group comp.sys.mac.hardware as deviating negative doc-
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uments and 200 randomly selected from the group comp.graphics as pure negative
documents. The subset ibm x mac also contains 600 documents. The 200 posi-
tive and 200 deviating negative documents are randomly selected from the same
groups as ibm gra mac while the 200 pure negative documents are randomly se-
lected from the group comp.windows.x. HD contains 288 HTML pages that are
divided into positive documents, deviating negative documents and pure negative
documents based on a user’s interest. For each data set, 10% of documents are
chosen as the labeled data, and the remaining as the unlabeled data.

The preprocessing includes document representation and feature selection.
We represent each document as a vector via a TF-IDF model (Term Frequency -
Inverse Document Frequency). With the TF-IDF vector representation, each jth
item of the vector i (representing document i) is determined by the number of
times that it appears in document i (TF) as well as the number of documents
that this word appears (IDF). The dimension of the vectors is decided by the
vocabulary size, which tends to be large even with a small set of documents.
Instead of using all the words, a smaller number of best words can be selected
for further clustering. This can lead to significant savings of computer resources
and processing time. It is called feature selection because each word is considered
as a feature for clustering. In the proposed method, the following equation (see
[7]) is used for feature selection. It evaluates the quality of a word w:

q(w) =
N∑

i=1

f2
i −

1
N

[
N∑

i=1

fi

]2

.

Here fi is the frequency of word w in document di and N is the total number
of documents. In our experiments, the dimension of the vectors is set to be 128.

The pair of weights for initialization (w1,w2) prevents the centroid of negative
documents from biased toward positive documents, while the pair of penalties
for constraint-sensitive distance (p1, p2) provides more sensitive constraints with
the presence of deviating negative documents. The selection of the initialization
parameters, namely the weights and penalties, is a problem that is yet to be
addressed. Like the learning parameter in many machine learning methods, these
values are likely to be problem dependent. Some local search is probably involved.
For expediency, both (w1,w2) and (p1,p2) are set at (0.5,1) in this study, which
satisfies w1 < w2 and p1 < p2.

The categorization accuracies with different document sets and different meth-
ods are shown at Table 1. The method “K-means 3C” is the standard K-means
algorithm by treating deviating negative documents as a separated class (to-
tally 3 classes) while the method “K-means 2C” is the standard K-means algo-
rithm with only 2 classes: the positive class and the negative class. Similarly,
the method “semi K-means 3C” and “semi K-means 2C” is the semi-supervised
K-means approach presented in [3] with 3 classes and 2 classes respectively.
The method “semi K-means DND” is the proposed approach, i.e., the semi-
supervised K-means by assuming 2 classes while considering deviating negative
documents (DND) during clustering procedure.
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Table 1. A Comparison of categorization accuracies with different methods and doc-
ument set

bands biomedical goats ibm gra mac ibm x mac HD
K-means 3C 0.557 0.588 0.500 0.453 0.521 0.535

semi K-means 3C 0.574 0.611 0.557 0.588 0.640 0.552
K-means 2C 0.656 0.595 0.500 0.652 0.548 0.563

semi K-means 2C 0.672 0.687 0.529 0.731 0.598 0.689
semi K-means DND 0.754 0.702 0.571 0.740 0.688 0.693

The experimental results show that both “K-means” and “semi K-means”
with 2 classes offer better performance than those with 3 classes (by treating
deviating negative documents as a separated class). The reason is that the topic
of deviating negative documents are not totally separated from either pure nega-
tive documents or positive documents, which confuses the 3-class clustering. The
results also show that, among all the approaches with 2 classes, our approach re-
trieves the best categorization accuracies over all the document sets. It indicates
that the 2-class clustering and the additional semi-supervision on the deviating
negative documents, which are the documents similar to positive documents but
not exactly what users want, is able to give more informative constraints and in
a result lead to better clustering accuracy for filtering purpose.

4 Related Work

Some other semi-supervised clustering algorithms [3, 4, 6, 12] and semi-
supervised classification algorithms [8, 10, 5] are available and can be applied to
the user-interest-based document filtering task. Basically semi-supervised clus-
tering incorporate limited labeled data to guide the clustering process while semi-
supervised classification uses unlabeled data to improve classification. However,
none of them consider the issue of deviating negative documents. Ignorance of
this kind of documents may deteriorate the categorization results. This paper
deals with this issue under a limited amount of user supervision.

5 Conclusion and Discussion

This paper presented a semi-supervised clustering approach to user-interest-
based document filtering. It modifies a semi-supervised clustering algorithm in [3]
in order to be sensitive to user interest especially to the presence of the deviating
negative documents. This approach was empirically tested with the Syskill and
Webert Web Page Ratings, the 20 Newsgroup data set and a webpage set from
[11]. The experiments show that our approach retrieves better categorization
accuracy than the method in [3] with the presence of the deviating negative
documents.
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A number of interesting problems are left for future research:

1. Labeling data selection: Selecting appropriate documents for labeling would
have an influence in the clustering results. We propose to incorporate an
active learning algorithm to actively select samples for labeling in the future.

2. Feature selection: The labeled data may have a good insight about the feature
selection. By combining the method used in this paper and the information
gain technique, which is usually used for classification when adequate labeled
data is available, we may get words of better quality for categorization.

3. Incremental documents clustering: The information environments tend to be
dynamic and it is desirable to have an adaptive clustering method to deal
with continuously growing document set.

4. Other applications: Besides document categorization and document filtering,
some other applications involving 2-class classification may also take advan-
tage of the proposed method to deal with the issue of deviating negative
instances, which are the instances belonging to the negative class but close
to the positive instances.

References

1. 20 newsgroup data set. http://people.csail.mit.edu/ jrennie/20Newsgroups, last
visited Jan. 19th, 2005.

2. Baldi, P., Frasconi, P. and Smyth, P.: Modeling the Internet and theWeb: Proba-
bilistic Methods and Algorithms. Chapter 4: Text Analysis. Wiley, (2003).

3. Basu, S., Bilenko, M. and Mooney, R.J.: A probabilistic framework for semi-
supervised clustering. In Proceedings of the Tenth ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining (KDD-2004). Seattle, WA,
(2004).

4. Basu, S., Banerjee, A. and Mooney, R.J.: Semi-supervised Clustering by Seeding.
In Proceedings of the 19th International Conference on Machine Learning (ICML-
2002). Sydney, Australia, (2002).

5. Blum, A. and Mitchell, T.: Combining labeled and unlabeled data with co-training.
In Proceedings of the 11th Annual Conference on Computational Learning Theory.
(1998).

6. Cohn, D., Caruana, R. and McCallum, A.: Semi-supervised clustering with user
feedback. Technical Report TR2003-1892, Cornell University, (2003).

7. Dhillon, I., Kogan, J. and Nicholas, C.: Feature Selection and Document Clustering,
in Survey of Text Mining. Springer-Verlag, New York. (2004) Chapter 4.

8. Liu, B., Dai, Y., Li, X., Lee, W. S. and Yu, P. S.: Building Text Classifiers Using
Positive and Unlabeled Examples. In Proceedings of the Third IEEE International
Conference on Data Mining. Melbourne, Florida, (2003).

9. Pazzani, M.: Syskill and Webert Web Page Ratings.http://ncdm171.lac.uic.edu:
16080/kdd/databases/SyskillWebert/SyskillWebert.task.html, last visited Jan.
19th, 2005.

10. Nigam, K., McCallum, A. K., Thrun, S. and Mitchell, T.: Text Classification
from Labeled and Unlabeled Documents using EM. Machine Learning. Vol. 39.
(2000).



582 N. Tang and V.R. Vemuri

11. Tang, N. and Vemuri, V. R.: Web-based Knowledge Acqusition to Impute Miss-
ing Values for Classification. In Proceedings of the 2004 IEEE/WIC/ACM Inter-
national Joint Conference on Web Intelligence and Intelligent Agent Technology
(WI/IAT-2004). Beijing, China, (2004).

12. Wagstaff, K., Cardie, C., Rogers, S. and Schroedl, S.: Constrained K-Means Clus-
tering with Background Knowledge. In Proceedings of 18th International Confer-
ence on Machine Learning (ICML-2001), (2001).



A Filter Feature Selection Method for Clustering

Pierre-Emmanuel Jouve and Nicolas Nicoloyannis

LABORATOIRE ERIC, Université Lumière - Lyon2,
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Abstract. High dimensional data is a challenge for the KDD commu-
nity. Feature Selection (FS) is an efficient preprocessing step for dimen-
sionality reduction thanks to the removal of redundant and/or noisy
features. Few and mostly recent FS methods have been proposed for
clustering. Furthermore, most of them are ”wrapper” methods that re-
quire the use of clustering algorithms for evaluating the selected features
subsets. Due to this reliance on clustering algorithms that often require
parameters settings (such as number of clusters), and due to the lack of
a consensual suitable criterion to evaluate clustering quality in different
subspaces, the wrapper approach cannot be considered as a universal
way to perform FS within the clustering framework. Thus, we propose
and evaluate in this paper a ”filter” FS method. This approach is conse-
quently completely independent of any clustering algorithm. It is based
upon the use of two specific indices that allow to assess the adequacy
between two sets of features. As these indices exhibit very specific and in-
teresting properties as far as their computational cost is concerned (they
just require one dataset scan), the proposed method can be considered
as an effective method not only from the point of view of the results
quality but also from the execution time point of view.

1 Introduction

High dimensional data is a common problem for data miners. Feature Selec-
tion (FS) enables to choose the relevant original features and is an effective
dimensionality reduction technique. A relevant feature for a learning task can
be defined as one whose removal degrades the learning accuracy. By removing
the non relevant features, data sizes reduce, while learning accuracy and com-
prehensibility may improve or, at least, remain the same. Learning can occur
within two contexts : supervised or unsupervised (clustering). While there are
several methods for FS in supervised context [1], there are only very few, mostly
recent, FS methods for the unsupervised context. This may be explained by the
fact that it is easier to select features for supervised learning than for cluster-
ing: in supervised context, you know a priori what has to be learned whereas
it is not the case for clustering and thus it might be hard to determine which
features are relevant to the learning task. FS for clustering may then be de-
scribed as the task of selecting relevant features for the underlying clusters [3].

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 583–593, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Among the proposed FS methods [2][4][9][5][11][3] most of them are ”wrapper”
methods. These methods evaluate the candidate feature subsets by the learning
algorithm itself which later uses the selected features for efficient learning. In
clustering, a wrapper method evaluates the candidate feature subsets by a clus-
tering algorithm (For example, Kmeans are used in [2][9], EM algorithm in [5]).
Although wrapper methods for supervised learning have several disadvantages:
computational cost, lack of robustness across different learning algorithms, they
are still interesting in applications where accuracy is important. But, unlike su-
pervised learning which owns a consensual way for evaluating accuracy, there is
no unanimous criterion to estimate the accuracy of clustering. Furthermore, this
criterion would have to perform well in different subspaces. These limitations
make wrapper methods for clustering very disadvantageous. In this paper we
propose and evaluate a ’filter’ method for FS. A filter method, by definition, is
independent of clustering algorithms, and thus completely avoids the issue about
lack of unanimity in the choice of clustering criterion. The proposed method is
based on two indices for assessing the adequacy between two sets of attributes
(i.e. to determine if two sets of features include the same information). More-
over the proposed method just needs one data set scan which confers it a great
advantages over other method as far as the execution time is concerned.

2 Introductory Concepts and Formalisms

This section is essential for the presentation of our FS method, it consists in the
presentation of two indices for evaluating to which extent two sets of attributes
include the same information. In the rest of this paper, this evaluation is named
adequacy assessment between two sets of attributes. Through the rest of the
paper we consider a clustering problem involving a dataset DS composed by a
set (O) of n objects described by a set (SA) of l attributes.

Notation 1. O = {oi, i = 1..n} a set of n objects (of a given dataset)
SA = {A1, .., Al} the set of l attributes (features) describing the objects of O.
oi = [oi1 , .., oil

] an object of O, oij corresponds to the value of oi for attribute
(feature) Aj, this value may be numerical or categorical.

2.1 Notion of Link

In categorical data framework, the notion of similarity between objects of a
dataset is used; in this paper, we substitute for it an extension of this notion
that may be applied to any type of data (categorical or quantitative). It is named
link according to an attribute and defined as follows :

Definition 1 Link between 2 objects: We associate to each attribute Ai a
function noted linki which defines a link (a kind of similarity) or a non-link (a
kind of dissimilarity) according to the attribute Ai between two objects of O:

linki(oai
, obi

) =

⎧⎨⎩1 if a particular condition which determines a link
(according to Ai) between objects oa and ob is verified
0 otherwise (non-link)

(1)
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Examples :
- For a categorical attribute Ai, we can naturally define linki as follows :

linki(oai , obi) =
{

1 if oai
= obi

0 otherwise
- For a quantitative attribute Ai, we can for instance define linki as follows :

linki(oai , obi) =
{

1 if |oai
− obi

| ≤ δ, with δ a threshold fixed by the user
0 otherwise

- For a quantitative attribute Ai, we can also think about discretizing it and
subsequently use the definition of linki proposed for categorical attributes.

2.2 Assessment of the Adequacy Between a Set of Attributes SA
and a Subset SA� of SA (SA� ⊆ SA)

To assess the adequacy between SA = {A1, .., Al} (the whole set of attributes
describing the objects of the dataset DS) and SA� = {A�1 , .., A�m

} a subset of
SA (SA� ⊆ SA) we use four indices defined in [7]. Thus, these indices allow to
assess in which extent those two sets of attributes contain the same information
concerning the objects of the dataset. They are first presented in a relatively
intuitive way and their mathematical formulation is given afterwards.

Let’s consider couples ((oa, ob), (A�j
, Ai)) composed by : (1) a couple of ob-

jects (oa, ob) such that a < b; (2) a couple of attributes (A�j
, Ai) constituted

by an attribute A�j ∈ SA� and an attribute Ai ∈ SA such that A�j �= Ai. The
indices are then ”intuitively” defined as follows:

– LL(SA�,SA) counts the number of couples ((oa, ob), (A�j
, Ai)) such that :

1. there is a link according to A�j
between oa and ob : link�j

(oa�j
, ob�j

) = 1,
2. there is a link according to Ai between oa and ob : linki(oai , obi) = 1.

– LL(SA�,SA) counts the number of couples ((oa, ob), (A�j
, Ai)) such that:

1. there isanon-linkaccordingtoA�j
betweenoa andob:link�j

(oa�j
, ob�j

) = 0,
2. there is a non-link according to Ai between oa and ob : linki(oai , obi) = 0.

– LL(SA�,SA) counts the number of couples ((oa, ob), (A�j , Ai)) such that :
1. there is a link according to A�j between oa and ob : link�j (oa�j

, ob�j
) = 1,

2. there is a non-link according to Ai between oa and ob : linki(oai
, obi

) = 0.
– LL(SA�,SA) counts the number of couples ((oa, ob), (A�j

, Ai)) such that :
1.there isanon-linkaccordingtoA�j

betweenoa andob : link�j
(oa�j

, ob�j
) = 0,

2. there is a link according to Ai between oa and ob : linki(oai
, obi

) = 1.

More Formally, indices are defined as follows :

LL(SA�, SA) =
∑

a=1..n

∑
b=a+1..n

∑
i=1..l

∑
j = 1..m

j such that A�j

= Ai

linki(oai , obi)×linkj(oa�j
, ob�j

)

(2)
LL(SA�, SA)=

∑
a=1..n

∑
b=a+1..n

∑
i=1..l

∑
j = 1..m

j such that A�j

= Ai

(1−linki(oai, obi))×(1−linkj(oa�j
,ob�j

))

(3)
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LL(SA�, SA)=
∑

a=1..n

∑
b=a+1..n

∑
i=1..l

∑
j = 1..m

j such that A�j

= Ai

linki(oai , obi)×(1−linkj(oa�j
, ob�j

))

(4)

LL(SA�, SA)=
∑

a=1..n

∑
b=a+1..n

∑
i=1..l

∑
j = 1..m

j such that A�j

= Ai

(1−linki(oai , obi))×linkj(oa�j
, ob�j

)

(5)
It is shown in [7] that the level of adequacy between SA� and SA can be char-

acterized by the previous indices (LL, LL, LL, LL) and that a strong adequacy
between SA and SA� is associated with high values for LL and LL. However,
the meaning of high values is not completely intuitive, so we have also deter-
mined in [7] the statistical laws (two different binomial laws) followed by indices
LL and LL under the assumption of non-adequacy. This has then allowed us to
derive (thanks to a normal approximation and a standardisation) two indices
Aq1(SA�, SA) and Aq2(SA�, SA) which respectively characterize how signifi-
cantly high are LL and LL. Under the non-adequacy assumption, both these
indices follow a standardized normal law (N (0, 1)). They are defined as follows:

Aq1(SA�, SA) =
LL− (LL+LL)(LL+LL)

LL+LL+LL+LL√
(LL+LL)(LL+LL)

LL+LL+LL+LL
×
(

1− LL+LL

LL+LL+LL+LL

) , Aq1(SA�, SA) ↪→ N (0, 1)

Aq2(SA�, SA) =
LL− (LL+LL)(LL+LL)

LL+LL+LL+LL√
(LL+LL)(LL+LL)

LL+LL+LL+LL
×
(

1− LL+LL

LL+LL+LL+LL

) , Aq2(SA�, SA) ↪→ N (0, 1)

Consequently, we can say that the adequacy between SA� and SA is strong
if both values Aq1(SA�, SA) and Aq2(SA�, SA) are simultaneously significantly
high. To simplify, the more Aq1(SA�, SA) and Aq2(SA�, SA) values are simul-
taneously high the more the adequacy between SA� and SA is high.

Important Remark:
We have shown in [7] that Aq1(SA�, SA) and Aq2(SA�, SA) indices exhibit a
very interesting and specific property concerning their computation:

IF [ l(l−1)
2 specific contingency tables crossing each attributes of SA are built]

(this only requires one dataset scan, and O( l(l−1)
2 n) (resp. O( l(l−1)

2 n2)) comparisons if
all attributes of SA are categorical (resp. if some attributes of SA are numerical and
not-discretized))

THEN : it is possible to compute Aq1(SA�, SA) and Aq2(SA�, SA) for any
subset of SA without accessing the original dataset. This may be done with a
complexity in o( l(l−1)

2 ) just by accessing the l(l−1)
2 specific contingency tables.
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3 The New Filter Feature Selection Method for
Clustering

The method we propose is based upon Aq1(SA�, SA) and Aq2(SA�, SA) indices.
The basic idea is to discover the subset of SA which is the most adequate with
SA (that is to say the subset which seems to best carry the information of SA).
To do so, we use indices Aq1(SA�, SA) and Aq2(SA�, SA) to derive a unique
new measure which reflects the adequacy between SA and SA� (SA� ⊆ SA ).
Then the aim is to discover the subset of SA which optimizes this new measure.

The New Adequacy Measure, named fit(SA, SA�) is based upon the fact
that a great adequacy between SA� and SA is characterized by simultaneously
very high values for Aq1(SA�, SA) and Aq2(SA�, SA). It is defined as follows :

fit(SA, SA�) =

⎧⎨⎩
√

( ˜aq1 −Aq1(SA�, SA))2 + ( ˜aq2 −Aq2(SA�, SA))2,
if Aq1(SA�, SA) > 0 and Aq2(SA�, SA) > 0
+∞ otherwise

We can see that, in a certain way, this function corresponds to a ”distance”
between two subsets of attributes from the adequacy with SA point of view.
More precisely, this measure may be seen as the ”distance” from the adequacy
with SA point of view between : a virtual subset of attributes whose values for
Aq1 and Aq2 would be respectively ˜aq1 and ˜aq2 and the set of attributes SA�.

Indeed, we set ˜aq1 = ˜aq2 = high values in order to confer to the particular
virtual set of attributes the aspect of a kind of ideal set of attributes from the
point of view of the adequacy with SA. Consequently, the weaker is the value for
this measure (i.e. the weaker is the ”distance”), the more the adequacy between
SA and SA� can be considered to be high.

The Filter Method for Feature Selection for Clustering that we propose
is based upon the use of this measure : it consists in looking for the subset of
SA which minimizes fit(SA, SA�) function.

This search might be exhaustive but it would imply a far too high computa-
tional cost. To reduce it we decided to use a genetic algorithm (GA) in order to
perform only a partial exploration of the space composed by subsets of SA 1.

The GA used is defined as follows:

(1) a chromosome codes (corresponds to) a subset of SA;
(2) each gene of the chromosome codes an attribute of SA (so, there are l genes);
(3) each gene of a chromosome has a binary value: the gene value is 1 (resp. 0)

if its associated attribute is present (resp. absent) in the subset of SA coded
by the chromosome.

1 Note that we could have used any other optimization method and that we made a
debatable arbitrary choice. Using other greedy approaches would allow one to limit
the computational cost in a greater extent. However, this choice is not the point
here.
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The FS method algorithm is given next page. We should note that:

(1) it only requires one scan of the dataset (due to properties of Aq1 and Aq2);
(2) it needs to store some contingency tables (due to Aq1&Aq2) but that cor-

responds to a small memory amount (it typically fits into computer main
memory);

(3) its complexity is small due to properties of Aq1 and Aq2 (it is quadratic
according to the number of attributes of the dataset and completely inde-
pendent from the number of objects once the needed contingency tables have
been built);

(4) it can deal with either numerical, categorical or mixed categorical and numer-
ical data. However, we should note that the computational cost associated to
the creation of the needed contingency tables may appear excessive in case
of quantitative attributes since the complexity is quadratic with the number
of objects; and that it is more interesting to treat categorical data or dis-
cretized numerical data since the complexity of contingency tables creation
is thereafter linear with the number of objects.

Algorithm : Filter Feature Selection for Clustering

(1) In only one scan of the dataset derive the l(l−1)
2 contingency tables necessary

for computing the previously presented adequacy indices.
(2) Run the Genetic Algorithm using the fitness function fit(SA, SA�).
(3) Select the best subspace found by the Genetic Algorithm

4 Experimental Evaluations

We experimented our method both on synthetic datasets and on UCI[10]
datasets.

4.1 Experiment #1: Experimental Evaluation on Synthetic
Datasets

Description: The objective was to test whether or not our method is able to
detect the relevant attributes. So, we built synthetic datasets including 1000
objects characterized by 9 relevant attributes (A1, A2, A3, A4, A5, A6, A7, A8,
A9) and by a set of (l − 9) noisy attributes. More precisely : objects o1 to o250
(resp. o251 to o500) (resp. o501 to o750) (resp. o751 to o1000) all have the same
value D for attributes A1, A2, A3 (resp. A3, A4, A5) (resp. A5, A6, A7) (resp. A7,
A8, A9); as for the remaining attributes, a value among A, B and C is randomly
assigned to the objects (the probability of assignment of each value is 1/3). We
illustrate in figure 1, the composition of the datasets. We can thus see that only
the first 9 attributes are relevant, and, the four clusters datasets’ structures.

The experiments were the following : we ran several FS processes for 6
datasets made up of the 1000 objects characterized by attributes A1, A2, A3, A4,
A5, A6, A7, A8, A9 and respectively by 9, 18, 27, 36, 81 and 171 noisy attributes.
Consequently, the datasets were respectively composed by 18 attributes (50%
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Fig. 1. Synthetic Datasets

of them are relevant), 27 attributes ( 1
3 of them are relevant), 36 attributes (25% of

them are relevant), 45 attributes (20% of them are relevant), 90 attributes (10%
of them are relevant), 180 attributes (5% of them are relevant). For each of the 6
datasets, we then ran 5 series of 5 FS processes, each series being characterized
by the number of generations for the GA used. Thus, for the first series, the
number of generations for the GA was 50; this number was set to 100, 500, 1000
and 2500 for the second, third, fourth and fifth series. The other parameters of
the GA were : number of chromosomes per generation = 30; cross-over rate =
0.98; mutation rate = 0,4; elitism = yes.

Analysis of the Results:

Results are presented in figure 2. Let us note first that each of the (6×5×5 = 150)
FS processes led to a subset of attributes including the 9 relevant attributes
(A1,...,A9).

Thus, the various curves of figure 2. describe how many noisy attributes
were simultaneously selected with the 9 relevant attributes for each series of 5
FS processes. They detail for each series: (1) the average percentage of noisy
attributes selected by the 5 FS processes of the series; (2) the smallest percentage
of selected noisy attributes (percentage of noisy attributes selected by the ”best”
FS process of the series); (3) the greatest percentage of selected noisy attributes
(percentage of noisy attributes selected by the ”worst” FS process of the series).

The first interesting point is the ability of the method not to omit relevant
attributes in its selection, even when there are very few relevant attributes (5%)
and when simultaneously the number of generations of the GA is very small (50)
(for so low numbers of generations one can really consider that the optimization
process of the GA did not reach its end).

As for the percentage of selected non relevant (noisy) attributes, we see that:

– it is null (resp. nearly null) for datasets including at least 25% (resp. 20%)
of relevant attributes (even for very small numbers of generations (50);
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Fig. 2. Experiments on Synthetic Datasets

– concerning datasets including 10% or less than 10% of relevant attributes,
the selection of the optimal subset of attributes (SA� = {A1, A2, A3, A4, A5,
A6, A7, A8, A9}) is obtained for numbers of generations greater or equal to
1000.

Thus, on these (relatively naive) synthetic examples the method which we
propose seems very efficient, because, the indices as well as the used fitness
function really give an account of what is a good subset of attributes, and, the
used optimization process allows the discovery of the optimal subset while not
implying a disproportionate computing time.

Finally, note that using clustering algorithms on the ”reduced ” dataset would
lead to the ”good” clustering in 4 clusters and that the associated computing
time would be reduced by a factor from 2 to 20 (resp. 4 to 400) in case of algo-
rithms having a linear complexity (resp. quadratic) in the number of attributes.



A Filter Feature Selection Method for Clustering 591

4.2 Experiment #2: Experimental Evaluation on UCI

Description: The objective of these experiments was to determine if clusterings
obtained by considering a subset of the whole set of attributes (a subset of SA)
selected thanks to our FS methods exhibit an equivalent or better level of quality
than clusterings obtained by considering the whole set of attributes (SA).

For this, we used two famous datasets of the UCI Repository [10]: Mushrooms
dataset and Small Soybean Diseases dataset. More precisely, we used our FS
method in order to select a subset of the attributes of these datasets:

– For Small Soybean Diseases, 9 attributes (plantstand, precip., temp, area-
damaged, stem-cankers, canker-lesion, int-discolor, sclerotia, fruit-pods) have
been selected among the 35 initial attributes.

– For Mushrooms, 15 attributes (bruises, odor, gill-color, stalk-shape, stalk-
root, stalk-surface-above-boxing ring, stalk-surfacebelow-boxing ring, stalk-
color-above-boxing ring, stalk-color-below-boxing ring, veil-type, sporeprint-
color, population, habitat) have been selected among the 22 initial attributes.

Then, we clustered objects of the Small Soybean Diseases (resp. Mushrooms)
dataset by considering either the whole set of 35 (resp. 22) attributes or by
considering the 9 (resp. 15) attributes selected by our FS method. We used K-
Modes [6] categorical data clustering method. Different parameters (different
numbers of clusters) were used so as to generate clusterings having different
numbers of clusters 2. To sum up, for Mushrooms (resp. Small Soybean Diseases)
dataset, we performed clusterings (using K-Modes method) into 2, 3, 4, ..., 24,
25 (resp. 2, 3, ..., 9, 10) clusters either by considering the whole set of attributes
or by considering the selected subset.

To assess the quality of these clusterings we used an internal validity measure:
the QKM criterion 3. Obviously, we computed the value for this criterion by
taking into account the whole set of attributes of the considered dataset even if
the clustering was obtained by considering only the selected subset.

Analysis of the Results:

Mushrooms Dataset:
We see (Fig.3) that the quality of clusterings (according to QKM criterion)
obtained either by performing clustering on the whole set of attributes or on
the selected subset is quite similar. This shows the efficiency of our method
since clusterings obtained with the FS pre-processing step are as good as those
obtained without this step.
Small Soybean Diseases Dataset:
Results (Fig. 4) are similar to those obtained with Mushrooms dataset, it gives
another piece of evidence about the quality of the selected subset and of our

2 For each parameter setting (number of clusters), we carried out 10 different exper-
iments and kept the clustering corresponding to the best value for criterion QKM
(see note 3.).This was done to minimize the initialization effect on the K-Modes.

3 QKM is the criterion to be optimized (minimized) by the K-Modes method.

Datasets
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Fig. 3. Experiments on Mushrooms Dataset

Fig. 4. Experiments on S. S. Diseases Dataset

method. Note also that the number of selected attributes is quite low (about
25% of the initial attributes).

Remark: More extensive experiments involving different criterions and
methodologies for quality checking (such as external validity measures) and also
involving different clustering methods such as Kerouac method [8]) are presented
in [7]. These experiments also confirm the efficiency of our FS method. Further
experiments, concerning the composition in term of objects of each cluster of
the obtained clusterings, show that, for a given number of clusters, clustering
obtained by treating the whole set of attributes and those obtained by treating
the selected subset do have a very similar composition.

5 Further Discussion and Conclusion

In short, we propose a new filter FS method for clustering which, in addition
to classical filter methods advantages, exhibits several other interesting points:
(1) it only requires one scan of the dataset contrary to almost all other filter
approaches; (2) it has a small memory cost; (3) its algorithmic complexity is
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rather low and completely independent from the number of objects once some
needed contingency tables have been built; (4) it can deal with either numeri-
cal, categorical or mixed categorical and numerical data contrary to other filter
FS methods such as [3]; (5) similarly to [3] this method allows one to select at-
tributes of the initial set of attributes and not a selection of new virtual attributes
like approaches based on factorial analysis or multi-dimensional scaling. This is
particularly interesting if one wants to build an easily interpretable model.

Experiments have shown the efficiency of our approach concerning clusterings
quality, dimensionality reduction, noisy data handling, and computing time. We
do think that the power of this method essentially lies in the efficiency of Aq1
and Aq2 indices. Therefore many potential improvements may be investigated
such as substituting a greedy optimization method to the GA, modifying the
structure of the GA in order not to seek the ”optimal” subset of attributes but
the best subset of attributes such that it includes a fixed number of attributes.
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Abstract. In this article a simulated annealing based approach for au-
tomatically clustering a data set into a number of fuzzy partitions is pro-
posed. This is in contrast to the widely used fuzzy clustering scheme, the
fuzzy C-Means (FCM) algorithm, which requires the a priori knowledge
of the number of clusters. The said approach uses a real-coded variable
representation of the cluster centers encoded as a state of the simulated
annealing, while optimizing the Xie-Beni cluster validity index. In order
to automatically determine the number of clusters, the perturbation op-
erator is defined appropriately so that it can alter the cluster centers,
and increase as well as decrease the encoded number of cluster centers.
The operators are designed using some domain specific information. The
effectiveness of the proposed technique in determining the appropriate
number of clusters is demonstrated for both artificial and real-life data
sets.

Keywords: Pattern recognition, fuzzy clustering, cluster validity index,
variable number of clusters, simulated annealing.

1 Introduction

Clustering [1], also known as unsupervised learning, is a process of assigning
labels to a set of n patterns in X = {x1, x2, . . . , xn} ⊂ IRN , such that patterns
that are similar are assigned the same label, while those that are dissimilar get
different labels. A c-partition of X can be conveniently represented by a c × n
matrix called the partition matrix U = [uik]. In fuzzy partitioning, the following
condition must hold:

0 ≤ uik ≤ 1 ∀i, k, and
c∑

i=1

uik = 1 ∀k. (1)

Here, uik is the fuzzy membership of the kth point in the ith cluster, which
represents the probability p(i|xk) that, given xk, it came from class i.

Fuzzy C-means (FCM) [2] is a widely used fuzzy clustering technique. How-
ever, it suffers from two major limitations. First of all, FCM requires the a

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 594–602, 2005.
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priori specification of the number of clusters. Secondly, it often gets stuck at
sub-optimal solutions. Here, we aim to develop an algorithm that will automat-
ically find the fuzzy partitions, and will be able to come out of local optima. It
may be noted that in many real life situations, the number of clusters is unknown.
As a consequence, development of a technique that can automatically determine
this number (as proposed in this article) is extremely important. Since, the num-
ber of clusters is variable, the optimizing criterion of the FCM algorithm cannot
be used in this scenario. Therefore, we propose to utilize a fuzzy cluster validity
index as the optimizing criterion. Some validity measures in the context of fuzzy
clustering are the partition coefficient, partition entropy, uniform data function,
Fukuyama-Sugeno index, partition index, Xie-Beni index [3, 4, 5, 6, 7, 8, 9, 10].
In this article, we use the Xie-Beni (XB) cluster validity index as the underlying
optimizing criterion since it was found to be better able to indicate the correct
number of clusters. The searching capability of simulated annealing (SA) is used
for determining an appropriate set of cluster centers, such that the XB index
associated with the corresponding fuzzy partition is minimized.

Simulated Annealing (SA) [11, 12] belongs to a class of local search algorithm.
It utilizes the principles of statistical mechanics, regarding the behaviour of a
large number of atoms at low temperature, for finding minimal cost solutions to
large optimization problems by minimizing the associated energy. Let E(q, T ) be
the energy at temperature T when the system is in the state q. Let a new state
s be generated. Then state s is accepted in favour of state q with a probabil-
ity pqs = 1

1+e
−(E(q,T )−E(s,T ))

T

. Application of simulated annealing or deterministic

annealing for clustering has also been tackled by researchers [13, 14, 15, 16]. How-
ever, previous attempts, in general, restrict attention to partitioning the data
into crisp and/or fixed number of clusters. In contrast, here we propose a real-
coded SA based clustering technique, SACLUS, where a configuration or state
encodes the centers of a variable number of fuzzy clusters, and the XB-index
of the corresponding partition is used to measure its energy value. The pertur-
bation operator is redefined appropriately in order to be able to both increase
and decrease the number of clusters. Experimental results are demonstrated for
several artificial and real-life data sets with number of dimensions ranging from
two to nine and number of clusters ranging from two to ten.

2 Fuzzy Clustering Model

In most of the real life cases cluster boundaries are not well defined, and un-
ambiguous assignment of patterns to clusters is difficult. In such situations the
principles of fuzzy set theory, which permits an object to belong to a clus-
ter with a grade of membership, are applied to provide fuzzy clustering al-
gorithms [2]. One such widely used algorithm, the fuzzy C-Means (FCM), is
first described in this section. Thereafter, some cluster validity indices are ex-
plained.
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FCM Algorithm

The minimizing criterion used to define good clusters for fuzzy c-means partitions
is the FCM function, defined as

Jm(U, V ) =
c∑

i=1

n∑
k=1

(uik)mD2
ik(vi, xk). (2)

Here U ∈Mfcn is a fuzzy partition matrix; m ∈ [1,∞] is the weighting exponent
on each fuzzy membership; V = [v1, . . . , vc] represents c cluster centers; vi ∈ IRN ;
and Dik(vi, xk) is the distance from xk to the ith cluster center. The Fuzzy c-
Means theorem [2] states that if Dik > 0, for all i and k, then (U, V ) may
minimize Jm, only if when m > 1

uik =
1∑c

j=1(
Dik(vi,xk)
Djk(vj ,xk) )

2
m−1

, for 1 ≤ i ≤ c; 1 ≤ k ≤ n, (3)

and

vi =
∑n

k=1(uik)mxk∑n
k=1(uik)m

, i ≤ i ≤ c. (4)

A common strategy for generating the approximate solutions of the minimiza-
tion problem in Eqn. 2 is by iterating through Eqns. 3 and 4 (also known as
Picard iteration technique). A detailed description of the FCM algorithm may
be found in [2].

Fuzzy Cluster Validity Index

Cluster validity index is often used to indicate the goodness of a partitioning of
a data set as obtained by a clustering algorithm. Xie and Beni [10] proposed one
such validity measure which is defined as the ratio of the total variation σ to the
minimum separation sep of the clusters, where σ and sep can be written as

σ(U, V ; X) =
c∑

i=1

n∑
k=1

u2
ik||xk − vi||2, and sep(V ) = min

i 
=j
{||vi − vj ||2}. (5)

The XB index is then written as

XB(U, V ; X) =
σ(U, V ; X)
n sep(V )

=
∑c

i=1
∑n

k=1 u
2
ik||xk − vi||2

n(mini 
=j{||vi − vj ||2})
. (6)

When the partitioning is compact and good, value of σ should be low while sep
should be high resulting in low values of the Xie-Beni (XB) index.

3 SACLUS: Simulated Annealing for Automatic
Clustering

The basic steps of simulated annealing are shown in Fig. 1. Here Tmax and Tmin

are the initial and final temperatures respectively, k is the number of iterations
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Begin
generate the initial configuration randomly = q
Let T = Tmax and E(q, T ) the energy of q
while (T ≥ Tmin)

for i = 1 to k
Perturb the configuration q to yield s with energy E(s, T )
Set q ← s with probability 1

1+e−(E(q,T )−E(s,T ))/T

end for
T = rT

end while
Decode the configuration q to provide the solution of the problem.

End

Fig. 1. Steps of Simulated Annealing

carried out at each temperature, and the temperature is decreased using the
cooling schedule T = rT , where 0 < r < 1.

For the purpose of clustering, the cluster centers, whose number can vary,
constitute a configuration (state) in SA. In order to generate the initial state of
the SACLUS, a random integer, c, is selected from the range [cmin, cmax] and c
randomly selected points from the data constitute the initial cluster centers. For
determining the energy, the centers encoded in a string are first extracted and
the corresponding membership values are computed using Eqn. 3. The energy is
then computed using the Xie-Beni (XB) index as defined in Eqn. 6. Thereafter,
the new cluster centers are computed using Eqn. 4, which are used to replace
the original cluster centers encoded in the SA state.

In order to generate a new state from the current one, a perturbation function
is applied. This is defined in such a way that it has the capability of perturbing
a cluster center (PerturbCenter), reducing the number of clusters by deleting
a cluster (DeleteCenter) as well as splitting an existing cluster (SplitCenter)
with equal probability. These three operations are described below.

PerturbCenter: Here, a cluster center is picked at random from the string, and
its value on every feature, v, is allowed to change by atmost f percent.

DeleteCenter: For this purpose, the smallest cluster is chosen, and it is deleted
from the string. The size of a cluster Ci is defined as the sum of the membership
values of all the points assigned to Ci, or equivalently its fuzzy cardinality. That
is |Ci| =

∑n
k=1 uik.

SplitCenter: In this function, the largest cluster, i, computed using the above
equation, is selected, and the corresponding center, say vi, is replaced by two
centers, vi1 and vi2, as follows. A point, say xk, whose membership to cluster i is
smaller than but closest to 0.5 is found. Note that all points closer to vi than this
point have membership values greater than 0.5. The extent of the cluster along all
the dimensions is computed as extent[j] = |(xk[j]− vi[j])|, j = 0, 1, . . . , N − 1,
where N is the number of dimensions. The two new cluster centers resulting
from the splitting of cluster i are computed as vi ± extent.
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After the new state is generated, its energy (or, the XB index value for the
corresponding fuzzy partitioning of the data) is computed. In case, the energy
of the new state is lower than that of the previous state, then the new state is
accepted. In case the energy of the new state is greater than or equal to that of
the previous state, the new state is accepted with the probability defined earlier.

4 Experimental Results

The effectiveness of the proposed algorithm in automatically clustering a data
set is demonstrated for two artificial and two real-life data sets. The data sets,
along with the implementation parameters, are first described in this section.
Subsequently, the partitionings provided by the proposed technique, and its com-
parison with FCM is provided.

4.1 Data Sets and Implementation Parameters

The two artificial data sets that have been used in this article are AD 10 2
and AD 9 2 and the two real-life data sets are Cancer and Kalaazar. Note that
results on several other data sets are also available, but could not be included in
order to restrict the size of the article. AD 10 2 is a two dimensional overlapping
data set with 10 clusters and 500 points. Fig. 2 shows the data set. AD 9 2 is a
two-dimensional, nine class data with triangular distribution of data points. All
the classes are assumed to have equal a priori probabilities (= 1/9). The X −Y
ranges for classes 1-9 are [-3.3, -0.7] × [0.7, 3.3], [-1.3, 1.3] × [0.7, 3.3], [0.7, 3.3]
× [0.7, 3.3], [-3.3, -0.7] × [-1.3, 1.3], [-1.3, 1.3] × [-1.3, 1.3], [0.7, 3.3] × [-1.3,
1.3], [-3.3, -0.7] × [-3.3, -0.7], [-1.3, 1.3] × [-3.3, -0.7], and [0.7, 3.3] × [-3.3, -0.7]
respectively. The data set is shown in Fig. 3. We have chosen the classes in such
a way that each class has some overlap with everyone of its adjacent classes.
In any direction the non-overlapping portion is 1.4 units and the overlapping
portion is 1.2 units.
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Automatic Determination of the Number of Fuzzy Clusters 599

The Cancer data has 683 pattern in nine features (clump thickness, cell size
uniformity, cell shape uniformity, marginal adhesion, single epithelial cell size,
bare nuclei, bland chromatin, normal nucleoli and mitoses), and two classes ma-
lignant and benign. The two classes are known to be linearly inseparable. The
data set is available in [http://www.ics.uci.edu/∼mlearn/MLRepository.html].
The Kalaazar data [17] consists of 68 patterns in four dimensions with two
classes: diseased and normal/cured. The four features are the measurements of
blood urea (mg%), serum creatinine (mg%), urinary creatinine (mg%) and cre-
atinine clearance (ml/min).

The parameters of the SACLUS algorithm are as follows: Tmax = 100, Tmin =
0.0001, α = 0.7, and #iterations at each temperature = 30. The number of
clusters, c, is varied from 2 to

√
n (since c is usually assumed to be less than or

equal to
√
n), where n is the size of the data set.

4.2 Comparative Results with FCM

Tables 1(a) - 2(b) provide the comparative results of SACLUS and FCM for
AD 10 2, AD 9 2, Cancer and Kalaazar respectively. Table 3 summarizes the
number of clusters provided by the two techniques when the minimum value of
XB-index is achieved, and the corresponding value of m for the five data sets. As
can be seen from Tables 1(a) - 2(b), the SACLUS technique generally provides

Table 1. Comparative Values of Number of Clusters and XB-index for

(a) AD 10 2 (b) AD 9 2

m FCM SACLUS
# clusters XB # clusters XB

1.6 9 0.0998 9 0.0968
1.8 9 0.0857 10 0.0835
2.0 9 0.0828 10 0.0758
2.2 9 0.0903 10 0.0785
2.4 8 0.1056 10 0.0880

m FCM SACLUS
# clusters XB # clusters XB

1.6 9 0.0892 9 0.0885
1.8 9 0.0788 9 0.0787
2.0 9 0.0765 9 0.0739
2.2 9 0.0817 9 0.0793
2.4 9 0.0921 9 0.0954

Table 2. Comparative Values of Number of Clusters and XB-index for

(a) Cancer (b) Kalaazar

m FCM SACLUS
# clusters XB # clusters XB

1.6 2 0.1167 2 0.1125
1.8 2 0.1116 2 0.1093
2.0 2 0.1103 2 0.1059
2.2 2 0.1117 2 0.1073
2.4 2 0.1150 2 0.1101

m FCM SACLUS
# clusters XB # clusters XB

1.6 5 0.2034 2 0.1570
1.8 5 0.2067 2 0.1448
2.0 5 0.2192 2 0.1333
2.2 5 0.2353 2 0.1379
2.4 5 0.3033 2 0.1440
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Table 3. Number of Clusters, m and Value of XB-index Obtained by SACLUS and
FCM

Data Set SACLUS FCM
# clusters m XB # clusters m XB

AD 10 2 10 2.0 0.0758 9 2.0 0.0828
AD 9 2 9 2.0 0.0739 9 2.0 0.0765
Cancer 2 2.0 0.1059 2 2.0 0.1103

Kalaazar 2 2.0 0.1333 5 1.6 0.2034

lower values of the XB-index for all values of m for all the data sets, except
for except for AD 9 2 when m = 2.4. Moreover, as can be seen from Table 3,
the SA based method provides the correct number of clusters for all the data
sets. In contrast, FCM fails to provide this for AD 10 2 and Kalaazar, where it
yields 9 and 5 clusters respectively. Note that the number of clusters provided
by FCM for a particular value of m was obtained by varying c, the number of
clusters, from max[2, c∗− 2] to c∗ + 2, where c∗ is equal to the actual number of
clusters present in the data. The value of c for which the minimum value of the
XB-index was obtained was considered to be the number of clusters provided
by FCM. For the purpose of illustration, Figures (a) and (b) demonstrate the
variation of the value of the XB-index with the number of clusters for differ-
ent values of m for AD 10 2 and Cancer respectively when FCM is used for
clustering. The values of the number of clusters for FCM, as provided in Ta-
bles 1(a) and 2 (and similarly for the other data sets), are obtained from the
above figures.
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Fig. . Clustered Data Using SACLUS with the XB Index (a) AD 10 2 When 10
Clusters Were Obtained Labeled 0-9, (b) AD 9 2 When 9 Clusters Were Obtained
Labeled 1-9

It may be noted from Table 3 that, in general, the lowest value of the XB-
index corresponds to m = 2.0. The only exception is for the Kalaazar data set,
where this is obtained for m = 1.6 when FCM is used. Figures (a) and (b)
demonstrate the clustered AD 10 2 and AD 9 2 for the purpose of illustration.

5 Discussion and Conclusions

In this article, an unsupervised fuzzy classification algorithm has been proposed
for automatic determination of the number of clusters as well as the proper
partitioning of the data. Simulated annealing has been used as the underlying
search strategy as it has the capability of coming out of local optima. Since the
number of clusters is not known a priori, it is kept variable in the representation.
Therefore, in order to perturb the current state, several perturbation operators,
namely, PerturbCenter, DeleteCenter and SplitCenter are proposed. Xie-Beni
index has been used as the minimizing criterion, since it has been previously
shown to be better able to indicate the correct number of clusters. Experimental
results demonstrating the effectiveness of the proposed technique along with a
comparison with the FCM algorithm, that requires the a priori knowledge of
the number of clusters, has been provided for several artificial and real-life data
sets.

As a scope of further research, a detailed comparative analysis needs to be
carried out with other ways computing the validity indices as well as other sim-
ilar search techniques in order to justify the use of a particular index and an
underlying search tool for a given problem. Application of the proposed tech-
nique in different domains, e.g., for image segmentation, may be studied in
future.

5
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Abstract. The q-matrix method, a new method for data mining and knowledge 
discovery, is compared with factor analysis and cluster analysis in analyzing 
fourteen experimental data sets.  This method creates a matrix-based model that 
extracts latent relationships among observed binary variables.  Results show 
that the q-matrix method offers several advantages over factor analysis and 
cluster analysis for knowledge discovery.  The q-matrix method can perform 
fully unsupervised clustering, where the number of clusters is not known in 
advance.  It also yields better error rates than factor analysis, and is comparable 
in error to cluster analysis.  The q-matrix method also allows for automatic 
interpretation of the data sets.  These results suggest that the q-matrix method 
can be an important tool in automated knowledge discovery. 

1   Introduction 

Knowledge discovery and data mining are increasingly important tools [4,5].  We 
present the q-matrix method, a tool used in the automatic analysis of educational data, 
and analyze this method in several experiments to explore its use as a knowledge 
discovery tool. 

The q-matrix method is a clustering method used in fault-tolerant teaching systems 
for the adaptation of online tutorials to student knowledge [1]. It was originally 
developed through research in student modeling and knowledge remediation 
[1,2,3,6,11] and is related to theories of knowledge representation as in [12]. The 
advantage of this method over other intelligent tutoring systems is its generality: The 
q-matrix method can be applied to any tutorial independent of topic.  The method can 
also be set to remain static or to modify itself as new data are collected.   In addition 
to its use in computer-based educational applications, q-matrices can also be used to 
understand data in other settings.  This research presents the first interpretation of the 
q-matrix method as a knowledge discovery and data mining tool, and compares it 
with two other analysis techniques. 

                                                           
* This work was partially supported by NSF grants #9813902 and #0204222. 
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In our previous research, we explored the literature related to the q-matrix method 
and presented our results for testing its validity for use in directing student progress in 
computer-based tutorials [1].  In this research, the first to consider the method as a 
clustering method, we compare the q-matrix method with factor analysis and k-means 
cluster analysis for fitting and understanding data in fourteen experiments. Using this 
comparison, we verify the validity of the relationships found by the q-matrix method, 
and determine the factors that affect its performance.  These experiments use data 
collected from online tutorials, where the goal is to automatically assess student 
knowledge and determine the next step in student learning.  Throughout this work we 
will refer to the utility of the q-matrix method in this application.  However, we 
believe this application is not unique to the education domain.  In other words, the 
automatic extraction of latent relationships in the data set, and the concept model 
created, could be used in automatic data processing in many applications. 

2   Data Collection 

Data were collected from several computer-based tutorials on the NovaNET [9] 
educational network, which are required for the authors’ Discrete Mathematics course 
in Fall 2002. One tutorial in binary relations contains three sections: binq1, binq2, and 
binq3. The second tutorial, count, is one on basic combinations and permutations.  In 
these four experiments, data are student answer vectors, where a 1 corresponds to a 
correct answer and a 0 corresponds to an incorrect answer for a particular question.  A 
sample answer vector in binq1 of 11010 corresponds to a student answering questions 
1,2, and 4 correctly and 3 and 5 incorrectly. 

The third tutorial is a formal logic proof checker.  Solutions to its ten proof 
problems are lists of successive rule applications, with references to the rules and 
lines used in each step.  For one proof, a solution is translated into an “answer vector” 
by listing the rules that were used in a proof, and then placing a 1 in a student’s 
answer vector if they used that rule and a 0 otherwise.  This resulted in 10 separate 
experiments, pf1-pf10. 

In each experiment, approximately 100 student answer vectors were analyzed 
using three methods: the q-matrix method, factor analysis, and cluster analysis.  

3   Q-Matrix Method 

Static q-matrix models created by content experts were originally developed to 
explain relationships between the concepts students learn in arithmetic to questions 
they solve on tests [2], and they are now used in intelligent tutoring systems to relate 
underlying concepts to problems [12].  Q-matrices were originally binary matrices but 
were adapted and interpreted as probabilities by Brewer in his experiment on 
simulated students [3] and by Sellers in its first application with a small set of real 
students [11].  

A q-matrix is a matrix that represents relationships between a set of observed 
variables  (e.g. questions),  and latent variables that relate these observations.  We call  
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Table 1. Example q-matrix 

 q1 q2 q3 q4 q5 q6 q7 
c1 1 0 0 0 0 1 1 
c2 1 1 0 1 0 0 1 
c3 1 1 1 0 0 0 0 

these latent variables “concepts.”  An example q-matrix is given in Table 1 below.  In 
this q-matrix, the observed variables are 7 questions q1-q7, and the concepts are c1-
c3.  For simplicity, this example is given with binary values. 

For a given q-matrix Q, the value of Q(Con,Ques) represents the conditional 
probability that Ques will be TRUE given that the underlying concept Con is not 
present.  In the context of our educational experiment, this is the probability that a 
student will miss the question Ques given that they do not understand concept Con.  
In Table 1, this means that question q1 will not be answered correctly unless a student 
understands all three concepts c1-c3.  Question q2 will not be answered correctly 
unless a student understands concepts c2 and c3, even if the student does not 
understand concept c1.  In contrast, question q5 can be answered correctly without 
understanding any of the concepts c1-c3.  This indicates that prerequisite knowledge 
not represented in the q-matrix affects the answer to q5.  In a more general setting, 
“concepts” can be thought of similarly to the components extracted in PCA (principal 
components analysis), since they represent abstract data vectors that can be used to 
understand a larger set.  These concepts can also be used to describe different clusters 
of observed data. 

Each cluster in the q-matrix method is represented by its concept state, a vector of 
bits where the kth bit is 0 if the students do not understand concept k, and a 1 if they 
do.  Each concept state also has associated with it an ideal response vector (IDR), or 
representative vector, that is determined using the concept state and the q-matrix.  For 
each question q in the q-matrix we examine the concepts needed to answer that 
question. If the concept state contains all those needed for q, we set bit q in the IDR to 

1, and otherwise to 0.  There are 2
NumCon

 concept states for a q-matrix with NumCon 
concepts.  A concept state’s ideal response vector (IDR) is the answer we predict a 
student in that state would give under ideal conditions (e.g. he does not make any 
slips or guesses). 

Mathematically, given a q-matrix Q with NumCon concepts, and a concept state 
Con, where Con(k) denotes whether concept k is understood or not, we calculate the 
ideal response (IDR) for each question Ques as: 

(1) 

Table 2 lists the IDRs for all the possible concept states for the q-matrix given in 
Table 1.  The all-zero concept state 000 describes the “default” knowledge not 
accounted for in the model, while the all-one concept state 111 describes full 
understanding of all concepts.  Concept state 011’s IDR corresponds to a binary OR 

IDR(Ques) = 
1 Con(k) =1

1 Q(k,Ques) Con(k) = 0

 
 
 

 
 
 k=1

NumCon

 . 
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Table 2.  Ideal Response Vectors for each Concept State 

Concept State IDR Concept State IDR 

000 0000100 100 0000110 
001 0010100 101 0010110 
010 0001100 110 0001111 
011 0111100 111 1111111 

of the IDRs for concept states 001 and 010, plus the addition of a 1 for q2, which 
requires both concepts c2 and c3 for a correct outcome. 

3.2   Q-Matrix Model Evaluation 

To evaluate the fit of a given q-matrix to a data set, we compute its concept states and 
IDRs as in Table 2 and determine each data point’s nearest neighbor from the set of 
IDRs.  The data point is then assigned to the corresponding concept state, with an 
associated error, which is the L1 distance between the IDR and the data point.  In other 
words, the distance d(p,IDR) between data point p and its IDR is: 

(2) 

For example, for a data vector 0111110 and the q-matrix given in Table 1, the 
nearest IDR would be 0111100 in concept state 011, and the error associated with this 
assignment is 1, since there is only one difference between the data point and its 
nearest IDR.  The total error for a q-matrix on a given data set is the sum of the errors 
over all data points.   

3.3   Q-Matrix Model Extraction 

The q-matrix method of model extraction is a heuristic hill-climbing method that 
varies q-matrix values to minimize the error in student answer predictions, as first 
suggested in [2]. The method described in this research is that used in [11], but 
modified to ignore data with all-zero or all-ones responses.  These data are not 
important in fitting the data, since their assigned concept states will be either concept 
state 0 (in the all-zero case), or the highest-numbered concept state (in the all-ones 
case). 

To find an optimal q-matrix, we iterate the algorithm given in Table 3 for a set 
number of concepts, NumCon, until we meet a pre-set stopping criterion.  Here, the 
average error per student should be less than 1.  The parameter NumStarts allows 
enough random starts to avoid local minima.  In the interior loop of the algorithm, 
single values in the q-matrix are optimized (by Delta at a time) while the rest of the q-
matrix is held constant.  Therefore, several (NumIter) passes through the entire q-
matrix are made.  In these experiments, NumStarts was set to 50, Delta was set to 0.1, 
and NumIter was set to 5. 

d(p,IDR) = p(q) IDR(q)
q
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Table 3. Q-matrix method pseudo-code for fixed NumCon 

These parameters usually yielded consistent outcomes for the final q-matrix when 
run several times on the same data.  In other experiments, these parameters will have 
to be adjusted according to the size of the data set and the number of questions. 

The efficiency of the algorithm is roughly quadratic in the size of the input data 
(number of student responses * number of questions).  The number of concept states 
is usually close to the number of questions, so therefore the number of concepts 
extracted will be approximately the logarithm of the number of questions. A more 
detailed analysis of the running time of this algorithm is left for future work. 

4   Comparison with Factor Analysis 

Factor analysis is a statistical process, often used in the social sciences, that attempts 
to extract latent (i.e. unknown and unobservable) variables from observed data [8].  
The final results of a factor analysis include a factor matrix and factor loadings, 
respectively, the eigenvectors and eigenvalues of the correlation matrix of the 
observed data. The factor matrix is typically interpreted to demonstrate which 
observed variables correspond to the latent, or underlying, factors that caused the 
observations.  If the magnitude of a factor matrix score is 0.3 or more, then the 
corresponding variable is related to the factor, and otherwise it is not.  Before 
interpretation, the factor matrix has been “rotated” to yield distinct factors that 
account for most of the observed variance [8]. 

SAS was used to perform a factor analysis on student answers for fourteen online 
tutorials [10].  The SAS “proc factor” was used with “PRIORS=max” and the percent 
of variance stopping criterion. (Note: with PRIORS set to 1, factor analysis is 

Set MinError = LargeNumber;
For Starts= 1 to NumStarts 

Randomly initialize Q[NumCon][NumQues]; 
Set Q* = Q; Set CurrError = Error(Q) ; 
For Iter = 1 to NumIter; 
   For c= 1 to NumCon 
      For q= 1 to NumQues 
         Q*[c][q] = Q[c][q] + Delta; 
         If (Error(Q*) < CurrError) 
            Do 
               Set Q=Q*; Set CurrError = Error(Q*); 
               Q*[c][q] = Q[c][q] + Delta; 
            While (Error(Q*) < CurrError); 
         Else 
            Q*[c][q] = Q[c][q] – Delta; 
            While (Error(Q*) < CurrError) 
                  Set Q=Q*; Set CurrError = Error(Q*); 
                  Q*[c][q] = Q[c][q] - Delta; 
 If (CurrError < MinError) 
   Set BestQ = Q; Set MinError = CurrError; 
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equivalent to PCA, principle components analysis). Most of the experiments yielded 
four factors.   

For a fair comparison of the methods, each q-matrix analysis was performed with 
the number of concepts equal to the number of extracted factors.  Then, the factor and 
q-matrix results were converted to binary by rounding scores less than 0.3 to 0, and 
those higher to 1.  We note that the q-matrix scores were already near 0 and 1 values. 

The error for both the q-matrix and factor analysis methods, calculated as 
described above for a q-matrix, is shown in Fig. 1.  The errors per student for the q-
matrix method are all less than 1.25, while the errors for factor analysis range up to 
almost 3 errors per student.  With less than 10 questions in each experiment, an error 
rate of 2 per student is more than 20% error in answer prediction.  Our goal is less 
than 1 error per student, or in other words, less than 1 error per data point on average 
in each experiment. This is much more consistently attained using the q-matrix 
method. 

Fig. 1. Factor analysis and q-matrix errors per student on each of 14 experiments 

Fig. 2 shows that the difference in performance between the factor analysis and q-
matrix methods can be primarily understood by examining the relative number of 
distinct observations made in each experiment. For each experiment, the first column 
plotted, “# diff ans/max,” is the actual number of distinct observations, scaled by the 
maximum number of distinct observations made.  The second column represents a 
ratio of the q-matrix error over the factor analysis error.  The lower the number of 
distinct observations, the better the q-matrix method performed relative to factor 
analysis.   

In 1996, Brewer compared factor analysis with the q-matrix method on simulated 
student data and found that factor analysis requires 10 to 100 times more data than the 
q-matrix method does to achieve an equivalent fit [3].  Our work confirms and 
expands this finding on real student data, and shows that the q-matrix method nalso 
outperforms factor analysis when fewer distinct observations exist in the data set. This 
difference in performance can be explained simply through an examination of the two 
methods of model extraction.  In factor analysis we pre-process the data to create a 
correlation matrix. This prevents the model from explaining the differences in 
individual responses as the q-matrix can, since the q-matrix method builds its model 
by minimizing the sum of all individual errors. 
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Fig. 2. Ratio of q-matrix to factor error and relative # of distinct observations 

5   Comparison with Cluster Analysis 

Cluster analysis is a common data mining technique to group data based on a distance 
criterion, providing a way to classify data without a priori knowledge of the 
classification types. Although k-means cluster analysis is not the best technique for 
clustering binary data [7], we were interested in whether the q-matrix method error 
statistics would be comparable to those found in a typical cluster analysis.  

For each experiment, we ran a cluster analysis using the SAS procedure fastclus, 
with parameters least = 1 and maxclusters is set to the number of clusters found in the 
q-matrix analysis for a fair comparison.  The “least = 1” parameter corresponds to the 
L1 distance metric, where the distance is the number of differing bits between two 
vectors. 

The proc fastclus algorithm is an iterative algorithm.  First, a random seed is chosen 
from the data set for each cluster.  Then, each observation is assigned to the cluster 
whose seed is nearest.  At the end of an iteration, each seed is reset to be the cluster 
median.  The observation clusters are recalculated, and cluster seeds reset, iteratively, 
until the maximum relative change in the cluster seeds is less than 0.0001 [10]. 

Fig. 3.  Ratio of cluster over q-matrix error for 2,3, & 4 concepts 
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Fig. 3 charts the ratio of cluster over q-matrix error for 10 experiments.  In all 
cases, except for pf2 with 2 concepts, and pf3 with 3 concepts, the cluster analysis 
method resulted in a much smaller error than the q-matrix method.  In the exceptional 
cases, there were fewer distinct answers in the data set, so a skew towards a q-matrix 
predicted IDR could cause this difference in performance. 

For our second comparison, we treat the q-matrix analysis as one step in a k-means 
cluster analysis to determine how close to cluster “convergence” we might be.  Four 
of the 10 q-matrices compared (for experiments pf2, pf3, pf8, and pf10) formed 
clusters that met the convergence criteria for a cluster analysis.  Four more q-matrices 
(for experiments pf1, pf4, pf7, and pf9) converged after one more iteration of a cluster 
analysis.  The two remaining q-matrices (pf5 and pf6) converged after two more 
iterations. 

These convergence results indicate that the clusters formed by a q-matrix analysis 
are similar to those formed by a cluster analysis.  Not all of the cluster formations 
created by the q-matrix analysis meet the convergence criterion since there are  
relationships imposed on the clusters.  Using these relationships, the q-matrix model 
can explain the clusters using approximately the log of the number of clusters for its 
number of concepts.  This advantage outweighs the difference in error for the two 
models.  In addition, since the q-matrix method may generate more clusters than are 
actually used, this method may be more flexible when applied to new data. 

6   Final Remarks 

Our results suggest that the q-matrix method has several advantages over factor 
analysis and cluster analysis for knowledge discovery in the selected experiments.  
The q-matrix method builds an interpretable model for data, without a priori 
knowledge of concepts or clusters needed, in a fully automated process.  It requires 
less data than factor analysis (which is important in educational applications), and 
may be less sensitive to over-fitting than cluster analysis. Like these other methods, 
the q-matrix method forms reasonable clusters of data, but imposes a structure to 
these clusters that has been used in adaptive systems [1].  We believe that this 
structure can offer a great advantage over cluster analysis in the knowledge discovery 
process.  In future work we plan to demonstrate this advantage on a variety of data 
sets, including quantitative data scaled to [0,1].  We also plan to perform a detailed 
analysis of the efficiency and robustness of the algorithm and its convergence criteria. 
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Abstract. This paper presents a novel method called modified multi-
scale matching, that enable us to multiscale structural comparison of
irregularly-sampled, different-length time series like medical data. We
revised the conventional multiscale matching algorithm so that it pro-
duces sequence dissimilarity that can be further used for clustering. The
main improvements are: (1) introduction of a new segment representa-
tion that elude the problem of shrinkage at high scales, (2) introduction
of a new dissimilarity measure that directly reflects the dissimilarity
of sequence values. We examined the usefulness of the method on the
cylinder-bell-funnel dataset and chronic hepatitis dataset. The results
demonstrated that the dissimilarity matrix produced by the proposed
method, combined with conventional clustering techniques, lead to the
successful clustering for both synthetic and real-world data.

1 Introduction

Temporal data mining [1] has been receiving much attention in medical domain
since it provides a new, data-oriented way of discovering interesting knowledge
useful for diagnosis; for example relationships between the temporal course of
examination results and onset time of diseases. Especially, data mining concern-
ing chronic diseases such as viral hepatitis B and C attracts much interest of
physicians since it enables us the large-scale comparison of chronic temporal
courses over patients. However, despite its significance, the cross-patient com-
parison of the time-series examination results of chronic disease patients has
rarely been performed due to the following difficulties. (1) Temporal irregularity
of the data: Intervals of laboratory examinations can vary depending on the pa-
tient’s condition over long time. Therefore, the sampling interval of a time-series
is in nature irregular, and, the length of the sequences is also different. This
prevents the use of conventional point-to-point comparison based methods. (2)
Coexistence of short-term and long-term events. For example in chronic viral
hepatitis, short-term changes induced by interferon treatment can be observed
during several months, while long-term changes by virus can be observed for
several years. Comparison should be performed by taking the correspondence
between events into account. Namely, in order to compare such inhomogeneous
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time-series medical data, we have to partly change our observation scales ac-
cording to the granularity of data and the possible size of events.

Dynamic Time Warping (DTW) [3, 2] is a well-known method that compares
irregular-length sequences without any discretization. It makes pairs of the near-
est points, one from each sequence, allowing one-to-many matching. However,
the comparison scheme of DTW is basically local dissimilarity and thus it does
not perform structural comparison of the time series. Another well-known ap-
proach is subsequence clustering [4], that compares subsequences of the original
sequences generated using a sliding window of the fixed width. However, it is
pointed out that the representatives of clusters obtained using this approach do
not correctly reflect the common features of sequences [5]. Frequency-domain
based approaches [6, 7] can also be applied to time series analysis. However, in
general they do not recognize the structural features of a sequence, for example,
the place of inflection points. Therefore, it is difficult to represent and visualize
the correspondence between partial sequences used for comparison.

This paper presents the modified multiscale matching, a pattern recognition-
based comparison method that solves the above problems.

2 Modified Multiscale Matching

Multiscale matching is a method for observing and comparing two curves at
various scales, from detail to gross. There are various methods for multiscale
representation including the frequency-based methods. Among them, a method
based on scale-space filtering [8, 12] is widely used, because (1) it employs cur-
vature, which is a fundamental feature of planar curves [10], and (2) it preserves
monotonicity of the structural changes induced by scale increase [11]. Later, Ueda
et al. [13] enabled the use of discrete scales and comparison of largely distorted
curves by introducing a segment-based matching, where a segment corresponds
to a subsequence between two adjacent inflection points.

In this section, we present a method called modified multiscale matching,
which enables us the multiscale comparison of time series. The main improve-
ments are: (1) introduction of a new segment representation that elude the prob-
lem of shrinkage [14] at high scales, (2) introduction of a new dissimilarity mea-
sure that directly reflects the dissimilarity of sequence values.

2.1 Multiscale Description Using the Modified Bessel Function

Let t denote a time parameter and x(t) denote a time series of examination
results. Let σ denote an observation scale and g(t,σ) be a Gaussian with variance
σ2. Then the time series at scale σ, X(t,σ), is obtained by convoluting x(t) with
g(t,σ) as follows.

X(t,σ) = x(t)⊗ g(t,σ) =
∫ +∞

−∞
x(u)

1
σ
√

2π
e−(t−u)2/2σ2

du (1)
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Fig. 1. Illustrative example of multiscale matching.

Figure 1 shows an example of multiscale description. Increase of scale corre-
sponds to the increase of deviance in Gaussian function. Therefore, it induces the
decrease of weights for neighbors, and smoothing over wide area. Consequently,
simplified time series with less inflection points are obtained. Curvature of the
time series at time point t is defined by

K(t,σ) =
X ′′

(1 + X ′2)3/2
(2)

where X ′ and X ′′ denotes the first- and second-order derivatives of X(t,σ). The
m-th order derivative of X(t,σ), X(m)(t,σ), is defined by

X(m)(t,σ) =
∂mX(t,σ)

∂tm
= x(t)⊗ g(m)(t,σ) (3)

It should be noted that many of the real-world time-series data, including med-
ical data, can be discrete in time domain. Thus, a sampled Gaussian kernel is
generally used for calculation of 1, changing an integral to summation. However,
Lindeberg [9] pointed out that, a sampled Gaussian may lose some of the proper-
ties that a continuous Gaussian has, for example, non-creation of local extrema
with the increase of scale. Additionally, in a sampled Gaussian kernel, the center
value can be relatively large and imbalanced when the scale is very small. Ref. [9]
suggests the use of kernel based on the modified Bessel function, as it is derived
by incorporating the discrete property. Since this it influence the description
ability of detailed structure of time series, we employed the Lindeberg’s kernel
and derive X(t,σ) as follows.

X(t,σ) =
∞∑

n=−∞
e−σIn(σ)x(t− n) (4)

where In(σ) denote the modified Bessel function of order n. The first- and second-
order derivatives of X(t,σ) are obtained as follows.
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X
′
(t,σ) =

∞∑
n=−∞

−n
σ
e−σIn(σ)x(t− n) (5)

X
′′
(t,σ) =

∞∑
n=−∞

1
σ

(
n2

σ
− 1)e−σIn(σ)x(t− n) (6)

2.2 Trace of Segment Hierarchy and Matching

For each time series represented by multiscale description, we obtain the places
of inflection points according to the sign of curvature. Then we divide each time
series into a set of convex/concave segments, where both ends of a segment
correspond to adjacent inflection points. Let A be a sequence at σ(k) composed
of N segments. Then A is represented by A(k) = {a(k)

i | i = 1, 2, · · · , N (k)},
where a(k)

i denotes i-th segment at scale σ(k). Similarly, Another sequence B at
scale σ(h) is represented by B(h) = {b(h)

j | j = 1, 2, · · · ,M (h)}.
Next, we chase the cross-scale correspondence of inflection points from top

scales to bottom scale. It defines the hierarchy of segments and enables us to
guarantees connectivity of segments obtained from different scales. For details
of algorithms for checking segment hierarchy, see ref. [13]. In order to apply the
algorithm for closed curve to 1D time series, we allow replacement of odd number
of segments at sequence ends, since cyclic property of a set of inflection points
can be lost.

The main procedure of multiscale matching is to search the best set of seg-
ment pairs that satisfies both of the following conditions:

1. Complete Match: By concatenating all segments, original sequence should
be completely formed without any gaps or overlaps.

2. Minimal Difference: The sum of segment dissimilarities over all segment pairs
should be minimized.

The search is performed throughout all scales. For example, in 1, five contiguous
segments at the lowest scale of Sequence A are integrated into one segment at
the highest scale, and the integrated segments well match to one segment in
Sequence B at the lowest scale. Thus the set of the five segments in Sequence
A and the one segment in Sequence B will be considered as a candidate for
corresponding subsequences. While, another pair of segments will be matched at
the lowest scale. In this way, if segment pairs present short-term similarity, they
are matched at a lower scale, and if they present long-term similarity, they are
matched at a higher scale.

2.3 A New Segment Representation for Time Series and New
Segment Difference

As described previously, the primary factor for selecting the best segment pairs
is minimization of the accumulated dissimilarities. Therefore, the definition of
segment dissimilarity is critical. Generally, the dissimilarity is derived by pa-
rameterizing the features of spaces, for example, curvature, length etc., and
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calculating the difference of two segments w.r.t. these parameters. It means that
shape parameters of a segment are derived using the shape of smoothed curve at
each scale. This approach includes the following problems when applied to time
series.

– Shrinkage: If scale becomes higher, the shape of a time series will shrink
toward a line or point, due to excessive smoothing with neighbors [14]. Se-
quence at a high scale contains almost flat segments, for which shape pa-
rameters becomes very small. Consequently, high-scale match will be too
much facilitated. A cost can be added for suppressing excessive mergence
of segments [13], however, it would make the dissimilarity measure be cost-
sensitive.

– Mixture of multiple attributes in the resultant dissimilarity:
In order to evaluate the structural dissimilarity of segments, different types of
geometric features should be parameterized and included in the dissimilarity
measure. However, this allows the presence of different attributes in the
accumulated (total) dissimilarity, making it difficult to reversely interpret
the contribution of each factors from the clustering results.

In order to solve these problems, we have developed a new segment represen-
tation and a new dissimilarity measure for time-series.

Shape Parameters Using Base Segments. According to the segment hier-
archy, each segment can be exactly associated with one or more segments at the
lowest scale, which we call base segments. Focusing on this feature, we derive
shape parameters of each segment using those of the base segments. The main
difference compared to the previous approach is that the smoothed curves are
used only for determining places of inflection points and for tracing segment
hierarchy, and never used for deriving segment shape parameters. By this we
exclude the corruption of shapes induced by shrinkage at high scales.

The new shape parameters consist of the following four components.

– Amplitude(amp): Vertical amplitude from the peak point to baseline.
– Width (width): Width between both ends.
– Vertical shift (height): Vertical shift between both ends.
– Phase (phase): Phase at the left end.

Figure 2 left illustrates the shape parameters for a single base segment a(0)
i . For

simplicity, we omit the scale notation ((0)) for base segments and represent a(0)
i

as ai. Amplitude of a base segment ai, amp(ai), is measured from the peak point
pk[ai] to the base line connecting both ends left[ai] and right[ai]. The shape
parameters of base segments will be inherited toward segments at a higher scale,
until the base segments will be merged and replaced into another segment by
smoothing. Thus the parameters will be preserved for scale changes that do not
induce replacement of segments.
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Fig. 2. Segment parameters: left: single (base) segment, right: replaced segments

Figure 2 right illustrates the shape parameters for a segment a(k)
m at scale k,

that replaces n contiguous base segments {ai, ai+1, . . . , ai+n−1}. The peak point
pk[a(k)

m ] of the merged segment a(k)
m is assigned to the centroid of the peak points

of the base segments pk[ai], pk[ai+1], . . ., pk[ai+n−1]. Segment a(k)
m inherits both

ends left[a(k)
m ] and right[a(k)

m ] form the set of base segments. According to these
three feature points, we obtain parameters amp(a(k)

m ), phase(a(k)
m ), width(a(k)

m ),
and height(a(k)

m ).

d(a(k)
m , b

(h)
l ) = max(damp, dwidth, dheight, dphase) + γ(cost(a(k)

m ) + cost(b(h)
l )) (7)

where damp represents the difference of amplitude damp =
∣∣∣amp(a(k)

m )

−amp(b(h)
l )

∣∣∣ . Similarly, dwidth, dheight, and dphase represent the differences on

width, vertical shift and phase respectively. The term cost(a(k)
m ) is a replacement

cost added to the dissimilarity for suppressing excessive mergence of segments.
We define it by the kurtosis of end points of all base segments and ratio of
amplitude before/after replacement.

cost(a(k)
m ) = kurt(xp) + n

∑i+n−1
s=i |amp(as)|∣∣∣amp(a(k)

m )
∣∣∣ (8)

where xp denotes a set of data values at all ends of base segments. {ai, ai+1, . . . ,
ai+n−1}. By this cost we facilitate replacement that increases amplitude, while
suppressing mergence of vertically lined segments like sine curves.

Separation of Matching Parameters from Total Dissimilarity of Se-
quences. After obtaining the best set of segment pairs, we calculate the value-
based total dissimilarity of the two time series, Dval(A,B), defined by

Dval(A,B) =
1
Np

Np∑
i=1

dval(ap, bp). (9)

where Np denotes the number of matched segment pairs, dval(ap, bp) denotes the
value-based difference for p-th segment pair. dval(ap, bp) is defined by
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dval(ap, bp) = dval(a(k)
m , b

(h)
l )

= x(pk[a(k)
m ])− x(pk[b(h)

l ])

+
1
2

{(
x(left[a(k)

m ])− x(left[b(h)
l ])

)
+

(
x(right[a(k)

m ])− x(right[b(h)
l ])

)}
(10)

where x(pk[a(k)
m ]), x(left[a(k)

m ]), and x(right[a(k)
m ]) respectively represent the data

values at peak point, left end and right end of segment a(k)
m .

The basic idea behind this is as follows. Firstly, we obtain the correspondence
of segments according to the structural dissimilarity represented by the four
shape parameters. After that, we obtain the differences of data values for each of
the segment pairs, and use their mean value as the value-based total dissimilarity
of the two time series.

3 Experimental Results

We examined the usefulness of the proposed method on two types of data sets.
The first data set was cylinder-bell-funnel data set [16] [17]; a simple synthetic
data set which is well-known and frequently used in the temporal data min-
ing community. The another data set is chronic hepatitis data set, a real-world
medical data set that includes time-series laboratory examination results of the
patients of chronic viral hepatitis B and C.

3.1 CBF Dataset

Experiments were performed as follows. (1) Generate a data set containing a
total of 384 sequences; 128 sequences for each of the three classes, cylinder, bell,
and funnel. (2) Compute the dissimilarities for all pairs of sequences in the data
sets using the proposed method. This produced a 384×384 symmetric dissimi-
larity matrix. (3) Remove one sequence, and predict its class according to the
class label of the nearest sequence. The nearest sequence is selected according to
the dissimilarity matrix. (4) Repeat step (3) for each of the 384 sequences, and
evaluate the prediction error rate. Namely, we performed the leave-one-out val-
idation with 1-Nearest Neighbor classification algorithm, using the dissimilarity
matrix obtained by the proposed method as in [18].

Before applying MSM, all of the input sequences were normalized in both
horizontal and vertical directions by dividing by their standard deviation (be-
cause the length of sequences in cylinder-bell-funnel dataset were all the same,
we simply normalized them in horizontal direction by dividing their length). The
parameters in MSM were set as follows: starting scale = 0.1, scale interval =
0.5, number of scales = 100, cost weight γ = 0.15.

The error rate was 0.054, which is quite better compared to the results sum-
marized in [18] (2nd best below the Euclidean distance, whose error rate = 0.003;
we also reproduced the same result).

Next, we evaluated whether the dissimilarity matrix can be used to form
meaningful clusters. We modified parts (3)-(4) of the above experimental proce-
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dures as follows. (3) remove one sequence, and using the 383×383 matrix, per-
form conventional average-linkage agglomerative clustering [19] specifying the
number of clusters to 3. (4) assign class label to each of the three clusters by
the voting. (5) Perform 1-Nearest Neighbor classification for the removed se-
quence, and evaluate the classification accuracy. (6) remove another sequence
and perform the same procedure. This is applied to all the 384 sequences.

The error rate was 0.042, similar to the previous experiment. We also per-
formed the same experiments using the Euclidean distance, and its error rate
was 0.216. This relatively high error rate of Euclidean distance implied that the
dissimilarity matrix failed to form the clusters representing correct class distri-
butions.

3.2 Chronic Hepatitis Dataset

We applied the proposed method to the chronic hepatitis dataset [15], which was
used as a common dataset at ECML/PKDD Discovery Challenge 2002-2004. Due
to space limitation, we just present a piece of the results. Figure 3 shows examples
of the clustered Platelet (PLT) sequences, obtained using modified MSM as a
comparison method and average-linkage AHC as a grouping method.

Figure 3 left shows cluster 4, that contains three F1 (fibrosis stage 1; larger
number means severer stage) cases and one F1 cases. Common decreasing trend
was clearly observed. The middle of Figure 3 is cluster 6, that contains one F1,
one F3 and one F4 cases. Similarity to cluster 4, clear decreasing trend was
observed; however, the method captured differences on their mean levels, and
could differentiate from cluster 4. It also demonstrates that the method correctly
captures common features among sequences of different length. The right of the
figure shows cluster 10, that contains increasing cases. For details, see ref. [20].

Fig. 3. Examples of the clustered sequences. Left: cluster 4 (4 cases), middle: 6 (3
cases), right: 10 (5 cases).

4 Conclusions

In this paper, we have presented a new analysis method of long time-series
medical databases based on the improved multiscale matching. The method en-
abled us to compare sequences by partly changing observation scales. We have
introduced a new representation of segment parameters directly induced from
the base segments, in order to elude the problem of shrinkage occurs at high
scales. Experiments on the chronic hepatitis data showed the usefulness of this
method. The future work include validation of the method using other datasets
and detailed analysis of the computational complexity.
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Applications in Microarray

Yong Ye and Xintao Wu�

UNC Charlotte
{yye, xwu}@uncc.edu

Abstract. The prediction and identification of physical and genetic interactions
from gene expression data is one of the most challenging tasks of modern func-
tional genomics. Although various interaction analysis methods have been well
studied in data mining and statistics fields, we face new challenges in applying
these methods to the analysis of microarray data. In this paper, we investigate an
enhanced constraint based approach for causal structure learning. We integrate
with graphical gaussian modeling and use its independence graph as input of
next phase’s causal analysis. We also present graphical decomposition techniques
to further improve the performance. The experimental results show that our en-
hanced method makes it feasible to explore causal interactions interactively for
applications with a large number of variables (e.g., microarray data analysis).

1 Introduction

The prediction and identification of physical and genetic interactions from gene expres-
sion data is one of the most challenging tasks of modern functional genomics. Although
various interaction analysis methods (e.g., Causal Probabilistic Networks [11, 6], Graph-
ical Gaussian Modeling [9], Loglinear Modeling [12], Association Rule [1] etc. ) have
been well studied in data mining and statistics fields, we face new challenges in applying
these methods to the analysis of microarray data. First, genes in rows of gene expres-
sion matrices are of very high dimensionality (e.g., 103 - 104 genes) while samples
in columns are of relatively low dimensionality (e.g., 101 - 102 samples). Second, the
microarray data are usually corrupted with a substantial amount of measurement noise.
Third, although most of the genes with significant differential expression were included,
these only cover about 3 % of the whole genome - still there are also other potentially
relevant hidden factors. Therefore, there is a great need for new tools to explore and
analyze complex gene interactions in a highly interactive environment, which requires
the computational aspects of modeling both efficient and effective.

As causal network learned can present the knowledge embedded in the microarray
data in a manner that is intuitive and familiar to biologists (e.g., edges between any two
variables in the graph denote direct causal relationships between the two variables.),

� This research was supported, in part, by funds provided by the University of North Carolina at
Charlotte.

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 622–630, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Efficient Causal Interaction Learning with Applications in Microarray 623

many causal network construction algorithms have been investigated and applied in ge-
netic regulatory network analysis. Generally, these algorithms come into two flavors:
Bayesian (search and score) approaches [6], and constraint-based conditional indepen-
dence approaches [11].

Bayesian approaches use heuristic searching methods to construct a model and then
evaluate it using different scoring criteria (e.g., bayesian scoring, entropy, and minimum
description length etc.). While bayesian model averaging over the space of structures (or
even just variable orders) is computationally intractable, constraint-based conditional
independence test approaches, which do not search the space of models, seem an ap-
pealing alternative. Generally, they start from the complete undirected graph, then thin
that graph by removing edges conditional independence relations in various orders. The
advantage is that they are able to produce a single representation of the knowledge in-
ferable from the microarray data. However, these approaches need to take a long time to
finish when a large amount of variables are present, which makes interactive exploration
of microarray data impossible.

In this paper, we propose an enhanced constraint based approach to learn causal
interactions from microarray. As constraint based causal learning approaches are with
high computational cost, we use the undirected independence graph which is the output
of graphical gaussian modeling, rather than the complete graph. To further improve
performance and support better interactive exploration, we apply graph decomposition
techniques to decompose large independence graph into subgraphs and apply causal
modeling method on each component to derive causal interactions respectively.

2 Constraint-Based Causal Modeling Revisited

Let S = {s1, s2, · · · , sm} be a set of samples or conditions and G = {g1, g2, · · · , gn} be
a set of genes. The microarray data can be represented as X = {xij‖i = 1, · · · , n, j =
1, · · · ,m}(n3 m), where xij corresponds to the expression value of gene gi in sample
sj . In this section, we revisit constraint based causal modeling which will be used in our
paper.

The constraint-based approaches use data to make categorical decisions about whether
particular conditional-independence constraints hold and then pieces these decisions to-
gether by looking for those sets of causal structures that are consistent with the con-
straints. In [11] Spirtes et al. proposed a PC constraint based method which starts from
the complete undirected graph, then thins that graph by removing edges with zero order
conditional independence relations, thins again with first order conditional independence
relations, and so on. The set of variables conditioned on need only to be a subset of the
set of variables adjacent to one or the other of the variables conditioned. Figure 1 shows
the algorithm (The correctness of the procedure is given by Theorem 3.4 on page 47
of [11]).

The complexity of the PC constraint-based causal modeling method is bounded by
the largest degree in the undirected graph. In the worst case, the number of conditional

independence tests required by the algorithm is bounded by n2(n−1)k−1

(k−1)! where k be the

maximal degree of any vertex and n be the number of vertices [11].
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PC
BEGIN
1 Form the complete undirected graph G
2 For each edge e = (X, Y )
3 If variables X and Y are independent
4 remove e from G
5 G1 = G
6 i = 1
7 While( no more edges can be removed)
8 For each remaining edge e = (X, Y )
9 If variables X and Y are independent conditional on

one subset s ( | s |= i) of their adjacent neighbor
10 remove e from Gi

11 Gi+1 = Gi

12 i = i+ 1
13 For each triple X, Y, Z such that X − Y − Z is in graph but X − Z is not
14 If Y is not in the d-separated subset(X, Z)
15 orient X − Y − Z as X → Y ← Z
16 While (no more edges can be oriented)
17 If A→ B, B − C, A and C are not adjacent, and there is no arrowhead at B
18 orient B − C as B → C
19 If there is directed path from A to B, and an edge between A and B
20 orient A−B as A→ B
END

Fig. 1. PC constraint-based causal modeling algorithm revisited

3 Our Enhanced GGM+PC Method

3.1 Outline of GGM+PC

Our approach is outlined as follows.

1. Preprocessing: we subject the input data X to clustering or association rule mining,
prior to analyzing gene interactions.

2. GGM: For each cluster

– Compute the variance matrix V where vij , i, j = 1, · · · , n, corresponds to
covariance between gene gi and gj .

– Compute its inverse S = V−1.
– Scale S to have a unit diagonal and compute partial correlations prxixj .g .
– Draw the independence graph according to the rule that no edge is included in

the graph if the absolute value of partial correlation coefficient is less than some
threshold s.
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3. Decomposition: For those graphs with large number of vertices, decompose those
independence graphs into components.

4. Causal Modeling: For each component, apply PC (line 7-20 of Figure 1) with its
independence graph as input.

We have two major enhancements. First, we use the undirected independence graph
which is the output of graphical gaussian modeling, rather than the complete graph
suggested in PC algorithm, as input. The advantage of graphical gaussian modeling is
that it can generate an undirected independence graph for a relatively large set of genes
very quickly. The independence graph is much simpler than the complete graph, which
can significantly decrease searching complexity. Second, the independence graph can
even further be decomposed into components and the causal analysis is done over each
small component. We leave the discussion of this part in Section 3.3. The motivation here
is that though many biological pathways and processes are known to involve interactions
among a relatively large number of genes the genetic network topology is dominated by
a few highly connected nodes which link the rest of the less connected nodes.

One potential problem here is that it becomes infeasible to use graphical gaussian
modeling when the size of genes exceeds that of samples. This is because the correlation
matrix is generally degenerate as the matrix rank is bounded by the sample size. In our
system, we apply various existing clustering methods and frequent item set mining to get
gene clusters priori applying graphical gaussian modeling. Though this preprocessing
step is not our focus in this paper, we would emphasize this step is very important. The
number of genes contained in the resulting clusters or frequent itemsets is expected to
be less than the size of samples, thus avoiding the matrix rank problem.

3.2 Graphical Gaussian Modeling

Graphical gaussian model [9], also known as covariance selection model, assumes mul-
tivariate normal distribution for underlying data and satisfies the pairwise conditional
independence restrictions which are shown in the independence graph of a jointly normal
set of random variables. The independence graph is defined by a set of pairwise con-
ditional independence relationships that determine the edge set of the graph. A crucial
concept of applying graphical gaussian model is partial correlation, which measures the
correlation between two variables after the common effects of all other variables in the
genome are removed.

prxy.z =
rxy − rxzryz√

(1− r2xz)(1− r2yz)
(1)

Equation 1 shows the form for partial correlation of two genes, gx and gy , while
controlling for a third gene variable gz , where rxy denotes Pearson’s correlation coeffi-
cient. The partial correlation, prxy.z of genes gx and gy with respect to gene gz may be
considered to be the correlation rxy of gx and gy , after the effect of gz is removed. Partial
correlations that remain significantly different from zero may be taken as indicators of
a possible causal link.

When a set of genes g are present, the partial correlation can be computed by prxy.g =
− sxy√

sxxsyy
, where sxy is thexy-th element of the inverse of variance matrix (S = V−1). It
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is known that conditional independence constraints are equivalent to specifying zeros in
the inverse variance. Under the assumption of multivariate normality, tests for vanishing
partial correlation are equivelent as tests for conditional independence, i.e., prxy.g =
0⇐⇒ x ⊥ y | g. The independence graph is then determined according to the rule that
no edge is included in the graph if Fisher’s z test is less than the specified threshold. It is
important to note that partial correlation is different from standard correlation, indicates
better evidence for genetic regulatory links than standard correlation, as shown from our
previous results [13], and is in agreement with biological interpretation.

3.3 Graphical Decomposition

It has become increasingly clear that signaling pathways interact with one another and
the final biological response is shaped by interaction between pathways. It is expected
that the relatively large independence graph generated from graphical gaussian modeling
may show the interactions among different pathways and the inter-pathway interactions is
not as strong as gene interactions within each pathway. This suggests we may decompose
the independence graph into basic, irreducible components and each component may
respond to a single pathway.

Graph-theoretical results show that if a graph corresponding to a graphical model is
decomposable into subgraphs by a clique separator 1, the maximum likelihood estimates
for the parameters of the model can easily be derived by combining the estimates of
the models on the simpler subgraphs. Hence, applying a divide-and-conquer approach
based on the decompositions will make the procedure applicable to much larger subsets
of genes.

Sa Sc Sb

g1

g3

g2

g4

g5

g6

g8

g7

g9

Fig. 2. Graphical decomposition

The theory may be interpreted in the following way as shown in Figure 2: if two
disjoint subsets of vertices Sa and Sb are separated by a subset Sc in the sense that all
paths fromSa toSb go throughSc, then the variables inSa are conditionally independent
of those in Sb given the variables in Sc. The subgraphs may be further decomposed into
subgraphs Sa ∪ Sc and Sb ∪ Sc. The requirement that the subgraph on Sc is complete

1 A clique is a subset of vertices which induce a complete subgraph for which the addition of any
further vertex renders the induced subgraph incomplete. A graph is complete if all vertices are
joined with undirected edges. In other words, the clique is maximally complete.
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implies that there is no further independence constraints on the elements of Sc, so that
this factorization contains all the information about the joint distribution.

4 Experimental Results

The experiments were conducted in a DELL Precision 340 Workstation (Redhat Linux
9.0 operating system), with one 2.4G processor, and 1G bytes of RAM. We used Yeast
data set which contains expression profiles for 6316 transcripts corresponding to 300
diverse mutations and chemical treatments in yeast [7].

4.1 Performance Analysis

Figure 3 shows the execution time of our enhanced method of GGM+PC with gene
clusters with different sizes. We randomly chose ten clusters with size varying from 10
to 150 respectively. Please note the maximum of genes contained in one single cluster
is 300 as we only have 300 samples in this Yeast data set. For each cluster, we varied
threshold s used for vanishing partial correlation in independence graph and reported
their execution times respectively. We also included the execution time of original PC
method. As the original PC method uses complete graph as input and does not use
graphical decomposition, its effect is equivalent to our GGM+PC with threshold s =
0. Figure 3 shows for all Yeast clusters with size exceeding 50, our enhanced method
GGM+PC is significantly better than that of original PC while there is no much differ-
ence when cluster size is less than 50. For example, our GGM+PC needs few seconds
to process cluster with 150 genes while the original PC needs 228 seconds. This sig-
nificant improvement of performance makes interactive exploration feasible. For cluster
with 260 genes, the original PC needs more than 5 hours while our enhanced method
needs only about 1 minute.
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4.2 Causal Interaction Analysis

The performance of our method was further evaluated by how well our predictions agree
with the currently available protein interaction databases. As an example, we chose
the cluster that shows potential interactions between SNO and SNZ family proteins.
Figure 4(a) shows independence graph generated from graphical gaussian modeling for
one selected gene group with 12 genes . Note we used dashed lines to indicate a negative
partial correlation and solid line to indicate a positive partial correlation. The negative
correlation (e.g., between YMR095C and YBR250C) in Figure 4(a) indicates that the
functions of each pair of genes may counteract with each other (activators and repressors)
of the biosynthesis/metabolism pathways or their expression is negatively regulated by
the other gene in each pair.

Many causal interactions in our graphs receive some solid biological explanations.
Furthermore, our results of causal interactions have revealed some previously unknown
gene interactions that have solid biological explanations. Figure 4(b) and 4(c) show
causal networks learned from GGM+PC and original PC respectively. We can see both
causal graphs agree on most causal interactions among genes. The only difference is that
YMR095C and YJR025C are among causes of YIL116W which is a cause of YKL218C

YIR034C

YIL116W

YJR109C

YDL198C

YMR095C

YOL118C

YBR256C
YMR094W

YKL218C

YHR029C
YJR025C

YMR096W

(a) Independence graph
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Fig. 4. Comparison of causal structures learned from GGM+PC and PC
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in Figure 4(c) whileYMR095C andYJR025C are two causes ofYKL218C and there is no
causal relationship betweenYIL116W andYKL218C in Figure 4(b). Since the biological
function of YKL218C is unknown, we speculate that YKL218C might be involved in
NAD biosynthesis pathway since its expression correlates with that of YJR025C.

5 Related Work

Gene clusters from various clustering methods can be interpreted as a network of co-
regulated genes, which may encode interacting proteins that are involved in the same
biological processes. However, clustering methods cannot address gene interactions as
they cannot give the information on how one gene influences other genes in the same
cluster. In [4], association rules [1] are applied to investigate how the expression of
one gene may be associated with the expression of a set of genes. Recently, loglinear
modeling has been investigated to overcome the limitations of support-based association
algorithms [12] and was applied in micorarray data analysis [13]. This method can be
used to reveal all significant high order non-linear combinatorial interactions (e.g., a
gene is over expressed only if several genes are jointly over expressed, but not if at
least one of them is not over expressed). However, both association rule and loglinear
modeling require a discretization of the data, which may cause some information loss
during discretization. Furthermore, interactions learned are undirected instead of directed
causal interactions investigated in this paper.

Bayesian network has recently been investigated for gene regulatory networks [5].
Basically, the techniques rely on a matching score to evaluate the networks with respect
to the data and search for the network with the optimal score. The difficulty with this
technique is that learning the bayesian network structure is an NP-hard problem, as the
number of DAGs is superexponential in the number of genes, and exhaustive search is
intractable. Currently causal learning techniques only scale up to a few hundred variables
in the best case. For example, the public available versions of the PC [11] and the
TPDA [3] algorithms accept datasets with only 100 and 255 variables respectively. In
[10], the authors investigate the problem of determining causal relationships, instead
of mere associations, when mining market basket data. However, it focuses more on
inferring the lack of causality than inferring causality. Other methods such as Boolean
Networks, differential equations, stochastic master equations, and rule based formalisms
are discussed in [8].

6 Conclusions and Future Work

In this paper we presented an enhanced causal structure learning approach, which al-
lows users to analyze complex gene interactions in a highly interactive environment,
permitting exploration. Experiments demonstrated that our method is both efficient and
effective. There are some aspects of this work that merit further research. Among them,
we will compare our constraint based approach with bayesian based approach in detail
for microarray data where gene expressions usually are noisy and stochastic. We have
run our constraint based approach and bayesian based appproach respectively using
ALARM data, a bayesian network used in medical diagnosis decision support system
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[2] and found causal structures learned are very similar. However, we got very different
causal networks on yeast data using constraint based and bayesian based approaches.
Another problem is the dimensionality problem. We are trying to relieve this problem
by incorporating apriori knowledge during the modeling process. From the existing
protein-protein interaction databases, users may already know some causal interaction
relationships. Those apriori known relationships will be incorporated as the input, which
can make the method more effective and efficient.
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Abstract. In many real world problems, data mining algorithms have access to 
massive amounts of data (defense and security).  Mining all the available data is 
prohibitive due to computational (time and memory) constraints. Thus, the 
smallest sufficient training set size that obtains the same accuracy as the entire 
available dataset remains an important research question. Progressive sampling 
randomly selects an initial small sample and increases the sample size using 
either geometric or arithmetic series until the error converges, with the 
sampling schedule determined apriori. In this paper, we explore sampling 
schedules that are adaptive to the dataset under consideration. We develop a 
general approach to determine how many instances are required at each 
iteration for convergence using Chernoff Inequality. We try our approach on 
two real world problems where data is abundant: face recognition and finger 
print recognition using neural networks. Our empirical results show that our 
dynamic approach is faster and uses much fewer examples than other existing 
methods. However, the use of Chernoff bound requires the samples at each 
iteration to be independent of each other. Future work will look at removing 
this limitation which should further improve performance. 

1   Introduction 

Many mining algorithms have the property that as the training set size increase, the 
accuracy increases until at some point there is no benefit to training set size increase. 
This plot of the number of training set instances as a function of predictive accuracy is 
commonly referred to as a learning curve.  

Given a dataset, a sampling procedure, and an induction algorithm, we define
to be the size of the smallest sufficient training set such that: 

(1) models built with smaller training sets have lower accuracy than the model built 
with  training set of size  and  

(2) models built with larger training sets have no significant higher accuracy than the 
model built with  training set of size  (see Fig. 1). 

nmin 

nmin  

nmin 
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Fig. 1.  A hypothetical plot of predictive accuracy versus training set size 

Determining this smallest sufficient training sample size remains an important 
open question. A too small training set will result in sub-optimal generalization 
performance. A too large training set will be time consuming to learn from. The 
typical solution that is employed is to start with a small random sample of data and to 
add new instances until a test of convergence is passed. This approach is referred to as 
Progressive sampling [4]. The two fundamental parts to learning curve convergence 
are testing whether the error has stabilized and if not, determining how many  more  
instances to add. Previous  work added data points in a geometric [4] or arithmetic 
series [2] with convergence simply defined as no significant increase in training 
accuracy  [2][3].  In all these schemes the sampling schedule is fixed  apriori and does 
not change adaptively, based on the dataset under consideration. In this paper, we will 
be focusing more on the second part, which deals with how to adaptively create the 
sampling schedule dependent on the dataset. 

Our contributions in this paper include a principled dynamic adaptive sampling 
approach that estimates the number of instances required for learning curve 
convergence at each iteration. We then implement our and other approaches for 
training Neural Networks (for face recognition and finger print recognition).  

The format of the paper is as follows. We begin by surveying previous work on the 
learning curve phenomenon. In section 2, we present background information for 
confidence bounds and Chernoff inequality. We then provide our motivation and 
methodology in section 3. In section 4, we derive our adaptive schedule, the stopping 
criteria and show our algorithm. We discuss Neural Networks for recognizing patterns 
in section 5. We then perform experiments on real datasets in the next section. We 
finally summarize our results and conclude. 

1.1   Prior Learning Curve Literature 

Empirical work by John and Langley [2] compare Arithmetic sampling with Static 
sampling. Static sampling computes nmin without progressive sampling, based on a 
sample’s statistical similarity to the entire dataset. Arithmetic sampling uses a 
schedule Sa = {|D1|, |D1|+ , |D1|+2 … |D1|+k. }, where |D1| is the starting sample size, 
and  is the fixed difference between successive terms. They show that arithmetic 
sampling produces more accurate models than static sampling. However, as argued by 
Provost et al [4] the main drawback of arithmetic sampling is that if nmin is a large 
multiple of |D1| then the approach will require many runs of the underlying induction 
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algorithm. Provost, Jensen & Oates [4] consider incrementally adding a geometrically 
increasing number of cases. Geometric sampling uses the schedule Sg = ak.|D1| = 
{|D1|,a.|D1|,a

2.|D1|,a
3.|D1|….ak.|D1|}, where ‘a’ is the common ratio. More recently, the 

work of Meek, Theisson & Heckerman [3] discusses their ‘learning curve sampling 
method’ in which they: 1) Monitor the increasing costs and performance as larger and 
larger amounts of data are used for training, and 2) Terminate learning when future 
costs outweigh future benefits. In their work they still use geometric sampling but 
with an enhanced convergence test that depends on the problem. 

The computational learning theory community [1], is largely interested in 
determining apriori the total number of training examples required by the learner. 
That is, no progressive sampling occurs. The results of their work are primarily 
limited to PAC learners. 

Though the above research has provided many key insights into the learning curve 
phenomenon it does not generally address a dynamic, adaptive (that varies with the 
problem) approach to determine the number of instances required at each iteration. 
We answer this question with our work and define an associated convergence test. 

2   Background:  Confidence Bounds and Chernoff Inequality 

In this section we introduce the utility confidence bound and the Chernoff Inequality 
and show how we can relate these two concepts. 

Definition 1: (utility confidence interval [6]) Let u be the utility function. Let u(D) 
denote the true quality when using all of the data, and let û(Di) denote its estimated 
quality based on a sample Di ⊆D of size m. Then  is a utility confidence bound for u 
iff for any , 0<   1, 

δθ ≤≥ ]    |)û(D - u(D) | Pr[ i       (1) 

Equation (1) says that  provides a two-sided confidence interval on û(Di) with 
confidence .  In other words, the probability of drawing a sample Di (when drawing  
instances independently and identically distributed from D), such that the difference 
between true and estimated utility of any hypothesis disagree by  or more (in either 
direction) lies below .  

In this paper, the utility function we consider is the average over all instances, of 
some instance function f(xi), where xi∈D. The utility is then defined as 

u(D)
=

=
||

1

)(
|D|

1 D

i
ixf (the average over the entire dataset),  and               (2) 

û(Di)
=

=
||

1i

)(
|D|

1 iD

i
ixf   (the average over the sample Di).  

The instance function f(xi) used in this paper is the classification accuracy (where 
f(xi) is 0 or 1).  

Definition 2: (Chernoff Inequality [7]) Consider the independent Bernoulli trials 
X1,X2,.…, Xm  with Pr[Xi=1] = p  (probability of success) and Pr[Xi=0] = 1-p  



634 A. Satyanarayana and I. Davidson 

 

(probability of failure).Let X  be the sum of the outcomes of these ‘m’ trials: X = 
X1+X2+.…+Xm. If we denote p’ as X/m, then the general form of Chernoff Bounds 
(where the expected value of X, E[X]= mp) is: 

                                           2/-mp 2

e   ] |p' -p| Pr[ εε ≤≥                                    (3) 

Chernoff inequality is used to bound the chance that an arbitrary random variable X 
takes a value that is far away from its expected value E[X]. We now, combine the two 
concepts, namely, confidence bounds and the Chernoff inequality as: 

(a) We are using a 0-1 loss function as the classification accuracy for each example, 
(b) The utility function is the average over all the instances of the 0-1 loss function. 

Combining Equation (1) and Equation (3) we get: 

                     [ ]   |)û(D - u(D) |Pr i ε≥     2/-mp 2

e ε  δ                      (4) 

Bounds such as Chernoff , Hoeffding, Rademacher and Chebycheff bounds have 
been used in other areas such as error bound calculation [1], finding interesting 
patterns in a database [6], determining the number of models in an ensemble [8], 
learning from infinite data in finite time [10] and Rademacher sampling [5]. 

3   Motivation and Methodology 

There are three fundamental goals that we would like to achieve: 

(a) An adaptive sampling schedule, that hill-climbs along the learning curve, towards 
the optimum nmin., in as few steps as possible.  

(b) An adaptive stopping criterion to determine when the learning curve has reached 
optimum point in the learning curve (the plateau region). 

(c) Geometric or arithmetic sampling approach runs the risk of overshooting nmin. 
Therefore, we would like to minimize the amount of overshooting over nmin.  

The two key questions that we have to address here are: (a) When do we stop 
adding more instances? (b) How do we determine how many instances are required 
convergence? To address these questions, our work describes a general sampling 
algorithm, DASA, that hill climbs to nmin,. Given the approximation and confidence 
parameters,  and >0, DASA efficiently determines a sampling schedule adaptively, 
adding instances at each iteration. We describe our methodology in this section.  

From an initial sample, D1 whose size is 1/10th the size of the entire dataset 
(determining the starting sample size is an open problem), we apply some learning 
algorithm (e.g. back propagation for neural networks) to it, gather utility measures—
classification accuracy — of that initial sample and then determine whether to add in 
more number of instances. When to stop this process is a sequential decision problem, 
either stop learning or add more points.  

Let Dopt be the oracle-optimal sample whose size is nmin, the smallest sufficient 
sample size (i.e. |Dopt| = nmin). Ideally we would stop when |u(Dopt) – û(Di)| < , (for 
some sample Di), that is, when we are within  distance from the optimal utility measure 
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u(Dopt) (in either direction). Since we do not know u(Dopt), we use the “myopic” strategy 
(look one step at a time) where we assume that the current utility measure is the optimal 
one. Consider the current stage i, previous stage i-1 and their corresponding utility 
measures û(Di) and û(Di-1) obtained from the samples Di and Di-1 respectively. If |û(Di) – 
û(Di-1)| < , then according to our assumption we have reached convergence as the 
utility has stabilized. If |û(Di) – û(Di-1)|   then more instances are needed. How many 
instances to add can be derived from Chernoff Inequality (Equation (3)):  

Pr [|û(Di) – û(Di-1)|  ] 2/-mp 2

e ε  

The Chernoff inequality gives us an estimate for total number of instances (m) to 
ensure that the difference will be within distance  of the optimum utility. We can 
upper bound the above equation by  which is the chance of failure and solve for m. 
We then create a new sample (drawn randomly) for our incremental algorithm, apply 
our learner and calculate the utility û(Di+1). If |û(Di+1) – û(D i)| <  then the learner’s 
utility has stabilized and we need not add any more instances. If this is not the case, 
the process repeats until the utility has stabilized. It is important to note that to use the 
Chernoff inequality, the samples Di and Di-1 must be independent hence our creation 
of a new sample at each iteration of the algorithm. Future work will explore using an 
appropriate bound so that Di is a superset of Di-1. 

4   Derivation of the DASA Algorithm 

(a)   Adaptive Sampling Schedule 

In this section we determine how to adaptively come up with the sampling schedule. 
As was motivated in section 3, we determine how many instances to add at each 
iteration. We use the terminology û(Di) to represent the utility at stage i and  û(Di-1) 

 

the utility at stage i-1 to reflect our approach  The probability of failure that the 
distance between these utilities differ greater by distance  is: 

                        ])û(D)û(DPr[ 1 ε≥− −ii          (5) 

Using Chernoff Inequality (Definition 2), we set p= û(Di)  and p’= û(Di-1): 

                                    2/-mp 2

e   ]|p' - p| Pr[ εε ≤≥    

We can upper bound this expression by , the chance of failure (from section 2): 

                                 δε ≤2/-mp 2

e    

Rearranging terms and solving for m we get: 

≥
δε
1

 log
1

 p

2
2

m  
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We replace p with û(Di) to get: 

                             ≥
δε
1

 log
1

)û(D

2
2

i

m       (6)

Recall that the utility function û(Di) is the average over all instances in the sample 
Di, of the instance function f(xi), where xi∈D. The instance function used here is the 
classification accuracy (i.e. f(xi) is 0 -1 loss function). 

(b)   Stopping Criteria 

An important ingredient for sampling algorithms is how to determine when to stop at 
a particular sample size. As was motivated in section 3, we use the “myopic” (look 
only one step ahead at each iteration) strategy for determining when to stop. 
According to the myopic strategy, if the expected utility in moving from stage i to i+1 
is less than a small number, we stop. That is, we would stop when: 

                                        | û(D i+1) -  û(D i) | ε≤  

Using the definition of utility from Equation (2), and setting f(xi) =acc(xi), the 
classification accuracy (a 0-1 loss function), we obtain: We refer to  as the stopping 
threshold and Equation (7) as the stopping criterion. 

           
==+

+

−
||

1i

||

11i

)(
|D|

1
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|D|

1 1 ii D

i
i

D

i
i xaccxacc ε≤                      (7) 

(c)   DASA Algorithm 

Algorithm DASA(D,ε ,δ ) 
Input:  Training dataset D,ε  and δ   
Output: Total number of instances and mean computation time (for convergence) 
Step 0:  û(D0)  0 

Step 1: Randomly select (1/10)*|D| instances (=|D1|). Apply the learner (Neural network), 
determine û(D1) (using Equation (2)) 

Step 2:  For each iteration i (≥ 1) do: 
 (a) Check for convergence using the criteria:  

                 
−

==
−

||

11-i

||
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1
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|D|

1
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|D|

1 ii D

i
i

D

i
i xaccxacc ε<   

IF  the above test succeeds then we have reached convergence (return the mean 
computation time and the number of instances and EXIT)  

ELSE 
(We have to add more instances) 
 Compute m using Equation (6). 

            (b) Randomly draw m+|Di| instances to form the new sample Di+1. (Note: that Di  and 
Di+1 are independent of one another.) 

 (c) Apply learner and determine û(Di+1). 
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5   Neural Networks for Recognizing Patterns 

(a) Motivation 

Neural networks [9][11] are highly desirable as they are capable of modelling 
extremely complex functions. Algorithms such as Back-propagation [11] use gradient 
descent to tune network parameters to best fit a training set of input-output pairs. A 
properly trained neural network is able to compare fingerprints and faces successfully 
even if the pixels are slightly offset of one another, as the network will look for the 
pattern of pixels rather than their exact position.  

(b) Drawbacks 

The two major drawbacks of training Neural Networks are: 
(a) Longer Training times [9][11]: Training times depends on factors such as the 
number of weights in the network, the number of instances considered and the 
settings of the various learning parameters. Hence they are infeasible for training 
massive amount of data. (b) Memory constraint [9][11]: Reading all the patterns into 
memory before the training is started and keeping them there all the time uses up 
valuable memory. 

(c) Our Work 

In this paper, we address both the drawbacks of neural networks and show that given 
a neural network (e.g. Multilayer perceptron [9]), we obtain results with the same 
predictive accuracy with much fewer training examples, and lesser computational 
time as compared to using the entire training dataset. 

6   Empirical Results Using Neural Networks 

We now try our experiments on neural networks (for finger print recognition and face 
recognition). We compare our convergence method with other methods, which are as 
follows: 

(Full): SN = {N}, a single sample with all the instances. This is the most commonly 
used method. This method suffers from both speed and memory drawbacks.  

(Arith): Arithmetic Sampling [2], Sa= {|D1|, |D1|+ , |D1|+2 ,…… |D1|+k. } where  is 
the fixed number of instances to add until we reach convergence. In our experiments, 
we use |D1|= =100, as was used by John and Langley in their experiments. 

(Geo): Geometric Sampling [3][4], in which the training set size is increased 
geometrically, Sg = {|D1|,a.|D1|,a

2.|D1|,a
3.|D1|….ak.|D1|} until convergence is reached. 

In our experiments, we use |D1|=100, and a=2 as per the Provost et’ al study. 

(DASA): Our adaptive sampling approach using Chernoff Bounds. We use  = 0.001 
and  = 0.05 (95% probability) in all our experiments.  

(Oracle): So = {nmin}, the optimal schedule determined by an omniscient oracle; we 
determined nmin empirically by analyzing the full learning curve beforehand. We use 
these results to empirically compare the optimum performance with other methods. 
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We compare these methods using the following two performance criteria: 

(a) The mean computation time1: Averaged over 20 runs for each dataset. 
(b) The total number of  instances needed to converge: If the sampling schedule, is 

as follows: S={|D1|,|D2|,|D3|….|Dk|}, then the total number of instances would be 
|D1|+|D2|+|D3|….+|Dk|.  

6.1   Fingerprint Recognition 

We consider datasets from two different sources. The first source is from an 
international competition on fingerprint verification - FVC2004 
(http://bias.csr.unibo.it/fvc2004). And the other source is the Fingerprint Samples for 
NIST Special Database 4 (http://www.nist.gov/srd/nistsd4.htm) and Special Database 
9 (http://www.nist.gov/srd/nistsd9.htm). Table 1 shows running times in seconds 
(averaged over 20 runs) to obtain the same accuracy using the different sampling 
methods. Table 2 shows the total number of instances (averaged over 20 runs) used by 
each sampling method for convergence. Before each run the order of the instances 
were randomized. 

Table 1. Comparison of the mean computation time required for the different methods to obtain 
the same accuracy (averaged over 20 runs of the experiment) 

Mean 
Computation Time 

Full:    
SN={N} 

Arith:    
Sa=|D1|+k.  

 Geo         
Sg =ak.|D1| 

DASA 

 

Oracle        
SO ={nmin}      

FVC2004 DB3 1821.3 956.7 870.2  353.4 312.1 

FVC2004 DB4 1188.7 854.3 765.2  336.5 265.6 

NIST Special DB 4 3580.4 4730.7 2082.3  991.5 887.6 

NIST Special DB 9 2591.6 1753.9 1387.9  616.9 564.2 

Table 2. Comparison of the total number of instances required for the different methods to 
reach convergence 

                                                           
1  As measured the by the user component of the LINUX time command. 

Avg. No. of 
instances 

Full:    
SN={N} 

Arith:    
Sa=|D1|+k.  

Geo      
Sg =ak.|D1| 

DASA 

 

Oracle     
SO ={nmin}    

FVC2004 DB3 880 312 297 136 116 

FVC2004 DB4 880 614 582 269 233 

NIST Special DB 4 2000 3609 1497 686 585 

NIST Special DB 9 1500 1083 717 316 232 
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6.2   Face Recognition  

The first dataset is from the Mitchell FACES database. Images of 20 different people 
were collected, including 32 images per person. The data for these experiments were 
obtained from http://www-2.cs.cmu.edu/afs/cs.cmu.edu/user/ mitchell. For the second 
dataset we use is the ORL database (http://www.uk.research.att.com/facedatabase. 
html). The results are as shown in Table 3 and Table 4 below: 

Table 3. Comparison of the mean computation time required for the different methods to obtain 
the same accuracy over 20 runs of the experiment  

 
Table 4. Comparison of the total number of instances required for the different methods used 

7   Discussion 

1) Geometric Sampling: Geometric sampling is between one and two times faster in 
terms of the computation time than learning with all of the data (Full). It also is 
usually between one and three times faster than arithmetic sampling (Arith).  

2) (a)  DASA v/s Full: The adaptive scheduling approach is between three and six 
        times faster than learning with all of the data to obtain the same accuracy.  
(b) DASA v/s Arith: We find that DASA is between two and five times faster 

than Arithmetic Sampling. 
(c) DASA v/s Geo: We find that DASA is between two and three times faster 

than Geometric Sampling. 
(d) In all datasets, DASA is only between one and two times slower than the 

optimum performance as given by SO.  

8   Conclusion 

Computing the smallest sufficient training set size is a fundamental question to 
answer in data mining. The prior learning literature allows for a fixed apriori 

Mean 
Computation Time 

Full:    
SN={N} 

Arith:    
Sa=|D1|+k.  

Geo       
Sg =ak.|D1| 

DASA 

 

Oracle     
SO ={nmin}    

MITCHELL DB 362.1  229.5  127.2  63.2 58.2  

ORL DB 176.5 148.8 95.8 38.6 29.5 

Avg. No. of 
instances 

Full:    
SN={N} 

Arith:    
Sa=|D1|+k.  

Geo       
Sg =ak.|D1| 

DASA 

 

Oracle     
SO ={nmin}    

MITCHELL DB 640 600 640 381 210 

        ORL DB 400 316 300 146 124 
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specification of the number of instances for the sampling schedule. Our contributions 
in this paper include a principled dynamic adaptive sampling approach, that addresses 
two key questions: 1) Has convergence occurred and 2) If not, how many more are 
required. In this paper we address these two questions together using Chernoff 
bounds. We showed that for finger print recognition and face recognition (using 
neural networks), this approach outperforms other approaches with respect to number 
of instances required and computation time. In this paper we have used the approach 
of drawing the samples of different size independently from one another. This is 
required as we are using the Chernoff inequality and reasonable since neural networks 
are typically non-incremental learners. Future work will look at extending the work so 
that a new sample is a superset of the previous sample which may require the use of 
other bounds. In particular we intend to explore the application of dynamic adaptive 
sampling to semi-supervised learning. 
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Abstract. In this paper, we study the problem of filtering unsolicited
bulk emails, also known as spam emails. We apply a k-NN algorithm with
a similarity measure called resemblance and compare it with the naive
Bayes and the k-NN algorithm with TF-IDF weighting. Experimental
evaluation shows that our method produces the lowest-cost results under
different cost models of classification. Compared with TF-IDF weight-
ing, our method is more practical in a dynamic environment. Also, our
method successfully catches a notorious class of spams called picospams.
We believe that it will be a useful member in a hybrid classifier.

1 Introduction

The proliferation of unsolicited bulk emails, also known as spams, has become
an irritating problem in recent years. Various studies (e.g. [1]) indicate that the
problem is getting worse quickly. By far, the most popular technical anti-spam
solution is spam filtering based on the message content. This will be the focus
of this paper.

1.1 Previous Work

Early anti-spam filters rely on hand-crafted rules to detect patterns that often
appear in spam messages. Since constructing the rules manually is cognitively de-
manding and periodic updating of the rules is necessary to cope with the chang-
ing characteristics of the spam messages, various machine learning techniques
for text categorization have been applied to learn the patterns automatically.

Drucker et al. [7] and Hidalgo [9] have experimentally found that support
vector machines (SVM’s) are more accurate than many other classification al-
gorithms, including Ripper, Rocchio and boosting C4.5 trees. Unfortunately,
SVM’s are impractical for a dynamic data set: feature reduction is often needed
to reduce the processing time of a SVM but the subset of the most relevant
features is dynamic. See [5] for discussion.

In contrast, the naive Bayes classifier summarizes each class by a probability
distribution which can be updated incrementally as new samples arrive. Stud-
ies by Sahami et al. [13], Androutsopoulos et al. [2, 3] and Pantel and Lin [10]
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showed that the naive Bayes classifier is rather efficient and accurate. Androut-
sopoulos et al. also proposed the cost-sensitive performance measure to capture
the asymmetric penalty between misclassifying a legitimate email as spam and
misclassifying a spam as legitimate. Usually, the former cost is much higher than
the latter.

Androutsopoulos et al. [3] and Sakkis et al. [15] argued that a folder of spam
messages is often heterogeneous and as such, memory-based algorithms should
be at least as effective as naive Bayes classifier that attempts to learn unifying
characteristics of the spam messages. However, a memory-based algorithm re-
quires much computational overhead (both processing time and storage) due to
its “lazy” processing style. Thus feature reduction is needed and consequently,
it suffers from the same non-adaptive problem as SVM’s.

1.2 Our Contributions

Resemblance: In this paper, we follow the memory-based approach but with
resemblance as the similarity measure between emails. Previously, the same ap-
proach has been used for the more general problem of email classification ([11]).
Here we investigate the applicability of this approach for the special case of
spam filtering and compare it with two other popular methods, namely, the k-
NN with TF-IDF weighting and the naive Bayes. One advantage of our method
over TF-IDF weighting is that feature reduction is achieved by a careful random
sampling process in which each email is reduced to a sketch based on its local
information only. Thus we avoid the need to examine the whole email corpus as
needed in traditional feature selection methods such as information gain. Nor
do we need to maintain the TF-IDF’s of each vector as the corpus evolves. The
random sampling needs to be coordinated among emails but the coordination
is easily achieved by agreeing on a common random hash function beforehand
(i.e., before seeing the emails).

Picospams: In our experiments, we choose a publicly available dataset called
Ling-Spam1, a privately collected email corpus and two randomly generated sets
of picospams (to be explained in Section 2) accompanied by legitimate emails
from the Ling-Spam corpus. These last two sets of data are motivated by the
observation in [8] that half of the spams that sneaked through their variant
of naive Bayes classifier in 2003 are the so-called picospams. Effective counter-
measures are needed to stop such spams. Experimental results show that our
classifier is more accurate in filtering the picospams than the other two classifiers.

The rest of the paper is organized as follows. Section 2 describes the test
collections, including the picospams. Section 3 describes the preprocessing of
emails, the TF-IDF weighting and resemblance measure. Section 4 describes the
naive Bayes and k-NN classifier. Section 5 explains our experimental set up and
presents our results. Section 6 is conclusion.

1 Ling-Spam corpus is available at http://www.aueb.gr/users/ion/data
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2 Test Collections

The Ling-Spam is a publicly available corpus containing 2893 messages, of which
481 are spam and 2412 are legitimate. The messages are collected from the
Linguist list, a mailing list about the science and profession of linguistics. The
topics of messages includes job postings, software availability announcements,
and even flame-like responses.

The Private corpus is our collection, which includes 2903 messages with 1307
legitimate messages related to teaching and 1596 spam messages of advertise-
ments, on-line newsletters and conference announcements. This collection in-
stantiates the situation in which the number of spam messages we received is
larger than that of the legitimate ones.

The last two data sets both consist of 2893 messages and include the 2412
legitimate messages of Ling-Spam. The 481 spam messages of both sets are
randomly generated picospams, each of which generated by embedding an ad-
vertising link (of 5 to 7 components) in a text of 200 random words. One set of
the random words is from a dictionary with 45425 words; and the other set is
from a stopword list with 319 words.

3 Message Preprocessing and Representation

In our experiments, we only consider the message body and ignore any header
information. For the message body, we remove any formatting information such
as HTML or XML tags and then extract words by treating blanks, punctua-
tion marks and special characters as word separators. After this, an email be-
comes a sequence of words separated by blanks. For simplicity, lemmatization
is not done. We will remove stop-shingles (defined as a shingle containing only
stopwords) before mapping the emails into vectors. Next, we will describe the
TF-IDF weighting with cosine measure and the shingling representation with
resemblance measure.

3.1 TF-IDF Weighting and Cosine Measure

In this representation, we map each email to a vector of term weightings for
terms present in the email corpus. Attribute weight of the ith term in the jth
document is defined as: wij = tij × log2 (N/di) where N is the total number of
documents in the email corpus, tij (the term frequency) is the frequency of the
ith term in the jth document, and di (the document frequency) is the number of
documents containing the ith term. Thus, the jth document is represented by
the vector (w1j , w2j , . . .). Having mapped the emails into vectors, the distance
between two emails can be measured by the cosine similarity measure (i.e., the
dot product of the two vectors normalized by the product of their lengths).

3.2 Shingling and Resemblance

The resemblance measure was originally introduced by Broder [4] to detect dupli-
cated web sites. Instead of considering individual keywords, this measure consid-
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ers w-shingles (or w-grams). A w-shingle of a document is a contiguous sequence
of w words in the document. The w-shingling of a document A, denoted Sw(A), is
defined as the multi-set of all w-shingles in A. Alternatively, we can view Sw(A)
as a vector of w-shingle weights in which the weighting function is the frequency
of occurrences in the document. Given two documents A and B with w-shingling
Sw(A) and Sw(B) respectively, their w-resemblance (or simply resemblance if w
is understood) is defined as rw(A,B) = |Sw(A)∩Sw(B)|/|Sw(A)∪Sw(B)|. Thus,
the resemblance is a value between 0 (the least similar) and 1 (the most simi-
lar). In general, the larger value of w, the more stringent requirement we impose
on A and B in order to classify them as similar. In the original application in
duplication detection, a larger value of w is chosen so that the definition is more
sensitive to permutation changes. In our application here, we concentrate on
w = 2 and 3.

For a document A with n words, the size of Sw(A) is n−w+1. Storing Sw(A)
requires storing w(n−w + 1) (English) words, which is larger than the original
document by a factor of w. Alternatively, one may use a vector representation in
which each distinct w-shingle in the email corpus corresponds to a component
in the vector. A huge vector is needed.

To reduce the storage cost and computation time, we use a sampling and
fingerprinting techniques described in [4]. More precisely, for each email, we ap-
ply Rabin’s fingerprinting technqiue [12] to hash each shingle of the w-shingling
of the email into an l-bit integer (the fingerprint). Then we take a sample of a
fixed number, s, of fingerprints. Moreover, the samplings are coordinated among
different emails so that the resemblance between any pair of emails can be esti-
mated from their samples. This is achieved by applying the same random hash
function to each shingle when forming the fingerprints, followed by taking the
smallest s fingerprints from each shingling. Let f(S) denote the set of fingerprint
samples for a set S of shingles. Then the resemblance, rw(A,B), of two docu-
ments A and B is approximately |f(Sw(A))∩f(Sw(B))|/|f(Sw(A))∪f(Sw(B))|.
In total, each email requires only s · l bits of storage. The hash function (which is
simply an irreducible polynomial) is chosen randomly before seeing the emails.
Storing the hash function requires only l bits. From our previous experience,
choosing l = 64 and taking a sample of s = 200 shingles suffice to give a sat-
isfactory result. For more detail explanation of the mathematical foundation,
see [4].

4 Classification Methods

Naive Bayes: Each class of emails is represented as a probability distribution
of words in which the probability of a word is proportional to its frequency in
the class. Let S and L denote the spam and legitimate class respectively. Then
given an email A = (w1, w2, . . . , wn), the probability that A belongs to S is
Pr(S|A) = Pr(A|S)Pr(S)/Pr(A). Assuming each word of A is drawn from S
independently, Pr(A|S) can be estimated as

∏
i Pr(wi|S). Thus, to determine

which class the email A should belong, we compare Pr(S)
∏

i Pr(wi|S) and
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Pr(L)
∏

i Pr(wi|L) and choose the larger one. If A contains a word wi not present
in a class Ck, we apply Laplace smoothing: Pr(wi|Ck) = 1/(nk +si), where nk is
the number of words in Ck, and si is the number of distinct words in the corpus.

Memory-Based: A number of classified instances called examplars are stored
in the memory. To classify a new email, we compare it with the exemplar emails
in the system and take the majority vote among the k nearest ones. The variant
that weighs the vote by the similarity measure is usually more noise-tolerant
than the one with pure binary vote. The algorithm is suitable for folders with
multi-topics such as a spam folder because the distance of a new email with a
folder is determined not by the average distance over all members but by the
nearest members in it.

5 Experimental Evaluation

We tested the classifiers in an incremental supervised-learning environment: new
emails are given one at a time for classification and the user’s feedback is given
immediately before taking the next email. We believe that this model better
reflects the real scenario in which the classifier is deployed for a period of time
during which the user will feedback to the classifier. Human feedback is necessary
because it is likely that users will examine the classification themselves so as to
avoid missing an important legitimate email as spam and to weed out the spams
that get through the filter. For each classification, the incoming email is classified
as spam, legitimate, or unknown; where unknown class collects emails having no
similarity with any existing email or probability with any class.

For k-NN classifiers, we implement the algorithm with k = 1 and 10. For TF-
IDF weighting, we perform feature reduction by selecting the top 700 terms based
on TF-IDF weightings and mapping all emails into the 700-attribute vector space
model. This feature selection method is similar to that used in [15] except that
their feature scoring function is information gain. For resemblance measure, we
take the best result among w = 2 and 3. For naive Bayes, no parameter setting
is needed.

5.1 Performance Criteria

Following Sakkis’s [15] framework, we denote by NL→S the number of legiti-
mate emails classified as spam and by NS→L the number of spams classified as
legitimate. Furthermore, we define c(L → S) and c(S → L) as the cost of an
L → S error and S → L error respectively. The weighted cost for the classifica-
tion of a corpus is then defined as: cost = c(L→ S) ·NL→S + c(S → L) ·NS→L.
Usually c(L → S) 3 c(S → L). Although we expect the user to examine the
spam emails, the collection of spam emails is huge and people tend to skim
through them quickly and delete them. Thus it is possible that misclassified le-
gitimate emails are deleted. Even if not, it may take a long time to recover a
misclassified legitimate email from a huge list of spams. Therefore, we set the
c(S → L) : c(L→ S) as 1 : 1, 1 : 10 and 1 : 100 in our experiments.



646 M. Chang and C.K. Poon

To deal with this cost-sensitive classification problem, we introduce a param-
eter λ ≥ 1 in the classification algorithms. For the k-NN approach, the resem-
blance or the cosine similarity of an incoming email with a legitimate message is
multiplied by λ (while that with a spam message is not adjusted). Similarly, for
naive Bayes, the probability of the incoming email being in the class of legitimate
emails is multiplied by λ before comparing with that of spam. We tested different
values of λ from 1.0 to 9999.9 and take the smallest value that minimizes the
weighted cost.

5.2 Efficiency

Our first experiment compares the efficiency of the memory-based algorithms.
Since we do not concentrate on the classification accuracy, we only perform our
tests on one set of data, namely the Ling-Spam corpus. The results are shown
in Table 1.

Table 1. Average Processing Time (in milli-seconds) of Ling-Spam email

tf · idf Resemblance tf · idf
local=200 local=200 global=700

k-NN 681.1376 242.8925 236.8521
Nearest Neighbour 680.6402 242.0415 236.6792

To compare the efficiency of the TF-IDF weighting and resemblance mea-
sure in a dynamic setting, we modify the feature selection method of TF-IDF
weighting so that each email locally selects 200 attributes. The number of fea-
tures is chosen to match the number of fingerprints sampled in the resemblance
measure. During the testing, the TF’s and DF’s of all the terms are maintained
and when computing the cosine measure of two emails, we take the current TF’s
and DF’s value of their common terms. The processing times are shown in the
leftmost column. The rightmost column shows the processing time for the TF-
IDF measure when 700 features are selected globally. Comparing the leftmost
two columns, the resemblance measure seems to be faster due to its simplicity.
Without feature selection, the TF-IDF measure would even be slower. Compar-
ing the rightmost two columns, the resemblance measure is roughly as efficient
as the TF-IDF weighting. Comparing the two rows of the table, we found that
k-NN with k = 1 and k = 10 are essentially the same in efficiency.

5.3 Accuracy

Tables 2 shows the recall and precision for the spam class as well as the weighted
cost for each classifier. Note that, the result of cost ratio 1:10 and 1:100 is not
shown individually because the results are similar to that of cost ratio 1:1 except
the total cost. The classifier “NN+resemblance” represents the k-NN classifier
with k = 1.
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First, we observe that our algorithm performs the best in all four data sets.
The k-NN with resemblance successfully filters all the picospams from the legit-
imate messages at the cost ratio 1:1, 1:10, and 1:100. It achieves 100% precision
and about 99% recall for both sets of picospams, while its costs are zeroes with
only a few of the messages classified as unknown. For the naive Bayes classifier,
it performs very well for the picospam corpora at the cost ratio 1:1 and 1:10 but
less well for higher cost ratio 1:100. In particular, the rightmost column of Table
2 shows that it is unable to prevent misclassifying legitimate emails without let-
ting through a lot of picospams. Furthermore, it misclassifies a lot of legitimates
as spam in Ling-Spam corpus for all cost models. It attains only 78.07% spam
precision for the corpus. For k-NN with TF-IDF weighting, its cost is similar to
that of k-NN with resemblance for small cost ratio in Private and Ling-Spam
corpora but somewhat inferior for cost ratio 1:100. This is again due to the fact
that it cannot prevent misclassifying a legitimate email without letting a lot of
spams to pass through.

Table 2. Results with cost measure c(S → L) : c(L→ S) = 1 : 1, 1 : 10, and 1 : 100

Corpus Spam Classifier w λ Spam Spam Cost Cost Cost
Recall Precision 1:1 1:10 1:100

Private NN + Resemblance 2 1.0 0.9969 0.9969 9 54 504
k-NN + Resemblance 2 1.0 0.9975 0.9956 10 73 703

NN + TF-IDF - 1.0 0.9950 0.9857 31 238 2308
k-NN + TF-IDF - 1.0 0.9969 0.9791 39 345 3405

naive Bayes - 1.0 0.9261 0.9919 130 238 1318
Ling-Spam NN + Resemblance 2 1.0 0.8836 0.9279 89 386 3356

k-NN + Resemblance 2 1.0 0.8711 0.9744 73 162 972
NN + TF-IDF - 1.0 0.8981 0.9076 93 489 4449

k-NN + TF-IDF - 1.0 0.9189 0.9485 63 279 2439
naive Bayes - 99999.9 0.9771 0.7807 143 1331 13211

PicoSpam NN + Resemblance 3 1.0 0.9938 1.0 0 0 0
(Dictionary) k-NN + Resemblance 3 1.0 0.9938 1.0 0 0 0

NN + TF-IDF - 1.0 0.8108 0.7831 199 1171 10891
k-NN + TF-IDF - 1.0 0.8565 0.9763 79 169 1069

naive Bayes - 1.0 0.9979 0.9917 5 41 401
PicoSpam NN + Resemblance 3 1.0 0.9938 1.0 0 0 0
(Stopword) k-NN + Resemblance 3 1.0 0.9938 1.0 0 0 0

NN + TF-IDF - 1.0 0.9917 1.0 4 4 4
k-NN + TF-IDF - 1.0 0.9917 1.0 4 4 4

naive Bayes - 9999.9 0.9979 0.9959 3 21 201

We also observe that the resemblance measure is very sensitive to sequences
of words. On careful examination of our experimental data, we found that a
picospam typically matches five to seven 3-shingles (mostly due to the advertising
link) with the nearest previously classified picospam but matches none of the 3-
shingles with any legitimate email. Therefore, most of the picospams are caught
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and none of the legitimate emails are misclassified. The TF-IDF classifier also
performs well at the picospam generated by stopword but it performs the worst
among all classifiers at the picospam generated by dictionary. It shows that a
lot of the random stopwords are removed and the words in the spam link are
retained during the initial (global) feature selection. However, if we are testing
the picospam generated by dictionary, the initial feature selection is unable to
locate and retain the important features, namely, the spam link terms.

6 Conclusions

In this paper, we investigated the applicability of k-NN with resemblance in
spam filtering and found it to be competitive with two other common text clas-
sifiers, namely, naive Bayes and k-NN with TF-IDF weighting. Our method is
more practical than k-NN with TF-IDF weighting for a dynamic data set. The
excellent performance of our approach in catching picospams has some ramifi-
cations. Recently, researchers are considering the combination of more than one
classifier to achieve better accuracy. For example, [14] considered a set of classi-
fiers whose individual decisions are combined in some way to classify new emails.
If the classifiers err on different types of emails, their combination may give rise
to a better overall classifier. Thus, it is conceivable that a k-NN classifier with
resemblance can be a member for catching the picospams.
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Abstract. Due to the anonymity of the user during Web searching, no
support for long-term information needs exists. First attempts for per-
sonalized Web retrieval are made, however these approaches are limited
to static objects and no individual recommendations from a dynamic
data set can be determined. Peer-to-peer architectures build a promising
platform for a personalized information filtering system, where all steps
during information exchange are transparent to the user. Our approach
assists active requests in the form of an information pull as well as a sys-
tem initiated information push. In a cooperative manner all peers have
the function of information providers and consumers. The ranking of rec-
ommendations is established by a community-based filtering approach.

1 Motivation

The prognosis that peer-to-peer (P2P) networks are the next stage of the evo-
lution in the development of the Internet, is attributed to the term frequently
discussed in the recent history of information technology. Peer-to-peer networks
form the infrastructure for virtual communities in a collaborative working en-
vironment, in which resources are divided and information is exchanged. The
success of such virtual communities depends considerably on the efficiency of
the integrated procedures for accessing information. In this regard, the function
of an integrated procedure is the acquisition of accurate descriptions of informa-
tion needs. According to Belkin and Croft [Belkin and Croft, 1992] information
needs can be distinguished between one-time or long-time-goals. On one side, in-
formation retrieval processes are typically concerned with dynamic information
needs requesting stable information sources [Oard, 1997]. On the other, infor-
mation filtering assists stable information needs, which are continuously used
to detect relevant documents in dynamic information sources. Today, no major
Web search engine addresses both information detection processes. Regarding
a traditional Web search, a user formulates his information need with a query
and as result he gets a list of documents, which every user gets for the same
query at the moment. At the same time, other users with comparable informa-
tion needs pass through the same search steps. From the users’ point-of-view,
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no awareness features are integrated to detect other users and changes of the
information sources. In this paper, we present a strategy to model dynamic infor-
mation sources, which assists dynamic and stable information needs of a group
of users. Each index of a Web search engine is continuously updated, and each
user gets a subset of relevant documents at the moment of request. For a user
with stable information needs, only the document offset since his last request
would be of special interest. This offset should be provided each user in a per-
sonalized manner. Common client-server architectures of Web search engines do
not offer such time-constraints regarding the indexing time of documents. Fur-
thermore, it would be desirable to excuse the user from a pull of information by
a conscious initiation. In contrast to this attempt, the usage of an information
push [Cheverst and Smith, 2001] assumes the passive attitude of a user, where
any information flow occurs unexpectedly by the user. The push technology
has first been proposed by H. P. Luhn [Luhn, 1958] as ”selective dissemination
of information” (SDI) in 1961. According to Bates [Bates, 2002], hundreds of
millions of dollars have been invested during the Internet boom, but the push
technology has largely failed. Many of these services failed because of informa-
tion flooding for the user. Additionally, users received an information push only
for predefined topics like news, sports etc. Hence, for the implementation of a
push service, which is dynamically adapted to the users’ individual information
needs, peer-to-peer architectures are a promising platform.

Our approach introduces a hybrid peer-to-peer network with on the one side,
a highly-available search service and an index of several billion Web sites (in our
case, Google) and on the other, peers describing a dynamic data set based on a
local peer profile (cf. Section 2). In Section 3 this paper emphasizes the dynamic
information push strategy to determine relevant results for a passive user and
implemented with the prototype called ”MyPush” (cf. Section 4). Finally, we
deal with related work in Section 5, and we conclude future plans in Section 6.

2 Topology of a Hybrid Peer-to-Peer Network

For the assistance of both information detection processes, we want to improve
existing Web search facilities in order to model dynamic information sources.
All common Web search engines have a client-server architecture, where no in-
teraction among users is feasible. This scenario is depicted with the ’User Layer’
and a ’Web Layer’ in Figure 1. A user selects one or more search servers, and
all retrieved documents provide an access point for a navigation through the
World Wide Web. On this account, the user performs a conscious selection of an
information source, which has a stable collection of documents at the moment of
request. The interaction among users is limited to an information pull. For the
assistance of pull und push services, we propose a hybrid peer-to-peer network.
The main advantages of this network is the support of interaction among users.
It is a hybrid network, because existing Web search engines are integrated for an
efficient information pull. The effectiveness can be enriched by the interaction
of users and their exchange of relevant documents in a ’Virtual P2P Network’
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Fig. 1. Topology of a Hybrid Peer-to-Peer Network

(cf. Figure 1). For a tracking of new information sources, an additional layer of
’Virtual Knowledge Communities’ is proposed, in order to restrict the push to
selected users, which are organized in a community as depicted in Figure 1.

2.1 Modelling User Interaction

Modelling user interaction is a first step towards a dynamic information push
beyond Web search engines. The main shortcoming of existing client-server ar-
chitectures, which assist no user interaction during search, is a missing local per-
sonalization strategy. An essential task of the information retrieval process is the
display of useful information sources to the user. We enhance this task, in order to
collect explicit relevance feedback. In a local database, the Peer Search Memory
[Gnasa et al., 2004b], stores all queries and their relevant documents of a user.
This leads to a transaction matrix with validated results of a user. Recently, a
Web search server can log all requests and viewed documents of their users, al-
though these assessments are based on implicit feedback [Oard and Kim, 1998].
If a user requests different Web servers, only with a local personalization strategy
the overall usage information can be stored. In general, user interaction should be
independent of a special server, which assists such an interaction among its users,
and should not be limited to special topics. In our hybrid peer-to-peer network,
each user can use his favorite Web search engine, and there is no restriction
to special search topics. In addition to the ’User Layer’ in Figure 1, all Peer
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Search Memories are organized in a virtual network. We assume that each peer
represents only one user. Hence, this network provides an exchange platform of
document assessments and their context is independent of the requested search
servers. Each query is interpreted as context information [Lawrence, 2000], and
it can be used to group users with similar interests. With these local feedback
information, dynamic information sources exists on each peer. The query, which
results from a dynamic information need, can be performed in our network by
a traditional Web search engine. Furthermore, Virtual Knowledge Communities
[Gnasa et al., 2003] transfer all dynamic information on all peers into a consis-
tent state. Each community brings together users and their relevant documents
for a special context. These grouping will only be proposed to the users, if a
set of documents have a high degree of commitment by a representative number
of users. Both, communities as well as Web search engines are requested, if an
information pull is initiated by the user. As a result, we present a summary
of all server selected documents with additional user assessments from our net-
work, if they are available, and all documents of a community, which matche
the information need. In difference to the single server results, a hit of a Virtual
Knowledge Community leads only to a small set of validated documents. Thus,
an interaction beyond server boundaries is feasible with our approach.

2.2 Towards a Hyper Peer Graph

Beyond the support of user interaction, the hybrid peer-to-peer network encour-
ages the grouping of users and validated results into communities. Web commu-
nities can be detected by spectral or non-spectral metrics [Flake et al., 2003],
which are widely used. In our system, such techniques can be enhanced by addi-
tional nodes that represent users, all query contexts and their evaluated results.
On the Web layer in Figure 1, information is provided by users on Web pages.
The linkage structure can be used to compute subsets of the Web graph, which
represent special topics based on their Peer Search Memory. This information
can also be regarded for the computation of subsets of the Web graph. In Figure
2, we depicted a meta-graph of such an usage graph as well as an example in-
stance. This instantiated example graph shows the usage information of a Web
log that collects all queries of users and their viewed documents. The most fre-
quently retrieved Web site in this collection was a German-English dictionary.
In total, 64 users selected in 136 query sessions the URL http://dict.leo.org. The
result was retrieved by 45 distinct queries. Figure 2 presents four of the most fre-
quently requested queries. Traditional Web community algorithms only analyze
the linkage structure between Web sites. If all usage information is integrated,
additional incoming links can be detected and weighted. The enhancement of the
Web graph with usage information leads to a Hyper Peer Graph with additional
vertices and edges.

Common Web community algorithms consider no content-based analysis of
Web pages. With our topology, the decentralization of all usage information
assists the distributed computation of weights between different kinds of ver-
tices. In the Hyper Peer Graph, we distinguish between page, user, and context
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Fig. 2. Meta-graph of the Hyper Peer Graph and an example instance

vertices. Between these nodes, three directed edges are annotated. First, a di-
rected edge between a context and a page is weighted with the number of query
sessions, in which the selected page was relevant. Second, an access relevance
[Gnasa et al., 2004b] is used to determine personalized issues like last access time
and frequency of usage of a relevant document. Third, all peers compute implicit
feedback information for each local document association, in order to assign a
relevance rating [Gnasa et al., 2004b]. All three edge annotations are based on
collected information of the Peer Search Memory. During the recommendation
process, the interaction between users leads to additional information about the
usability of recommended results. This means, if a user gets a list of recom-
mended documents, and if one of these documents is stored in his Peer Search
Memory, the user relevance (UserRel) [Gnasa et al., 2004b] of the recommending
peer is increased. This user relevance defines the degree of relationships between
two users, and this leads to a linkage network between users.

Summarizing, the Hyper Peer Graph unifies content providers and consumers.
Our future work leads to the integration of new algorithms to compute subsets of
this graph. Each subset will represent a common topic of interest for a user group
and relevant documents, which have a commitment in this group. A first com-
munity algorithms is already implemented and discussed in [Gnasa et al., 2003].
Independently of the process to detect communities, our dynamic information
push strategy assumes groups of users, in order to decrease the number of po-
tential information sources and the information flooding through a dynamic
adaption of the algorithm.

3 Dynamic Information Push

Unlike traditional collaborative filtering approaches, our system is based on a hy-
brid peer-to-peer architecture. If a user wants an automatic detection of relevant
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information, all peers are involved in a collaborative manner. The cooperation
between all peers requires the definition of two essential roles. On this account,
a scheduler differentiates on each peer between active and passive tasks. An in-
formation pull is interpreted as active mode of a peer. Likewise, an information
push for other peers is the passive part. To serve many peers at the same time
several passive instances at each peer exists, whereas a peer can only be in one
active mode. In contrast to central systems, efficient techniques for paralleliza-
tion enable the simultaneous processing of active and passive tasks. According
to the definition of an information push [Cheverst and Smith, 2001] the user has
a passive attitude during the peer filtering, and the role of a peer can not be as-
signed to a user. In terms of a cooperative pull-push cycle [Gnasa et al., 2004a],
an active peer initiates a recommendation request to all peers with a mem-
bership to the same group as the active peer. For this task, we assume the
Virtual Knowledge Communities (VKC), detected in the Hyper Peer Graph, for
a context-driven global prefiltering of peers. This preselection of peers mainly
decreases the network load by considering affiliated peers on a semantic layer.
All preselected and accessible peers interpret a request of an active peer and fade
to the passive mode. At the same time these peers can request other peers of
the group in their active mode. The number of recommended documents mainly
depends on the number of peers in a community. If a community has many
members, the recommendation process can be adapted by a threshold, which
depends on the actual number of members and influences the maximal number
of recommended documents.

Due to the requesting of peers of the same Virtual Knowledge Community,
the network load is minimized and a context-specific selection of requested peers
is the goal. Hence, an information flooding can be avoided, and a dynamic set
of data is mapped to a static snapshot of fundamental associations for a set of
peers. This static set is used as a basis for an enhanced collaborative filtering
approach, where all explicit and implicit ratings, as well as all peer relevances
are considered. The peer recommendation task proceeds in the active mode of a
peer, and starts after the receiving of suggested results of all passive peers which
are online. To overcome existing shortcomings of content-based and collabora-
tive filtering approaches, we use a community-based filtering approach, in order
to utilize the similarity between members of the same community in respect
to their documents ratings as well as their content, which are relevant for the
community. For a user u ∈ U with memberships to the groups Ci ⊂ V KC, a
prediction for a recommended document d is computed over all peers c of the
group Ci

cofu,d = ru +

∑
c∈Ci

(sim(u, c) + UserRelu,c)(rc,d − rc)∑
c∈Ci

(sim(u, c) + UserRelu,c)

The prediction weight cof is used for a ranking of all recommendations. In this
regard, a high value represents a high relevance of a document d. The similarity
of two peers can be computed with standard similarity measures [Rijsberg, 1979].
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Finally, after weighting all suggested results of a peer group, an information push
is initiated by the system.

4 MyPush - Prototype

A first Java-based prototype of our proposed system has been implemented and
evaluated, which incorporates the JXTA framework1 by Sun as the fundamental
architecture. The JXTA framework proposes basic protocols and common stan-
dards for the development of peer-to-peer architectures. For the implementation
of our prototype, mainly two protocols have been utilized: the pipe protocol and
the peergroup protocol.

The pipe protocol is used for establishing a channel-based communication
among peers. These channels, so-called pipes are used for pushing information
about documents (recommendations) pertaining to virtual communities to all
subscribed users (see Figure 3). In fact, our push algorithm is based on a con-
ventional periodic pull protocol. Within the MyPush environment, a component
called Information Gatherer is responsible to address all virtual communities,
which the corresponding user has subscribed and, eventually, to request all new
recommendations. These results are preprocessed and displayed to the user in a
graphical user interface component. So, from the user’s perspective, the arrival
of new recommendations appears as a true push service, which can be compared
to a conventional email client.

Fig. 3. The push service in the MyPush prototype

Virtual communities are represented by so-called peergroups. Peergroups are
made of a set of peers, which have agreed on common topics or interests. In our
system, member peers share all relevant parts of their locally stored associations
with other members of that group. JXTA integrates protocols for discovering,
joining, and creating new peergroups. This way, new groups can be discovered
throughout an entire (given) P2P-network.

1 http://www.jxta.org
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5 Related Work

The system Outride [Pitkow et al., 2002] pursues a widespread personalization
strategy characterized with ”You know what I know, show me what I do not
know”. However, the sharing of previously-visited URL’s is not assisted in a
collaborative manner. Beyond these actual approaches, other systems concen-
trate either on one-time or long-time information needs. For one-time goals,
Chakrabarti et al. [Chakrabarti et al., 2000] provide a Web browsing assistant
for individual users and groups with focused information needs. It is based on a
client-server architecture, and no information about topics that has not already
been requested by other users, can be provided. On this account, no collabora-
tive support exists. The goal of the system WebView [Cockburn et al., 1999] is
the assistance of the user for revisiting relevant Web sites. A mapping of rel-
evant Web sites to individual information needs is not available. Bawa et al.
[Bawa et al., 2003] propose a peer-to-peer approach for collaborative retrieval.
It supports the aggregation of peers into overlapping (user defined) groups, and
the search through specific groups. This restriction is not desirable in order
to achieve a flexible clustering of topics. For the support of long-time goals,
traditional information filtering systems can be found in the context of push ser-
vices, recommender systems, and awareness. GroupLens [Resnick et al., 1994]
filters NetNews articles by the personal interest of a user. Collaborative filtering
[Goldberg et al., 1992] is used to generate recommendations, but no content of
the messages is analyzed in this central system. Although the need of personaliza-
tion and collaboration is taken up by several systems, there are no aspects for a
transparent information exchange and user interaction as conceived in this work.

6 Future Work

With this paper we presented an approach for dynamic information push. Based
on explicit result rankings, a hybrid peer-to-peer network ensures a transparent
filtering on each peer. Future work on the prototype will lead in three directions.
First, we will investigate the impact of a global peer relevance. Actually, a peer
gets no feedback about the usefulness of recommended documents for other peers.
This information will lead to an intra-clustering of users to detect experts. For the
implementation of an answer the MyPush protocol can be extended so that the
satisfaction of an active peer is sent as a reply to the passive peers. Furthermore,
we plan the integration of a collaborative peer relevance in order to assist a global
perception of all users of a peer group. Second, in addition to the basic implicit
weighting of associations, a combination between explicit and implicit weighting
of associations and peer relevances is conceivable. On this account, the explicit
influence of a user can be enhanced whereby the profile of the user comes to the
forefront. Additionally, all results explicitly flagged as not relevant should be
considered. Third, the actuality of long-time goals needs further investigation.
A possible strategy would be the classification of local associations monitoring
user behavior.
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Abstract. Information graphics such as bar, line and pie charts ap-
pear frequently in electronic media and often contain information that is
not found elsewhere in documents. Unfortunately, sight-impaired users
have difficulty accessing and assimilating information graphics. Our goal
is an interactive natural language system that provides effective access
to information graphics for sight-impaired individuals. This paper de-
scribes how image processing has been applied to transform an informa-
tion graphic into an XML representation that captures all aspects of the
graphic that might be relevant to extracting knowledge from it. It dis-
cusses the problems that were encountered in analyzing and categorizing
components of the graphic, and the algorithms and heuristics that were
successfully applied. The resulting XML representation serves as input
to an evidential reasoning component that hypothesizes the message that
the graphic was intended to convey.

1 Introduction

Information graphics (line charts, bar charts, etc.) frequently occur in popular
media such as newspapers, magazines, and newsletters. Moreover, they generally
contain information that is not part of any accompanying text. Although most
people easily acquire knowledge from information graphics, this is not the case for
individuals with sight impairments. Several research projects have investigated
devices for conveying graphics in an alternative medium, such as tactile images
or soundscapes[1, 2], but these approaches have serious limitations. For example,
generation of a tactile image requires specialized equipment that is expensive.
Soundscapes are ineffective at conveying intersection points of multiple lines. In
order to avoid disenfranchising a segment of our population, methods must be
developed that enable sight-impaired users to effectively access and assimilate
information graphics.

The primary goal of our project is a methodology that enables sight-impaired
individuals to assimilate the content of an information graphic with relative ease.
While previous research has concentrated on rendering graphical elements in an
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alternative medium, our goal is to provide the user with the knowledge that
one would gain from actually viewing the graphic rather than enabling the user
to access what the graphic “looks like.” Thus we are developing an interactive
system that hypothesizes the intended message of the information graphic, uses
spoken language to convey this message along with other related significant
features of the graphic, and responds to follow-up questions about more detailed
aspects of the graphic.

Section 2 discusses related work and describes potential applications of our
system. Section 3 presents the overall architecture of our system. Section 4 fo-
cuses on the initial processing of the graphical image to construct an XML repre-
sentation of the components of the graphic and their relation to one another. It
discusses the goals of the image processing component, the problems that were
encountered in analyzing and categorizing components of the graphic, and the
algorithms and heuristics that were successfully applied. Section 5 describes the
current status of our implementation and discusses future work that will extend
the kind of graphics that the system can handle.

2 Overview

Limited attention has been given to summarizing information graphics. Reiter[3]
used pattern recognition techniques to summarize interesting features of au-
tomatically generated graphs of time-series data from a gas turbine engine;
however, Reiter started with the underlying data, not the graphical image. St.
Amant[4] developed a system, VisMap, for manipulating a visual display that
allowed interaction through a graphical user interface. VisMap could take pixel-
level input from a screen display and recognize the interface objects displayed on
the screen, such as menus and buttons. Futrelle [5, 6, 7, 8] developed a constraint
grammar to define components of diagrams and parse the diagram. However,
Futrelle was interested in a sophisticated mechanism for parsing complex vec-
tor diagrams (including finite state automata and gene diagrams); our work is
limited to information graphics such as bar and line charts, and thus we can
focus on simpler mechanisms that will have high success and be efficient on our
real-world problem.

There are several useful applications for a system that can summarize in-
formation graphics at different levels of granularity. First, as the primary mo-
tivation for our work, it will facilitate an interactive natural language system
that can provide the user with the primary content of the graphic (its intended
message along with significant related features) and then respond to follow-up
questions that address more detailed aspects of the graphic. For digital libraries,
the initial summary of the graphic will be used in conjunction with summaries
of the document text to provide a more complete representation of the content
of the document for searching and indexing. In the case of environments with
low-bandwidth transmission and miniature viewing facilities, such as cellular
telephones for accessing the web, the initial summary and follow-up capability
will provide an alternative modality for access to the document.

S
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3 Architecture

Our current work is concerned with simple bar, line and pie charts, although
eventually we will handle other kinds of graphics. The visual extraction module
(VEM) analyzes the graphic and provides an XML representation of the graphic
to the intention recognition module (IRM). The IRM is responsible for recog-
nizing the intended message of the information graphic and sending it to the
content planning module (CPM), which will augment the intended message of
the graphic with related interesting features. The message organization module
(MOM) then organizes the most salient propositions into a coherent summary,
which will be rendered in natural language and conveyed to the user via speech
synthesis. The follow-up question module (FQM) will provide the user with the
opportunity to interactively seek additional information about the graphic. De-
tails and status of the overall system may be found elsewhere [9, 10, 11, 12].

Fig. 1. A sample information graphic image (from USA Today)

The focus of this paper is on the processing done by the visual extraction
module, which converts a graphic from its image format to a text format more
suitable for the other modules to process. First the raw drawing components
that are extracted from the image are described. Next, how the components are
simplified and grouped to obtain the graphic components, and how these are used
to identify the information graphic as a bar, line or pie chart is explained. Then
the construction of an XML representation of the information content implicit
in the graphic components is discussed. Finally several unresolved issues are
addressed.

The information graphics that VEM handles are bar, line and pie charts that
have been created by spreadsheet or drawing software. The graphics have been
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saved in an uncompressed image format and converted to pgm format, making
them easy to read into internal arrays of pixels. The images are presently assumed
to be one of the three chart types, with no textured regions, i.e., all areas are
uniformly filled with one gray level. They are also free of noise and are not
blurry, and components do not overlap. A typical example of such an input is
the image shown in Fig. 1. One should note that although the graphic in this
figure contains a useful caption, our analysis of a corpus of information graphics
confirms research by Corio[13] that showed captions to be often nonexistent or
unhelpful. Thus the graphic itself must be analyzed to convey its intent to the
user.

4 Visual Extraction

When an information graphic is designed, it is built from abstract components
like axes, bars, labels, titles, data points connected by lines, and wedges, depend-
ing on the graphic type. An image, however, is, at its simplest, just an array of
gray level values. The task of the VEM is to extract the graphic components
from the pixel array and present them in a textual form. The abstract compo-
nents of an information graphic are themselves composed of entities, however,
consisting of text, line segments, arcs, curves and filled regions in combination.
For example, a bar in a bar chart typically has a filled rectangular region, a bor-
der of a different color, and labels that identify the attribute-value pair that the
bar represents. The strategy of the VEM is to find these raw components and
then to combine them into the graphic components at the level of abstraction
that the designer was working with. Once these graphic components, together
with their relationships to each other, have been found, it is a simple matter to
describe them in a textual format.

4.1 Raw Component Extraction

As Fig. 1 shows, the images typically produced by spreadsheets have a small
number of distinct gray level values, and they are usually well-spaced in the
range of possible values. This makes it easy to separate an image into connected
regions where each region has a uniform gray level. The first step in processing
an image is identifying these connected uniform regions which we call plateaus.
Examination of a histogram of the gray levels in the image with special attention
to pixels near the edges identifies the background color, which is white in this
example. In addition, the border of each plateau is computed by finding all the
points in the plateau that are not completely surrounded by pixels with the same
gray level.

Once the plateaus have been extracted, they have to be classified as text, or as
chart elements that have to be broken down further into their drawing primitives.
The text in a graphic consists of isolated plateaus, each of which is a character
(or sometimes two characters run together). To identify these plateaus, we apply
the heuristic that textual elements typically occupy small bounding boxes and
take up a small percentage of space in those boxes or are short, thin horizontal
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or vertical line segments, which could be characters “I”, “l” or the main part
of “i”, depending on the font. We identify these textual elements with a rather
simple optical character recognition algorithm; much work has been done on the
OCR problem, so we anticipate that one of the commercial OCR programs can
be adapted to our needs in a future version of our software, but we have put that
effort off because identifying the characters in an information graphic is only a
small part of what has to be done. Instead, we use a simple template matching
algorithm so that we can concentrate on sketching out the other steps needed
for identifying the components of an information graphic image.

The smallest meaningful textual elements, however, are words, so we must
group the text plateaus into word groups. We tried the irregular pyramid ap-
proach of Tan and Loo[14] to address this problem, but it was slow and inef-
fective. We devised a heuristic approach based on an analysis of information
graphics in popular media. We create a new image in which the bounding boxes
surrounding the text plateaus are filled rectangles, all having the same gray level.
These rectangular plateaus are then dilated, which merges those that are close
together. The modified plateaus are extracted from this modified image and the
characters that fit inside of each modified plateau are grouped together as a
word.

The highest level of meaningful text in an information graphic is the phrase
level, where the phrase serves as a title or label of some nontextual element such
as a bar or pie wedge. We extract titles with a simple heuristic: The words that
are topmost with a horizontal orientation are sorted from left to right to form
the title of the graphic and words that are leftmost with a vertical orientation
are sorted from bottom to top to form the title for the Y-axis of the graphic. To
facilitate extraction of visual components of a graphic, we make a new copy of
the plateau list with all the text plateaus removed.

While the text plateaus can be treated as the textual primitives, the chart
element plateaus in a graphic are actually compound entities. Since the shape
information of a chart element plateau is entirely in its border, chart element
plateaus that are not already lines are replaced by their borders for the rest of the
extraction process. The graphic can now be thought of as a line drawing with an
overlay of texts. But the chart element plateaus, which are now lines of various
sorts, are still compound entities; they have to be broken down into simple
drawing primitives like straight line segments and arcs before we can recognize
what the plateaus are. In Fig. 1, for example, the X and Y axes are composed
of two long lines and many smaller lines which serve as tick marks. We need to
break these plateaus into straight line segments before we can recognize what
parts of the X axis plateau are the tick marks and what part is the X axis itself.
One way to break a compound line into straight line segments is to vectorize
it, but the vectorizing programs available on the World Wide Web were not
satisfactory to our purpose, so we devised our own way of decomposing the chart
element plateaus. Each chart element plateau is traced in a clockwise direction
and is broken into chains of pixels that are straight line segments or curves. They
terminate when certain changes in the trend of the line is observed and when



665

a junction is encountered. This breaks up most borders into small pieces. In
Fig. 1, the borders that include the X and Y axes are broken up into the Y axis,
the tick marks, and the segments of the X axis that lie between the tick marks.
Straight lines are fitted to all chains using least squares. Connected sequences of
short straight lines that slowly change orientation from one line to the next are
recognized as curves. The end result is a representation of the line drawing part
of the graphic as a set of straight line segments and simple arcs, which when
drawn would reproduce the graphic minus the texts and without closed regions
being filled in with gray levels other than the background color. Now that the
graphic is decomposed into texts and line primitives that accurately capture all
the information in a graphic (because they reproduce the graphic when drawn),
the graphic is ready for the recognition phase of the visual extraction.

4.2 Component Regrouping

The line primitives have to be regrouped into recognizable components of bar,
line and pie charts. Both bar charts and line charts are expected to have an X
axis and a Y axis. Bar charts are expected to have bars that are laid out either
vertically or horizontally. Line graphs are expected to have irregular sequences
of straight line segments connecting the data points. Pie charts are expected to
have wedge-shaped regions that belong to a circular region. There may be other
graphical elements present also. For example, grid lines are often present to help
the viewer read data off the graphic. Our task is to look for these components
of information graphics and see how they are compositions of the line primitives
that have been found.

The most perspicuous features of bar and line charts, apart from the bars
and data lines, are the X and Y axes. We expect these to be a long horizontal
and a long vertical line, respectively. To find these features, we start at the
lower left corner of the graphic and look for the nearest vertical and horizontal
line segments. These line segments are extended when possible with other line
segments that are parallel to and in line with them. Extension is necessary
because axes with tick marks get segmented as explained above. If the line
segments grow into a line that is long enough, say, about four tenths of the
width or height of the graphic, they are grouped together as one line and labeled
the X axis or Y axis, depending on their orientation. Small line segments that
are next to but perpendicular to one of these lines are grouped with that line
as its tick marks. Finding the axes is helpful because they generally mark two
sides of the rectangular region where the graphic’s data is displayed. In a similar
manner, other horizontal and vertical lines that are the same length as the axes
are found and classified as grid lines. It is important to get rid of these lines
so that the data region is left uncluttered, containing only informative graphic
components.

The other graphic elements we look for are bars, data lines, wedges and
legends. Small horizontal and vertical line segments have to be grouped when
possible into rectangles. Sometimes several line segments have to be grouped
together to make one side of a rectangle because there are junction points on
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the side when other rectangles are adjacent. Furthermore, some line segments
may be part of more than one rectangle, again when rectangles are adjacent,
such as when bars are drawn touching each other. If a rectangle is found that
contains other rectangles with text near them, that cluster of objects is made
into a single component and classified as a legend. The remaining rectangles are
expected to be bars in a bar graph.

To recognize the wedges in a pie chart, we look for one straight line segment
that has a curve connecting its two ends (a wedge that is half a pie) or two
straight line segments that touch at one end and are connected to each other at
the other end by a curve.

The data lines in line charts are the least structured of all the graphic compo-
nents we look for, since they are just a sequence of connected line segments that
can wander in any direction across the graphic. We recognize them by looking
for connected line segments among the line segments that have not already been
found to be parts of an axis, tick marks, parts of rectangles, or parts of wedges.

Finally, after axes, tick marks, rectangles, legends, wedges and data lines have
been found, we are able to categorize an information graphic as to type; if there
are rectangles that are not legends, the graphic is a bar chart; if it contains one
or more data lines, it is a line chart; if it contains one or more wedges, it is a pie
chart.

4.3 XML Formatted Output

With the information graphic dissected into its meaningful visual and textual
components, we finally have to generate an XML representation of the graphic.
Once we know what type of chart we are dealing with, it is straightforward
to describe the chart. There are just a few additional pieces of information
that have to be extracted from the relative locations of the visual and textual
components.

In the case of bar charts, each bar has to be described in terms of its essential
properties. These are the color (gray level) of the bar, its length (if horizontal) or
height (if vertical) in centimeters, the text near its axis end, and any annotation
text at its other end. If the bar has no annotation text, the value represented by
its height must be computed. The ticks associated with the measurement axis
are scanned for nearby text that are recognizable as numbers. The value of the
bar is then computed by interpolating the projected length or height of the bar
between the ticks. Figure 2 shows the XML representation of the middle bar in
Fig. 1.

In the case of a line chart, each data line is represented by a sequence of
points (expressed as the pixel location coordinates in the original image). The
X coordinate of each point is projected down to the X axis and the text near
that location is paired with the value obtained by projecting the Y coordinate
onto the Y axis and estimating the value from the numerical texts and tick
marks found there. These pairs are the data that are conveyed by the data
line.
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<Bar>
<Label>

<Content>Other African countries</Content>
<Color>0</Color>
<Bold>false</Bold>

</Label>
<Color>128</Color>
<Height>2.72</Height>
<AxisDistance>7.69</AxisDistance>
<SightLine>false</SightLine>
<Annotation>

<Content>187</Content>
<Color>0</Color>
<Bold>false</Bold>

</Annotation>
</Bar>

Fig. 2. XML representation of a bar in bar chart

5 Current Status

The present visual extraction system can handle simple black and white bar
charts and line charts that have been produced by spreadsheet or drawing soft-
ware and saved into an uncompressed image file. While pie charts are recognized,
their transcription into XML output is not complete. Also, legends, although
they are identified, produce no output.

In the future we intend to handle color images and make character recognition
more robust. Allowing for regions to be filled in with textured color instead of
only solid color is a more distant goal. A more immediate goal, however, is to
make the system more robust in the presence of noise in the graphic image.
Computer generated images can be noise-free and they can be transmitted over
the Internet without becoming contaminated with noise, but most images on
the Internet are stored in a lossy compressed format such as JPEG. The lossy
compression process introduces artifacts when the image is decompressed that
are an unusual kind of structured noise, which is different from the kinds that
are commonly addressed in image processing. Most notably, the artifacts create
barely noticeable dots around the characters in the image and faint ghost lines
next to long lines. These ghost lines are not noticeable to the human eye, but
they are glaring to the computer eye. Filtering out this special kind of noise will
be the focus of our future work.

6 Summary

In this paper we have outlined the visual extraction module of an interactive
dialog system for making information graphics accessible to sight-impaired users.
Numerous heuristics are used to break down easily extracted regions (regions

Getting Computers to See Information Graphics o Users Do Not Have toS



668 D. Chester and S. Elzer

that are connected and have uniform gray level) into characters and line segments
which serve as primitive elements from which the graphic elements, such as axes,
bars, data lines and pie wedges are composed. We have shown that fairly simple
techniques can be used to identify the components of an information graphic
and produce an XML representation of its visual content. Much work remains,
however, to extend the module to be more robust, particularly to be able to
ignore the artifacts that are created by lossy compressed image formats and to
deal with the artistic license of graphics designers, who often don’t follow rules
of good design.
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Abstract. Paraconsistent intuitionistic fuzzy set is an extension of in-
tuitionistic fuzzy set or interval-valued fuzzy set. It relaxes the require-
ment that t + f ≤ 1, where t is grade of truth-membership and f
is grade of false-membership. In paraconsistent intuitionistic fuzzy set,
t, f ∈ [0, 1], 0 ≤ t + f ≤ 2. In this paper, we present a generalization of
the relational model of data based on paraconsistent intuitionistic fuzzy
set. Our data model is capable of manipulating incomplete as well as in-
consistent information. Associated with each relation there are two mem-
bership functions which keep track of the extent to which we believe the
tuple is in the relation and the extent to which we believe that it is not in
the relation. In order to handle inconsistent situations, we propose an op-
erator, called “split”, to transform inconsistent paraconsistent intuition-
istic fuzzy relations into pseudo-consistent paraconsistent intuitionistic
fuzzy relations. We may then manipulate these pseudo-consistent para-
consistent intuitionistic fuzzy relations by performing set-theoretic and
relation-theoretic operations on them. Finally, we can use another opera-
tor, called “combine”, to transform the results back to paraconsistent in-
tuitionistic fuzzy relations. For this model, we define algebraic operators
that are generalization of the usual operators such as union, selection,
join on fuzzy relations. Our data model can underlie any database man-
agement system that deals with incomplete or inconsistent information.

1 Introduction

The relational model was proposed by Ted Codd’s in his pioneering paper [1].
This data model usually takes care of only well-defined and unambiguous data.
However, imperfect information is prevalent in many situations and approaches
to deal with such imperfect data need to be devised.

In order to represent and manipulate various forms of incomplete information
in relational databases, several extensions of the classical relational model have
been proposed [2, 3, 4]. In some of these extensions, a variety of “null values” have
been introduced to model unknown or not-applicable data values. Attempts have
also been made to generalize operators of relational algebra to manipulate such
extended data models [3, 5]. Fuzzy set theory and fuzzy logic proposed by Zadeh
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[6] provides a requisite mathematical framework for dealing with incomplete and
imprecise information. Later on, the concept of interval-valued fuzzy sets was
proposed to capture the fuzziness of grade of membership itself [7]. In 1986,
Atanassov introduced the intuitionistic fuzzy set [8] which is a generalization of
fuzzy set and provably equivalent to interval-valued fuzzy set. The intuitionis-
tic fuzzy set considers both truth-membership t and false-membership f with
t, f ∈ [0, 1] and t+ f ≤ 1. Because of this restirction, fuzzy sets, interval-valued
fuzzy sets and intuitionistic fuzzy sets cannot handle inconsistent information.
Some authors [9, 10, 11, 12, 13, 14] have studied relational databases in the light
of fuzzy set theory with an objective to accommodate a wider range of real-world
requirements and to provide closer man-machine interactions.

However, unlike incomplete, imprecise, and uncertain information, inconsis-
tent information has not enjoyed enough research attention. In fact, inconsistent
information exists in a lot of applications. For example, in data warehousing ap-
plication, inconsistency will appear when trying to integrate data from many dif-
ferent sources. Another example is that of expert systems, where the knowledge
base itself may contain facts which are inconsistent with each other. Generally,
two basic approaches have been followed in solving the inconsistency problem in
knowledge bases: belief revision and paraconsistent logics. The goal of the first
approach is to make an inconsistent theory consistent, either by revising it or by
representing it by a consistent semantics. On the other hand, the paraconsistent
approach allows reasoning in the presence of inconsistency and contradictory
information can be derived or introduced without trivialization [15]. Bagai and
Sunderraman [16] proposed a paraconsistent relational data model to deal with
incomplete and inconsistent information. This data model is based on paracon-
sistent logics.

In this paper, we present a new relational data model - paraconsistent in-
tuitionistic fuzzy relational data model (PIFRDM). Our model is based on the
intuitionistic fuzzy set theory [8] and is capable of manipulating incomplete as
well as inconsistent information. Let X be the universe of discourse. We use both
grade of truth membership α and grade of false membership β to denote the sta-
tus of a tuple of a certain relation with α(x),β(x) ∈ [0, 1] and α(x)+β(x) ≤ 2 for
all x ∈ X. PIFRDM is the generalization of fuzzy relational data model (FRDM).
That is, when α(x) + β(x) = 1 for all x ∈ X, paraconsistent intuitionistic fuzzy
relation is the ordinary fuzzy relation. This generalization is distinct from para-
consistent relational data model (PRDM), in fact it can be easily shown that
PRDM is a special case of PIFRDM. That is, when α(x),β(x) = 0 or 1 for all
x ∈ X, paraconsistent intuitionistic fuzzy relation is just paraconsistent relation.

We introduce paraconsistent intuitionistic fuzzy relations, which are the fun-
damental mathematical structures underlying our model. These structures are
strictly more general than classical fuzzy relations, in that for any fuzzy relation
there is a paraconsistent intuitionistic fuzzy relation with the same information
content, but not vice versa. The claim is also true for the relationship between
paraconsistent intuitionistic fuzzy relations and paraconsistent relations. We de-
fine algebraic operators over paraconsistent intuitionistic fuzzy relations that ex-
tend the standard operators, such as selection, join, union, over fuzzy relations.
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2 Paraconsistent Intuitionistic Fuzzy Relations

In this section, we generalize fuzzy relations and paraconsistent relations in such
a manner that we are now able to assign a measure of belief and a measure of
doubt to each tuple. We shall refer to these generalized relations as paraconsis-
tent intuitionistic fuzzy relations. So, a tuple in a paraconsistent intuitionistic
fuzzy relation is assigned a measure 〈α,β〉, 0 ≤ α,β ≤ 1. α will be referred to as
the belief factor and β will be referred to as the doubt factor. The interpretation
of this measure is that we believe with confidence α and doubt with confidence
β that the tuple is in the relation. The belief and doubt confidence factors for
a tuple need not add to exactly 1. This allows for incompleteness and inconsis-
tencies to be represented. If the belief and doubt factors add up to less than
1, we have incomplete information regarding the tuple’s status in the relation
and if the belief and doubt factors add up to more than 1, we have inconsistent
information regarding the tuple’s status in the relation.

We now formalize the notion of a paraconsistent intuitionistic fuzzy relation.
Let a relation scheme (or just scheme) Σ be a finite set of attribute names,

where for any attribute A ∈ Σ, dom(A) is a non-empty domain of values for A.
A tuple on Σ is any map t : Σ → ∪A∈Σdom(A), such that t(A) ∈ dom(A), for
each A ∈ Σ. Let τ(Σ) denote the set of all tuples on Σ.

Definition 1. A paraconsistent intuitionistic fuzzy relation R on scheme
Σ is any subset of τ(Σ) × [0, 1] × [0, 1]. For any t ∈ τ(Σ), we shall denote an
element of R as 〈t, R(t)+, R(t)−〉, where R(t)+ is the belief factor assigned to t
by R and R(t)− is the doubt factor assigned to t by R. Let V(Σ) be the set of all
paraconsistent intuitionistic fuzzy relations on Σ.

Definition 2. A paraconsistent intuitionistic fuzzy relation R on scheme Σ is
consistent if R(t)+ + R(t)− ≤ 1, for all t ∈ τ(Σ). Let C(Σ) be the set of
all consistent paraconsistent intuitionistic fuzzy relations on Σ. R is said to
be complete if R(t)+ + R(t)− ≥ 1, for all t ∈ τ(Σ). If R is both consistent
and complete, i.e. R(t)+ + R(t)− = 1, for all t ∈ τ(Σ), then it is a total
paraconsistent intuitionistic fuzzy relation, and let T (Σ) be the set of all total
paraconsistent intuitionistic fuzzy relations on Σ.

Definition 3. R is said to be pseudo-consistent if
max{bi|(∃t ∈ τ(Σ))(∃di)(〈t, bi, di〉 ∈ R)} + max{di|(∃t ∈ τ(Σ))(∃bi)(〈t, bi, di〉 ∈
R)} > 1, where for these 〈t, bi, di〉, bi+di = 1. Let P(Σ) be the set of all pseudo-
consistent paraconsistent intuitionistic fuzzy relations on Σ.

It should be observed that total paraconsistent intuitionistic fuzzy relations
are essentially fuzzy relations where the uncertainty in the grade of membership
is eliminated. Let F(Σ) be the set of all fuzzy relations over scheme Σ. We make
this relationship explicit by defining an one-one correspondence λΣ : T (Σ) →
F(Σ), given by λΣ(R)(t) = R(t)+, for all t ∈ τ(Σ). This correspondence is used
frequently in the following discussion.
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Operator Generalisations

It is easily seen that paraconsistent intuitionistic fuzzy relations are a generali-
sation of fuzzy relations, in that for each fuzzy relation there is a paraconsistent
intuitionistic fuzzy relation with the same information content, but not vice
versa. It is thus natural to think of generalising the operations on fuzzy rela-
tions, such as union, join, projection etc., to paraconsistent intuitionistic fuzzy
relations. However, any such generalisation should be intuitive with respect to
the belief system model of paraconsistent intuitionistic fuzzy relations. We now
construct a framework for operators on both kinds of relations and introduce
two different notions of the generalisation relationship among their operators.

An n-ary operator on fuzzy relations with signature 〈Σ1, . . . , Σn+1〉 is a func-
tion Θ : F(Σ1)×· · ·×F(Σn)→ F(Σn+1), where Σ1, . . . , Σn+1 are any schemes.
Similarly, an n-ary operator on paraconsistent intuitionistic fuzzy relations with
signature 〈Σ1, . . . , Σn+1〉 is a function Ψ : V(Σ1)× · · · × V(Σn)→ V(Σn+1).

Definition 4. An operator Ψ on paraconsistent intuitionistic fuzzy relations
with signature 〈Σ1, . . . , Σn+1〉 is totality preserving if for any total paracon-
sistent intuitionistic fuzzy relations R1, . . . , Rn on schemes Σ1, . . . , Σn, respec-
tively, Ψ(R1, . . . , Rn) is also total.

Definition 5. A totality preserving operator Ψ on paraconsistent intuitionistic
fuzzy relations with signature 〈Σ1, . . . , Σn+1〉 is a weak generalisation of an
operator Θ on fuzzy relations with the same signature, if for any total paracon-
sistent intuitionistic fuzzy relations R1, . . . , Rn on schemes Σ1, . . . , Σn, respec-
tively, we have

λΣn+1(Ψ(R1, . . . , Rn)) = Θ(λΣ1(R1), . . . , λΣn
(Rn)).

The above definition essentially requires Ψ to coincide with Θ on total para-
consistent intuitionistic fuzzy relations (which are in one-one correspondence
with the fuzzy relations). In general, there may be many operators on para-
consistent intuitionistic fuzzy relations that are weak generalisations of a given
operator Θ on fuzzy relations. The behavior of the weak generalisations of Θ on
even just the consistent paraconsistent intuitionistic fuzzy relations may in gen-
eral vary. We require a stronger notion of operator generalisation under which,
when restricted to consistent paraconsistent intuitionistic fuzzy relations, the
behavior of all the generalised operators is the same. Before we can develop such
a notion, we need that of ‘representations’ of a paraconsistent intuitionistic fuzzy
relation.

We associate with a consistent paraconsistent intuitionistic fuzzy relation R
the set of all (fuzzy relations corresponding to) total paraconsistent intuitionistic
fuzzy relations obtainable from R by filling in the gaps between the belief and
doubt factors for each tuple. Let the map repsΣ : C(Σ)→ 2F(Σ) be given by

repsΣ(R) = {Q ∈ F(Σ) |
∧

ti∈τ(Σ)

(R(ti)+ ≤ Q(ti) ≤ 1−R(ti)−)}.
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The set repsΣ(R) contains all fuzzy relations that are ‘completions’ of the
consistent or pseudo-consistent paraconsistent intuitionistic fuzzy relation R.
Observe that repsΣ is defined only for consistent paraconsistent intuitionistic
fuzzy relations and produces sets of fuzzy relations. Then we have following
observation.

Proposition 1. For any consistent paraconsistent intuitionistic fuzzy relation
R on scheme Σ, repsΣ(R) is the singleton {λΣ(R)} iff R is total.

We now need to extend operators on fuzzy relations to sets of fuzzy relations.
For any operator Θ : F(Σ1) × · · · × F(Σn) → F(Σn+1) on fuzzy relations, we
let S(Θ) : 2F(Σ1) × · · · × 2F(Σn) → 2F(Σn+1) be a map on sets of fuzzy rela-
tions defined as follows. For any sets M1, . . . ,Mn of fuzzy relations on schemes
Σ1, . . . , Σn, respectively,

S(Θ)(M1, . . . ,Mn) = {Θ(R1, . . . , Rn) | Ri ∈Mi, for all i, 1 ≤ i ≤ n}.

In other words, S(Θ)(M1, . . . ,Mn) is the set of Θ-images of all tuples in the
cartesian product M1 × · · · ×Mn. We are now ready to lead up to a stronger
notion of operator generalisation.

Definition 6. An operator Ψ on paraconsistent intuitionistic fuzzy relations
with signature 〈Σ1, . . . , Σn+1〉 is consistency preserving if for any consis-
tent or pseudo-consistent paraconsistent intuitionistic fuzzy relations R1, . . . , Rn

on schemes Σ1, . . . , Σn, respectively, Ψ(R1, . . . , Rn) is also consistent or pseudo-
consistent.

Definition 7. A consistency preserving operator Ψ on paraconsistent intuition-
istic fuzzy relations with signature 〈Σ1, . . . , Σn+1〉 is a strong generalisation
of an operator Θ on fuzzy relations with the same signature, if for any consistent
or pseudo-consistent paraconsistent intuitionistic fuzzy relations R1, . . . , Rn on
schemes Σ1, . . . , Σn, respectively, we have

repsΣn+1
(Ψ(R1, . . . , Rn)) = S(Θ)(repsΣ1

(R1), . . . , repsΣn
(Rn)).

Given an operator Θ on fuzzy relations, the behavior of a weak generalisation
of Θ is ‘controlled’ only over the total paraconsistent intuitionistic fuzzy rela-
tions. On the other hand, the behavior of a strong generalisation is ‘controlled’
over all consistent or pseudo-consistent paraconsistent intuitionistic fuzzy rela-
tions. This itself suggests that strong generalisation is a stronger notion than
weak generalisation. The following proposition makes this precise.

Proposition 2. If Ψ is a strong generalisation of Θ, then Ψ is also a weak
generalisation of Θ.

Proof. Let 〈Σ1, . . . , Σn+1〉 be the signature of Ψ and Θ, and let R1, . . . , Rn be
any total paraconsistent intuitionistic fuzzy relations on schemes Σ1, . . . , Σn, re-
spectively. Since all total relations are consistent, and Ψ is a strong generalisation
of Θ, we have that

repsΣn+1
(Ψ(R1, . . . , Rn)) = S(Θ)(repsΣ1

(R1), . . . , repsΣn
(Rn)),
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Proposition 1 gives us that for each i, 1 ≤ i ≤ n, repsΣi
(Ri) is the single-

ton set {λΣi
(Ri)}. Therefore, S(Θ)(repsΣ1

(Ri), . . . , repsΣn
(Rn)) is just the

singleton set: {Θ(λΣ1(R1), . . . , λΣn
(Rn))}. Here, Ψ(R1, . . . , Rn) is total, and

λΣn+1(Ψ(R1, . . . , Rn)) = Θ(λΣ1(R1), . . . , λΣn(Rn)), i.e. Ψ is a weak generali-
sation of Θ. ��

Though there may be many strong generalisations of an operator on fuzzy
relations, they all behave the same when restricted to consistent or pseudo-
consistent paraconsistent intuitionistic fuzzy relations. In the next section, we
propose strong generalisations for the usual operators on fuzzy relations. The
proposed generalised operators on paraconsistent intuitionistic fuzzy relations
correspond to the belief system intuition behind paraconsistent intuitionistic
fuzzy relations.

First we will introduce two special operators on paraconsistent intuitionis-
tic fuzzy relations called “split” and “combine” to transform inconsistent para-
consistent intuitionistic fuzzy relations into pseudo-consistent paraconsistent in-
tuitionistic fuzzy relations and transform pseudo-consistent paraconsistent in-
tuitionistic fuzzy relations into inconsistent paraconsistent intuitionistic fuzzy
relations, respectively.

Definition 8 (Split). Let R be a paraconsistent intuitionistic fuzzy relation on
scheme Σ. Then,
2(R) = {〈t, b, d〉|〈t, b, d〉 ∈ R and b + d ≤ 1} ∪ {〈t, b′, d′〉|(∃b)(∃d)(〈t, b, d〉 ∈
R and b + d > 1 and b′ = b and d′ = 1 − b)} ∪ {〈t, b′, d′〉|(∃b)(∃d)(〈t, b, d〉 ∈
R and b+ d > 1 and b′ = 1− d and d′ = d)}.

Definition 9 (Combine). Let R be a paraconsistent intuitionistic fuzzy rela-
tion on scheme Σ. Then,
∇(R) = {〈t, b, d〉|(∃b′)(∃d′)((〈t, b′, d〉 ∈ R and (∀bi)(∀di)(〈t, bi, di〉 ∈ R → d ≥
di)) and (〈t, b, d′〉 ∈ R and (∀bi)(∀di)(〈t, bi, di〉 ∈ R→ b ≥ bi)))}.

Note that strong generalization defined above only holds for consistent or
pseudo-consistent paraconsistent intuitionistic fuzzy relations. For any paracon-
sisent intuitionistic fuzzy relations, we should first use split operation to trans-
form them into consistent or pseudo-consistent paraconsistent intuitionistic fuzzy
relations and apply the set-theoretic and relation-theoretic operations on them
and finally use combine operation to transform the result into paraconsistent
intuitionistic fuzzy relation. For the simplification of notation, the following gen-
eralized algebra is defined under such assumption.

3 Generalized Algebra on Paraconsistent Intuitionistic
Fuzzy Relations

In this section, we present one strong generalisation each for the fuzzy rela-
tion operators such as union, join, projection. To reflect generalisation, a hat
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is placed over a fuzzy relation operator to obtain the corresponding paraconsis-
tent intuitionistic fuzzy relation operator. For example, $% denotes the natural
join among fuzzy relations, and $̂% denotes natural join on paraconsistent intu-
itionistic fuzzy relations. These generalized operators maintain the belief system
intuition behind paraconsistent intuitionistic fuzzy relations.

Set-Theoretic Operators

We first generalize the two fundamental set-theoretic operators, union and com-
plement.

Definition 10. Let R and S be paraconsistent intuitionistic fuzzy relations on
scheme Σ. Then,

(a) the union of R and S, denoted R ∪̂ S, is a paraconsistent intuitionistic
fuzzy relation on scheme Σ, given by

(R ∪̂ S)(t) = 〈max{R(t)+, S(t)+},min{R(t)−, S(t)−}〉, for any t ∈ τ(Σ);

(b) the complement of R, denoted −̂ R, is a paraconsistent intuitionistic fuzzy
relation on scheme Σ, given by

(−̂ R)(t) = 〈R(t)−, R(t)+〉, for any t ∈ τ(Σ).

Proposition 3. The operators ∪̂ and unary −̂ on paraconsistent intuitionistic
fuzzy relations are strong generalisations of the operators ∪ and unary − on
fuzzy relations.

Definition 11. Let R and S be paraconsistent intuitionistic fuzzy relations on
scheme Σ. Then,

(a) the intersection of R and S, denoted R ∩̂ S, is a paraconsistent intuition-
istic fuzzy relation on scheme Σ, given by

(R ∩̂ S)(t) = 〈min{R(t)+, S(t)+},max{R(t)−, S(t)−}〉, for any t ∈ τ(Σ);

(b) the difference of R and S, denoted R −̂ S, is a paraconsistent intuitionistic
fuzzy relation on scheme Σ, given by

(R −̂ S)(t) = 〈min{R(t)+, S(t)−},max{R(t)−, S(t)+}〉, for any t ∈ τ(Σ);

Relation-Theoretic Operators

We now define some relation-theoretic algebraic operators on paraconsistent in-
tuitionistic fuzzy relations.

Definition 12. Let R and S be paraconsistent intuitionistic fuzzy relations on
schemes Σ and Δ, respectively. Then, the natural join (further for short called
join) of R and S, denoted R $̂% S, is a paraconsistent intuitionistic fuzzy relation
on scheme Σ ∪Δ, given by
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(R $̂% S)(t) = 〈min{R(πΣ(t))+, S(πΔ(t))+},max{R(πΣ(t))−, S(πΔ(t))−}〉,

where π is the usual projection of a tuple.

It is instructive to observe that, similar to the intersection operator, the
minimum of the belief factors and the maximum of the doubt factors are used
in the definition of the join operation.

Proposition 4. $̂% is a strong generalisation of $%.

Definition 13. Let R be a paraconsistent intuitionistic fuzzy relation on scheme
Σ, and Δ ⊆ Σ. Then, the projection of R onto Δ, denoted π̂Δ(R), is a para-
consistent intuitionistic fuzzy relation on scheme Δ, given by

(π̂Δ(R))(t) = 〈max{R(u)+|u ∈ tΣ},min{R(u)−|u ∈ tΣ}〉.

The belief factor of a tuple in the projection is the maximum of the belief
factors of all of the tuple’s extensions onto the scheme of the input paraconsis-
tent intuitionistic fuzzy relation. Moreover, the doubt factor of a tuple in the
projection is the minimum of the doubt factors of all of the tuple’s extensions
onto the scheme of the input paraconsistent intuitionistic fuzzy relation.

Definition 14. Let R be a paraconsistent intuitionistic fuzzy relation on scheme
Σ, and let F be any logic formula involving attribute names in Σ, constant
symbols (denoting values in the attribute domains), equality symbol =, negation
symbol ¬, and connectives ∨ and ∧. Then, the selection of R by F , denoted
σ̂F (R), is a paraconsistent intuitionistic fuzzy relation on scheme Σ, given by

(σ̂F (R))(t) = 〈α,β〉, where

α =
{
R(t)+ if t ∈ σF (τ(Σ))
0 otherwise and β =

{
R(t)− if t ∈ σF (τ(Σ))
1 otherwise

where σF is the usual selection of tuples satisfying F from ordinary relations.

If a tuple satisfies the selection criterion, its belief and doubt factors are the
same in the selection as in the input paraconsistent intuitionistic fuzzy relation.
In the case where the tuple does not satisfy the selection criterion, its belief
factor is set to 0 and the doubt factor is set to 1 in the selection.

Proposition 5. The operators π̂ and σ̂ are strong generalisations of π and σ,
respectively.

4 Conclusions

We have presented a generalization of fuzzy relations and paraconsistent rela-
tions, called paraconsistent intuitionistic fuzzy relations, in which we allow the
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representation of confidence (belief and doubt) factors with each tuple. The alge-
bra on fuzzy relations is appropriately generalized to manipulate paraconsistent
intuitionistic fuzzy relations.

Our data model can be used to represent relational information that may
be incomplete or inconsistent. As usual, the algebraic operators can be used to
construct queries to any database systems for retrieving imprecise information.
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Abstract. Logical data independence is central to a number of database research
problems including data integration and keyword search. In this paper, a data
model that unifies several of the most widely adopted data models is studied.
The key is to disassociate metadata from particular roles. A high-level, context-
based (or semantically-based) query language is introduced, and applications to
the aforementioned areas of research are demonstrated briefly.

Keywords: data model, context-based query language, universal relation, data
integration, keyword searches, information retrieval.

1 Introduction

A basic tenet of data management systems is that data exist in contexts and in relationships
to one another. For example, in relational databases, contexts are given through relation
and attribute names, and relationships by grouping data into tuples and linked via foreign
keys. In XML, contexts are given through element and attribute names, and relationships
by organizing data into trees and subtrees.

Contexts provide the means through which information can be queried, but traditional
data management systems associate, in addition, specific roles to contexts. In relational
databases, the roles of attributes and relations are reflected in the standard SQL query
explicitly:

select <attributes> from <relations> where ...

One must know which contexts have been assigned the role of attribute, and which the
role of relation in order to write a correct query. A relation name in the select clause,
for instance, is not allowed. Similarly, in XPath queries, notions of root, ancestor, descen-
dent, and other axes reflect the roles that are, either absolutely or relatively, associated
with elements and attributes.

Practically, role assignments impose unnecessary restrictions and have hindered the
development of query languages that are transparent to the logical structures of the data.
To motivate, we observe that the following two English queries are equivalent.

1. Find all first and last names (of authors) in the Atlanta area.
2. Find all authors (first and last names) in the Atlanta area.

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 678–687, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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In the first query, the word "authors" qualifies the names that are being searched, and
in the second query, the phrase "first and last names" specifies that part of the author
information of interest. In both cases, parenthesized texts provide context to the attributes
desired, but switching the roles of attributes and their contexts do not, in fact, change the
meaning of the query. However, to represent the above data in, say, relational databases
requires either we associate the role of relation to author and attribute to first and last
names, or unconventionally as the two relations constrained by a foreign key between

the two id attributes:
firstname lastname
author id ← id author

. Firstname and lastname are now relations

linked via an attribute id, and author is an attribute in each relation.
Under certain assumptions about database designs, relationless query languages have

been investigated since the early 80’s within the relational data model in a series of
foundational papers (e.g., [8, 6, 9]). Yet the basic question of how to achieve logical data
independence has remained at the core of numerous data and information management
research issues, including modern problems such as heterogeneous data integration and
keyword based querying. In this paper, we revisit the idea of “structureless” databases
based on the observation that many of the popular logical data models (e.g., relational,
ERD, XML) can be unified into a single conceptual model by simply removing role
assignments to contexts. Our primary objective is to provide an abstraction that facil-
itates structure-independent querying without imposing assumptions on data designs.
The practical benefits of the accompanying query language include (1) the blurring of
structured (in a sense similar to SQL and XPath) and unstructured (in the sense of key-
word searches) queries, and (2) providing a single, logically transparent interface to
accessing heterogeneous data sources.

In Section 2, we develop the basic model of our database. A query language and
its algebraic foundation for the data model is introduced in Section 3. Sections 4 and 5
illustrate applications in simple data integration and keyword searching scenarios.

2 Basics

We assume disjoint sets V and S called values and context identifiers respectively. Intu-
itively, values are the data in the database including strings, integers, booleans, etc., and
sets of context identifiers make up a context for a value. We assume that V contains the
distinguished element ⊥ (the null value).

Definition 1. A context is a subset of S.1 Each context c has an associated subset,
Dom(c), of V , called the domain of c. The null value is assumed to be in the domain of
every context.

Definition 2. A unit is a function u that maps a finite number of contexts to non-null
values while satisfying the condition u(c) ∈ Dom(c), for every context c. If u(c) �= ⊥,
we say that c is a well-defined context for u, denoted by u(c) ↓. A unit u is well-defined
if u(c) ↓ for some context c.2

1 Singleton contexts are sometimes written without braces.
2 A topic of ongoing study is to generalize the definition to map contexts to subsets of V .
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We define a partial ordering * on a set of units U :

Definition 3. Unit u1 is a subunit of unit u2 iff for each context c such that u1(c) ↓,
there is a context c′ ⊇ c that satisfiy u2(c′) = u1(c). We denote the subunit relation with
the symbol *.

We adopt a generalization of the notational convention used in relational databases for
representing units: Let c1, ..., cm be all the well-defined contexts for u. Then, u can be
written < c1 : v1, ..., cm : vm > where u(ci) = vi, for 1 ≤ i ≤ m.

Definition 4. A universal database (UDB) is a quadruple (V,S,Dom,U) where U is
a finite collection of units.

Example 1 (Modeling RDB). Consider the relational database, DB1, that contains the
following two relations. We assume Contract.Author is a foreign key to Writer.SSN.

Writer
Name SSN

Diana 1234
Mary 1111

Contract
Publisher Book Author
Prentice Diana 1111
Addison XML 1111

We can model DB1 as the UDB (V,S,Dom,U) where

1. V is the set of all data that can appear in the two relations (e.g., Diana, 1234, Prentice,
XML, etc.);

2. S = {Writer, Contract, Name, SSN, Publisher, Book,Author};
3. Dom maps contexts to non-empty sets of values. For example, Dom({Writer,Name})

includes {Diana, Mary}.
4. The well-defined units of the UDB are as follows.

<{Writer,Name}:Diana,{Writer,SSN}:1234>
<{Contract,Author}:1111,{Contract,Publisher}:Prentice,{Contract,Book}:Diana>
<{Writer,Name}:Mary,{Writer,SSN}:1111>
<{Contract,Author}:1111,{Contract,Publisher}:Addison,{Contract,Book}:XML>

The mapping to UDB from any relational database is now straightforward.

Definition 5. Given a relational database R, we construct a UDB as follows.

1. Define V to be the union of the domains that appear in R.
2. Define S to be the set of all relation and attribute names.
3. For each context {r, a} where r is the name of a relation in R and a an attribute of

r, define Dom({r, a}) to be the same as the domain of r.a (but include ⊥).
4. If t is a tuple of a relation over the schema r(a1, ..., am) in R, then put the unit ut

in the UDB where ut =< {r, a1} : t(a1), ..., {r, am} : t(am) > .

A particularly simple UDB model (V,S,Dom,U) for XML documents is to create
one unit for each document. First, given an XML tree T =< V,E > (corresponding
to some document) and a vertex v ∈ V , let path(v) denote the set of vertices along
the path from the root of T to v. The label of v (i.e., element or attribute names if v is
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an internal node, or data value otherwise) is denoted lab(v), and the context associated
with v, con(v), is the set {lab(v′) | v′ ∈ path(v)− v}.

Definition 6. Given an XML tree T , define V to be the set of labels associated with the
leaves of T , and S the set of labels associated with non-leaf nodes of T . Then, the only
well-defined unit maps, for each leaf node l, con(l) to lab(l).3

Example 2 (Modeling XML). SupposeV includes, among other values, "Election", "Fic-
tion", "Tom", "Perrota", and "1997", and suppose S is the set {b,a,f,l,t,p,@g,@f} that
represent elements book, author, firstname, lastname, title, published, and attributes
@genre, @format, respectively. The unit

< {b,@g}:Fiction, {b,a,f}:Tom, {b,a,l}:Perrota, {b,t}:Election, {b,p}:1997 >

models the document:

<book genre="Fiction">
<author>

<firstname> Tom </firstname>
<lastname> Perrota </lastname>

</author>
<title> Election </title>
<published> 1997 </published>

</book>

As we will see, the context-based query language introduced next will enable subunits
to be extracted as well as larger units to be created from existing ones.

3 A Context-Based Query Language (CBQL) for UDB

We take as our starting point the basic syntax of the query language proposed for the
Universal Relation [8]: retrieve <attributes> where <condition>, and
extend it to allow for context specifications. Moreover, each query is written with respect
to a set of units, e.g., the entire database. Thus, we allow for the optional in clause, as
the following example shows.4

retrieve (firstname, lastname) {author}
with title {book} = "Election"
in UDB

Each of the two attributes firstname and lastname is a context, and is further
qualified by the context author. The context title is qualified by book. The in
clause specifies that the query ranges over all units. This clause may be omitted if

3 To accomodate paths with duplicate labels, more sophisticated definitions of context may be
appropriate [10].

4 As we will see, the keywordwith is adopted in place ofwhere because it reads more naturally
in some queries.
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By convention, non-terminals with names of the form <X list> consist of any number of
comma-separated X’s.

<query>→ <retrieve> <with> [<in>] | <query> <set op> <query>
"(" <query> ")" [<modifer> <context>]

<set op>→ union | intersect | minus
<modifier>→ @ | . | !
<retrieve>→ retrieve (<attribute list> | *)
<attribute>→ (ID | "("<ID list>")") ["{"<ID list>"}"]
<with>→ with <boolean>
<boolean>→ <condition> | not <boolean>

| <boolean> (and|or) <boolean>
<condition>→ <expr> (=|<|>|<=|>=|!=) <expr> | <or context>
<expr>→ literal | <context>
<or context>→ <context> | "["<context list>"]"
<context>→ ID ["{"<ID list>"}"] | "{"<ID list>"}"
<in>→ in <units list>
<units>→ (ID | * | "(" <query> ")") [<modifier> <context>]

Fig. 1. BNF for CBQL

the range of units are understood. The result of the query with respect to the UDB in
Example 2 is the unit: < {b,a,f}:Tom,{b,a,l}:Perrota > .

Note that contexts appearing in qualifications can be switched with those that appear
outside without changing the meaning of the query. This flexibility is similar to those
found in natural languages (as discussed earlier), and is afforded to our query language
by the absence of role assignments to contexts.

The BNF for the core query language is given in Figure 1. In the remainder of this
section, we summarize the algebraic foundation of the language. The operations in the
language generalize familiar operations in the relational algebra. At the core of these
operations is the manipulation of units.

Selection: The operation λ selects units based on conditions over context identifiers and
values. First, we extend the syntax of ordinary boolean expressions. A term is either a
context or a value.

Definition 7. A boolean expression is formed recursively:

1. A context is a boolean expression.
2. If • ∈ {=, <,>,≤,≥, �=} and b1 and b2 are terms, then b1 • b2 is a boolean

expression.
3. If b1 and b2 are boolean expressions, then so are b1 ∧ b2, b1 ∨ b2, ¬b1.

Definition 8. A unit u satisfies the boolean expression b, written u |= b, if the following
conditions hold.
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1. If b is a context, then there exists a superset c of b such that u(c) ↓.
2. If b has the form b1 • b2, then

– if b1, b2 are contexts, then u(c1) • u(c2) for some c1 ⊇ b1 and c2 ⊇ b2;
– if b1 is a value and b2 is a context, then b1 • u(c2) for some c2 ⊇ b2;
– if b1 is a context and b2 is a value, then u(c1) • b2 for some c1 ⊇ b1;
– if b1, b2 are values, then b1 • b2.

3. If b has the form b1 ∧ b2, then u satisfies both b1 and b2.
4. If b has the form b1 ∨ b2, then u satisfies either b1 or b2.
5. If b has the form ¬b1, then u does not satisfy b1.

Proposition 1. Suppose u |= b and u * u′. Then u′ |= b.

Definition 9. Suppose b is a boolean expression and U is a set of units. The query λbU
is defined to be the set: {u ∈ U | u |= b}.

Example 3. Consider Example 1. The query λ{Name,Writer} = ’Diana’UDB finds in-

formation about writers named Diana. Observe that the only unit returned from the query
is <{Writer,Name}:Diana,{Writer,SSN}:1234> .

As a special case of λ, if c is a context, we write U@c to denote λcU . For the above
example, an equivalent query is λName = ’Diana’UDB@Writer.

Suppose ans(Q) is the sets of units computed from a query Q. The following is an
immediate consequence of Proposition 1.

Corollary 1. Suppose u, u′ ∈ U and u * u′. If u ∈ ans(λbU), then u′ ∈ ans(λbU).

Projection: Given a unit u and a set of contexts C, we denote by (u|C) the unit that
satisfies the following.

1. If c ⊇ c′ for some c′ ∈ C, then (u|C)(c) = u(c).
2. (u|C)(c′′) = ⊥ for all other contexts c′′.

Definition 10. Suppose C is a set of contexts and U is a set of units. The query μCU
consists of the set {u′ | u ∈ U and u′ = (u|C)}.

Example 4. To find all SSNs of writers in Example 1:μSSNUDB@Writer. The resulting
set is {<{Writer,SSN}:1234>, <{Writer,SSN}:1111>}.

If C is a singleton {c}, we abbreviate μcU by U .c. As a variation, we write U !c to
denote the set of units U ′ obtained from U .c as follows: If u ∈ U .c, then the unit u′ such
that u′(c′−c) = u(c′) for every context c′ is in U ′. The intuition of this last operation is,
since c is a subcontext of every well-defined context in u, it may be unncessary to “dis-
play” c. Consider Example 3 again, the query λName = ’Diana’UDB!Writer computes
<{Name}:Diana,{SSN}:1234> .
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Join and Set Operations: Join and set theoretic operators can be similarly defined for
sets of units. The latter operators involve no special notation: Given unit sets U1, U2, the
expressions U1 ∪ U2, U1 ∩ U2, and U1 − U2 are all well-defined.5

We say two units u1 and u2 are consistent if whenever u1(c) ↓ and u2(c) ↓ for some
context c, then u1(c) = u2(c). Given a unit u, define graph(u) = {(c, u(c)) | u(c) ↓}.
The join of U1 and U2, denoted U1 /U2, is the set of all units u such that there exist u1 ∈
U1, u2 ∈ U2 where u1 and u2 are consistent and graph(u) = graph(u1)∪ graph(u2).

Example 5. To find books and their authors in Example 1, we first join the units that
have the contexts Contract and Writer before selecting units that have matching SSN
and Author: λSSN = Author(UDB.Contract / UDB.Writer).

Connections to the Context-Based Query Language: Properties of the algebra, including
its connections to the relational algebra and XPath, will be detailed in the full paper.
Many of the rewriting properties of the relational algebra also carry over to the current
language. Here, we return to the relationship between the CB-query language shown in
Figure 1 and the algebra. In general, CBQL contains a number of syntactic shorthands
for writing multiple contexts and boolean expressions, but the basic CBQL statement:

retrieve <contexts> with <conditions> in <u1>, <u2>

computes the query μ<contexts>(λ<conditions>(<u1> / <u2>)).

Example 6. The query in Example 5 can be written:

retrieve * with Author = SSN
in *.Writer, *.Contract (QJ)

Note that nested queries are allowed, as shown in the next example:

retrieve * with Author = SSN
in *.Writer, (retrieve * with Contract)

4 Structured vs Search Queries

So far, the examples have only illustrated the flexibilities of CBQL in terms of formatting
queries. But more powerfully, we may use CBQL to express inexact queries – queries that
may retrieve incorrect answers. In the extreme case, we may write CB queries to perform
keyword based searches. This is an area of growing interest. Examples of systems that
perform keyword based searches over relational databases include those described in
[3], [1], and [2]. We borrow some basic concepts from information retrieval.

Definition 11. Suppose Q1 and Q2 and are queries.

1. The precision of Q1 with respect to Q2 is that portion of the units computed by Q1
that is in the units computed by Q2: |ans(Q1) ∩ ans(Q2)|/|ans(Q1)|.

5 More general versions may be desirable in some situations. We do not go into details here due
to space constraints.
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2. The recall of Q1 with respect to Q2 is that portion of all units computed by Q2
included in the units computed from Q1: |ans(Q1) ∩ ans(Q2)|/|ans(Q2)|.

Intuitively, precision and recall give us a way to measure the accuracy of a query
with respect to a (not necessarily known) set of desired units. In the definition, Q2 is
intended to denote a query that computes this set exactly. Of course, to write such a
query requires, in general, complete knowledge about all well-defined contexts (and
presumably their intended meanings) for each unit. A query that achieves total recall
with respect to any query that retrieves only the explicitly defined units can be formulated
easily: retrieve * with {}. A slight variation is a query to perform a keyword
search based on a data value v: retrieve * with {} = v.

More interestingly, the series of queries in Figure 2 illustrate a range of precisions
for finding all books and their authors in Example 1 based on different amounts of
knowledge that the query designer has (described to the right of each query).

Query Assumed Knowledge

(1) retrieve *
with SSN = Contract
in *.Writer, *

Units are grouped into Contract and Writer, and
SSN is a valid context in Writer.

(2) retrieve *
with Writer = Contract
in *, *

Units are grouped into Contract and Writer, but
no further context information is known within
these groups.

(3) retrieve *
with Book and Name
in *, *

Units are grouped into two groups (with names
unknown), and there is no information other than
that Book and Name are valid contexts in the
result.

Fig. 2. Precise and Imprecise Query Examples

Not surprisingly, the more contexts are provided, the better the precision. If the de
facto query for the information desired is (QJ) in Example 6, then the precision for
each of the three queries are 1, 2/3, and 1/2, respectively, with respect to (QJ). Note that
for query (2), the following unit will be returned due to the inadvertent match between
the contexts {Writer,Name} and {Contract,Book}.

< {Writer,Name}:Diana,{Writer,SSN}:1234,{Contract,Author}:1111,
{Contract,Publisher}:Prentice,{Contract,Book}:Diana >

Compared to the Universal Relation data model, a disadvantage of our model is that
the system does not pre-determine connections among contexts (i.e., the Relationship
Uniqueness Assumption of Maier et. al. [9]), and hence explicit calculation of connec-
tions among units may be necessary. On the other hand, we gain in flexibility since we
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may choose the connection desired. In addition, as the examples illustrate, our query lan-
guage uniformly provides structured as well as unstructured (i.e., information retrieval)
forms of querying.

5 Data Integration

Data integration remains one of the most studied yet challenging research topic in
databases (see [4, 11, 12, 7] for surveys of this broad area of research). In the simplest
case, an integration of two UDBs is just the union of the units in the two databases. Even
without semantic reconciliation [11], this naive approach in combination with search-
based querying will allow reasonable queries to be written under limited knowledge
about the data sources.

For example, consider the union of the two UDBs in Examples 1 and 2. We assume
the latter UDB contains a number of additional units with the same structure as the one
shown in Example 2. To find the names of all writers that have authored a book under
the (rather extreme) assumption that the only information the query designer has are the
following.

– One of the databases separates book information from writer information, and
– author and name are relevant contexts for the requested information, but which

context belongs to which data source is unknown.

The query retrieve * with [author,name] in *,* will return all units
derived from the UDB of Example 2, and eight units from the relational source (of
which two are relevant).

6 Conclusion

We have presented a universal data model that unifies several of the most popular data
models, and have introduced a versatile query language that can form the basis for ad-
dressing some important database research problems. Ongoing and future work include
the design and implementation of a prototype based on the model [5], and to explore
ways of ranking the results of queries.
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Abstract. We address the problem of loading transactional datasets into main
memory and estimating the density of such datasets. We propose BoolLoader, an
algorithm dedicated to these tasks; it relies on a compressed representation of all
the transactions of the dataset. For sake of efficiency, we have chosen Decision
Diagrams as the main data structure to the representation of datasets into memory.
We give an experimental evaluation of our algorithm on both dense and sparse
datasets. Experiments have shown that BoolLoader is efficient for loading some
dense datasets and gives a partial answer about the nature of the dataset before
time-consuming patterns extraction tasks.

Keywords: Transactional dataset, boolean function, decision diagram, density

1 Introduction

Many works have addressed the problem of efficiently mining frequent itemsets and
frequent association rules in transactional databases (for instance [1, 3, 8, 16, 21]). One
of the key problems is to find an appropriate data structure for loading the transactional
database into main memory, and the efficiency depends on the nature of the database,
e.g., density / sparseness. Indeed, choosing the right algorithm is difficult without a
priori information on the database.

In this paper, we develop two points. First, we study the interest of Binary Decision
Diagrams (BDDs) as a data structure for representing and loading transactional datasets.
Then we introduce a coefficient, called the sparseness coefficient and we experimentally
show that it could be an interesting measure for evaluating the density of a database. In
our framework, a dataset is viewed as a vectorial function, thus allowing, when possible,
to load only this vectorial function in memory by means of a BDD. Such a structure has
already been successfully used for representing boolean functions in various applications
of Computer Science such as very large scale integration systems. As far as we know, it
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has not yet been studied in the field of mining transactional databases. For the time being,
four tendencies for representing and handling transactional datasets can be distinguished:

• Horizontal format: Used in the Apriori algorithm [1], this format is considered
as the classical representation. The dataset is seen as a succession of transactions,
each one identified by an identifier tid. This format is also used for mining maximal
frequent itemsets in algorithms such as MaxMiner [3].
• Vertical format: It is used by Eclat [21] and Partition [16]. It consists in representing

the dataset vertically by giving to each item its tidset, i.e. the set of transactions
containing this item. Another recent vertical format named Diffset has been proposed
in [20]. It consists in keeping only track of differences between tidsets.
• Bitvectors: Bitvectors are used in the algorithm Mafia [5] and Viper [17]. This

format consists in representing data as bitvectors compressed using a strategy called
Run Length Encoding.

• Fp-tree: This data structure is an extended prefix-tree structure for storing com-
pressed and crucial information about frequent patterns. This data structure has
been used in the Fp-growth [8] algorithm for mining frequent patterns.

In this paper, we are interested in developing a new representation and we propose
an algorithm, called BoolLoader, to load transactional datasets. We also give an ex-
perimental evaluation on both sparse and dense datasets. It shows that BoolLoader is
particularly efficient for loading dense datasets which are considered as challenging
datasets in mining frequent itemsets. Moreover, comparing the size of the BDD and
the initial size of the database gives an interesting measure for evaluating its density,
and can be very important information on the nature of the dataset before working
on it.

The remainder of this paper is organized as follows: In § 2 we give some basic
definitions concerning itemsets and transactional datasets. We then show in § 3 how
to represent a dataset by a vectorial function. § 4 is devoted to the BDD data struc-
ture. In § 5, we propose an algorithm for moving from a given dataset to a BDD. De-
tails on implementation and experimental tests are given in § 6. We finally conclude
in § 7.

2 Transactional Datasets and Frequent Itemsets

This section recall some definitions concerning the frequent itemset mining task. An item
is an element of a finite set I = {x1, ..., xn}. A subset of I is called an itemset. The set
of all possible itemsets ordered by set inclusion forms a lattice (P(I),⊆). A transaction
is a subset of I, identified by a unique transaction identifier tid. T denotes the set of all
transaction identifiers. A transactional database is a finite set of pairs (y,Xy) where y is
a transaction identifier and Xy is an itemset; in the following, it is denoted by BDT. The
frequency of an itemset X in a BDT D is the number of transactions in D containing
X . An itemset X is said to be frequent in D when its frequency is greater than a given
threshold.
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Table 1. A transactional dataset and its corresponding truth table

Item Movie Producer
x1 Harry Potter C. Columbus
x2 Star Wars II G. Lucas
x3 Catch me if you can S. Spielberg
x4 A Beautiful Mind R. Howard

D
Tid Transaction
1 x1, x2

2 x1, x2, x4

3 x1, x2

4 x3, x4

5 x1, x2

6 x3, x4

7 x1, x3, x4

8 x1, x2, x3

9 x1, x2

10 x1, x3, x4

11 x1, x2

12 x1, x2, x3

13 x1, x2

14 x1, x3, x4

15 x3, x4

℘−→

e1 e2 e3 e4 f

0 0 0 0 0
0 0 0 1 0
0 0 1 0 0
0 0 1 1 3
0 1 0 0 0
0 1 0 1 0
0 1 1 0 0
0 1 1 1 0
1 0 0 0 0
1 0 0 1 0
1 0 1 0 0
1 0 1 1 3
1 1 0 0 6
1 1 0 1 1
1 1 1 0 2
1 1 1 1 0

Example 1. Let us consider the BDT given in Table 1 and let us suppose that it stores
movies recently seen by 15 spectators. The dataset D is defined on the set of items
(movies) I = {x1, x2, x3, x4}. The set of tids is given by T = {1, 2, · · · , 15}. Each
line in D associates a set of movies to the spectator identified by the corresponding tid.
For instance, the spectator 1 has recently seen Harry Potter and Star Wars II. The itemset
{x1, x2}, written x1x2 for sake of simplicity, is frequent relatively to the threshold 2
since it appears 9 times in D.

3 From Transactional Datasets to Vectorial Functions

Our framework relies on the Stone’s representation theorem for Boolean algebras [18] :

Theorem 1. Lattice isomorphism The lattice (P(I),⊆) where I is a set of n items
is isomorphic to the lattice (Bn,≤) where B={0, 1} and (b1, . . . , bn) ≤ (b′1, . . . , b

′
n)

when for all i, bi ≤ b′i.

The bijective function ℘ is defined by ℘(X) = (b1, b2, · · · , bn) where bi = 1 if
xi ∈ X, 0 otherwise. Thus, each bit expresses whether the corresponding item xi

is included in that combination or not. Let us consider a truth table Tn = [e1, . . . , en],
where for each index j, 1 ≤ j ≤ n, ej is a 2n-bits vector representing the jth vector
of Tn. In Tn each line corresponds to a possible combination of b1, . . . , bn, thus to an
itemset. We can associate to this truth table a vectorial function f , which gives for each
line of the truth table (a combination of items), the number of times the transaction
corresponding to that itemset appears inD. Since the structure of the truth table is fixed
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when n is fixed and when the variables are ordered, the function f is then sufficient to
express the entire set of transactions of D.

Example 2. The BDT D of table 1 is represented by T4 = [e1, . . . , e4] where:

e1 = 0000 0000 1111 1111 e2 = 0000 1111 0000 1111
e3 = 0011 0011 0011 0011 e4 = 0101 0101 0101 0101

with the output function f = 0003 0000 0003 6120.
For instance, the transaction {x1, x2, x3} exists twice in D, it is then represented by

the 15th line (1110) in the truth table and the value of f is equal to 2. In the same way,
the transaction {x1, x2, x3, x4} does not exist inD, it will be represented by the last line
(1111) in the truth table with 0 as output function.

The vector f represents a new form of the dataset. It is then interesting to study
whether it is possible to load it into memory instead of loading the dataset itself. This
seems very difficult since the size of f may be very large. For instance, for a dataset
defined on 100 items, the size of the corresponding vectorial function is equal to 2100,
so greater than 1030 unsigned integers. But, a compact representation, called BDD, has
been introduced by Lee [9] and Akers [2]. Moreover, we show in Section 5 that it is
possible to build the BDD directly from the dataset without computing f .

4 Binary and Algebraic Decision Diagrams

A Binary Decision Diagram (BDD) is a graph-based representation of boolean functions.
It is a directed acyclic graph with 2 terminal nodes 1 and 0. Each non-terminal node has
an index to identify a variable of the boolean function, and has two outgoing edges; the
dashed one means that the variable is fixed to 0 whereas the other one means that the
variable is fixed to 1. A BDD represents a disjunctive normal form of a boolean function:
each path from the root of a BDD till a leave indexed by number 1 gives a conjunction
of literals (where a literal is either a variable or the negation of a variable) that is true
for that boolean function. Given a boolean function, it is possible to represent it by a
canonical graph, using the following rules [11] (Figure 1):

xi

(a) Node elimi-
nation

xixi xi

(b) Node sharing

Fig. 1. Reduction rules
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0 1

x1

x2

x3

x4

Fig. 2. BDD of x1 ∧ x2 ∧ ¬x3 ∧ ¬x4

0 12 63

x1

x2x2

x3x3

x4 x4x4

Fig. 3. BDD corresponding to the vector f

1. Choose an order on variables: x1 ≺ x2 ≺ . . . ≺ xn; variables appear in this order
in all the paths of the graph and no variable appears more than once in a path.

2. Eliminate all the redundant nodes whose two edges point to the same node.
3. Share all equivalent subgraphs.

Operations (AND (∧), OR (∨), etc.) on BDDs have been defined in [4]. For example,
the BDD of the expression x1 ∧ x2 ∧ ¬x3 ∧ ¬x4 given in Figure 2 is obtained by first
generating the trivial BDDs of x1, x2, ¬x3 and ¬x4, and then by computing the AND
operation between these basic BDDs. In our case, we have to handle vectorial functions
from Bn to N. We use an extension of BDD, called Algebraic Decision Diagrams (ADD)
[6, 13] that handles such functions: in ADDs, leaves are indexed by integers. In the
following, we still use the term BDD instead of ADD, since it is more commonly used.

Example 3. Figure 3 gives the BDD of the function f of Table 1. For instance, the
rightmost path expresses that there are 6 spectators who have seen Harry Potter (x1)
and Stars Wars (x2) but who have not seen the other movies (x3, x4). The leftmost path
expresses that no spectator has seen Stars Wars without having seen Harry Potter.

5 From Datasets to Decision Diagrams

5.1 Building a Binary Decision Diagram

The construction of a BDD representing a dataset is done by scanning only once the
dataset. For each transaction, a BDD is constructed and added to the final BDD using
the operation ∨ between BDDs. Although not shown in the algorithm, reduction rules
(eliminating redundant nodes and sharing equivalent subgraphs) (Figure 1) are used
during the construction process in order to get a compact BDD. Let us notice that the
function f is never computed; in fact, we transform directly a transactional dataset into
its corresponding BDD. The construction of a BDD associated to a BDT is given by the
algorithm BDT2BDD.
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Algorithm BDT2BDD
Input: a dataset D
Output: a decision diagram BDDD

1. BDDD=NULL
2. For each transaction t ∈ D do
3. BDDt=NULL
4. For i=1 to n do
5. If xi ∈ t then BDDt=BDDt ∧ BDDxi

6. else BDDt=BDDt∧ BDD¬xi

7. BDDD=BDDD ∨ BDDt

0 1

x1

x2

x3

x4

(a) t1

0 1

x1

x2

x3

(b)
t1∨t2

0 1 2

x1

x2

x3

x4

(c) t1∨t2∨t3

... 0 12 63

x1

x2x2

x3x3

x4 x4x4

(d) t1 ∨ · · · ∨ t15

Fig. 4. Example of construction of a reduced BDD of D

Example 4. Figure 4 represents the construction steps of the BDD of Table 1, considering
the transactions one by one. Figure 4(a) represents the BDD of transaction 1, (b) shows
the BDD of the two first transactions, (c) the three first transactions and so on. Finally,
the BDD in (d) represents all the transactions of the database. For more details about the
operations between BDDs representing transactions see [15].

5.2 A Measure of Sparseness

We introduce a measure, called the Sparseness coefficient, defined as follows:

Sparseness coefficient =
#nodes in BDD

#transactions× #items
%

It compares the size of the BDD with the size of the database, expressed by the two
dimensions that are: the number of items and the number of transactions. It gives an
evaluation of the sparseness of the database; a low coefficient would be an indication of
a dense database.
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6 Implementation and Experimental Results

We developed a prototype, called BoolLoader to load transactional datasets. It has been
developed in C and it uses ADDs as the main data structure for representing datasets
and shared BDDs [10] to optimize memory. Our implementation relies on the CUDD1

library. This free library can manage BDDs with a number of nodes up to 228, i.e.,
more than 250 million nodes! The nodes have a size of 16 bytes, one of the smallest
sizes of the existing libraries. The maximal number of variables managed by CUDD is
equal to 216, i.e., 65 536 variables. The aim of the experiments is twofold : first, to test
whether that data structure is suitable for loading transactional datasets, second, to study
the sparseness coefficient introduced in Section 5 as an estimation of the density of the
database. Experiments have been performed on a PC Pentium 4, 2.66 GHz processor with
512 Mb of main memory, running under Linux Mandrake 9.2. We have tested BoolLoader
on real and artificial datasets (Table 2). Artificial datasets have been generated using the
IBM generator2. Concerning real dense datasets, we have experimented BoolLoader on
some known benchmarks [12] : Mushroom, Chess, Connect, Pumsb. With our current
implementation, we can handle databases of aboutD×N = 107 whereD is the number
of transactions and N the number of items.

Table 2. Experimental results on real and artificial datasets. For artificial ones, T denotes the
average items per transaction, I the average length of maximal patterns and D the number of
transactions. When I is close to T, i.e. when the dataset is dense, BoolLoader is more efficient than
when I is smaller than T. All the given times include both system and user time

Database #items T #transactions #nodes Time(s) Spars. Coef.(%)
Mushroom 120 23 8 124 3225 1.47 0.334
Connect 130 43 67 557 171 662 26.39 1.970
Chess 76 37 3 196 18 553 0.54 7.741
T10I4D10K 50 10 9 823 102 110 1.56 20.79

100 10 9 824 316 511 2.94 32.21
500 10 9 853 2 557 122 25.83 51.90

1000 10 9 820 5 480 596 59.57 58.81
T10I4D100K 50 10 98 273 479 382 2.32 9.75

100 10 98 394 1 985 437 55.41 20.17
150 10 98 387 4 131 643 93.04 28.18

T10I8D100K 50 10 84 824 442 671 17.15 10.43
100 10 84 823 1 694 029 41.84 19.97
150 10 85 027 3 228 899 68.77 25.48

T20I6D100K 50 20 99 913 916 315 27.84 18.34
100 20 99 919 4 198 947 62.52 42.02
150 20 99 924 7 479 490 stopped at 95 000 trans. 52.84

T20I18D100K 50 20 81 428 632 518 19.99 15.53
100 20 81 472 2 485 199 46.10 30.50
150 20 81 639 4 330 529 72.02 35.60

T40I10D100K 50 40 100 000 617 024 27.85 12.34
100 40 100 000 5 561 767 72.28 55.61
150 40 100 000 9 070 580 stopped at 90 000 trans. 67.64

T40I35D100K 50 40 85 445 470 245 20.75 11.00
100 40 85 410 3 175 313 50.72 37.17
150 40 85 646 5 574 661 88.04 43.68

1 http://www.bdd-portal.org/cud.html
2 http://www.almaden.ibm.com/cs/quest/syndata.html
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Fig. 5. Evolution of the number of nodes according to the number of transactions in the datasets:
mushroom, connect, chess, T40I10D100K and T40I35D100K

Some datasets, such as Pumsb, seem to be intractable by BoolLoader. We have studied
the evolution of the number of nodes according to the number of already processed
transactions (Figure 5) and we have noticed a quite linear relationship between these two
dimensions, except for mushroom. Concerning mushroom, we observe in Figure 5 that
this dataset shows a particular evolution during the loading process. In fact, in mushroom,
maximal itemsets are long (about 22 items [7]) which is quite the average length of a
transaction. This means that in the corresponding BDD, many paths are shared and this
explains the few number of nodes and the very low value of the sparseness coefficient
of that dataset.

On the other hand, mushroom, connect and chess are known to be dense (with long
maximal itemsets) and their spareseness coefficient is less than 10% whereas sparse
synthetic datasets, such as T10I4D10KN1000, have high coefficient. In order to study
the link between sparseness and our coefficient, we have generated several artificial
datasets. Our study (Figure 5) shows that artificial databases do not behave as real
databases (they are too smooth); this point has already been pointed out in [22].

7 Conclusion and Future Works

In this paper we present BoolLoader, a tool for representing a transactional database
by a BDD. Our aim when designing that tool was to investigate the use of such a data
structure for data mining. For the time being, we have studied the feasability of that rep-
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resentation: it seems to be well suited for some databases but we have also given limits of
that approach in terms of the number of items and the number of transactions. In our ex-
periments no preprocessing has been done on the datasets. It could be interesting to find
a "good ordering" of the variables to build a more condensed BDD, but it is known to be
a NP-complete problem [11, 19] and heuristics have to be found. Beyond this study, we
believe that BoolLoader and the Sparseness Coefficient that we have introduced could
be an interesting estimator of the density of the database. Moreover, we have shown in
[14] how to mine maximal frequent itemsets in datasets represented by a BDD. In the
future, we would like to study other strategies for building a BDD from a transactional
database but also to design clever algorithms to mine such data structure.

Acknowledgments. The authors would like to thank the referees for their comments
and suggestions.
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