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Preface

This volume contains the papers selected for presentation at the 15th International Sym-
posium on Methodologies for Intelligent Systems, ISMIS 2005, held in Saratoga Springs,
New York, 25-28 May, 2005. The symposium was organized by SUNY at Albany. It was
sponsored by the Army Research Office and by several units of the University at Albany
including its Division for Research, College of Arts and Sciences, Department of Com-
puter Science, and Institute for Informatics, Logics, and Security Studies (formerly the
Institute for Programming and Logics). ISMIS is a conference series that was started in
1986 in Knoxville, Tennessee. Since then it has been held in Charlotte (North Carolina),
Knoxville (Tennessee), Turin (Italy), Trondheim (Norway), Warsaw (Poland), Zakopane
(Poland), Lyon (France), and Maebashi City (Japan).

The Program Committee selected the following major areas for ISMIS 2005:
intelligent information systems, knowledge discovery and data mining, knowledge in-
formation and integration, knowledge representation, logic for artificial intelligence,
soft computing, Web intelligence, Web services, and papers dealing with applications
of intelligent systems in complex/novel domains.

The contributed papers were selected from almost 200 full draft papers by the
Program Committee members: Troels Andreasen, Peter Baumgartner, Boualemn
Benatallah, Salima Benbernou, Veronique Benzaken, Petr Berka, Elisa Bertino, Alan
Biermann, Jacques Calmet, Sandra Carberry, Juan Carlos Cubero, Luigia Carlucci
Aiello, Shu-Ching Chen, Christine Collet, Agnieszka Dardzinska, Ian Davidson, Robert
Demolombe, Jitender Deogun, Jon Doyle, Tapio Elomaa, Attilio Giordana, Jerzy
Grzymala-Busse, Mirsad Hadzikadic, Reiner Haehnle, Janusz Kacprzyk, Vipul Kashyap,
Jan Komorowski, Jacek Koronacki, Tsau Young Lin, Donato Malerba, David Maluf,
Davide Martinenghi, Stan Matwin, Natasha Noy, Werner Nutt, James Peters, Jean-Marc
Petit, Vijay Raghavan, Jan Rauch, Gilbert Ritschard, Erik Rosenthal, Marie-Christine
Rousset, Nahid Shahmehri, Andrzej Skowron, Dominik Slezak, Nicolas Spyratos,
V.S. Subrahmanian, Einoshin Suzuki, Domenico Talia, Yuzuru Tanaka, Farouk Toumani,
Athena Vakali, Takashi Washio, Alicja Wieczorkowska, Xindong Wu, Xintao Wu,
Ronald Yager, Yiyu Yao, and Saygin Yucel.

The list of additional reviewers: Johan Aberg, Marie Agier, Lefteris Angelis,
Annalisa Appice, Khalid Belhajjame, Margherita Berardi, Patrick Bosc, Henrik
Bulskov, Franck Capello, Costantina Caruso, Michelangelo Ceci, Min Chen, Ioan
Chisalita, Laurence Cholvy, Dario Colazzo, Carmela Comito, Antonio Congiusta,
Frédéric Cuppens, Anusch Daemi, Fabien De Marchi, Elizabeth Diaz, Devdatt
Dubhashi, Peter Gammie, Arnaud Giacometti, Martin Giese, Paul Goutam, Gianluigi
Greco, Samira Hammiche, Thomas Herault, Seung Hyun Im, Kimihito Ito, Mikhail
Jiline, Kristofer Johannisson, Fabrice Jouanot, Matti Kdiridinen, Svetlana Kiritchenko,
Rasmus Knappe, Lotfi Lakhal, Patrick Lambrix, Tine Lassen, Anne Laurent, Dominique
Laurent, Alexandre Lefebvre, Jodo Fernando Lima Alcantara, Gabriela Lindemann,
Yann Loyer, James Lu, Perry Mar, Carlo Mastroianni, Mirjam Minor, Dagmar Monett,
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Dheerendranath Mundluru, Oliver Obst, Raffale Perego, Aarne Ranta, Brigitte Safar,
Lorenza Saitta, Eric San Juan, Kay Schréter, Michele Sebag, Biren Shah, Laurent
Simon, Giandomenico Spezzano, Diemo Urbig, Thomas Vestskov Terney, Li-Shiang
Tsay, Phan-Luong Viet, Richard Waldinger, Christoph Wernhard, Ying Xie, Jianhua
Yan, Ke Yin, José Luis Zechinelli Martini, Na Zhao, and Xiaosi Zhou.
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Methodologies for Automated
Telephone Answering

Alan W. Biermann, R. Bryce Inouye, and Ashley McKenzie

Department of Computer Science, Duke University,
Durham NC 27708, USA
{awb, rbi, armckenz}@cs.duke.edu

Abstract. We survey some of the approaches to dialogue representation
and processing for modern telephone answering systems. We include dis-
cussions of their strong and weak points and some of the performance
levels obtained by them.

1 Technologies for the Third Millennium

The advent of ubiquitous computing will bring computers and the Internet into
our lives on an almost continuous basis. We will have machines and communi-
cation access in our offices, in our vehicles, in our brief cases, on our walls, and
elsewhere. We will be able to interact with the world, access the huge Internet
resources, do local computations, and much more. But how will we utilize these
machines easily enough to really profit from their capabilities? One suggestion
is that we should speak to them as we do to humans and receive responses back
using natural language ([1],[2],[3]). However, there have been major obstacles
to the development of spoken language dialogue machines over the decades and
some of these remain a problem today. This paper will address some of the major
ideas in the development of dialogue systems and the levels of success that are
possible. The focus of much research activity in recent years has been in auto-
matic telephone answering ([4],[5],[6],[7],[3]) but we will also mention projects
that study other types of human-machine interaction ([8],[2]).

Our primary concerns in this paper are the overall conception of what a dia-
logue is and how a computer may represent it and manage it. We present some of
the most common and most successful paradigms for dialogue processing. Given
these formats, we then discuss related issues including the control of initiative,
user modeling, error correction, and dialogue optimization.

2 Paradigms for Dialogue Management

The earliest and probably the most used model for dialogues has been the finite-
state machine ([9]). The model enables the designer to systematically specify the
sequential steps of a dialogue anticipating what the user may say and designing
the responses that are needed. This is a conservative technology that enables

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 1-13, 2005.
(© Springer-Verlag Berlin Heidelberg 2005



2 A.W. Biermann, R.B. Inouye, and A. McKenzie

precise control of every machine action and prevents surprising behaviors that
could result from unanticipated situations.

For the purposes of this paper, we will do examples from the domain of credit
card company telephone answering where we have some experience ([10]). We will
assume a greatly simplified version of the problem to keep the presentation short
but will include enough complexity to make the points. Our model will require
the system to obtain the name of the caller and an identifying account code. It
also will require the system to obtain the purpose of the call. In our simplified
example, we will assume there are only three possible goals: to determine the
current balance on the credit card account, to report that the card has been
lost and that another needs to be issued, or to request that a new address be
registered for this caller.

Figure 1 shows a finite-state solution for this simplified credit card problem.
The interaction begins with the machine greeting the user. We omit details of
what this might be but a company would have a policy as to what to say.
Perhaps it would say something like this: “Hello, this is the XYZ corporation
automated credit card information system. What can I do for you today?” The
figure shows the kinds of caller comments expected and the machine recognition
system and parser have the tasks of recognizing and processing the incoming
speech. The figure shows the next steps for the machine’s response. Its output
system needs an ability to convert a target message into properly enunciated
speech. The continuation of the diagram shows the dialogue capabilities of the
system. We omit a number of transitions in the diagram that might be included
for variations in the interactions, for unusual requests, and for error correction.

An example dialogue that traverses this diagram is as follows:

System: Hello. XYZ credit card management. How can I help you?

Caller: Hello. I need to report a lost credit card.

System: Please give me your name.

Caller: William Smith.

System: Thank you. And your account code?

Caller: X13794.

System: Okay, I will cancel your existing card and issue a new one within
24 hours.

A common problem with the finite state model is that designers become
exhausted with the detailed specification of every possible interaction that could
occur. The number of states can explode as one accounts for misrecognitions and
repeated requests, variations in the strategy of the interactions, different levels
of initiative, extra politeness in special cases, and more. This leads to another
model for dialogue systems, the form-filling model that assumes there is a set
of slots to be filled in the interaction and that processing should evolve around
the concept of filling the slots. Here the software can be designed around the
slots and the computations needed to fill them. The ordering of the dialogue
interactions is not implicitly set ahead of time and the designer need not think
about order as much. If any interaction happens to include information to fill
a slot, the information is immediately parsed and entered. If an important slot
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output
greeting

Receive name
ask code

QWEBU 9ATSIY

ask request ask code

1sanbax QAIINY

handle
request

Fig. 1. Finite-state model for the credit card dialogue

exists that is unfilled, the system can initiate dialogue to fill it. Figure 2 shows
the simple form that would be associated with our example problem and one
can easily imagine dialogues that could evolve from this approach that are not
easily accounted for by the finite-state model. A variety of systems have been
built around this paradigm with considerable success ([7]).
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name

account code

request

Fig. 2. The slot-filling paradigm for the example problem

The degree of flexibility for the slot-filling paradigm is sometimes not suffi-
cient. For example, in the Communicator project sponsored by DARPA ([4],[6],[3]),
the task was to set up a series of flights and hotel reservations to meet the caller’s
travel needs. This is similar to a slot-filling model except that it is not known
ahead of time how many flights and/or hotel rooms need to be scheduled so the
form needs to be grown to meet the needs of the task. A solution undertaken by
[7] is known as the agenda-based model and it grows slots to fit the task at hand.
In our credit card domain, this might correspond to listing purchased items on
the card and could be represented as shown in Figure 3. The caller has ordered
from two suppliers, one item from one and two from another. The dialogue needs
to fill in the slots shown.

supplier

code

name address

account code purchase 1

request 1

request 2

supplier

code

address

purchase 1

purchase2

Fig. 3. Model for agenda-based dialogue

A third common paradigm for dialogue is the rule-based system pioneered by
Allen, Litman, and Perrault ([11],[12]) and revised by Smith et al. ([8],[13]) Here
the emphasis is on achieving goals and the data structures for the information
exist within the logical formalisms that control the dialogue. This approach seeks
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to model problem solving activities of the participants, and dialogue is aimed at
achieving a top level goal. STRIPS-style [14] production rules model the legal
operators in the problem solving environment and dialogue acts are some of the
legal operators useful in solving the problem.

We use the notation of the Prolog programming language adopted by [8],[13]
in our example here. The form

f :- a, b, c.

represents the Prolog assertion that f can be achieved if a, b, and ¢ can be
achieved. Processing of the goal £ involves attempting to prove goals a, b, and ¢
sequentially. Suppose a and b are known to be true. This is expressed in Prolog
as a. and b. The system can then attempt to prove c with a rule of the form

c :-d, e, g, h.

which leads recursively to a series of partial proofs or a completed proof. How-
ever, it may be true that no such rule for c exists in which case the dialogue
system resorts to asking the dialogue partner. The missing axiom theory of Smith
et al. ([8],[13])assumes that dialogue is carried out to achieve a goal and that the
interactions with the dialogue partner address the problem of filling in the facts
needed to achieve the goal. In our example, suppose that a participant wishes
to achieve the goal £ in some situation and the known facts are these:

f :- a, b, c.
a.
b.

Suppose there is no known rule for achieving c. Then the machine could ask the
question c to try to achieve goal f. If the partner can provide the answer that
c is true, then £ will have been proven. (We will note below that it is good to
have a user model which tells us whether it is appropriate to ask c. Perhaps it
is not reasonable to ask this particular user this particular question.)

Here is a Prolog-style representation of the rules for solving the credit card
problem.

handlecall :-

speak("hello . . ."),

find(name,acc,req),

handle(name,acc,req),

getacknowl(s),

speak("i am handling this now. goodbye").
find(name,acc,req) :-

get(s),

parsename (s,name),

parseacc(s,acc),

parsereq(s,req) .
parsename (s,name) :- (attempt parse of name).
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parsename (s,name) :-—
speak("please give your name"),

get(s2),
parsename (s2,name) .
parseacc(s,acc) :- (attempt parse of acc).

parseacc(s,acc) :-
speak("please give me your account code"),
get(s3),
parseacc(s3,acc).
parsereq(s,req) :- (attempt parse of req).
parsereq(s,req) :-
speak("i can give you your account balance,
handle a lost card, or record a change of address.
which of these would you like"),
get(s4),
parsereq(s4,req).
handle(name,acc,req) :-
process (name,acc,req),
outputyes (name,acc,req) .
getacknowl(s) :- (attempt parse acknowledgement).

These rules are capable of the following interaction.

System:Hello. XYZ credit card processing.

Caller: Hello, this is William Smith and I have my identifier here,
X13794.

System:How may I help you?

Caller: Actually, I was shopping at the mall yesterday and when I . . .

System:(no parse possible on incoming sentences) I can give you your
account balance, handle a lost card, or record a change of address.
Which of these would you like?

Caller: Ahh, I seem to ahh lost my card.

System:Okay, I will cancel your existing card and issue a new one within
24 hours.

Caller: Thank you very much.

System:I am handling this now. Goodbye.

Caller: Goodbye.

With some additional rules, one can handle a wide variety of such dialogues.

Processing of this example proceeds as follows. The top level goal,

handlecall, is to be achieved and processing calls in the only available rule:

handlecall :- speak(), find(), handle(), getacknowl(),speak().

It attempts these goals sequentially. The first speak goal is achieved as the

system outputs the original message.
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“Hello. XYZ credit card processing.”
The second top level goal is find (name,acc,req) and it invokes the rule

find(name,acc,req) :-
get(s),
parsename (s,name) ,
parseacc(s,acc),
parsereq(s,req) .

get (s) receives a spoken input s. This s is used in the second goal
parsename (s,name) which attempts to find a name in s. s is this:

s = "Hello, this is William Smith and I have my identifier here, X13794.”
parsename (s,name) finds name = William Smith.

Similarly, parseacc(s,acc) is the second goal in find (name,acc,req) . It finds
acc = X13794.

However, the third goal of find(name,acc,req) is parsereq(s,req). It fails
and this sends the system looking for another rule:

parsereq(s,req) :-
speak("i can give you your account balance,
handle a lost card, or record a change of address.
which of these would you like"),
get (s4) ,parsereq(s4,req) .

This rule outputs a request and obtains this sentence

s4 = ”Ahh, I seem to ahh lost my card.”
parsereq(s4,req) obtains req = lostcard.

This completes the execution of find (name,acc,req) having obtained the name,
account code, and caller request. So processing next invokes the top level goal
handle(name,acc,req) since all arguments are known. The rest of the process-
ing proceeds similarly.

The main advantage of the rule-based methodology is that all processing is
goal oriented which models that mechanisms of real human interactions. Typical
human-human dialogue will begin with one purpose and then jump to subdia-
logues to support the main goal. Success or failure of various subdialogues cause
movement to other subdialogues, and with good luck, eventual success of the
top level dialogue. The rule-based approach enables the designer to identify the
significant subgoals of a domain and write rules that address them. Once these
rules are created, the dialogue will move effectively to the needed subgoals pos-
sibly in a very unpredictable manner. The sequential actions of the participants
cannot be known ahead of time and the dialogue machine should proceed as each
event requires. Thus the system is capable of dialogues that the designer could
never foresee ahead of time.
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A second advantage is that initiative is easily adjusted within the context
of a rule-based system. It has been shown ([15], [16]) that appropriate initiative
decisions can improve dialogue efficiency greatly. The optimum strategy requires
the system to take the initiative when it has a direct and predictable path to
success. The machine should release initiative to the partner if it has evidence
that partner can efficiently lead the interaction to success. A rule-based system
can apply variable initiative mechanisms in the context of the rules as described
below.

A third reason to use rule-based systems is that they easily enable very
complex behaviors that account for variations in user abilities. A natural user
model can live within the context of the dialogue rules guiding them to behaviors
that are specific to the current user.

Finally, the rule-based approach effectively yields predictive information about
the expected user’s responses that can be employed for error correction. These
ideas are described further below. Systems have been built based on the missing
axiom theory in our laboratory addressing the problems of equipment repair ([8],
[13]), mystery solving ([16]), and many others.

3 Programming Initiative

Smith, Hipp, and Guinn showed in ([8],[15]) that variable initiative can greatly
affect the efficiency of dialogues. We can explore briefly some of the models of
dialogue given above and the implementation of variable initiative in each case.
In the finite-state model, every input and output is anticipated by the designer
and, at significant expense, initiative can be programmed. For aggressive taking
of the initiative, states can be coded to demand certain responses from the
user and parsing can adjusted to receive only those answers. For more passive
behaviors, states can be designed to ask for help and the inputs can be parsed
for the large variety of suggestions that may come back.

The most significant observation to make about initiative is that it represents
a decision about who will specify the goals to be addressed. Smith and Hipp
implemented a variable initiative system with four levels of initiative: directive,
suggestive, declarative, and passive. The strongest level of initiative, directive,
has the machine setting all goals and not responding to user answers that may
deviate from the computer specified goals. Lower levels of initiative allow more
and more variation in the user inputs. The weakest form of initiative for the
machine, passive, has the machine wait for user assertions for what to do and it
responds to them.

In terms of the rules being used, the rule being processed at each point is se-
lected either on the basis of machine choices or user choices or some compromise
between them. The point is that the rule-based architecture provides the proper
environment for building in variable initiative because it makes explicit the ba-
sis for programming initiative, namely the decision as to who selects the next rule
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to be invoked. Initiative also involves variations in syntax for requesting and
answering. We will not address that issue here.

4 User Modeling

Returning to the credit card example, we need to remember that there are many
versions of the assertions a machine might make and the decision as to what
to say depends somewhat on the user. If you have an experienced caller who
knows about card numbers, it is reasonable to expect an answer from the request
”Please give me your account code.” However, a naive caller might be surprised
by the request and unable to respond. A more sensitive dialogue might be this:

System: Are you able to find one of your credit card statements?

Caller: Yes, I have one here.

System: Can you find that six character code at the upper right corner of
the statement?

Caller: Ahhh. . . Yes, there it is.

System: Please read me that code?

Caller: X13794.

This can be implemented by adding a rule to carry out the subdialogue. Here
is one of them.

parseacc(s,acc) :-
help(findstatement),
help(findacconstatement),
help(readacconstatement) .

Then a revision to the speak routine is added that checks the user model
before it speaks anything. If the user model indicates the statement will not be
understood, speak fails and some other rule needs to be invoked. In this case, the
parseacc(s,acc) rule will be invoked which goes through a sequence of help
statements. Notice that any of these help statements must also be checked with
the user model before those statements are output. Perhaps the caller does not
have a credit card statement or does not know what a statement is. Additional
rules can be included and they will be automatically invoked if the user model
signals for them.

Thus a rule-based system can have a huge variety of behaviors that are styled
to the needs of the user. The user model is a simple and natural addition to the
basic rule-based system.

This type of user model can be augmented by including probabilities with
the assertions about user abilities. Suppose that we want to say to the caller
”Please give me your account code.” and we are unsure about whether the user
will be able to respond helpfully. Over a period of time of usage of the system,
we will obtain experience that some percent P of the callers will be able to answer
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correctly. As such percentages are gathered, it may become possible to optimize
the dialogues for minimal length and this has been studied by Inouye ([17]). If
there are many questions that may be asked and we know the probability for
each one that it will be answered correctly, we can sometimes derive a path
through the rules that will minimize the average length of the dialogues.

5 Error Correction

The best way to guarantee correct recognition of incoming speech is to know what
the speaker will say before they say it. If a speaker enunciates the Gettysburg
Address and your system knows that he or she is doing this, recognition can be
perfect. A step in this direction for telephone answering was proposed by Baker
et al. [18] who suggested that telephones of the future will have displays and
those displays can be used to prompt the speaker before each utterance is made.
That is the user can be given suggestions on the form and content of expected
responses. In a test within the credit card domain, it was found that the average
length of utterances in visually prompted cases was 2.9 words and this was 4.7
if no prompt was available. This led to substantial increases in word recognition
rates for prompted inputs.

When a dialogue model is available as described above, one can greatly im-
prove recognition by comparing the incoming utterance with the utterances that
the model predicts. Thus in the rule-based example above, one can make rea-
sonable guesses as to what might follow this statement:

System: I can give you your account balance, handle a lost card, or record
a change of address. Which of these would you like?

Here are some possibilities:

Sample utterances for the need account balance case:
How much do I owe?
What’s my acc count balance?
Can you please tell me my balance?
Account balance, please.

For the lost card case:
I lost my card.
I cannot find my credit card.
I need a new card because I seem to have misplaced the old one.
I think my card was stolen.

For the change of address case:
I just moved. I am now at . . .
Next week I will be going to California.
You have my zip code wrong on my address.
My wife has a new job. We will be moving to North Carolina.
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Given these possible responses and many more that might resemble them,
how do we process the answer coming in from the caller? The methodology
presented by Smith and Hipp was to measure the distance by some measure of
the incoming utterance to the expected sentences. Thus we might receive the
following:

Caller: Ahh, I seem to ahh lost my card.

The methodology is to measure the similarity between this sequence and those
that are in the expected set. We will not pursue the details of this case except
to reference two examples. Hipp ([8]) used a Hamming distance measure with
the more important words weighted more heavily. Chu-Carroll ([19]) computed a
representative word count vector for each classification (need balance, lost card,
or change of address) and then computed that vector for the incoming utterance.
The classification with the closest vector was selected as the most likely intended
meaning. We used this system in our AMITIES system ([10]).

We developed a very attractive additional technique for handling the problem
of identifying the caller ([10]). Suppose there are a million card holders for our
XYZ company and we need to identify the caller with high probability. Huge
problems arise because the pronunciation of names can vary, many new names
may be entered into the database regularly, several people may have the same
name, people may use nicknames, and so forth. We decided to place a probability
on every record in the database before the call came in giving the likelihood that
this individual was calling. Then as the information came in giving the name,
account code, address, and so forth, we updated the probability for each record
that this person was the one calling. Despite high error rates by the recognizer
on the individual items spoken, the system could select the correct record with
great accuracy. On a database of one million names with the caller spelling out
six fields of information (name, account code, etc.), the machine identified the
caller with 96.7 percent accuracy.

6  Success Finally

After several decades of optimism and many false starts, spoken language inter-
faces are beginning to work. Telephone systems for checking flight arrival and
departure are installed and working well. Many other applications such as pro-
viding stock market quotes and call directory services are running routinely and
successfully. Where more complicated negotiations are needed, experimental sys-
tems are showing promising results. In the early 1990’s, Smith and Hipp reported
success rates for equipment repair in the range of about 80 percent ([8], [13]).
More recently, the recent DARPA Communicator project reported success rates
for airline, hotel and auto rental reservations at the rate of mid 60’s to about 70
percent for the best systems that were created ([3]). With these successes, some
installed and some on the way, one can expect many more successful applications
in the coming years.
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Abstract. We present an overview of anomaly detection used in com-
puter security, and provide a detailed example of a host-based Intrusion
Detection System that monitors file systems to detect abnormal accesses.
The File Wrapper Anomaly Detector (FWRAP) has two parts, a sensor
that audits file systems, and an unsupervised machine learning system
that computes normal models of those accesses. FWRAP employs the
Probabilistic Anomaly Detection (PAD) algorithm previously reported
in our work on Windows Registry Anomaly Detection. FWRAP rep-
resents a general approach to anomaly detection. The detector is first
trained by operating the host computer for some amount of time and
a model specific to the target machine is automatically computed by
PAD. The model is then deployed to a real-time detector. In this paper
we describe the feature set used to model file system accesses, and the
performance results of a set of experiments using the sensor while attack-
ing a Linux host with a variety of malware exploits. The PAD detector
achieved impressive detection rates in some cases over 95% and about a
2% false positive rate when alarming on anomalous processes.

Keywords: Host-Based Intrusion Detection, Anomaly Detection, File
System, Wrapping

1 Introduction

Widely used commercial Intrusion Detection Systems (IDS) are based on sig-
nature matching algorithms. These algorithms match audit data of network or
host activity to a database of signatures which correspond to known attacks.
This approach, like virus detection algorithms, requires previous knowledge of
an attack and is not effective on new attacks.

Anomaly Detection is an important alternative detection methodology that
has the advantage of defending against new threats not detectable by signature-
based systems. In general, anomaly detectors build a description of normal
activity, by training a model of a system under typical operation, and compare
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the normal model at run time to detect deviations of interest. Anomaly Detectors
may be used over any audit source to both train and test for deviations from the
norm. Anomaly detection algorithms may be specification-based or data mining
or machine learning-based [11,12], and have been applied to network intrusion
detection [9,11] and also to the analysis of system calls for host based intrusion
detection [4, 6,10, 23].

Specification or behavior based anomaly detectors such as the STAT approach
[19], represent normal execution of a system using programmer supplied state
transition or finite state machine representations [14]. Anomalies are detected at
run-time when the execution of a process or system violates the predefined nor-
mal execution model. Data mining or machine learning-based anomaly detectors
automatically learn a normal model without human intervention.

Anomaly detection systems are more art than science. A number of design
choices are necessary to build an effective detector. First, one must design a
monitor or auditing sensor that is able to extract data from some system or
component, and do so without wasting resources and minimizing the impact on
the system being monitored.

One must also design a set of informative “features” that are extracted from
the audit data that provides the means of computing an effective model able
to distinguish attacks from normal execution. Subsequently, one must under-
stand what “attacks” may be buried in that audit data, i.e. whether sufficient
information is manifest in the data to identify an attack from normal data. In
approaches based upon machine learning, the design process is further compli-
cated by “noise”. Too frequently in research on anomaly detection, authors state
the requirement that the training data must be purely normal and attack-free.
This is unrealistic in most cases of computer security auditing where systems are
under constant attack and monitoring generates vast quantities of data including
attacks. Hand-cleaning data to exclude noise, or attack information, or to label
data accurately, is simply not possible. Hence, anomaly detection algorithms
must be sensitive to noise and produce models that are robust.

Some approaches to host-based anomaly detection have focused on monitor-
ing the operating system’s (OS) processes during program execution and alerting
on anomalous sequences of system calls. For example, OS wrappers monitor each
system call or DLL application and test a set of rules for ”consistent” program
execution [2]. This presumes that a program’s legitimate system call execution
can be specified correctly by a set of predefined rules. Alternatively, some have
implemented machine learning techniques that model sequences of normal execu-
tion traces and thus detect run time anomalies that exhibit abnormal execution
traces [6].

There are several important advantages to auditing at the OS level. This
approach may provide broad coverage and generality; for a given target platform
it may have wide applicability to detect a variety of malicious applications that
may run on that platform.

However, there are several disadvantages to anomaly detection at the OS
monitoring level. Performance (tracing and analyzing system calls) is not cheap;
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there is a substantial overhead for running these systems, even if architected
to be as lightweight as possible. Second, the adaptability and extensibility of
these systems complicates their use as updates or patches to a platform may
necessitate a complete retraining of the OS trace models.

Furthermore, OS system call tracing and anomaly detection may have another
serious deficiency; they may suffer from mimicry attack [20], since the target
platform is widely available for study by attackers to generate exploits that
appear normal when executed.

We have taken an alternative view of host-based anomaly detection. Anoma-
lous process executions (possibly those that are malicious) may be detected by
monitoring the trace of events as they appear on attempts to alter or damage
the machine’s permanent store. Thus, a malicious attack that alters only run-
time memory would not necessarily be detected by this monitor, while the vast
majority of malicious attacks which do result in changes to the permanent store
of the host might leave a trace of anomalous file system events. In this case, the
two very important host based systems to defend and protect are the Registry
(in Window’s case) and the file system (in both Window’s and Unix cases). The
file system is the core permanent store of the host and any malicious execution
intended to damage a host will ultimately set its sights upon the file system. A
typical user or application will not behave in the same manner as a malicious
exploit, and hence the behavior of a malicious exploit is likely able to be detected
as an unusual or unlikely set of file system accesses.

The File Wrapper Anomaly Detection System (FWRAP) is presented in this
paper as an exemplary application of anomaly detection to computer security
applications. FWRAP is a host-based detector that utilizes file wrapper technol-
ogy to monitor file system accesses. The file wrappers implemented in FWRAP
are based upon work described in [25] and operate in much the same fashion
as the wrapper technology described in [2]. The wrappers are implemented to
extract a set of information about each file access including, for example, date
and time of access, host, UID, PID, and filename, etc. Each such file access thus
generates a record describing that access.

Our initial focus here is to regard the set of file system access records as a
database, and to model the likely records in this database. Hence, any record an-
alyzed during detection time is tested to determine whether it is consistent with
the database of training records. This modeling is performed by the Probabilistic
Anomaly Detection algorithm (PAD) introduced in our prior work on the Win-
dows registry [1]. We report on experiments using alternative threshold logic
that governs whether the detector generates an alarm or not depending upon
the scores computed by PAD. The PAD detector achieved impressive detection
rates in some cases over 95% and about a 2% false positive rate when alarming
on anomalous processes.

The rest of the paper is organized as follows. Section 2 briefly describes
alternative anomaly detection algorithms and a brief description of the PAD
algorithm. Section 3 discusses the architecture of the FWRAP sensor. Section 4
describes the audit data and features computed that are input to PAD to gener-
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ate models of normal file accesses. We then detail results of various experiments
running real malware against a Linux host. Section 5 describes the experimental
setup and the results and findings. Section 5 describes the open problems in
anomaly detection research and how this work can be extended.

2 Alternative Anomaly Detection Algorithms

Anomaly detection systems for computer security, and host-based intrusion de-
tection specifically, were first proposed by Denning [3]. The concept was later
implemented in NIDES [9] to model normal network behavior in order to de-
tect deviant network traffic that may correspond to an attack against a network
computer system.

A variety of other work has appeared in the literature detailing alternative
algorithms to establish normal profiles, applied to a variety of different audit
sources, some specific to user commands for masquerade detection [16, 13, 21],
others specific to network protocols and LAN traffic for detecting denial of service
attacks [12, 18] or Trojan execution, or application or system call-level data for
malware detection [6], to name a few.

A variety of different modeling approaches have been described in the litera-
ture to compute baseline profiles. These include probabilistic models or statistical
outlier detection over (temporal) data [4,24]; comparison of statistical distribu-
tions (or histogram distance metrics) [22], one-class supervised machine learning
[13,21] and unsupervised cluster-based algorithms [5,15]. Some approaches con-
sider the correlation of multiple models [7,23]. One-class Support Vector Ma-
chines have also been applied to anomaly detection in computer security [8]. W.
Lee et al. [11] describe a framework and system for auditing and data mining
and feature selection for intrusion detection. This framework consists of classi-
fication, link analysis and sequence analysis for constructing intrusion detection
models.

In general, in the case that an audit source is a stream or temporally ordered
data, a variety of models may be defined for an audit source and a detector may
be computed to generate an alarm if a violation is observed based upon volume
and velocity statistics. Volume statistics represent the amount of data observed
per unit of time, while velocity statistics model the changes in frequency of the
data over time. In practice, a number of simple algorithms work surprisingly
well. For example, computing “moving averages” over time to estimate the av-
erage state of a system, and detecting “bursts” by, for example, noting when
the volume or velocity of events exceeds one or two standard deviations from
the mean works effectively in detecting distributed denial of service attacks, or
scanning /probing activities.

One of the most cruical design choices in designing an anomaly detector is
the choice of algorithm, the feature sets and the training methodology. Funda-
mentally, the issue is whether the resultant models can effectively detect truly
abnormal events that correspond to an attack. A fuller treatment evaluating
anomaly detection algorithms and their coverage is given by Maxion [17].
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The performance of the various anomaly detectors also varies with a num-
ber of tunable parameters including the amount and quality of training data
(amount of noise present), the threshold settings and the particular decision
logic used, and whether the detectors output is validated by correlating with
other information. For example, probabilistic based algorithms typically score
data by estimating the likelihood of that data. Cluster-based or SVM-based al-
gorithms employ a distance metric or a density measure to estimate whether a
datum is normal, or a member of a minority cluster. In either case, a threshold
needs to be set to determine whether a data under test is or is not normal.
The calibration of this tunable threshold greatly affects the performance of any
anomaly detection system, either generating too few true positives, or too many
false positives.

Furthermore, computer systems are highly dynamic and rarely reach a sta-
ble state. Any normal model computed for one period of time will undoubtedly
go stale at some future time. Thus, anomaly detectors require updating and
adaption to shifting environments. Detecting when retraining is necessary, or
the time “epoch” when a detector ought to be retrained is very much a matter
of the specific environment being modeled. In many cases, these issues, calibra-
tion, environment shift, and adaptive re-training, are core design requirements
necessitating a lot of study, design and engineering for successful systems to be
deployed. Bad choices will lead to faulty systems that are either blind to real
attacks, or generate so many false alarms as to provide no useful information.

In our prior work, we proposed and developed a number of anomaly detec-
tion algorithms. Several cluster-based algorithms were explored [15, 5] as well as
probabilistic modeling for sequence data [4], and for database records [1]. The
PAD algorithm inspects feature values in its training data set, and estimates the
probability of occurrence of each value using a Bayesian estimation technique.
PAD estimates a full conditional probability mass function and thus estimates
the relative probability of a feature value conditioned on other feature values
and the expected frequency of occurrence of each feature. One of the strengths
of the PAD algorithm is that it also models the likelihood of seeing new feature
values at run-time that it may not have encountered during training. We assume
that normal events will occur quite frequently, and abnormal events will occur
with some very low probability. Our experiments and application of PAD have
been shown to be robust and effective models are trainable in any environment
where “noise” is a minority of the training data.

In the following sections we provide an exemplar anomaly detector. We
present the FWRAP anomaly detector that audits host-based file systems during
a training period, and detects abnormal file accesses at detection time using the
PAD algorithm. Anomalous processes are noted by FWRAP when a sufficient
number of anomalous file accesses are detected by PAD. We test the effective-
ness of the detector by running real exploits against a Windows machine and
meausure the detector accuracy over varying threshold settings. We begin with
a description of the FWRAP architecture.
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3 FWRAP System Architecture

Several requirements drove the design of the FWRAP system. The file system
sensor had to be lightweight, easily portable to different systems, and complete,
in the sense that it is able to monitor all file system accesses without loss of
information. Perhaps the most important requirement is that the system must
be transparent to the user.

Previous work by Zadok [25] proposed a mountable file system for Unix and
Windows which would allow additional extensions to the underlying operating
system without having to modify kernel level functionality. The FiST technology
developed in that work has been extended to provide a security mechanism via
file system auditing modules via a Vnode interface. We implemented a FiST au-
dit module that forms the basis of the FWRAP audit sensor. Figure 1 illustrates
the architecture that we developed as a standalone real time application on a
single Linux host.

PAD Detector

Alerts v A Records E
Data Warehouse User Process CS
A read()
s v N il
erts wrapsfs_read() - oy ~
FIST -
Sensor WRAPFS (' YNODELAYER ) E
NI—SREAD() E
Underlying FS

DISK_DEV_READ() * A
Fig. 1. The Architecture of FWRAP IDS

Once all subsystem file accesses are logged its a straightforward matter to
provide the means of reading from the log, formatting the data and sending it
to the PAD module for analysis. A typical snippet of a line of text sent to the
PAD module is as follows.

Mar 9 19:03:14 zeno kernel:
snoopfs detected access by uid 0, pid 1010, to file cat

This record was generated when the root user accesses a file named ’cat’ on
a machine named 'zeno’. We modified a C program to format this data for PAD
exemplified by the following (partial) record.

<rec><Month str>Mar</Month> <Day i>9</Day> <Time str>19:03:14</Time>
<IP str>zeno</IP> <UID i>0</UID> <PID i>1010</PID> <File str>cat</File></rec>
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3.1 PAD Detector

The data gathered by monitoring each file access is a rich set of information
that describes in great detail a single file access. Each record is treated as a
feature vector used by PAD for training a normal model that describes normal
file accesses.

PAD models each feature and pairs of features as a conditional probability. A
single feature produces a “first order consistency check” that scores the likelihood
of observing a feature value at run time. PAD also models the likelihood of
observing a new feature value at run-time that was not observed during training.
Second order consistency checks score the likelihood of a particular feature value
conditioned on a second feature. Thus, given n features in a training record,
PAD generates n first order consistency checks, and n * (n — 1) second order
consistency checks. Although it is possible to use higher order consistency checks,
the computational overhead and space constraints make it infeasible for the
current implementation of PAD.

The feature vector available by auditing file accesses has 18 fields of informa-
tion, some of which may not have any value in describing or predicting a normal
file access. For example, one such feature may be the process identifier, PID, as-
sociated with the file access. PID’s are arbitrarily assigned by the underlying OS
and in and of themselves have no intrinsic value as a predictor of a file access. As
an expediency such fields may be dropped from the model. Only 7 features are
used in the experiments reported in this paper as detailed in the next section.

After training a model of normal file accesses using the PAD algorithm the
resultant model is then used at runtime to detect abnormal file accesses. Alerts
are generated via threshold logic on the PAD computed scores. As shown in
Figure 1 the detector runs on the user level as a background process. Having it
run on the user level can also provide additional protection of the system as the
sensor can be hard-coded to detect when it is the subject of a process that aims
to kill its execution, or to read or write its files. (Self-protection mechanisms for
FWRAP are beyond the scope of this paper.)

3.2 FWRAP Features

The FWRAP data model consists of 7 features extracted or derived from the
audit data provided by the FWRAP sensor.

Several of the features describe intrinsic values of the file access, for example,
the name of the file, and the user id. We also encode information about the
characteristics of the file involved in the access, specifically the frequency of
touching the file. This information is discretized into a few categories rather
than represented as a continuous valued feature. We generally follow a strategy
suggested by the Windows OS. Within the add/change applications function of
control panel in Windows, the frequency of use of an application is characterized
as " frequently”, ”sometimes” and "rarely”. Since it is our aim to port FWRAP to
Windows (exploiting whatever native information Windows may provide and to
correlate FWRAP with RAD), we decided in this experimental implementation
of FWRAP on Linux to follow the same principle for the Unix file system but
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with a slightly finer level of granularity than suggested by Windows. Hence, we
measured file accesses over a trace for several days, and discretized the frequency
of use of a file into the four categories as described below.

The entire set of features used by in this study to model file system accesses
are as follows:

UID. This is the user ID running the process

WD. The working directory of a user running the process

CMD. This is the command line invoking the running process

DIR. This is the parent directory of the touched file.

FILE. This is the name of the file being accessed. This allows our algorithm to
locate files that are often or not often accessed in the training data. Many
files are accessed only once for special situations like system or application
installation. Some of these files can be changed during an exploit.

PRE-FILE. This is the concatenation of the three previous accessed files. This
feature codes information about the sequence of accessed files of normal
activities such as log in, Netscape, statx, etc. For example, a login process
typically follows a sequence of accessed files such as .inputrc, .tcshre, .history,
Jogin, .cshdirs, etc.

FREQUENCY. This feature encodes the access frequency of files in the train-
ing records. This value is estimated from the training data and discretized
into four categories:

1. NEVER (for processes that don’t touch any file)

2. FEW (where a file had been accessed only once or twice)

3. SOME (where a file had been accessed about 3 to 10 times)

4. OFTEN (more than SOME).
Alternative discretization of course are possible. We computed the standard
deviations from the average frequency of access files from all user processes
in the training records to define the category ranges. An access frequency
falls into the range of FEW or OFTEN categories often occurs for a file
touched by the kernel or a background process.

Examples of typical records gathered from the sensors with these 7 features
are:

500 /home/linhbui login /bin dc2xx10
725-705-cmdline Some 1205,Normal

500 /home/linhbui kmod /Linux_Attack kmod
1025-0.3544951178-0.8895221054 Never 1253,Malicious

The last items (eg., “1253,Malicious) are tab separated from the feature val-
ues and represent an optional comment, here used to encode ground truth used
in evaluating performance of the detector. The first record with pid=1205 was
generated from a normal user activity. The second was captured from an attack
running the kmod program to gain root access. The distinction is represented
by the labels "normal” and ”malicious”. These labels are not used by the PAD
algorithm. They exist solely for testing and evaluating the performance of the
computed models.
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Another malicious record is

0 /home/linhbui sh /bin su meminfo-debug-insmod Some
1254 ,Malicious

This record illustrates the results of an intruder who gained root access. The
working directory (WD) is still at /home/linhbui but the UID now has changed
to 0. A record of this nature ought to be a low probability event.

4 Experiments

We deployed the FWRAP audit sensor on a “target host” machine in our lab
environment, an Intel Celeron 800MHz PC with 256 RAM, running Linux 2.4
with an ext2 file-system. The data gathered by the sensor was logged and used
for experimental evaluation on a separate machine. The latter test machine is
far faster and provided the means of running multiple experiments to measure
accuracy and performance of the PAD implementation. The target host was part
of a Test Network Environment which allowed us to run controlled executions
of malicious programs without worrying about noise from outside the network
corrupting our tests, nor inadvertently allowing leakage of an attack to other sys-
tems. Data was not gathered from a simulator, but rather from runtime behavior
of a set of users on the target machine.

We collected data from the target host for training over 5 days of normal usage
from a group of 5 users. Each user used the machine for their work, logging in,
editing some files on terminal, checking email, browsing some website, etc. The
root user performed some system maintenance as well as routine sysadmin tasks.

The logged data resulted in a data set of 275,666 records of 23 megabytes
which we used to build a PAD model on the other “test machine”. This model
will be referred to as the “clean model”, although we note that PAD can toler-
ate noise. The size of the model was 486 megabytes prior to any pruning and
compression.

Once the model was computed, one of the users on the target machine volun-
teered to be the “Attacker”, who then used the target machine for 3 experiments
each lasting from 1 to 3 hours. The malicious user ran three different exploits
and three Trojan exploits from their home account. These exploits are publicly
available on the Internet. The user was asked to act maliciously and to gain root
privileges using the attack exploits on hand. Once root control was acquired, the
user further misused the host by executing programs which placed back-doors
in the system. The system was monitored while the attacks were run. The re-
sultant monitoring produced records from the FWRAP sensors. These records
were then tested and scored by the PAD model.

The PAD analysis was run on the test machine, a dual processor 1500 MHz
with 2GB of ram. The total time to build the model of the 23 MB of training data
was three minutes, with memory usage at 14%. Once, the model was created,
we ran the model against the test data from the 3 experiments, while varying
the thresholds to generate a ROC curve. Each detection process took 15 seconds
with 40% of CPU usage and 14% of memory.
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These performance statistics were measured on the test machine, not on
the target host where the data was gathered. This experimental version was
implemented to test the efficacy of the approach and has not been optimized for
high efficiency and minimal resource consumption for deployment on the target
machine. Even so, the analysis of the computational performance of the sensor
measured during the experiments indicates that although training the model is
resource intensive, run-time detection is far less expensive. A far more efficient
professionally engineered version of FWRAP would reduce resource consumption
considerably. That effort would make sense only if the sensor achieves the goal
of detecting anomalous events indicative of a security breach.

It should be noted that the RAD sensor/detector using PAD running on
Windows has been upgraded to run exceptionally fast, with a very small amount
of memory and CPU footprint. (The current Windows implementation of PAD
requires less than 1 MB of space and the run-time detector consumes at most
5% of CPU, barely discernible.) This newer implementation of PAD is being
ported to Linux so that FWRAP will also be far more efficient than the present
prototype reported in this paper. The version reported here is the first proof of
concept implementation without the performance enhancements implemented
on the Windows platform.

5 Results

This section describes the results of a subset of experiments we ran. Space does
not permit a full treatment and comparative evaluation of alternative alert de-
cision logic.

The PAD algorithm evaluates each file access record output by the sensor by
comparing the PAD scores to a threshold value. Each record produces 49 scores
for each consistency check (7 first order 4+ 7x6 second order). The minimum score
over all consistency checks is then tested against the threshold. If the minimum
score is below the threshold, an alert is generated for that record.

An example of the PAD output with threshold = 0.1 is as follows: 8.873115
8.39732 7.69225 4.057663 0.485905 0.323076 6.527675 8.34453 7.464175 3.727299 0.0
0.0 5.971592 8.344 7.464175 3.727299 0.0 0.0 5.79384 7.45713 7.454335 4.060443 0.0
0.0 4.97851 3.732753 3.723643 4.039242 0.0 0.0 3.982627 0.458721 0.371057 0.439515
0.14842 0.0 0.221132 0.302689 0.20546 0.258604 0.090151 0.0 0.067373 5.978326 5.81323
5.015466 4.060443 0.0 0.0 :
1254,Malicious (Min score 0.0)

A process is identified as malicious if more than some minimum number of
records it generates is scored as an anomaly. This number is a second threshold.
We tested varying threshold levels applied to the PAD scores under different
thresholds governing the number of anomalous records used to generate a final
alert.

The decision process is evaluated by varying the percentage of anomalous
records that are generated by a process in order to raise an alert. For example,
a process might be considered malicious if it generates one anomalous record, or
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all of its records are anomalous, or some percentage of its records are deemed
anomalous. We vary this percentage in the following experiments from 10% to
80%.

We define “Detection Rate” as the percentage of all process labeled “mali-
cious” that produced PAD scores below the threshold. The “False Positive Rate”
is the percentage labeled “normal” that likewise produced records with PAD
scores that were below the threshold. We illustrate the different detection rates
and false positive rates over different threshold settings in tabular form. The
results indicate that the per-process detection logic provides excellent detection
rate and lower false positive rates. This leads to the observation that a malicious
process typically generates a considerable number of anomalous events, while
many normal processes occasionally generate a few anomalous events. This is
not surprising as the same results were discovered in the RAD experiments [1].

Table 1, Table 2, and Table 3 detail the results on a Per Process basis. The
best results are 95% detection with about 2% false positive rates in experiment
1, 97% accuracy with 7% false positives in experiment 2 and 100% with 8% false
positive in experiment 3. Note that the results from experiment 1 are relatively
better with respect to false positive rates than those from experiments 2 and
3. The primary reason concerns that amount of training performed during the
different experiments. Experiment 1 had far more training data establishing
the perhaps obvious point that as the sensor models more events its detection
accuracy increases.

In the first experiment implemented on the target machine, there were 5,550
processes generated during the 3 hour period. 121 processes were generated dur-
ing the attack period (i.e. the time between the initial launching of the attacking
exploits and the Trojan software execution after he gained root access). However,
only 22 processes generated during this time were spawned by the attack.

Many of the false positives were from processes that were simply not run as
a part of the training session but were otherwise normal file system programs.

Table 1. Experiment 1, per-process detection. Number of processes: 5550, number of
malicious processes: 22

Threshold|Detection| False

Rate |Positive
1.1 1.0 0.027090
1.0 0.954545 | 0.02727
0.9 0.909091 |0.026690
0.8 0.909091 |0.026345
0.7 0.863636 |0.025927
0.6 0.863636 |0.025381
0.5 0.772727 10.023363
0.4 0.772727 [0.021145
0.3 0.727273 |0.020981
0.2 0.727273 |0.020909
0.1 0.727273 |0.020163
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Table 2. Experiment 2, per-process detection. Number of processes: 1344, number of
malicious processes: 37

Threshold|Detection| False
Rate |Positive
1.3 1.0 0.072485
1.2 0.972973 | 0.071741
1.1 0.972973 | 0.071145
1.0 0.972973 | 0.070104
0.9 0.972973 | 0.068616

0.8 0.972973 | 0.0675
0.7 0.972973 | 0.066532
0.6 0.945946 | 0.062961
0.5 0.945946 | 0.057553
0.4 0.945946 | 0.057328
0.3 0.918919 | 0.057276
0.2 0.918919 | 0.057180
0.1 0.918919 | 0.046897

Table 3. Experiment 3, per-process detection. Number of processes: 1279, number of
malicious processes: 72

Threshold|Detection| False
Rate |Positive
0.8 1.0 0.08889
1.7 0.98611 | 0.08850
0.6 0.97222 | 0.08647
0.5 0.86111 | 0.07732
0.4 0.80555 | 0.07544
0.3 0.79166 | 0.07498
0.2 0.79166 | 0.07357
0.1 0.77777 | 0.07107

False positives also occurred when processes were run under varying condi-
tions. Command shell execution and file execution of a new application caused
false positives to appear. Applications generate processes in different ways de-
pending upon their underlying system call initiation. Furthermore, programs
which require a network connection to run correctly caused a false alarm when
executed without a network connection. These false alarms arise because the
model has not seen behavior from all the different execution behaviors of a given
program.

6 Conclusions

By using file system access on a Linux system, we are able to label all processes
as either attacks or normal, with high accuracy and low false positive rates. We
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observe that file system accesses are apparently quite regular and well modeled
by PAD. Anomalous accesses are rather easy to detect. Furthermore, malicious
process behavior generates a relatively significant number of anomalous events,
while normal processes can indeed generate anomalous accesses as well.

The work reported in this paper is an extension of our research on anomaly
detection. The PAD algorithm has been previously applied to network traffic,
as well as the Windows Registry, as described earlier in this paper. There are
a number of open research issues that we are actively pursuing. These issues
involve calibration, pruning, feature selection, concept (or environment) drift,
correlation and resiliency to attack.

Briefly, we seek automatic means of building anomaly detectors for arbi-
trary audit sources that are well behaved, and are easy to use. With respect
to calibration, one would ideally like a system such as FWRAP to self-adjust
its thresholding to minimize false positives while revealing sufficient evidence
of a true anomaly indicative of an abuse or an attack. It is important to un-
derstand, however, that anomaly detection models should be considered part
of the evidence, and not be depended upon for the whole detection task. This
means anomaly detector outputs should be correlated with other indicators or
other anomaly detection models computed over different audit sources, different
features or different modeling algorithms, in order to confirm or deny that an
attack is truly occurring. Thus, it would be a mistake to entirely focus on a well
calibrated threshold for a single anomaly detector simply to reduce false posi-
tives. It may in fact be a better strategy to generate more alerts, and possibly
higher numbers of false positives, so that the correlation of these alerts with
other confirmatory evidence reveals the true attacks that otherwise would go
undetected (had the anomaly detector threshold been set too low).

In the experiments run to date PAD produces fine grained models that are ex-
pensive in memory. There are several enhancements that have been implemented
in the Windows implementation of PAD for the RAD detector to alleviate its
memory consumption requirements. These include pruning of features after an
analytical evaluation that would indicate no possible consistency check violation
would be possible for a feature at run-time.

Finally, two questions come to most minds when they first study anomaly
detectors of various kinds; how long should they be trained, and when should
they be retrained. These issues are consistently revealed due to a common phe-
nomenon, concept (or environment) drift. What is modeled at one point in time
represents the “normal data” drawn from the environment for a particular train-
ing epoch, but the environment may change (either slowly or rapidly) which
necessitates a change in model.

The particular features being drawn from the environment have an intrinsic
range of values; PAD is learning this range, and modeling the inherent “variabil-
ity” of the particular feature values one may see for some period of time. Some
features would not be expected to vary widely over time, others may be expected
to vary widely. PAD learns this information (or an approximation) for the period
of time it observes the data. But it is not known if it has observed enough. RAD’s
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implementation on Windows provides the means of automatically retraining a
model under a variety of user controlled schedules or performance measures.
RAD includes a decision procedure, and a feedback control loop that provides
the means to determine whether PAD has trained enough, and deems when it
may be necessary to retrain a model if its performance should degrade. The same
techniques are easily implemented for FWRAP as well.
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Abstract. In this paper, we adapt a statistical learning approach, inspired by
automated topic segmentation techniques in speech-recognized documents to
the challenging protein segmentation problem in the context of G-protein cou-
pled receptors (GPCR). Each GPCR consists of 7 transmembrane helices sepa-
rated by alternating extracellular and intracellular loops. Viewing the helices
and extracellular and intracellular loops as 3 different topics, the problem of
segmenting the protein amino acid sequence according to its secondary struc-
ture is analogous to the problem of topic segmentation. The method presented
involves building an n-gram language model for each ‘topic’ and comparing
their performance in predicting the current amino acid, to determine whether a
boundary occurs at the current position. This presents a distinctly different ap-
proach to protein segmentation from the Markov models that have been used
previously and its commendable results is evidence of the benefit of applying
machine learning and language technologies to bioinformatics.

1 Introduction

Predicting the function of a protein from its amino acid sequence information alone is
one of the major bottlenecks in understanding genome sequences and an important
topic in bioinformatics. Mapping of protein sequence to function can be viewed as a
multi-step cascaded process: the primary sequence of amino acids encodes secondary
structure, tertiary or 3-dimensional structure, and finally quaternary structure, a func-
tional unit of multiple interacting protein subunits. Proteins are divided broadly into
two classes, soluble proteins and transmembrane proteins. The problem of predicting
secondary structure from the primary sequence in soluble proteins has been viewed
predominantly as a 3-state classification problem with the state-of-the-art perform-
ance at 76% when multiple homologous sequences are available [1]. The problem of
predicting secondary structure in transmembrane proteins has been limited to predict-
ing the transmembrane portions of helices in helical membrane proteins [2, 3]. Here,
accuracy is more difficult to assess because there is a very limited number of trans-
membrane proteins with known 3-dimensional structure, and membrane lipids are
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usually not included in these structures. For both soluble and transmembrane pro-
teins, a large portion of inaccuracy comes from the boundary cases. However, in
many biological applications, knowing the precise boundaries is critical. This paper
addresses a subproblem of the general protein segmentation problem by limiting the
context to G-protein coupled receptors, an important superfamily of helical trans-
membrane proteins where the order and type of secondary structures within each pro-
tein are known. However, the approach can be extended to any helical transmem-
brane protein. In order to address structural segmentation in proteins with high
accuracy, we combine domain insights from structural biology with machine learning
techniques proven for the analogous task of topic segmentation in text mining.

1.1 G Protein Coupled Receptors

G Protein Coupled Receptors (GPCRs) are transmembrane proteins that serve as sen-
sors to the external environment. There are now more than 8000 GPCR sequences
known [4], but only a single known 3-dimensional structure, namely that of rhodopsin
[5, 6]. This is due to the fact that the structures of transmembrane proteins are diffi-
cult to determine by the two main techniques that give high-resolution structural in-
formation, NMR spectroscopy and x-ray crystallography. However, detailed informa-
tion about the structure of individual GPCRs is urgently needed in drug design as
approximately 60% of currently approved drugs target GPCR proteins [7]. The dis-
tribution of hydrophobic amino acids suggests a common secondary structure organi-
zation of alternating alpha helices and loops (Fig. 1): there are seven transmembrane
helices, an (extracellular) N-terminus, three extracellular loops, a (cytoplasmic) C-
terminus, and three cytoplasmic loops.

Cytoplasmic Domain

Trans-
membrane
Domain

Extracellular Domain

Fig. 1. Schematic of the amino acid sequence and secondary structure of a GPCR. Extracellu-
lar and cytoplasmic loops are colored dark grey and light grey respectively

Due to insufficient real training data for predicting the boundaries of transmem-
brane helices in GPCR, the training and testing data used in this study (except for
rhodopsin) are synthetic. They are predictions based on hydrophobicity, which have
been accepted by the majority of biologists as the closest estimates to the true bounda-
ries. Because our approach does not use hydrophobicity information directly, a con-
sensus between our predictions and the hydrophobicity predictions can be interpreted
as additional evidence that the particular predicted boundary point is correct.
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1.2 Related Work

A number of algorithms have been proposed to predict transmembrane domains in
proteins using only amino acid sequence information, from the first Kyte-Doolittle
approach based on hydrophobicity plots [8] to the more recent algorithms TMHMM
[9] and PRED-TMR [10]. Most of these methods are either window-based or make
use of Markov models. Window-based algorithms predict the secondary structure of
the central amino acid in the window by examining the residues in the local window,
using information such as frequencies of individual amino acids in each type of sec-
ondary structure, correlations among positions within the window, and evolutionary
information via multiple sequence alignment of homologous sequences. Recently,
improvements have also been found in considering interactions in the sequence out-
side the fixed window [11].

Like in most areas of computational biology, Markov models have been found to
be useful in predicting the locations of transmembrane helices and are among the
most successful prediction methods, including MEMSAT [12], HMMTOP [13] and
TMHMM [9]. The models differ in the number of states, where each state is a
Markov model on its own, representing different regions of the helices, extracellular
or cytoplasmic loops.

Due to the lack of a standard dataset, the performance of the various approaches to
predicting transmembrane alpha helices is controversial. Recently, a server was es-
tablished that compares the performance of different methods using a single testing
dataset with both soluble and transmembrane proteins. However, the training dataset
is not uniform across the methods, making the results of the comparison unreliable [3,
14]. Moreover, since these methods are available only as programs pre-trained on dif-
ferent datasets, a fair comparison between these methods and our own is not possible.

2 Approach

In human languages, topic segmentation has many applications, particularly in speech
and video where there are no document boundaries. Beeferman et al. [15] introduced
a new statistical approach to segmentation in human languages based on exponential
models to extract topicality and cue-word features. In essence, Beeferman and his
colleagues calculated the predictive ratio of a topic model vs. a background model,
and where significant changes (discontinuities) were noted, a boundary hypothesis is
generated. Other features of the text string cuing boundaries were also used to en-
hance performance. Here, we adapted their notion of topicality features for GPCR
segmentation.

2.1 Segmentation in Human Languages

Beeferman et al. [15] used the relative performance of two language models, a long-
range model and a short-range model, to help predict the topic boundaries. The long-
range model was trained on the entire corpus, while the short-range model was trained
on only data seen since the last (predicted) boundary. This causes the short-range
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model to be more specifically targeted to the current topic and as a result, it performs
better than the long-range model while inside the current topic. However, at a topic
boundary, the short-range model’s performance would suddenly drop below the long-
range model’s performance because it is too specific to the last topic instead of the
general corpus, and it would need to see a certain amount of data from the new topic
before it can again outperform the long-range model. This was tracked using topical-
ity measure — the log ratio of the short-range model’s performance to the long-range
model’s performance in predicting the current word. Beeferman et al. [15] used this
to detect the general position of the topic boundary, and cue-words (words that often
occur near a topic boundary) to fine-tune the prediction.

2.2 GPCR Segmentation

Since the type and order of segments in the GPCR secondary structure is known (Fig.
1), we built a language model for each of the segments and compared the probability
each of them assigns to the current amino acid to determine the location of the seg-
ment boundary. The reason for not building a short-range model and a long-range
model as in Beeferman et al. [15] is that the average length of a protein segment is 25
amino acids — too short to train a language model. Previous segmentation experi-
ments using mutual information [16] and Yule’s association measure [17] have shown
the helices to be much more similar to each other than to the extracellular and cyto-
plasmic loops. Similarly, the N-terminus and C-terminus have been shown to be very
similar to the extracellular and cytoplasmic loops respectively. Moreover, since no
two helices, extracellular or cytoplasmic segments occur consecutively, 3 segment
models for helices, extracellular domains and intracellular domains are sufficient.
Each of the segment models is an interpolation of 6 basic probability models — a
unigram model, a bigram model and 4 trigram models, where a ‘gram’ is a single
amino acid. One of the trigram models, as well as the unigram and bigram models,
uses the complete 20 amino acid alphabet. The other 3 trigram models make use of
three reduced alphabets where a group of amino acids sharing a common physio-
chemical property, such as hydrophobicity, is reduced to a single alphabet letter:

1. LVIM, FY, KR, ED, AG, ST,NQ, W,C, H, P
2. LVIMFYAGCW, KREDH, STNQP, and
3. LVIMFYAGCW, KREDHSTNQP.

The reason for using reduced amino acid alphabets is because sometimes a position
in a primary sequence may call for any amino acid with a certain biochemical prop-
erty rather than a specific amino acid, for example, hydrophobicity in transmembrane
proteins.

2.2.1 Boundary Determination

As expected from the limited context of the trigram models, the relative performance
of the 3 segment models fluctuates significantly, making it difficult to pinpoint loca-
tions where one model begins to outperform another overall. To smooth out the fluc-
tuations, we compute running averages of the log probabilities. Figure 2 shows the
running averages of the log probabilities over a window size of +2.
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Fig. 2. Running averages of log probabilities at each position in D3DR_RAT sequence. Verti-
cal dashed and dotted lines show the “true” and predicted boundaries respectively

While running averages minimize the fluctuations, we still do not want the system
to label a position as a boundary point if the model for the next segment outperforms
the current segment model only for a few positions. An example is the region in fig-
ure 2 between position 10 and 20 where the helix model performs better than the ex-
tracellular loop model temporarily before losing to the extracellular model again.
Thus, we set a look-ahead interval: the model for the next segment must outperform
the current segment model at the current position and at every position in the look-
ahead interval for the current position to be labeled a segment boundary.

3 Evaluation

3.1 Dataset

The data set used in this study is the set of full GPCR sequences uploaded to
GPCRDB [18] in September 2002. The headers of the sequence files contain the pre-
dicted segment boundaries taken as the synthetic “truth” in our training and testing
data. This header information was retrievable only for a subset of these sequences,
1298 GPCRs. Ten-fold cross validation was used to evaluate our method.

3.2 Evaluation and Parameter Optimization

Two evaluation metrics were used: average offset and accuracy. Offset is the abso-
lute value of the difference between the predicted and “true” boundary positions. An
average offset was computed across all boundaries and for each of the 4 boundary
types: extracellular-helix, helix-cytoplasmic, cytoplasmic-helix, and helix-
extracellular. In computing accuracy, we assigned a score of 1 to a perfect match be-
tween the predicted and true boundary, a score of 0.5 for an offset of 1, and a score
of 0.25 for an offset of £2. The scores for all the boundaries in all the proteins were
averaged to produce an accuracy score.
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The two parameters (running average window size and look-ahead interval) were
adjusted manually to give the maximum accuracy score. One parameter was held con-
stant, while the other parameter was adjusted to find a local maximum. Then the roles
were reversed. This was repeated until the parameter values converged.

4 Results and Analysis

Table 1 describes the accuracy and offsets for all 4 types of boundaries — extracellu-
lar-helix (E-H), helix-cytoplasmic (H-C), cytoplasmic-helix (C-H), and helix-
extracellular (H-E). Linear interpolation of the six probability models, after normali-
zation to account for the differences in vocabulary size, assigns all of the interpolation
weight to the trigram model with the full amino acid alphabet. We experimented with
“Trained” interpolation weights (i.e. only trigram model with full amino acid alpha-
bet), and pre-set weights to use “All” the models or only the 4 “Trigram” models.
The window-size for running averages and the look-ahead interval in each case were
optimized. Note there is little variance in the offset over the 4 types of boundaries.

Table 1. Evaluation results of boundary prediction. “Trained’: trained interpolation weights,
window-size +2, look-ahead 5. “All”: 0.1 for unigram and bigram model, 0.2 for trigram model,
window-size +5, look-ahead 4. “Trigram™: 0.25 for each trigram model, window-size +4, look-
ahead 4

Weights | Accuracy Offset

E-H | H-C | C-H | H-E | Avg
Trained | 0.2410 35.7 354345365355
All 0.2228 479 1475449 482 472
Trigram | 0.2293 50.4 [ 50.2 | 47.6 | 50.6 | 49.8

Using only the trigram model with the full amino acid alphabet shows a 5.1% im-
provement over using all 4 trigram models, which in turn shows a 2.9% improvement
over including the unigram and bigram models. This suggests that the unigram and
bigram models and reduced alphabets are not very useful in this task. However, the
unigram and bi-gram models help in lessening the offset gap between predicted and
true boundaries when they are more than 2 positions apart.

4.1 Discrepancy Between Accuracy and Offset

The accuracy in all of our results ranges from 0.22 to 0.24, suggesting an offset of +2
positions from the synthetic boundaries. However, our measured offsets lie between
35 and 50. This is because the offset measure (in the trained interpolation weights
case) has a large standard deviation of 160 and a maximum of 2813 positions. A his-
togram of the offsets (Fig. 3) shows a distribution with a very long tail, suggesting
that large offsets between our predictions and the synthetic true boundaries are rare.
After removing the 10% of proteins in our dataset with the largest offset averaged
across their 14 boundaries, the average offset decreases from 36 to 11 positions. This
result suggests that the large offsets are localized in a small number of proteins in-
stead of being general for the dataset.
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Fig. 3. Histogram of the number of sequences with the given average offset from the trained in-
terpolated models. Note that the bars for the small offsets have been cut off at 1000 in the graph
below for visibility

The distribution of offsets shows a local maximum at 36 amino acids, approxi-
mately the length of a helix plus a loop. This suggests that we may be missing the
beginning of a helix and not predicting any boundaries as a result until the next helix
approximately 35 positions later. To test this hypothesis, we re-evaluate our bound-
ary predictions ignoring their order. That is, we measure the offset as the minimal ab-
solute difference between a predicted boundary point and any synthetic true boundary
point for the same sequence. The distribution of the new offsets is plotted in figure 4.
The lack of a peak at position 36 confirms our hypothesis that the large offsets when
evaluated in an order-specific fashion are due to missing the beginning of a helix and
becoming asynchronized.
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Fig. 4. Histogram of the order-independent offsets from the trained interpolated models. Bars
for the small offsets have been cut off at 100 in the graph below for visibility

4.2 The Only Truth: Rhodopsin OPSD_HUMAN

As described in Section 1.1, rhodopsin is the only GPCR for which there is experi-
mental evidence of the segment boundary positions. Below are the predictions of our
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approach on rhodopsin using the trained interpolated models. The average position
offset is 1.35.

Predicted: 37 61 72 97 113 130 153

Difference: 1 0 1 1 0 3 1
True: 36 61 73 98 113 133 152
Predicted: 173 201 228 250 275 283 307
Difference: 3 1 2 2 1 1 2
True: 176 202 230 252 276 284 309

5 Conclusions

In this paper, we addressed the problem of protein segmentation in the limited domain
of GPCR where the order and type of secondary structure segments are known. We
developed a new statistical approach to protein segmentation that is distinctly differ-
ent from the fixed window and Markov model based methods currently used. Taking
the different types of segments as “topics” in the protein sequence, we adapted a topic
segmentation approach for human languages to this biological problem. We built a
language model for each of the different segment types present in GPCRs, and by
comparing their performance in predicting the current amino acid, we determine
whether a segment boundary occurs at the current position. Each of the segment models
is an interpolated model of a unigram, a bigram and 4 trigram language models.

The results from our approach is promising, with an accuracy of 0.241 on a scale
where 0.25 is an offset of +2 positions from the synthetic boundaries predicted by hy-
drophobicity profiles. When the gap between the predicted boundary and the syn-
thetic “true” boundary is 3 or more amino acids wide, the gap tends to be much larger
than 3. This is because our approach relies on knowledge of the segment order and a
‘missed’ boundary can cause the system’s perception of the protein to be misaligned,
leading it to compare the wrong models to detect the upcoming boundaries. This oc-
curred with a small number of GPCRs which have an N-terminus that is several or-
ders of magnitude longer than the average length of that segment. For such proteins,
we plan to use HMM in the future to predict multiple possibilities for the first seg-
ment boundary and then apply our approach to predict the upcoming boundaries given
the first boundary. The resulting sets of 14 boundaries can then be evaluated to de-
termine the most likely one. Furthermore, the addition of “cue-words” — n-grams
frequently found close to segment boundaries — and long-range contact information
should help to reduce the offset of +2.
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Abstract. One of the most important problems with rule induction
methods is that it is very difficult for domain experts to check millions
of rules generated from large datasets. The discovery from these rules
requires deep interpretation from domain knowledge. Although several
solutions have been proposed in the studies on data mining and knowl-
edge discovery, these studies are not focused on similarities between rules
obtained. When one rule r1 has reasonable features and the other rule
ro with high similarity to 71 includes unexpected factors, the relations
between these rules will become a trigger to the discovery of knowledge.
In this paper, we propose a visualization approach to show the similar
and dissimilar relations between rules based on multidimensional scal-
ing, which assign a two-dimensional cartesian coordinate to each data
point from the information about similiaries between this data and oth-
ers data. We evaluated this method on two medical data sets, whose ex-
perimental results show that knowledge useful for domain experts could
be found.

1 Introduction

One of the most important problems with rule induction methods is that it is
very difficult for domain experts to check millions of rules generated from large
datasets. Moreover, since the data collection is deeply dependent on domain
knowledge, rules derived by datasets need deep interpretation made by domain
experts. For example, Tsumoto and Ziarko reported the following case in analysis
of a dataset on meningitis [1].

Even though the dataset is small, the number of records is 198, they obtained
136 rules with high confidence (more than 0.75) and support (more than 20).
Here are the examples which are unexpected to domain experts.

1. [WBC 12000] & [Gender=Female] & [CSFcell 1000] => Virus meningitis
(Accuracy: 0.97, Coverage: 0.55)

2. [Age > 40] & [WBC > 8000] => Bacterial meningitis
(Accuracy: 0.80, Coverage: 0.58)

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 38-46, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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3. [WBC > 8000] & [Gender=Male] => Bacterial menigits
(Accuracy: 0.78, Coverage: 0.58)

4. [Gender=Male] & [CSFcell>1000] => Bacterial meningitis
(Accuracy: 0.77, Coverage: 0.73)

The factors in these rules unexpected to domain experts are gender and age,
which have not been pointed out in the literature on meningitis [2].

Since these detected patterns may strongly depend on the characteristics of
data, Tsumoto and Ziarko searched for the hidden factors. For this analysis,
several groupings of attributes are processed into the dataset.

The results obtained from the secondary analysis of processed data show
that both [Gender = male] and [Age > 40] are closely related with chronic
diseases, which is a risk factor of bacterial meningitis. The first attribute-value
pair, [Gender = male] is supported by 70 cases in total 198 records: 48 cases
are bacterial meningitis, all of which suffered from chronic diseases (25 cases:
diabetes mellitus, 17 cases: liver cirrhosis and 6 cases: chronic sinusitis.) On the
other hand, [Age > 40] is supported by 121 cases: 59 cases are bacterial meningi-
tis, 45 cases of which suffered from chronic diseases (25 cases: diabetes mellitus,
17 cases: liver cirrhosis and 3 cases: chronic sinusitis.) Domain explanation was
given as follows: chronic diseases, especially diabetes mellitus and liver cirrho-
sis degrade the host-defence to microorganisms as immunological deficiency and
chronic sinusitis influences the membrane of brain through the cranial bone.
Epidemiological studies show that women before 50 having mensturation suffer
from such chronic diseases less than men.

This example illustrates that deep interpretation based on data and domain
knowledge is very important for discovery of new knowledge. Especially, the
above example shows the importance of similarities between rules. When one
rule r; has reasonable features and the other rule r; with high similarity to
r; includes unexpected factors, the relations between these rules will become a
trigger to the discovery of knowledge.

In this paper, we propose a visualization approach to show the similarity
relations between rules based on multidimensional scaling, which assign a two-
dimensional cartesian coordinate to each data point from the information about
similiaries between this data and others data. We evaluated this method on three
medical data sets. Experimental results show that several knowledge useful for
domain experts could be found.

2  Similarity of Rules
Let sim(a,b) denote a similarity between objects a and b. Formally, similarity
relation should hold the following relations:

1. An object a is similar to oneself: sim(a, a).
2. If sim(a,b), then sim(b, a). (Symmetry)

It is notable that the second property is the principal axiom for the similarity
measure. In this section, we define three types of similarity measures for rules
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which hold the above relations. As shown in the subsection 1, rules are com-
posed of (1) relation between attribute-value pairs (proposition) and (2) values
of probabilistic indices (and its supporting sets). Let us call the former compo-
nent a syntactic part and the latter one a semantic part. Two similarities are
based on the characteristics of these parts.

2.1 Syntactic Similarity

Syntatic similarity is defined as the similarity between conditional parts of the
same target concept. In the example shown in Section 1, the following two rules
have similar conditional parts:

R2. [Age > 40] & [WBC > 8000] => Bacterial meningitis
(Accuracy: 0.80, Coverage: 0.58)

R3. [WBC > 8000] & [Gender=Male] => Bacterial menigits
(Accuracy: 0.78, Coverage: 0.58)

The difference between these two rules are [Age > 40] and [Gender = Male].
To measure the similarity between these two rules, we can apply several indices
of two-way contigency tables. Table 1 gives a contingency table for two rules,

Table 1. Contingency Table for Similarity

Rule;
Observed|Not Observed| Total
Observed a b a+b
Rule;
Not

Observed c d c+d

Total a+c b+d a+b
+c+d

Rule; and Rule;. The first cell a (the intersection of the first row and column)
shows the number of matched attribute-value pairs.

2.2 Similarities

From this table, several kinds of similarity measures can be defined [3,4]. The
best similarity measures in the statistical literature are seven measures shown
in Table 2. It is notable that these indices satisfies the property on symmetry
shown in the beginning of this section.

2.3 Semantic Similarity: Covering

The other similarity which can be defined from the definition of the rule is based
on the meaning of the relations between formulas f; and f; from the viewpoint
of set-theoretical point of view. Let us assume that we have two rules:
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Table 2. Definition of Similarity Measures

(1) Matching Number a

(2) Jaccard’s coefficient af/(a+b+c)

(3) x*-statistic N(ad — be)? /M

(4) point correlation coefficient (ad — bc)/V M

(5) Kul(?z?/nski 7(a+b +35)

(6) Ochiai \/m
ar(D)kr(D)

(7) Simpson i @), @]
= mZ'I’L(CMR(D ) (D))

)s KR
N—atbterd M=@+bb+o)lctd(d+a)

fz_’D(afz(D)vﬁfi(D))
fj HD(O‘JE(D)ﬂHL(D))

As shown in the last subsection, syntactic similarity is defined as sim(f;, f;)
from the viewpoint of syntactic representations. Since f; and f; have meanings
(supporting sets), f; 4 and f; ,, respectively, where A denotes the given attribute
space. Then, we can define sim(f;,, fj ,) by using a contingency table: Table 1
in the same way.

2.4 From Assymmetric Indices to Symmetric Ones

Since a similarity measure between two rules is symmetric, it may not capture
assymetrical information between two rules. To extract simmilarities and dis-
similarities information, we defined the following two measures:

1 a a
average(R, D) = §(m Py C), and
; 1, a a
dif ference(R, D) = §|a—|—b - a+c|

where the difference is equivalent to the dissimilarity. It is notable that the
difference has a meaning if a # 0. If a = 0, the difference will be maximum. We
assume that dif ference(R, D) is equal to 1.0 if the intersection a is equal to 0.

3 Multidimensional Scaling

3.1 Problems with Clustering

After calculating the similarity relations among rules and deriving similarity
matrix, patterns with respect to similarities will be investigated. Usually, data
miners apply clustering methods to the similarity matrix obtained from given
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datasets [3]. However, clustering have several problems: most of clustering meth-
ods, hierarchical or nearnest neighbor based methods, forces grouping given ex-
amples, attributes or classes into one or several classses, with one dimension. This
limitation is already given as a formal form of similarity function, sim(a,b). As
a mapping, similarity function is given as O x O — R, where O and R denote a
set of objects and real number, respectively.

Since each object may have many properties, one dimensional analysis may
not be sufficient for detecting the similarity between two objects. In these cases,
the increase of the dimensionality gives a wider scope for reasoning about similar-
ities. Multidimensional scaling (MDS) is one solution for dimensionality, which
uses two-dimensional plane to visualize the similarity relations between objects.

3.2 How MDS Works

Metric MDS. The most important function of MDS is to recover cartesian
coordinates (usually, two-dimensional) from a given similarity matrix. For re-
covery, we assume that a similarity is given as an inner product of two vectors
for objects. Although we need three points to recover coordinates, but one point
is fixed as the origin of the plane.

Let us assume that the coordinates of two objects x; and x; are given as:
(i1, i, -+, xip) and (zj1,252, -+ ,;p), where p is the number of dimension
of the space. Let k denote the origin of the space (0,0, --,0). Then, here, we
assume that the distance betweeen z; and z; d;; is given as the formula of dis-
tance, such as Eucledian, Minkowski, and so on. MDS based on this assumption
is called metric MDS. Then, the similarity between ¢ and j s;; is given as:

P
Sij = dikdjk cosf = Z TimTjm
m=1
From the triangle ijk, the following formula holds:
di; = dfy, + d3), — 2d;pd,p, cos O
Therefore, similarity should hold the following formula.

2 2 2
di + dj, — d3;
Sij = —2
Since s;; is given as Zf’n:l ZTimTjm, the similarity matrix for s;; is given as:
Z =XXT,

where XT denotes the transposition matrix of X. To obtain X, we consider the
minimization of an objective function ) defined as:

P 2
Q = ZZ (Zij - Z ximxjm> .
7 J m=1
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For this purpose, we apply FckartandY oung decomposition [5] in the following
way. first, we calculate eigenvalues, denoted by Ay,- -+, Ap, and eigenvectors of Z,
denoted by v1, - -, vP. Then by using a diagnoal matrix of eigenvalues, denoted
by A and a matrix with eigenvectors, denoted by Y, we obtain the following
formula:

X =YAYT,
where
A O 0
0 X0 0
A=]..... ANi e and Y = (Vl,v27 ,vp)
00 Ap—1 O
00 0 Ay

From this decomposition, we obtain X as X = YA/2.

Nonmetric MDS. The above metric MDS can be applied to the case only
when the difference between similarities has the meaning. In other words, the
similarity index holds the property of interval calculus (interval scale). If the
similarity index holds the property of order, we should not apply the above
calculus to the similarity matrix, but we should apply nonmetric MDS method.
Here, we will introduce Kruskal method, which is one of the most well-known
nonmetric MDS method [6].

First, we calculate given similarities s;; into distance data d;; (dissimilarity).
Next, we estimate the coordinates of z; and x; from the minimization of Stress

function, defined as:
Z Zz<] )2
> Z d ’

where the distance d;; is defined as a Minkowski distance:

P 1/t
dzy - (Z |xzm - xjm|t> s
m=1

where ¢t denotes the Minkowski constant. For the minimization of S, optimization
methods, such as gradient method are applied and the dimensionality and ¢ will
be estimated. Since the similarity measures given above do not hold the property
of distance (triangular inequality), we adopt nonmetric MDS method to visualize
similarity relations.

3.3 Process for Visualization

Process for Visualization is given as follows:

1. Induce rules with accuracy and coverage from a given dataset.
2. Construct a Synctactic similarity matrix for rules for a target concept.
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3. Construct a Dependency Matrix for rules for a target concept.

4. Construct Average and Difference matrices from a Dependence matrix.
5. Apply nonmetric MDS methods to Synctactic matrix.

6. Apply nonmetric MDS methods to Average and Difference matrices.

Average and Difference matrix is calculated as follows. Let Myep (D), Mayg(D)
and Mg;rs(D) denote a dependency, average, difference matrix for a target con-
cept D, respectively. From the definition of average and difference measure shown
in 2.4, My,q(D) and My, ss(D) are obtained as:

Masy(D) = & (Macy (D) + M, (D)), (1)
Muss(D) = £ Maey(D) ~ ML, (D). )

where M, g;p(D) denotes the transposition of Mge,(D).

4 Experimental Results

We applied the combination of rule induction and nonmetric MDS to a medical
dataset on differential diagnosis of headache, which has 52119 esamples, 45 classes
and 73 attributes. In these experiments, rule induction based on rough sets [7] is
applied, where ¢, and 6, were set to 0.75 and 0.5 for rule induction, respectively.
For similarity measures, we adopt Kulczynski’s similarity and calculate similarity
measures from accuracy and coverage of rules obtained from data.

Due to the limitation of space, we focus on the most interesting visualized
patterns for each datasets. First, Figure 1, 2 and 3 show the pattern of synctatic,
average and difference similarity of rules for headache m.c.h., respectively. The
figures suggest two groups of the features of descriptors from average and three
groups from different. While the descriptors in the right upper region in Figure 2
are those which are regularly used for the differential diagnosis of headache, the
left lower group shows the descriptors used for special types of m.c.h., which
we call emotional-evoked m.c.h. and occupational m.c.h.. Thus, these patterns
match with expert’s knowledge.

However, Figure 3 gives a different pattern: two groups are scattered in dif-
ferent ways, which suggests that the left lower group in Figure 2 does not give
overlapped intersections between rules, while the lower upper group has high
overlapped region.

5 Conclusion

In this paper, we propose a visualization approach to show the similar relations
between rules based on multidimensional scaling, which assign a two-dimensional
cartesian coordinate to each data point from the information about similiaries
between this data and others data. As similarity for rules, we define three types
of similarities: syntactic, semantic (covering based) and semantic (indice based).
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Syntactic similarity shows the difference in attribute-value pairs, semantic sim-
ilarity gives the similarity of rules from the viewpoint of supporting sets. MDS
assigns each rule into the point of two-dimensional plane with distance informa-
tion, which is useful to capture the intuitive dissimilarities between rules. Since
the indices for these measures may not hold the property of distance (transitiv-
ity), we adopt nonmetric MDS, which is based on the stress function.

Finally, we evaluated this method on a medical data set, whose experimental
results show that several knowledge useful for domain experts could be found.
This study is a preliminary study on the visualization of rules’ similarity based
on MDS. Further analysis of this method, such as studies on computational
complexity, scalability will be made and reported in the near future.

Acknowledgement

This work was supported by the Grant-in-Aid for Scientific Research (13131208)
on Priority Areas (No.759) “Implementation of Active Mining in the Era of In-
formation Flood” by the Ministry of Education, Science, Culture, Sports, Science
and Technology of Japan.

References

1. Tsumoto, S., Ziarko, W.: The application of rough sets-based data mining technique
to differential diagnosis of meningoenchepahlitis. In Ras, Z.W., Michalewicz, M.,
eds.: Foundations of Intelligent Systems, 9th International Symposium, ISMIS ’96,
Zakopane, Poland, June 9-13, 1996, Proceedings. Volume 1079 of Lecture Notes in
Computer Science., Springer (1996) 438-447

2. Adams, R., Victor, M.: Principles of Neurology 5th Edition. McGraw-Hill, New

York (1993)

Everitt, B.: Cluster Analysis. 3rd edn. John Wiley & Son, London (1996)

4. Yao, Y., Zhong, N.: An analysis of quantitative measures associated with rules. In
Zhong, N., Zhou, L., eds.: Methodologies for Knowledge Discovery and Data Mining,
Proceedings of the Third Pacific-Asia Conference on Knowledge Discovery and Data
Mining. Volume 1574 of Lecture Note in Al., Berlin, Springer (1999) 479-488

5. Eckart, C., Young, G.: Approximation of one matrix by another of lower rank.
Psychometrika 1 (1936) 211-218

6. Cox, T., Cox, M.: Multidimensional Scaling. 2nd edn. Chapman & Hall/CRC, Boca
Raton (2000)

7. Tsumoto, S.: Automated induction of medical expert system rules from clinical
databases based on rough set theory. Information Sciences 112 (1998) 67-84

@



Learning Profiles Based on Hierarchical Hidden
Markov Model

Ugo Galassi', Attilio Giordana!, Lorenza Saitta!, and Maco Botta?

! Dipartimento di Informatica, Universitad Amedeo Avogadro
Spalto Marengo 33, Alessandria, Italy
2 Dipartimento di Informatica, Universit4 di Torino,
C.so Svizzera 185, 10149 Torino, Italy

Abstract. This paper presents a method for automatically constructing
a sophisticated user/process profile from traces of user/process behav-
ior. User profile is encoded by means of a Hierarchical Hidden Markov
Model (HHMM). The HHMM is a well formalized tool suitable to model
complex patterns in long temporal or spatial sequences. The method de-
scribed here is based on a recent algorithm, which is able to synthesize
the HHMM structure from a set of logs of the user activity. The algorithm
follows a bottom-up strategy, in which elementary facts in the sequences
(motives) are progressively grouped, thus building the abstraction hi-
erarchy of a HHMM, layer after layer. The method is firstly evaluated
on artificial data. Then a user identification task, from real traces, is
considered. A preliminary experimentation with several different users
produced encouraging results.

1 Introduction

Building profiles for processes and for interactive users, is an important task in
intrusion detection. This paper presents the results obtained with a recent in-
duction algorithm algorithm [2], which is based on Hierarchical Hidden Markov
Model [5]. The algorithm discovers typical "motives” ! of a process behavior, and
correlates them into a hierarchical model. Motives can be interleaved with pos-
sibly long gaps where no regular behavior is detectable. We assume that motives
could be affected by noise due to non-deterministic causes. Noise is modeled
as insertion, deletion and substitution errors according to a common practice
followed in Pattern Recognition. An approach to deal with such kind of noisy
patterns, which reported impressive records of successes in speech recognition
[10] and DNA analysis [4], is the one based on Hidden Markov Model (HMM)
[11]). However, applying HMM does not reduce to simply running a learning
algorithm but it requires a considerable effort in order to individuate a suitable
structure for the HMM. A formal framework to design and train complex HMMs

L A motif is a subsequence of consecutive elementary events typical of a process.
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is represented by the Hierarchical Hidden Markov Model (HHMM) [5]. The prob-
lem of estimating HMM and HHMM parameters has been widely investigated
while little has been done in order to learn their structure. A few proposals can
be found in the literature in order to learn the structure of HMM. A novelty,
in this sense, is represented by a recent paper by Botta et Al. [2], which pro-
poses a method for automatically inferring from sequences, and possibly domain
knowledge, both the structure and the parameters of complex HHMMs.

In this paper, the learning algorithm proposed in [2] is briefly overviewed
and then is experimentally evaluated on three profiling case studies. The first
two cases are built on a suite of artificial traces automatically generated by a set
of given HHMMSs. The challenge for the algorithm is to reconstruct the original
model from the traces. It will be shown that the algorithm is able to learn
HHMDMSs very similar to the original ones, in presence of noise and distractors.

The third case study refers to the problem of constructing a discriminative
model for a user typing on a keyboard [1, 3, 8]. The results reported with a set
of 20 different users are encouraging.

2 The Hierarchical Hidden Markov Model

A Hierarchical Hidden Markov Model is a generalization of the Hidden Markov
Model, which is a stochastic finite state automaton [11] defined by a tuple
(5,0, A, B, ), where:

— S is a set of states, and O is a set of atomic events (observations),

— A is a probability distribution governing the transitions from one state to
another. Specifically, any member a;; of A defines the probability of the
transition from state s; to state s;, given s;.

— B is a probability distribution governing the emission of observable events
depending on the state. Specifically, an item b; ; belonging to B defines the
probability of producing event O; when the automaton is in state s;.

— 7 is a distribution on S defining, for every s; € S, the probability that s; is
the initial state of the automaton.

A difficulty, related to a HMM defined in this way, is that, when the set of
states S grows large, the number of parameters to estimate (A and B) rapidly
becomes intractable.

A second difficulty is that the probability of a sequence being generated by a
given HMM decreases exponentially with its length. Then, complex and sparse
events become difficult to discover.

The HHMM proposed by Fine, Singer and Tishby [5] is an answer to both
problems. On one hand, the number of parameters to estimate is strongly reduced
by assigning a null probability to many transitions in distribution A, and to many
observations in distribution B. On the other hand, it allows a possibly long chain
of elementary events to be abstracted into a single event, which can be handled
as a single item. This is obtained by exploiting the regular languages property
of being closed under substitution, which allows a large finite state automaton
to be transformed into a hierarchy of simpler ones.
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More specifically, numbering the hierarchy levels with ordinals increasing
from the highest towards the lowest level, observations generated in a state s;*
by a stochastic automaton al level k are sequences generated by an automaton
at level k + 1. Moreover, no direct transition may occur between the states of
different automata in the hierarchy. An example of HHMM is given in Figure 1.

Fig. 1. Example of Hierarchical Hidden Markov Model. Circles denotes states with
observable emission, whereas rectangles denote gaps

The advantage of the hierarchical structure, as defined by [5], may help very
much the inference of the entire structure of the automaton by part of an induc-
tion algorithm.

The research efforts about HHMM mostly concentrate on the algorithms for
estimating the probabilities governing the emissions and the transition from state
to state. In the seminal paper by Fine et al. [5], the classical Baum-Welch algo-
rithm is extended to the HHMM. In a more recent work, Murphy and Paskin [9]
derive a linear (approximated) algorithm by mapping a HHMM into a Dynamic
Bayesian Network.

3 Learning Algorithm Overview

The basic algorithm [2] is bottom-up and constructs the HHMM hierarchy start-
ing from the lowest level. The first step consists in searching for possible motives,
i.e., short chains of consecutive symbols that appear frequently in the learning
traces, and building a HMM for each one of them. This step is accomplished
by means of classical methods used in DNA analysis [4,7]. As, motif models
are constructed independently one from another, it may happen that models for
spurious motives be constructed. At the same time, it may happen that relevant
motives be disregarded just because their frequency is not high enough. Both
kinds of errors will be fixed at a second time. The HMMSs learned so far, are
then used as feature constructors. Each HMM is labeled with a different name
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and the original sequences are rewritten into the new alphabet defined by the
set of names given to the models. In other words, every sub-sequence in the
input sequences, which can be attributed to a specific HMM, is replaced by the
corresponding name.

The subsequences between two motives, not attributed to any model, are
considered gaps and will be handled by means of special construct called gap.
We will call sequence abstraction this rewriting process. After this basic cycle has
been completed, an analogous learning procedure is repeated on the abstracted
sequences. Models are now built for sequences of episodes, searching for long
range regularities among co-occurrent motives. In this process, spurious motives
not showing significant regularities can be discarded. The major difference, with
respect to the first learning step, is that the models built from the abstract
sequences, are now observable markov models. This makes the task easier and
decreases the computational complexity. In this step, models (gaps) are built
also for the long intervals falling between consecutive motives.

In principle, the abstraction step could be repeated again on the sequences
obtained from the first abstraction step, building a third level of the hierarchy,
and so on. However, up to now, we considered only problems where two hier-
archical levels are sufficient. After building the HHMM structure in this way, it
can be refined using standard training algorithms like the ones proposed in [5,9].
However, two other refinement techniques are possible.

The first technique concerns the recovery of motives lost in the primary learn-
ing phase because not having a sufficient statistical evidence. As said above, this
missed information has actually been modeled by gaps. A nice property of the
HHMM is that sub-models in the hierarchy have a loose interaction with one
another, and so their structure can be reshaped without changing the global
structure. Then, the model of a gap can be transformed into the model of a
motif later on, when further data will be available.

The second method consists in repeating the entire learning cycle using as
learning set only the portion of the sequences where the instance of the previ-
ously learned HHMM have been found with sufficient evidence. Repeating the
procedure allows more precise models to be learned for motives, because false
motives will no longer participate to the learning procedure. The details about
the implementation can be found in [2].

4 Evaluation on Artificial Traces

A specific testing procedure has been designed in order to monitor the capability
of the algorithm of discovering "known patterns” hidden in trace artificially
generated by a handcrafted HHMMs. Random noise and spurious motives have
been added to all sequences filling the gaps between consecutive motives, in order
to make the task more difficult.

Three target HHMMSs, each one constructed according to a two level hierarchy
have been used to generate a set of 72 learning tasks (24 for every model). Every
learning task consists of a set of 330 traces. The 90% of the sequences contain an
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instance of a target HHMM that should be discovered by the learning program,
whereas the 10% contain sequences of spurious motives non generated by the
target HHMM. The sequence length ranges from 80 to 120 elementary events.

The structure for the high level of the three models is shown in Figure 2.
Every state at the high level emits a string (motif) generated by an HMM at the
low level, indicated with a capital letter (A,B,C,D,E). A different HMM (F) has
been used to generate spurious motives. The gaps between motives have been
filled with subsequences containing random noise.
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Fig. 2. HHMM used for evaluation on artificial data

The evaluation of the obtained results has been done on the base of the
bayes classification error between two (or more HHMMs). Formally, given two
HHMDMSs, A1 and Az, and the set L of all possible traces, which can be generated
by A or Ag, the Bayes classification error C'(A1, A2) is defined as:

C(A1, A2) = > _[min(p(hz), p(re|z)]p(z) (1)

xEL

being p(A1]z) and p(Az|z) the probability that, given a trace z, it has been
generated by A or Ag, respectively, and p(x) the a priori probability of . We
notice that the upper-bound for C'(A1, A2)is 0.5, when Ay and Ay are identical.
In general, for N models, the upper-bound is given by the expression 1 — 1/N.

In general, expression (1) cannot be computed because L is too large. There-
fore, we adopted an approximate evaluation made using a subset of L stochas-
tically sampled.

The bayes classification error 1 intervenes in the evaluation procedure in two
different ways. A first way is to measure the quality of the learned models. A
perfect learner should learn a model identical to the one used to generate the
traces. Therefore, a learned model has to be considered as much accurate as
much close to 0.5 the classification error, between it and the original model, is.

The second way is to estimate the difficulty of the learning task. It is rea-
sonable to assume that the difficulty of identifying a model hidden in a set of
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traces grows along with the similarity among the motives belonging to the model
and the spurious motives. Moreover, the difficulty grows also when the motives
belonging to a same model become similar each other, because it becomes more
difficult to discover the correspondence between a motif and the hidden state
it has been emitted from. Therefore, the experimentation has been run using
different versions of models A, B, C, D, E, F with different bayes classification
error among them.

The results obtained under three different conditions of difficulty are sum-
marized in Table 1. The similarity between the six kinds of motives has been
varied from 0.2 to 0.55. For every setting, the experiment has been repeated 8
times for each one of the three models. The reported results are the average over
the 8 runs. In all cases, the bayes classification error has been estimated using
a set of traces obtained by collecting 500 sequences generated from each one of
the models involved in the specific comparison.

Table 1. Bayes classification error between the target model and the learned model,
versus the confusion among the basic motives (reported in the first line)

Motives | 0.2 0.4 0.55
Model (a)|0.48 0.46 0.45
Model (b)|0.47 0.42 0.42
Model (c)[0.43 0.42 0.41

It appears that the performances suffer very little from the similarity among
the motif models, and in all cases, the similarity between the original model and
the learned model is very high (C'(A1, A2), is close to 0.5).

5 Evaluation of the Generalization Capabilities

The second case study has the goal of evaluating the ability of the algorithm
at correctly generalizing the nominal form of motives in presence of noise. The
generalization of the learned HHMM is assessed by considering the maximum
likelihood sequence, it generates. In the best case this should be identical to
the one generated by the original model, used to construct the dataset. For this
group of experiments, HHMMs, which generate sequences of names of towns
in a predefined order, have been used. Such HHMMSs also model the presence
of noise in the data, in form of insertion, deletion and substitution errors. The
gaps between the names are filled by symbols randomly chosen in the alphabet
defined by the union of the letters contained in the names. Moreover, random
subsequences, up to 15 characters long, have been added at the beginning and
the end of each sequence. The global length of the sequences ranges from 60
to 120 characters. The difficulty of the task has been controlled by varying the
degree of noise.



Learning Profiles Based on Hierarchical Hidden Markov Model 53

One set of experiments has been designed in this framework. More specifically,
a sequence of problems has been generated varying the number of words (5 <
w < 8), the word length (5 < L < 8) and the noise level (N € {0%, 5%, 10%, 15%}.
For every triple < w, L, N >, 10 different datasets has been generated for a total
of 640 learning problems.

Table 2. Performances obtained with town names dataset. The sequence length ranges
from 60 to 140 characters. The CPU time, for solving a problem, ranges from 42 to 83
seconds on a Pentium IV 2.4Ghz

After the first cycle| After refinement
Noise Level Noise Level

0% 5% 10 % 15%|0% 5% 10 % 15%
0.03 0.06 0.06 0.08]0.04 0.04 0.04 0.04
0.06 0.12 0.12 0.09|0.03 0.03 0.03 0.03
0.00 0.02 0.03 0.05]0.00 0.00 0.02 0.00
0.02 0.04 0.02 0.04|0.00 0.00 0.00 0.00
0.06 0.11 0.04 0.04|0.10 0.06 0.00 0.03
0.06 0.10 0.06 0.19]0.05 0.00 0.00 0.00
0.03 0.03 0.02 0.05|0.02 0.00 0.00 0.00
0.01 0.04 0.05 0.05(0.00 0.00 0.04 0.00
0.02 0.05 0.11 0.17|0.02 0.05 0.01 0.10
0.01 0.10 0.05 0.14|0.04 0.02 0.05 0.04
0.00 0.06 0.02 0.05|0.00 0.00 0.02 0.05
0.01 0.06 0.09 0.11]0.01 0.00 0.09 0.09
0.00 0.00 0.01 0.00|0.00 0.00 0.01 0.00
0.03 0.08 0.10 0.14|0.03 0.06 0.06 0.14
0.00 0.01 0.01 0.08]0.00 0.00 0.00 0.00
0.01 0.03 0.08 0.09(0.01 0.00 0.00 0.0
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The most important results are summarized in Table 2. The error rate is eval-
uated as the edit distance (i.e. the minimum number of corrections) between the
maximum likelihood sequence (maximum consensus) generated by the Viterbi
algorithm [6] from the original HHMM and the one generated from the learned
HHMM. When, an entire word is missed, the corresponding error is set equal to
the its length. Experiments in table 2, reporting an error rate much higher than
the others, have missed words. In all cases, the learning cycle has been iterated
twice, as explained in Section 3. It appears that the average error rate after one
refinement cycle decreases of about 50% with respect to the first learning step.

From Table 2, it appears that the model extracted from the data without noise
is almost error free. Moreover, the method seems to be little sensitive with respect
to the sequence length while the error rate roughly increases proportionally to
the noise in the original model (the 15% of noise corresponds to an average error
rate of about 19%).
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6 User ldentification

The task consists in learning to identify a user from the its typing style on a
keyboard. The basic assumption is that every user has a different way of typing
that becomes particularly evident when he types words which are specifically
important for him, such its name or words referring to his job. Assimilating such
words to motives characteristic of a user, it is possible to learn a discriminating
HHMM on the basis of them.

Two experiments have been done. In the first, a group of 20 users have been
asked to type a sentence of 22 syllables on the same keyboard. A transparent
program recorded, for every typed key, the duration and the delay two consec-
utive strikes creating a trace for every typing session. Each user provided ten
repetitions of the sentence. Then, a dataset of 200 traces has been obtained,
which has been partitioned into a learning set of 140 traces and a testing set of
60 traces. According to a standard procedure in machine learning, 20 HHMMs
have been learned from the learning set. Then, the 20 HHMMs have been used
to classify the traces in the testing set, according to the following standard pro-
cedure. For each HHMM M and for each trace ¢ the forward-backward algorithm
[11] is applied in order to estimate the probability for ¢ of being generated by
M. Then, t is attributed to the HHMM that has shows the highest probability.
If such a HHMM is the model of the the user that has generated ¢, the classifi-
cation is considered correct. Otherwise it is counted as a misclassification error.
However, it may happen that all HHMMs show a null probability when ¢ does
not belong the language of anyone of them. This is considered a rejection error.
In, the specific case, 76% of the traces have been correctly classified with a very
good margin (a strong difference between the probability assigned by the cor-
rect model and the other ones). An analysis of the misclassified data has shown
that they are by to the presence of serious typing errors (it is quite rare that a
sequence in the dataset does not show any typing correction). As the number of
repetitions for a single user is small, the algorithm was not able to learn also the
error modalities for each one of them.

In the second experiment, a volunteer (not belonging to the group of 20 users
in the first experiment) provided 140 repetitions of the same sentence used in
the first experiment. A set of 100 of them has been used to build a model of
the user. The HHMM learned by the algorithm contained 11 motif models at
the low level corresponding to 11 states at the high level. It has been evaluated
using the remaining 40 traces of the volunteer and the 200 traces used in the
first experiment. The results have been excellent: on the 40 traces belonging to
the volunteer, the log-odds of the probability of the trace assigned by the model
was always very high (from +140 to 4+190), whereas on the 200 traces of the
other users it was always very low (from -10 to +10).

The experiment shows that, increasing the size of the dataset, the algorithm
has been able to learn a very accurate model.
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7 Conclusions

We have proposed a method for automatically synthesizing complex profiles
based on HHMMSs from traces. In preliminary tests on artificial datasets, the
method succeeded in reconstructing non trivial two level HHMMs, whereas the
results obtained on a task of user identification are very encouraging. It is worth
noticing that, in this case, the goal was not to compete with the results obtained
by task specific algorithms[1, 3, 8], but to test how a general purpose algorithm
performed on a non trivial task for which it was not customized. In fact, the
learning algorithm has been simply run on the datasets dedicating few hours to
prepare the experiment. Even if the experimentation is not extensive enough for
a definitive conclusion, the results look interesting. In particular, we consider
very promising the fact that the distance between the models of the different
users is very large.
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Abstract. A contingency table summarizes the conditional frequencies
of two attributes and shows how these two attributes are dependent on
each other with the information on a partition of universe generated by
these attributes. Thus, this table can be viewed as a relation between two
attributes with respect to information granularity. This paper focuses on
statistical independence in a contingency table from the viewpoint of
granular computing, which shows that statistical independence in a con-
tingency table is a special form of linear dependence. The discussions
also show that when a contingency table is viewed as a matrix, its rank
is equal to 1.0. Thus, the degree of independence, rank plays a very im-
portant role in extracting a probabilistic model from a given contingency
table.

1 Introduction

Statistical independence between two attributes is a very important concept in
data mining and statistics. The definition P(A4, B) = P(A)P(B) show that the
joint probability of A and B is the product of both probabilities. This gives sev-
eral useful formula, such as P(A|B) = P(A), P(B|A) = P(B). In a data mining
context, these formulae show that these two attributes may not be correlated
with each other. Thus, when A or B is a classification target, the other attribute
may not play an important role in its classification.

Although independence is a very important concept, it has not been fully
and formally investigated as a relation between two attributes.

In this paper, a statistical independence in a contingency table is focused on
from the viewpoint of granular computing.

The first important observation is that a contingency table compares two
attributes with respect to information granularity. It is shown from the definition
that statistifcal independence in a contingency table is a special form of linear
depedence of two attributes. Especially, when the table is viewed as a matrix,
the above discussion shows that the rank of the matrix is equal to 1.0. Also, the
results also show that partial statistical independence can be observed.

The second important observation is that matrix algebra is a key point of
analysis of this table. A contingency table can be viewed as a matrix and several

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 56-64, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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operations and ideas of matrix theory are introduced into the analysis of the
contingency table.

The paper is organized as follows: Section 2 discusses the characteristics of
contingency tables. Section 3 shows the conditions on statistical independence
for a 2 x 2 table. Section 4 gives those for a 2 x n table. Section 5 extends
these results into a multi-way contingency table. Section 6 discusses statistical
independence from matrix theory. Finally, Section 7 concludes this paper.

2 Contingency Table from Rough Sets

2.1 Rough Sets Notations

In the subsequent sections, the following notations is adopted, which is intro-
duced in [7]. Let U denote a nonempty, finite set called the universe and A
denote a nonempty, finite set of attributes, i.e., a : U — V, for a € A, where
V, is called the domain of a, respectively. Then, a decision table is defined as
an information system, A = (U, AU {D}), where {D} is a set of given decision
attributes. The atomic formulas over B C A U {D} and V are expressions of
the form [a = v], called descriptors over B, where a € B and v € V,. The set
F(B,V) of formulas over B is the least set containing all atomic formulas over
B and closed with respect to disjunction, conjunction and negation. For each
f € F(B,V), fa denote the meaning of f in A, i.e., the set of all objects in U
with property f, defined inductively as follows.

1. If f is of the form [a = v] then, f4 = {s € Ula(s) = v}
2. (fAgla=Ffanga; (FVgla=TfaVga; (=fla=U—fa

By using this framework, classification accuracy and coverage, or true positive
rate is defined as follows.

Definition 1.

Let R and D denote a formula in F(B,V) and a set of objects whose decision
attribute is given as [, respectively. Classification accuracy and coverage(true
positive rate) for R — D is defined as:

. ‘RAQD|

RanD
ar(D) = T _ [RanD|

(= P(DIR)), and kgr(D) = D] (= P(R|D)),

where |A| denotes the cardinality of a set A, ar(D) denotes a classification
accuracy of R as to classification of D, and k(D) denotes a coverage, or a true
positive rate of R to D, respectively.

2.2 Two-Way Contingency Table

From the viewpoint of information systems, a contingency table summarizes the
relation between two attributes with respect to frequencies. This viewpoint has
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already been discussed in [10, 11]. However, this study focuses on more statistical
interpretation of this table.

Definition 2. Let Ry and Ry denote binary attributes in an attribute space A.
A contingency table is a table of a set of the meaning of the following formulas:
[[R1 = OJal,|[Rx = 1]al, [[R2 = 0]al./[Ry = 1]al, [[R1 = 0 A Ry = 0]al,|[R1 =
OAR2 =1]al, |[R1 = 1ARe =0Jal,][R1 = 1AR2 = 1]4], |[R1 = 0V Ry = 1]4|(=
|U|). This table is arranged into the form shown in Table 1, where: |[Ry = 0]4] =
T+ 221 =z, [[R1 = 14| = 212 + @22 = 2.9, |[[R2 = 0]a| = 211 + 212 = 21,
[[Re = 1]a] = o1 + 222 = 22, |[[R1 = 0A Ry = 0Ja| = 211, |[[R1 = 0A
Ry = 1]a| = 221, |[[R1 = 1 ARy = 0]a] = 212, |[[R1 = 1 A Ry = 14| = w22,
|[R1 =0V R = 1]A| =1 +To = SC(: ‘Ul)

Table 1. Two way Contingency Table

Ri=0R1 =1
Ro=0 z11 T12 T1
Ry=1 x21 T22 T2
X.1 ) xX..
(=1Ul=N)

From this table, accuracy and coverage for [R; = 0] — [Ry = 0] are defined as:

HRl :O/\RQZO]A| _ T11

|[R1 :O]A‘ o x~1’

[Rr,=0)([R2 = 0]) =
and

‘[Rl =0A Ry :0]A| T

|[R2:O]A‘ o .’L’l_.

K(Rr,=0) ([l22 = 0]) =

2.3 Multi-way Contingency Table

Two-way contingency table can be extended into a contingency table for multi-
nominal attributes.

Definition 3. Let Ry and Ry denote multinominal attributes in an attribute
space A which have m and n values. A contingency tables is a table of a set
of the meaning of the following formulas: |[Ry = Ajlal, |[R2 = Bi]al, |[[R1 =
Aj/\RQ = Bi]A‘; |[R1 = Al/\R1 = Ag/\' ARy = Am]A|; |[R2 = Bl/\Rg = Ag/\
ARy =An]al and |U| (i =1,2,3,--- ;nand j =1,2,3,--- ,m). This table is
arranged into the form shown in Table 1, where: |[Ry = Aj]a| = Y00, x1s = 2.5,
[R2 = Bilal = 37 zji = @, |[R1 = Aj ARo = Bila| = x5, [U[ = N = 2.
(t=1,2,3,--- ,nand j=1,2,3,--- ,m).
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Table 2. Contingency Table (m X n)

Al AQ An Sum
B1 z11 %12 - Zin 1.
B2 x21 22 -+ T2n T2.
Bm Iml Tm2 *** Tmn Tm.-
Sum z.1 T2 - T x..=|U/ =N

3 Statistical Independence in 2 X 2 Contingency Table

Let us consider a contingency table shown in Table 1. Statistical independence
between Ry and R, gives:

P([R1 = 0], [R2 = 0]) = P([R1 = 0]) x P([R2 = 0])
P(Ry = 0).[R, = 1]) = P([R, = 0)) x P([R, = 1)
P([Ry = 1], [R2 = 0]) = P([R1 = 1]) x P([R2 = 0])
P([R1 =1],[Ry =1]) = P([R1 = 1]) x P([R2 = 1])

Since each probability is given as a ratio of each cell to N, the above equations
are calculated as:

Ti1 T+ T2 ozt + Z21

N N N

Ti2 _ T11+T12  Ti2 + T2

N N N

To1 _ To1F %o Tut Ta

N N N

T2 _ T21+ 22 T12 + T2

N N N
Since N = Zi,j 245, the following formula will be obtained from these four
formulae.

T11T92 = T12d21 O T11X22 — T12%21 = 0

Thus,

Theorem 1. If two attributes in a contingency table shown in Table 1 are sta-
tistical indepedent, the following equation holds:

T11T22 — T12T21 = 0 (1)
O

It is notable that the above equation corresponds to the fact that the deter-
minant of a matrix corresponding to this table is equal to 0. Also, when these
four values are not equal to 0, the equation 1 can be transformed into:

T1i1  T12

T21 T22
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Let us assume that the above ratio is equal to C(constant). Then, since z1; =
Cz91 and x15 = C'zag, the following equation is obtained.

w11+ 212 Clwor +222) o=t _ T 2)
Z21 + X22 Z21 + Z22 Ta1 22

It is notable that this discussion can be easily extended into a 2xn contingency
table where n > 3. The important equationwill be extended into

n
Tl T2 Ty Tt Tiod o F T Do Tk (3)
2 _2iz 2 = &k
To1  T22 Tan  T21+ Tt Tan Doy Tag

Thus,

Theorem 2. If two attributes in a contingency table (2 x k(k = 2,--- ,n)) are
statistical indepedent, the following equations hold:

T11T22 — T12T21 = T12%23 — L13L22 = -+ = LipL21 — L11Tp3 =0 4)
i

It is also notable that this equation is the same as the equation on collinearity
of projective geometry [2].

4  Statistical Independence in m X n Contingency Table

Let us consider a m X n contingency table shown in Table 2. Statistical indepen-
dence of R; and R gives the following formulae:

P([R1 = Ai, Ry = Bj]) = P([R1 = A]) P([R: = Bj])
(=1, ,mj=1,-,n).

According to the definition of the table,

Lij — ZZ:l Lik x 2?;1 Lij (5)
N N N '

Thus, we have obtained:

Dot Tik X Y Ty
T = klZN =1 J. (6)

Thus, for a fixed j,
n
Tij _ Dkt Tiak
- n
Lipj k=1 Tipk
In the same way, for a fixed 1,

m
Tij, D1 Tij,

- m
Tijy  Di—1 Tij,
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Since this relation will hold for any j, the following equation is obtained:

n
Ti,l | Ti2 Tign D pq Tigk
Lial M2 = &k . (7)
xibl xibQ xibn Zk:l xibk

Since the right hand side of the above equation will be constant, thus all the
ratios are constant. Thus,

Theorem 3. If two attributes in a contingency table shown in Table 2 are sta-

tistical indepedent, the following equations hold:
Tl _ T2 | Tam oo (8)
xibl min xibn

for all rows: i, and iy (ig,ip = 1,2,--+ ,m).

5 Contingency Matrix

The meaning of the above discussions will become much clearer when we view
a contingency table as a matrix.

Definition 4. A corresponding matriz Cr, , is defined as a matriz the element
of which are equal to the value of the corresponding contingency table T, of two
attributes a and b, except for marginal values.

Definition 5. The rank of a table is defined as the rank of its corresponding
matriz. The maximum value of the rank is equal to the size of (square) matriz,
denoted by r.

The contingency matrix of Table 2(T'(Ry, Rz)) is defined as Cr,, . as below:

T11 T12 " Tin
21 22 * T2n
Tml Tm2 " Tmn

5.1 Independence of 2 X 2 Contingency Table

The results in Section 3 corresponds to the degree of independence in matrix
theory. Let us assume that a contingency table is given as Table 1. Then the
corresponding matrix (Cr,, ) is given as:

11 T12
To1 T2 )’

Proposition 1. The determinant of det(Cry, 5,) is equal to T11792 — T12T21,

Then,
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Proposition 2. The rank will be:

rank — 2, Zf det(OTRl,Rz) #0
1, if det(Cry, 5,) =0

From Theorem 1,

Theorem 4. If the rank of the corresponding matriz of a 2times2 contingency
table is 1, then two attributes in a given contingency table are statistically inde-
pendent. Thus,

2, dependent
rank = o )
1, statistical independent

This discussion can be extended into 2 x n tables.

Theorem 5. If the rank of the corresponding matriz of a 2 X n contigency table
is 1, then two attributes in a given contingency table are statistically independent.
Thus,

2, dependent
rank = o )
1, statistical independent

5.2 Independence of 3 X 3 Contingency Table

When the number of rows and columns are larger than 3, then the situation is
a little changed. It is easy to see that the rank for statistical independence of
a m X n contingency table is equal 1.0 as shown in Theorem 3. Also, when the
rank is equal to min(m,n), two attributes are dependent.

Then, what kind of structure will a contingency matrix have when the rank is
larger than 1,0 and smaller than min(m, n) —1 ? For illustration, let us consider
the following 3times3 contingecy table.

Ezxample. Let us consider the following corresponding matrix:

123
A=1456
789

The determinant of A is:

de(4) =1 (1 (39)

46
_1\1+2
+2 x (—1) "det (7 9>

45
1143
13 x (=1)"3det <7 8)

=1x(-3)4+2x6+3x(-3)=0
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Thus, the rank of A is smaller than 2. On the other hand, since (123) # k(456)
and (123) # k(789), the rank of A is not equal to 1.0 Thus, the rank of A is
equal to 2.0. Actually, one of three rows can be represented by the other two

rows. For example,

(456) = %{(123)+(789)}.

Therefore, in this case, we can say that two of three pairs of one attribute are
dependent to the other attribute, but one pair is statistically independent of the
other attribute with respect to the linear combination of two pairs. It is easy to
see that this case includes the cases when two pairs are statistically independent
of the other attribute, but the table becomes statistically dependent with the
other attribute.

In other words, the corresponding matrix is a mixure of statistical depen-
dence and independence. We call this case contextual independent. From this
illustration, the following theorem is obtained:

Theorem 6. If the rank of the corresponding matriz of a 3 X 3 contigency table
is 1, then two attributes in a given contingency table are statistically independent.
Thus,

3, dependent

rank = < 2, contextual independent

—_

, statistical independent

It is easy to see that this discussion can be extended into 3 X m contingency
tables.

5.3 Independence of m X n Contingency Table

Finally, the relation between rank and independence in a multi-way contingency
table is obtained from Theorem 3.

Theorem 7. Let the corresponding matriz of a given contingency table be a
m X n matriz. If the rank of the corresponding matrix is 1, then two attributes in
a given contingency table are statistically independent. If the rank of the corre-
sponding matriz is min(m,n) , then two attributes in a given contingency table
are dependent. Otherwise, two attributes are contextual dependent, which means
that several conditional probabilities can be represented by a linear combination
of conditional probabilities. Thus,

min(m, n) dependent
rank = ¢ 2,--- ;min(m,n) — 1 contextual independent

1 statistical independent
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6 Conclusion

In this paper, a contingency table is interpreted from the viewpoint of gran-
ular computing and statistical independence. From the definition of statistical
independence, statistical independence in a contingency table will holds when
the equations of collinearity(Equation 6) are satisfied. In other words, statisti-
cal independence can be viewed as linear dependence. Then, the correspondence
between contingency table and matrix, gives the theorem where the rank of the
contingency matrix of a given contingency table is equal to 1 if two attributes
are statistical independent. That is, all the rows of contingency table can be
described by one row with the coefficient given by a marginal distribution. If the
rank is maximum, then two attributes are dependent. Otherwise, some proba-
bilistic structure can be found within attribute -value pairs in a given attribute,
which we call contextual independence. Thus, matrix algebra is a key point of
the analysis of a contingency table and the degree of independence, rank plays
a very important role in extracting a probabilistic model.
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Abstract. In this paper we propose an original approach to apply data
mining algorithms, namely decision tree-based methods, taking into ac-
count not only the size of processed databases but also the processing
time. The key idea consists in constructing a decision tree, within the
DBMS, using bitmap indices. Indeed bitmap indices have many useful
properties such as the count and bit-wise operations. We will show that
these operations are efficient to build decision trees. In addition, by us-
ing bitmap indices, we don’t need to access raw data. This implies clear
improvements in terms of processing time.

Keywords: Bitmap indices, databases, data mining, decision trees,
performance.

1 Introduction

Mining large databases efficiently has been the subject of many research studies
during the last years. However, in practice, the long processing time required by
data mining algorithms remains a critical issue. Indeed, traditional data min-
ing algorithms operate on main memory, which limits the size of the processed
databases. There are three approaches to overcome this limit. The first way
consists in preprocessing data by using feature selection [11] or sampling [4, 18]
techniques. The second way is to increase the scalability, by optimising data
accesses [6,15] or algorithms [1,7]. The third way consists in integrating data
mining methods within DataBases Management Systems (DBMSs) [5]. Many
integrated approaches have been proposed. They usually use SQL extensions for
developing new operators [8,12,16] or new languages [9, 10, 19]. This trend has
been confirmed with the integration of data mining tools in commercial solutions
[13,17], but these are real ”black boxes” requiring also the use of Application
Programming Interfaces (APIs).

In opposition to these different solutions, recent works have proposed to in-
tegrate decision tree-based methods within DBMSs, using only the tools offered
by these latter. The analogy is made between building successive partitions,
representing different populations, and successive relational views modeling the
decision tree [2]. Building views tend to increase processing time due to multiple
accesses. This can be improved by using a contingency table as proposed in [3].

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 65-73, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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Instead of applying data mining algorithms to the training set, we apply them to
the contingency table which is much smaller. In this paper, we propose to improve
processing time by reducing not only the size of the training set, but also the data
accesses. Indeed, our approach is to use bitmap indices to represent the training
set and apply data mining algorithms on these indices to build our decision tree.
The population frequencies of a given node in the decision tree are obtained by
applying counting and low-cost boolean operations on selected bitmap indices.
To run these operations, the DBMS does not need to access raw data. Thus, in
opposition to the integrated approaches proposed in the literature, our approach
presents three advantages: (1) no extension of the SQL language is needed; (2)
no programming through an API is required and (3) no access data sources is
necessary. To validate our approach, we implemented the ID3 (Induction De-
cision Tree) method [14] as a PL/SQL stored procedure, named ID3_Bitmap.
To prove that our implementation of ID3 works properly, we successfully com-
pared the output of our procedure with the output of an existing and validated
data mining in-memory software, Sipina [20]. Moreover, we showed that with
bitmap indices we did not have a size limit when dealing with large databases
as compared to in-memory software, while obtaining linear processing times.

The remainder of this paper is organized as follows. First, we present the
principle of bitmap indices in Section 2. In Section 3, we present our bitmap-
based approach for decision tree-based methods. Section 4 details our imple-
mentation of ID3 method, presents the experimental results and the complexity
study. We finally conclude this paper and provide future research directions in
Section 5.

2 Bitmap Indices

A bitmap index is a data structure used to efficiently access large databases.
Generally, the purpose of an index is to provide pointers to rows in a table
containing given key values. In a common index, this is achieved by storing a
list of rowids for each key corresponding to the rows with that key value. In
a bitmap index, records in a table are assumed to be numbered sequentially
from 1. For each key value, a bitmap (array of bits) is used instead of a list
of rowids. Each bit in the bitmap corresponds to an existing rowid. If the bit
is set to 71”7, it means that the row with the corresponding rowid contains
the key value ; otherwise the bit is set to ”0”. A mapping function converts
the bit position to an actual rowid, so the bitmap index provides the same
functionality as a regular index even though it uses a different representation
internally.

2.1 Example

To illustrate how bitmap indices work, we use the Titanic database as an exam-
ple. Titanic is a table containing 2201 tuples described by four attributes Class,
Age, Gender and Survivor (Table 1). A bitmap index built on the Survivor
attribute is presented in Table 2.
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Table 1. Titanic Database

Class Age  Gender Survivor
1st Adult Female Yes
3rd Adult Male Yes
2nd  Child Male Yes
3rd Adult Male Yes
1st Adult Female Yes
2nd  Adult Male No
1st Adult Male Yes
Crew Adult Female No
Crew Adult Female Yes
2nd  Adult Male No
3rd Adult Male No
Crew

Adult

Male

No

Table 2. Survivor Bitmap Index

| | Rowid || .. |12 [11[10]9 |8 |7 [6 |5 |4 |3 |2 |1 |

Survivor | No

1

1 |1

0|1

01110

0

0

0

0

Yes

0

0 J0

170

17101

1

1

1

1

2.2 Properties
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Bitmap indices are designed for efficient queries on multiple keys. Hence, queries
are answered using bit-wise operations such as intersection (AND), and union
(OR). Each operation takes two bitmaps of the same size and the operator is
applied on corresponding bits. In the resulting bitmap, every ”1” bit marks the
desired tuple. Thus counting the number of tuples is even faster. For some select
queries "SELECT COUNT()...WHERE ... AND ...”, those logical operations
could provide answers without returning to data sources. In addition to standard
operations, the SQL engine can use bitmap indices to efficiently perform special
set-based operations using combinations of multiple indices. For example, to find
the total number of "male survivors”, we can simply perform the logical AND
operation between bitmaps representing Survivor="Yes” and Gender="Male”,
then count the number of 71”7 (Table 3).

Table 3. Bitmap(Survivor="Yes”) AND Bitmap(Gender="Male”)

| Rowid [..]12]11]10]|9|8|7]6|5]4|3]2]|1
Survivor="Yes” ojojoj1jol10l1j11|1]1
Gender="Male” T[T [T1T]Oo[Oo[TI|1I[O|TI|TI|TI]O
AND OloJoOfJolOo[T[O|O[TI[TI[T1]O
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3 Bitmap-Based Decision Trees Methods

Induction trees are among the most popular supervised data mining methods
proposed in the literature. They may be viewed as a succession of smaller and
smaller partitions of an initial training set. They take as input a set of objects
(tuples, in the relational databases vocabulary) described by a collection of pre-
dictive attributes. Each object belongs to one of a set of mutually exclusive
classes (attribute to be predicted). Induction tree construction methods apply
successive criteria on the training population to obtain these partitions, wherein
the size of one class is maximized. In the ID3 algorithm, the discriminating
power of an attribute for segmenting a node of the decision tree is expressed by
a variation of entropy and more precisely, its entropy of Shannon.

3.1 Principle

In this paper, we propose to integrate decision tree-based methods within DBMSs.
To achieve this goal, we only use existing structures, namely, bitmap indices, that
we exploit through SQL queries. Bitmap indices improve select queries perfor-
mance by applying count and bit-wise logical operations such as AND. This type
of queries coincides exactly to those we need to build a decision tree and more
precisely to define the nodes’ frequencies. Indeed, as we have shown in Table 3,
to find the total number of the "male survivors”, SQL engine performs logical
AND and COUNT operations onto bitmap indices and gets the result. In the
case of a decision tree-based method, this query may correspond to a segmenta-
tion step for obtaining the population frequency of the class Survivor="Yes” in
the node Gender="Male”.

To show that our approach is efficient and relevant, we introduced the use of
bitmap indices into the ID3 method. This induces changes in the computation
of the information gain for each predictive attribute. Thus, in our approach,
for an initial training set, we create its associated set of bitmap indices for
predictive attributes and the attribute to be predicted. Then, the ID3 algorithm
is applied onto the set of bitmap indices rather than the whole training set. For
the root node of the decision tree, the population frequencies are obtained by
simply counting the total number of ”1” in the bitmaps built on the attribute
to be predicted. For each other node in the decision tree, we generate a new
set of bitmaps, each one corresponding to the class in the node. The bitmap
characterizing each class in the current node is obtained by applying the AND
operation between the bitmap associated to the current node and the bitmaps
corresponding to the successive nodes from the root to the current node. To get
the population frequency of each class in this node, we count the total number of
717 in the resulting bitmap. Since the information gain is based on population
frequencies, it is also computed with bitmap indices.

3.2 Running Example

To illustrate our approach, let us take the Titanic database as an example
(Table 1). The aim is to predict which classes of the Titanic passengers are
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more likely to survive the wreck. Those passengers are described by different
attributes which are: Class={1st; 2nd; 3rd; Crew}; Age={Adult; Child}; Gen-
der={Female; Male} and Survivor={No; Yes}.

For each predictive attribute (Gender, Class and Age) and the attribute to be
predicted (Survivor), we create its corresponding bitmap index (Table 4). Thus,
our learning population is precisely composed of these four different bitmap
indices. Hence, we apply the decision tree building method directly on this set
of bitmap indices.

Table 4. Bitmap Indices for Titanic’s Database

| | Rowid ||..|12]11[10|9 |8 |7 |6 |5 |4 |3 |2 |1 |
Class Crew 1 (0 |0 1|1 |0]0O]O0O]O|O]|O|O
Ist 0 [0 O JOJO T JO[TJOofJOT(O(TI
2nd O [0 [T JOJOoJO[TJOofJO[T T |OT]O
3rd O [T [0 (O JOJOfJOfJO [T O[T O
Age Child 0 [0 [0 [O[O[OJOJOJO[T|OT]O
Adult T [T [T [T T [T T[T |T]O[T ]I
Gender Female 0 [0 [O [T [T |OofJOoJTJoJo]JoOo |1
Male 1 1 T OO [T [T JO [T T[T O
Survivor | No 1 [T [T JOoJT O[T [O]O]OT]O O
Yes 0 10 |0 TTO[T O T [T T[T T

To obtain the root node of the decision tree, we have to determine the pop-
ulation frequency of each class. In our running example, these frequencies are
obtained by counting the number of ” 1” in the bitmaps associated to Survivor=
7 Yes” and Survivor= " No” respectively (Fig. 1).

COUNT 4 [ Bittnap{Survivar =" ¥es" 11— [ves 711

COUNT ¢ BitmaptSurvivar = "Ag" j) —® Mo 14ap| SEFViver

Fig. 1. Root node

Then, the variation of entropy indicates that the segmentation attribute is
Gender. The population of the root node is then divided into two sub-nodes
corresponding to the rules Gender= " Male” and Gender= " Female” respec-
tively. Each sub-node is composed of two sub-populations, those that survived
and those that did not. To obtain the population frequencies of the node Gen-
der="Male” , we apply the logical operation AND firstly between the Gender=
” Male” bitmap and the Survivor=" Yes” bitmap and secondly between the Gen-
der="Male” bitmap and the Survivor="No” bitmap. Then we count the total
number of 7 1” in the corresponding And_bitmap (Table 5). The same process is
performed for the node Gender="Female” (Fig. 2). This process is repeated for
all the other predictive attributes to obtain the final decision tree.
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Table 5. AND-bitmaps for the node Gender= " Male”

| Rowid | [12]1110]9 |8 |7 |6 |5 |43 |2 |1 |
Survivor="Yes” 0 |0 |O 1 o101 ]11]1]1]1
Gender="Male” 1 1 1 {0 |0O]|]1 |1 |0 |1 |1 |10
AND 0 0 0 0 0|1 (0]|0 |1 1 110
Survivor="No’ 1 1 1 0 T O T JOJOTJO OO
Gender="Male” 1 1 1 {0 |0O]1 |1 |0 |1 |1 |10
AND 1 1 1 ojojO0|1|0(0]|O0O]|0O0|O
Survivor Yas 711
ho 1490
Males / é'dm\!:emare
COUNT y ( Bitmap(Gender = " Male") AND BEImap(Survivor = = Yes" ) Yes A67 Yes S44
COLINT ¢ { Bitmap(Gandar = " Waje") AND BEmap(Survivor = "Na™ ) [ = Mo 126

Fig. 2. Nodes of the first level of the decision tree

4  Validation

4.1 Implementation

We have implemented the ID3 method using bitmap indices as a PL/SQL stored
procedure, namely ID3_Bitmap, under Oracle 9i, which is part of a broader
package named decision_tree that is available on-line!. This stored procedure
allows us to create the necessary bitmap indices for a given training set and then
build the decision tree. Since Oracle uses by default B-Tree indices, we forced
it to use bitmap indices. The nodes of the decision tree are built by using an
SQL query that is based on the AND operation applied on its own bitmaps
and its parent bitmaps. Then, the obtained And_bitmaps are used to count the
population frequency of each class in the node with simple COUNT queries.
These counts are used to determine the criterion that helps either partitioning
the current node into a set of disjoint sub-partitions based on the values of a
specific attribute or concluding that the node is a leaf, i.e., a terminal node. In
the same way, to compute the information gain for a predictive attribute, our
implementation uses bitmap indices rather than the whole training set.

4.2 Experimental Results

In order to validate our bitmap-based approach and compare its performances to
classical in-memory data mining approaches, we tested it on the Titanic training
set (Table 1). To have a significant database size, we duplicated the records
of Titanic database. Moreover, these tests have been carried out in the same
environment: a PC with 128 MB of RAM and the Personal Oracle DBMS version

! http://bdd.univ-lyon2.fr/download/decision_tree.zip
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Fig. 3. Processing time with respect to database size

9i (Fig. 3). First, we compared the processing times of ID3_Bitmap to those
of a classical in-memory implementation of ID3 available in the Sipina data
mining software [20]. We clearly observe that ID3_Bitmap allowed us mining
large databases without size limit comparing with 1D3_Sipina, while obtaining
linear processing times with respect to the database size. For databases over 50
Mo, with the hardware configuration used for the tests, Sipina is unable to build a
decision tree as compared to our method. Secondly, we compared the processing
times of our ID3_Bitmap with the view-based approach ID3_View [2]. The
results we obtain clearly underline the gain (40%) induced by ID3_Bitmap,
that has a much lower processing time than ID3_View on an average.

4.3 Complexity Study

Our objective is to confirm, from a theoretical point of view, the results obtained
by our approach. For this study we place ourselves in the worst case, i.e. the
indices are too large to be loaded in memory.

Let N be the total number of tuples in the training set, K the number of
attributes, L the average length, in bits, of each attribute and A the average
number of values of each attribute.

First we evaluate the size of training sets. The size of the initial training set
is N % L x K bits. For our bitmap-based approach, this initial training set is
replaced by the set of bitmap indices. Thus K bitmap indices are created with
an average number of A bitmaps for each index. Each bitmap has a size of N
bits. In this case, the size of the training set is N x A x K bits. As regards to the
size of the training set and thus the loading time, our approach is preferable if
A < L, which corresponds to a majority of cases.

In terms of time spent to data reading, we consider that a bit is read in one
time unit.

The total number of nodes on the i*" depth level can be approximated by
A1 Indeed we suppose that the obtained decision tree is complete and bal-
anced. To reach level ¢ + 1 from an unspecified level ¢ of the tree, each training
set must be read as many times as there are predictive attributes remaining at
this level, i.e. (K —1).

In the classical approach, as the size of the training set is IV * L x K, reading
time for level 4 (in time units) is (K —i) x N * L* K * A*~!. Hence, to build the
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whole decision tree, in the classical approach, the reading time is : Zfil(K —
i)x NxL*Kx*A~1L

In our bitmap index-based approach, the index size is approximated by
N % A bits. To reach level i + 1 from an unspecified level i of the tree, for
a given predictive attribute, the number of index to read is ¢ + 1. Thus, at
level i, the reading time is : (i + 1)(K — i)N * A’. Hence, to build the whole
decision tree with our bitmap index-based approach, the reading time is :
SR+ 1)(K —i)N * A’

To evaluate the gain in time, we build the following ratio:

KL K ; i

R= time with classical approach _ A Zizl(K_")*A
= — - - : — = e — -
time with bitmap index—based approach 2 :i:l(Kil)(z+1)*Al

x o
% Zizl(Kfz)*Al
SoE (K= Ay N (K —i)x Al

After computing we obtain : R =

X .
1A Do iE—RAT

R~ = &1+ SR KA )= #(14+G)

As we consider the polynomials of higher degree, G is of complexity K. Thus
R7! is of complexity 2. Indeed R~! = ZA-(1+ K) = 2(1+ %) and + is
insignificant. Our approach is interesting if the ratio R~! is lower than one, that
means if A < L, which corresponds to a majority of the cases.

5 Conclusion and Perspectives

These last years, an important research effort has been made to apply efficiently
data mining methods on large databases. Traditional data mining algorithms op-
erate on main memory, which limits the size of the processed databases. Recently,
a new approach has emerged. It consists in integrating data mining methods
within DBMSs using only the tools offered by these latter. Following the inte-
grated approach, we proposed in this paper an original method for applying deci-
sion trees-based algorithms on large databases. This method uses bitmap indices
which have many useful properties such as the count and the bit-wise operations
that can be used through SQL queries. Our method has two major advantages:
it is not limited by the size of the main memory and it improves processing times
because there is no need to access data sources since our method uses bitmap
indices rather than the whole training set. To validate our approach, we im-
plemented the ID3 method, under the form of a PL/SQL stored procedure into
the Oracle DBMS. We showed that our bitmap-based implementation allowed us
mining bigger databases as compared to the in-memory implementations while
obtaining linear processing times with respect to the database size.

There are different perspectives opened by this study. We plan to implement
other data mining methods using bitmap indices. More precisely, extending our
approach to deal with the OR operator in the case for example of the CART
method allowing grouping attribute values into classes. Moreover, we intend
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to compare the performances of these implementations to their equivalent in-
memory software on real-life databases.
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Abstract. In this paper, we firstly introduce an approach to the mod-
eling of a domain-specific ontology for use in connection with a given
document collection. Secondly, we present a methodology for deriving
conceptual similarity from the domain-specific ontology. Adopted for
ontology representation is a specific lattice-based concept algebraic lan-
guage by which ontologies are inherently generative. The modeling of a
domain specific ontology is based on a general ontology built upon com-
mon knowledge resources as dictionaries and thesauri. Based on analysis
of concept occurrences in the object document collection the general on-
tology is restricted to a domain specific ontology encompassing concepts
instantiated in the collection. The resulting domain specific ontology
and similarity can be applied for surveying the collection through key
concepts and conceptual relations and provides a means for topic-based
navigation. Finally, a measure of concept similarity is derived from the
domain specific ontology based on occurrences, commonalities, and dis-
tances in the ontology.

1 Introduction

The use of ontologies can contribute significantly to the structure and organiza-
tion of concepts and relations within a knowledge domain.

The introduction of ontologies into tools for information access provides foun-
dation for enhanced, knowledge-based approaches to surveying, indexing and
querying of document collections.

We introduce in this paper the notion of an instantiated ontology, as a subon-
tology derived from a general ontology and restricted by the set of instantiated
concepts in a target document collection. As such, this instantiated ontology
represents a conceptual organization reflecting the document collection, and re-
veals domain knowledge, for instance about the thematic areas of the domain
which in turn facilitates means for a topic-based navigation and visualization of
the structure within the given domain.

The primary focus of this paper concerns the modeling and use of ontologies.
We introduce, in section 2, to a formalism for representation of ontologies. Sec-
tion 3 describes the modeling of general and instantiated ontologies, respectively

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 74-82, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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and illustrates the use of instantiated ontologies for surveying, visualization of
both a given domain, but also queries or sets of domain concepts. Finally, in
section 4, we derive a measure of conceptual similarity, based on the structure
and relations of the ontology.

Both modeling and use of ontologies relies on the possibility to identify con-
cept occurrences in — or generate conceptual descriptions of — text. To this end
we assume a processing of text by a simplified natural language parser provid-
ing concept occurrences in the text. This parser may be applied for indexing
of documents as well as for interpreting queries. The most simplified principle
used here is basically a nominal phrase bracketing and an extract of nouns and
adjectives that are combined by a “noun CHR adjective”-pattern concept ( CHR
representing a “characterized by” relation).

Thus, for instance, for the sentence Borges has been widely hailed as the
foremost contemporary Spanish-American writer, the parser may produce the
following:

borges, writer[CHR:contemporary, CHR: foremost, CHR:spanish_american]

Concept expressions, that are the key to modelling and use of ontologies,
are explained in more detail below, we refer, however, to [2] for a discussion of
general principles behind parsing for concepts.

2 Representation of Ontologies

The purpose of the ontology is to define and relate concepts that may appear in
the document collection or in queries to this.

We define a generative ontology framework where a basis ontology situates
a set of atomic term concepts A in a concept inclusion lattice. A concept lan-
guage (description language) defines a set of well-formed concepts, including
both atomic and compound term concepts.

The concept language used here, ONTOLOG(8], defines a set of semantic rela-
tions R that can be used for “attribution” (feature-attachment) of concepts to
form compound concepts. The set of available relations may vary with different
domains and applications. We may choose R = {WRT, CHR, CBY, TMP, LOC, . ..},
for with respect to, characterized by, caused by, temporal, location, respectively.

Expressions in ONTOLOG are concepts situated in the ontology formed by an
algebraic lattice with concept inclusion (1SA) as the ordering relation.

Attribution of concepts — combining atomic concepts into compound concepts
by attaching attributes — can be written as feature structures. Simple attribution
of a concept ¢; with relation r and a concept ¢y is denoted ¢;[r: ¢a).

Given atomic concepts A and relations R, the set of well-formed terms L of
the ONTOLOG language is defined as follows.

— ifzx € A then x € L
—ifzel,reRandy, €eL,i=1,...,n
then x[ri: y1,...,mn: yn] €L
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It appears that compound terms can be built from nesting, for instance,
c1[r1: c2[re: ¢3]] and from multiple attribution as in ¢1[ry: ¢, r9: ¢3].

The attributes of a term with multiple attributes T' = z[ry: y1,...,7n: yn] are
considered as a set, thus we can rewrite T with any permutation of {ry: y1,...,

Tr' Ynt

3 Modeling Ontologies

One objective in the modelling of domain knowledge is for the domain expert or
knowledge engineer to identify significant concepts in the domain.

Ontology modelling in the present context is, compared to other works within
the ontology area, a limited approach. The modelling consists of two parts.
Firstly an inclusion of knowledge from available knowledge sources into a general
ontology and secondly a restriction to a domain-specific part of the general
ontology. The first part involves modeling of concepts in a generative ontology
using different knowledge sources. In the second part a domain-specific ontology
is retrieved as a subontology of the general ontology. The restriction to this
subontology is build based on the set of concepts that appears (is instantiated)
in the document collection and the result is called an instantiated ontology.

3.1 The General Ontology

Sources for knowledge base ontologies may have various forms. Typically a tax-
onomy can be supplemented with for instance word and term lists as well as
dictionaries for definition of vocabularies and for handling of morphology.

We will not go into details on the modeling here but just assume the presence
of a taxonomy in the form of a simple taxonomic concept inclusion relation I1SAgy
over the set of atomic concepts A. ISAx; and A expresses the domain and world
knowledge provided. ISAkg is assumed to be explicitly specified — e.g. by domain
experts — and would most typically not be transitively closed.

Based on I§KKB, the transitive closure of 1SAxg, we can generalize into a rela-
tion over all well-formed terms of the language L by the following:

— if & ISAgp y then z < y
— ifz[...] <yl...] then also

z[...,r: 2] <yl...], and

z[...,r 2] <wyl..,r:z],
— if z <y then also

Zloo,rix] <zlo.o,riy)

where repeated . .. in each case denote zero or more attributes of the form r;: w;.

The general ontology O = (L, <,R) thus encompasses a set of well-formed
expressions L derived from the concept language with a set of atomic concepts
A, an inclusion relation generalized from an expert provided relation 1SAg; and
a supplementary set of semantic relations R, where for » € R we obviously have
that z[r: y] <z and that z[r: y] is in relation 7 to y. Observe that L is infinite
and that O thus is generative.
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3.2 The Domain-Specific Ontology

Apart from the general ontology O, the target document collection contributes
to the construction of the domain ontology. We assume a processing of the target
document collection, where an indexing of text in documents, formed by sets of
concepts from L, is attached. In broad terms the domain ontology is a restric-
tion of the general ontology to the concepts appearing in the target document
collection.

More specifically the generative ontology is, by means of concept occurrence
analysis over the document collection, transformed into a domain specific on-
tology restricted to include only the concepts instantiated in the documents
covering that particular domain. We thus introduce the domain specific ontol-
ogy as an “instantiated ontology” of the general ontology with respect to the
target document collection.

The instantiated ontology O7 appears from the set of all instantiated con-
cepts I, firstly by expanding I to T — the transitive closure of the set of terms and
subterms of term in I — and secondly by producing the subontology consisting
of I connected by relations from O between elements of 1.

The subterms of a term ¢ is obtained by the decomposition 7(c). 7(c) is
defined as the set of all subterms of ¢, which thus includes ¢ and all attributes
of subsuming concepts for c.

tle)={z|le<z[...,r:y]Ve<yl...,r:z],z,y € L,r € R}

7(c) = closure of {c} with respect to t

For a set of terms we define 7(C) = (.. 7(c). As an example, we have that

T(e1[r1: ca[ra: es]]) = {eifr1: cofra: es]], ealri: e, e,

02[7“22 Cg], Co, 03}.

Let w(C) for a set of terms C be the transitive closure of C' with respect to <.
Then the expansion of the set of instantiated concepts I becomes:

I =uw(r(D))

Now, the C-restiction subontology O¢ = (C, <,R) with respect to a given set
of concepts C, is the subontology of O over concepts in C' connected by < and
R. Thus the instantiated ontology O7 = (I,<,R) = (w(7(I)),<,R) is the I-
restiction subontology of O. R

Finally we define 1SA as the transitive reduction of < and consider (7,1sA, R)
for visualization and as basis for similarity computation below.

3.3 Modeling Domain-Specific Ontologies — An Example

Consider the knowledge base ontology 1SAg shown in Figure 1la. In this case we
have A = {cat, dog, bird, black, brown, red, animal, color, noise, anything} and
L includes A and any combination of compound terms combining elements of
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noise[CBY:dog[CHR:black]]

Fig. 1. a) An example knowledge base ontology 1SAxs b) A simple instantiated ontology
based on figure a and the set of instantiated concepts cat[CHR:black]|, dog[CHR:black],
dog[CHR:brown], noise[CBY:dog[CHR:black]]|

A with attributes from A by relations from R, due to the generative quality
of the ontology. Now assume a miniature target document collection with the
following instantiated concepts:

I = cat[CHR:black], dog[CHR:black], dog[CHR:brown)],
noise|CBY:dog[CHR:black])

The decomposition 7(I) includes any subterm of elements from I, while T =
w(7(I)) adds the subsuming {animal, color, anything}:

I= {cat, dog, black, brown, animal, color, noise, anything,
cat[CHR:black], dog[CHR:black], dog[CHR:brown],
noise[CBY:dog|, noise[CBY:dog[CHR:black]]}

where the concepts red and bird from A are omitted because they are not
instantiated. R

The resulting instantiated ontology (I, <,R) is transitively reduced into the
domain-specific ontology (T,ISA, R) as shown in figure 1b.

3.4  Visualization of Instantiated Ontologies

As the instantiated ontology is a restriction of a general ontology with respect
to a set of concepts, it can be used for providing structured descriptions. The
restriction could be with respect to the sets of concepts in a particular target
document collection. But it could also comprise the set of concept of a query,
the set of concept in a complete search result, or any set of concept selected by
the user or the querying system.
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The notion of instantiated ontologies has as such applications with respect
to navigation and surveying of the topics covered by the domain in question,
where the domain could be the instantiated ontology of any of the suggested
restrictions above.

As the concepts instantiated in the document collection expresses a structur-
ing of the information available, we can it to address one of the difficulties users
have to overcome when querying information systems, which concerns the trans-
formation of their information need into the descriptions used by the system.

Consider the following example, where we have a document collection with
the following four instantiated concepts

I = {stockade[cur:old], rampart[cur:old], church|[cur:old], palisade}

and a global ontology constructed from version 1.6 of the WordNet lexicon [6],
the Suggested Upper Merged Ontology (SUMO) [7], and the mid-level ontology
(MILO) [7] designed to bridge the high-level ontology SUMO and WordNet.

Goomd

isa fortification

Fig. 2. A simple instantiated ontology, based on WordNet, SUMO and MILO and the
four concepts stockade[CHR:0ld], rampart[CHR:old], church|[CHR:0ld], palisade

The instantiated ontology reveals two different aspects covered by the doc-
ument collection, 1) different kinds of fortifications and 2) a place of worship.
On a more general level the instantiated ontology describes buildings and the
abstract notion of something dated back in time.

Another use of instantiated ontologies is for visualizing user queries. When
users pose queries to the system using polysemous concepts, the instantiated
ontology constructed from the query can be used to visualize the different senses
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known to the system. If for example a user poses a query @ = {bank, huge}, then
the system cannot use the concept huge to resolve the context/diambuiguate
bank, since huge can be used in connection with different senses of bank.

One possible way to incorporate the knowledge visualized is to the user to
identify which sense meant, and use the disambiguated concept in the query
evaluation.

4  Deriving Similarity

As touched upon elsewhere in this paper a domain ontology, that reflects a doc-
ument collection, may provide an excellent means to survey and give perspective
to the collection. However as far as access to documents is concerned ontology
reasoning is not the most obvious evaluation strategy and it may well entail scal-
ing problems. Applying measures of similarity derived from the ontology is a way
to replace reasoning with simple computation still influenced by the ontology. A
well-known and straightforward approach to this is the shortest path approach
[5,9], where closeness between two concepts in the ontology imply high similarity.
A problem with this approach is that multiple connections are ignored.

Consider the following example, where we have three concepts, all of which are
assumed subclasses of pet: dog[CHR:grey], cat[CHR:grey] and bird[CHR:yellow].
If we consider only the 1SA-edges then there is no difference in similarity between
any pair of them due to the fact that they are all specializations of pet. If we
on the other hand also consider the semantic edges (CHR), then we can add the
aspect of shared attribution to the computation of similarity. In our example, we
can, by including the the CHR-edges, capture the intuitive difference in similarity
between two grey pets compared to the similarity between a grey and a yellow
pet. This difference would be visualized by the existence of a path, that includes
the shared concept, between the two concepts sharing attribution.

4.1 Shared Nodes Similarity

To differentiate here an option is to consider all paths rather than only the
shortest path. A “shared nodes” approach that reflects multiple paths, but still
avoids the obvious complexity of full computation of all paths is presented in [1].
In this approach the basis for the similarity between two concepts ¢; and ¢y is
the set of “upwards reachable” concepts (nodes) shared between ¢; and co. This
is, with a(z) = w(r(x)), the intersection a(z) N a(y).

Similarity can be defined in various ways, one option being, as described in
[3], a weighted average, where p € [0, 1] determines the degree of influence of the
nodes reachable from x respectively y.

a(z) Na(y)|

sim(z,y) = pW +(1— p)w (1)

|a(y)]

As it appears the upwards expansion «(c) includes not only all subsuming con-
cepts {¢; | ¢ < ¢;} but also concepts that appears as direct or nested attributes
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to c or to any subsuming concept of these attributes. The latter must be included
if we want to cope with multiple connections and want to consider for instance
two concepts more similar if they bear the same color.

4.2  Weighted Shared Nodes Similarity

However, a further refinement seems appropriate here. If we want two con-
cepts to be more similar if they have an immediate subsuming concept (e.g.
cat[CHR:black] and cat[CHR:brown] due to the subsuming cat) than if they only
share an attribute (e.g. black shared by cat[CHR:black] and dog|[CHR:black] we
must differentiate and cannot just define a(c) as a crisp set. The following is a
generalization to fuzzy set based similarity.

First of all notice that a(c) can be derived as follows. Let the triple (x,y,r)
be the edge of type r from concept x to concept y, E be the set of all edges in
the ontology, and T" be the top concept. Then we have:

o(T) =A{T}
afc) = {C} U (U(C,Ci,T)GEO‘(Ci))

A simple modification that generalizes a(c) to a fuzzy set is obtained through
a function weight(r) that attach a weight to each relation type r. With this
function we can generalize to:

o(T)= {1/} |
a(c) = {c} U (U,e, mepweight(r) * a(c;)) -
= {c} U (U(c,e;,neBEZu(eis) fercalen)Weight(r) * p(cij) /cij)

a(c) is thus the fuzzy set of nodes reachable from the concept ¢ and modified
by weights of relations weight(r). For instance from the instantiated ontology
in figure 1b, assuming relation weights weight(1sA) = 1, weight(CHR) = 0.5 and
weight(CBY) = 0.5, we have:

a(noise[CBY:dog

[CHR:black]) = 1/noise[CBY:dog|[CHR:black] + 1/noise + 0.5/dog[CHR:black] +

0.5/dog + 0.5/animal 4+ 0.25/black + 0.25/color + 1/anything

For concept similarity we can still use the parameterized expression (1) above,
applying minimum for fuzzy intersection and sum for fuzzy cardinality:

a(cat[CHR:black]) N a(dog[CHR:black]) = 0.5/black + 0.5/color + 1/animal +
1/anything

|a(cat[cHR:black]) N a(dog[CHR:black])| = 3.0

The similarities between dog[CHR:black] and other concepts in the ontology
are, when collected in a fuzzy subset of similar concepts (with similar(z) =
Ysim(z,y)/y) and p = 3 the following:

similar(dog[cHR:black]) = 1.00/dog[CHR:black]+0.68/dog+0, 6/cat[CHR:black]+
0.6/noise[CBY:dog[CHR:black]+0, 52/animal+0, 45 /black+0, 45/ cat+0, 39/ color+
0, 36/anything + 0, 34/brown + 0.26 /noise
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5 Conclusion

Firstly, we have introduced the notion of a domain-specific ontology as a restric-
tion of a general ontology to the concepts instantiated in a document collection,
and we have demonstrated its applications with respect to navigation and sur-
veying of a target document collection.

Secondly, we have presented a methodology for deriving similarity using the
domain-specific ontology by means of weighted shared nodes. The proposed mea-
sure incorporates multiple aspects when calculating overall similarity between
concepts, but also respects the structure and relations of the ontology.

It should be noted that modelling of similarity functions is far from objective.
It is not possible to define optimal functions, neither in the general nor in the
domain specific case. The best we can do is to specify flexible, parameterized
functions on the basis of obvious ’intrinsic’ properties of intuitive interpretation,
and then to adjust and evaluate these functions on an empirical basis.
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Abstract. Controlling parameters during execution of parallel evolu-
tionary algorithms is an open research area. Some recent research have
already shown good results applying self-calibrating strategies. The moti-
vation of this work is to improve the search of parallel genetic algorithms
using monitoring techniques. Monitoring results guides the algorithm to
take some actions based on both the search state and the values of its
parameters. In this paper, we propose a parameter control architecture
for parallel evolutionary algorithms, ba sed on self-adaptable monitoring
techniques. Our approach provides an efficient and low cost monitoring
technique to design parameters control strategies. Moreover, it is com-
pletely independant of the implementation of the evolutionary algorithm.

1 Introduction

When we design an evolutionary algorithm to address a specific problem we need
to define a representation, and a set of operators to solve the problem. We also
need to choose parameters values which we expect to give the algorithm the
best performance. This process of finding adequate parameter values is a time-
consuming task and considerable effort has already gone into automating this
process [8]. Researchers have used various methods to find good values for the
parameters, as these can affect the performance of the algorithm in a significant
way. The best known mechanism to do that is tuning parameters on the basis of
experimentation, something like a generate and test procedure. Taking into ac-
count that a run of an evolutionary algorithm is an intrinsically dynamic adaptive
process, we could expect that a dynamic adaptation of the parameters during the
search could help to improve the performance of the algorithm, [4], [15], [17], [7].
The idea of adapting and self-adapting parameters during the run is not new, but
we need to manage a compromise between both the improvement of the search
and the adaptation cost. A number of recent publications have shown that paral-
lel implementation is a promising choice to make evolutionary algorithms faster
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[3], [12]. However, parallel evolutionary algorithms with multiple populations
are difficult to configure because they are controlled by many parameters, more
than a sequential approach, and that’s obviously affects their efficiency and ac-
curacy. A parallel approach includes other kind of parameters like the size of the
populations, the number of the populations, the rate of migration. Researchers
have recently proposed new approaches for self-calibrating parallel evolutionary
algorithm [9], [10], [11], [16]. These strategies are frequently included into the al-
gorithm and they allow to change its parameters values during the execution. The
key idea here is to monitor the search to be able to trigger actions from param-
eters control strategies, in order to improve the performance of the parallel evo-
lutionary algorithms. In this paper, we propose a parameter control architecture
for parallel evolutionary algorithms, based on self-adaptable monitoring tech-
nique. This paper is organized as follows: In the next section we briefly describe
the mechanisms for dynamic parameter control. In section 3 we introduce the
architecture for monitoring. In section 4 we present the performance evaluation
of the architecture. Finally, section 5 presents the conclusions and future work.

2 Dynamic Parameter Control

We can classify the parameter selection process in two different methods: tuning
and parameter control, [6]. Tuning as mentioned above implies a generate and
test procedure, in order to define which are the “best” parameters values for an
evolutionary algorithm. Usually, these parameters values are fixed for all the runs
of the algorithm. We can expect that the “best” parameters values depend on
the step of the algorithm we are. For that reason, the idea to design strategies to
allow the algorithm to change its parameters values during its execution appears
as a promising way to improve the performance of an evolutionary algorithm. In
this context many ideas have been proposed in the research community, between
them we find self-adaptability process where the individuals include information
that can influence the parameters values and their evolution could use some cri-
teria to produce changes, [13], [14], [4]. A recent research [7] defines an algorithm
which is able to adapt its parameters during the execution as a self-calibrating
algorithm. They propose a strategy to change the population size of the genetic
algorithm taking into account the state of the search. The advantage of changing
the parameters values during the execution becames more relevant when we are
tackling NP-complete problems. The frame of this research is parallel evolution-
ary algorithms which could potentially include more parameters than sequencial
ones. For instance, Lis in [9] considers control of one parameter only: mutation
probability. She adapts mutation rates in a parallel GA with a farming model.
At the beginning the master processor creates an initial population and sends
portions of the population to the slave processors. The sub-populations evolve
independently on the slave processors. After a predetermined interval of number
of generations the slave processors send their best individual to the master pro-
cessor. Then the master processor gathers these individuals and sends the best
individual to the slave processors. The mechanism of adaptation is related to
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the mutation probability in the slave processors. If the best individual was ob-
tained from a slave processor with a low mutation rate then it implies to reduce
in all slave processors their mutation probabilities, in the same way if it came
from a slave processor with a high mutation rate the slaves mutation probabili-
ties will be increased. Combining forms of control is much more difficult as the
interactions of even static parameter settings for different components of single
evolutionary algorithms are not well understood, as they often depend on the ob-
jective function and representation that are used. Several empirical studies have
been performed to investigate the interactions between various parameters of an
EA, [5]. In [10] Lis & Lis introduced a strategy for self-adapting parallel genetic
algorithm for the dynamic mutation probability, crossover rate and population
size. Their work is a good idea to control various parameters at the same time
for a parallel genetic algorithm. More recently, Tongchim et al, [16] proposed an
adaptive algorithm that can adjust parameters of genetic algorithms according
to the computed performance. This performance is directly related to the fit-
ness of each population. Their parallel genetic algorithm uses a ring architecture
to send and to receive the messages. Each node has two set of parameters, it
chooses the best of them according to the fitness evaluation. The messages from
a node to its neighboor include the best set of its parameter values. Another
research work which proposes an architecture for massive parallelization of com-
pact genetic algorithm is presented in [11]. In their approach the architecture is
controlled by a master process who is charged to receive and to send informa-
tion to the nodes or “workers”. The communication is only between master and
worker, and it only occurs when both have accomplished m iterations, and when
a change of parameter values has been produced in the node.

All of the approaches mentioned above do not include an observation task.
The idea of observation allows to take actions according to the state detected
by the monitoring technique. For instance, in a traditional genetic algorithm
context, when we detect that after a number of generations the algorithm is
not able to converge and it is doing too much exploration, a natural action
could be either to increase the crossover probability or to reduce the mutation
probability. We can think about more sophisticated actions, such reducing the
number of individuals of the population, migrating a set of individuals from
a node which has the best fitness value to another one, or also mixed actions
triggered by the observation of a set of conditions. We introduce in this paper
an architecture which is able to implement efficient parameter control strategies
using the idea of monitoring the evolution, and take some actions during the
execution in order to accelerate the convergence process.

3 The Architecture Proposed

We suppose in this paper that a Parallel Genetic Algorithm (PGA) is a set
of workers processes running on one or more nodes of a cluster or a grid, and
a set of one or more controllers that implement control parameters strategies.
Figure 1 shows our Dynamic Parameters Control Architecture (DPCA). Several
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Fig. 1. Architecture DPCA

workers can be on the same node as well as several controllers. The key idea in
our proposition is that the controllers are able to detect some special conditions
about the workers, and then can trigger actions to modify one or more param-
eters of the worker (operator probability, population size, migration frequency,
etc...). A Worker condition can be a variable condition like the fitness value (the
fitness has not changed since the last n generations), or the population state
(the population became uniform or to sparced), etc... The action triggered by
a controller depends on the control strategy that has been implemented by the
GA designer. Next section will show that controllers strategies can be dynam-
ically modified during the GA execution. To detect a special condition on a
worker, DPCA uses self adaptable probes to monitor the workers state [1], [2].
Monitoring can brings significant overhead when the observation is systematic,
for example if a notification is sent each time a given state changes. Our self
adaptable probes provide a way for the workers to hardly reduce this overhead
by sending a notifications only when it is strictly necessary. To do this, a self
adaptable probe is composed of one or more monitoring conditions. For example,
we can implement a monitoring condition on the fitness value. The probe noti-
fication is an event based mechanism. When a least one monitoring condition is
satisfied in a probe, the probe sends a notification about the associated resource.
A controller that receives the notification can then trigger a corresponding ac-
tion, according to a control parameter strategy. A typical GA worker structure
(written in pseudo C language) in DPCA is shown in figure 2. The Monitoring()
function in DPCA has the code shown in figure 3.

The Notify() primitive sends a message on the network to inform the con-
trollers that a particular condition has been satisfied on a worker. A controller
can then take an action according to its parameter control strategy. The Re-
ceiveActions() is a non blocking primitive that checks if some actions have been
received from a controller. If the ActionSet is not empty, the ExecuteActions()
primitive executes all the requested actions atomically (that is during the ac-
tual generation). All possible actions on the worker parameters must be initially
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Begin /* Main Loop */

while (gen < mazxgen )
ActionSet = ReceiveActions()
ExecuteActions(ActionSet)
SelectIndividuals( population )
Transform( ind )
fitness = EvaluatePopulation( population )
Monitoring()
gen = gen + 1

endwhile

End /% Main Loop */

Fig. 2. GA worker structure

Monitoring()
Begin
for condition in ConditionSet
if ( condition() == true )
then
Notify( condition )
return;
endif
endfor
End

Fig. 3. Monitoring Function in DPCA

present into the worker. That is all the primitives required to change the param-
eters must be implemented. From the controllers and the workers point of view,
all actions have an identification number (an integer). The correspondence be-
tween the identifier and the action itself is a convention between the controllers
and the workers. The workers then binds this identifier with their corresponding
internal primitive. For example, action25 is known by both workers and con-
trollers to be “Modify the population size”. On the worker side, identifier 25
will be binded to the ModifyPopulationSize() primitive. On the controller side,
the parameter control strategy, must decide which actions should be taken when
monitoring conditions occur, in which order, etc...It is illustrated in figure 4.

A condition that checks every 100 generations if the fitness value has at least
decreased 0.5 since the last notification can be the code shown in figure 5.

The controller can pass arguments to the worker when it triggers the action.
The number of arguments depends on the action. A worker can have as many
actions as necessary. An action can also modify more than one parameter at
the same time, it is just a matter of convention between the controller and the
worker.A typical action to change the population size parameter on the worker
side can be the code shown in figure 6.
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Boolean Conditionl()

Begin

if ( gen modulo 100 # 0 ) return false

if A(lastfitness, fitness) >= 0.5 return true
else return false

End

Fig. 5. Example of a Boolean Condition

ModifyPopulationSize( newsize )

Begin

ResizePopulation( population, newsize );
popsize = newsize;

End

Fig. 6. Example of a tipycal action

3.1 DPCA Communication System

DPCA uses a multicast model where messages are signed with a message pro-
tocol, a message type, a message sub-type, and a message context. Each message
also contains a data part. The protocol, type, and sub-type are integer fields.
The context field is a string. The communication system is based on the Pub-
lish/Subscribe paradigm. The controllers subscribe to messages send by the
workers, and the workers subscribe to message send by the controllers. The sub-
scription uses the message signature. If we suppose that the protocol for DPCA
is 1. Workers and Controllers can agree than a worker monitoring notification
for the fitness value (condition 1) will be as follow:



Using Self-Adaptable Probes for Dynamic Parameter Control 89

Protocol 1 DPCA protocol (convention)
Type NOTIFICATION Monitoring notification
Sub-Type 1 fitness condition 1

Context  “nodeid:workerid” Worker identifier

Data “fitnessvalue” The actual fitness value

To be able to receive this message, the controller must subscribe to the fol-
lowing message signature: <1, NOTIFICATION, 1,“nodeid:workerid”>. Note
that all fields of a subscription can accept wildcard values (-1 for integer, “*”
for strings) to simplify the subscription, and also to be unaware of the number
of workers for example.

On the other side, if the controller wants to react to this monitoring noti-
fication, and according to its current parameter control strategy it requires to
change the population size (action 25), it will send to the worker the following
message:

Protocol 1 DCPA protocol
Type REQUEST Action request
Sub-Type 25 Action 25 requested
Context  “nodeid:workerid” Worker identifier
Data “newpopsize” Argument

This will required from the worker to be subscribed to the following signature:
<1, REQUEST, 25, “nodeid:workerid” >.

Note that, as the ReceiveActions() primitive is a non blocking one, a con-
troller reaction to a notification can be taken into account by the worker after
executing a few more generations. It depends on the network load, the controller
reaction speed, etc... This is a normal behavior if we want to build a reactive
architecture where the workers won’t block waiting for some controller requests.

Because the DPCA communication model is based on a publish/subscribe
technique, the message exchange between workers and controllers is location
independent. Workers and Controllers can be on any nodes of the cluster or the
grid. The subscription mechanism also supports to dynamically add new workers
or new controllers during the execution. It also provides an easy way to build
different logical organization of the workers and controllers:

— All workers are managed by only one controller. That is, this controller could
implement a unique control parameter strategy.

— Each worker has its own controller, with a dedicated strategy.

Several controllers can control the parameters of a given worker. For example,

a controller can only react to a given monitoring condition.

— A set of workers is managed by a set of controllers.

It is also possible for a controller to unsubscribe to all monitoring notification
and terminate independently of the workers execution. It is thus easy to stop a
controller, and to start a new one with another parameter control strategy. It is
then possible to test the efficiency of a strategy for a given algorithm or problem
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that is been solved, without having to restart the whole computation.
Additionally, all workers have the following three special actions:

— Action 1: Allows a controller to delete a monitoring condition into a given
worker: < 1, REQUEST, 1, “nodeid:workerid”, “condition_id” >.

— Action 2: Allows a controller to add a new monitoring condition into a given
worker: <1, REQUEST, 2, “nodeid:workerid”, “condition_id:path_to_new
_code” >, the last argument gives the path in the filesystem where to find
the object code file corresponding to the new condition. The new condition
code is dynamically loaded and linked into the worker.

— Action 3: Allows, in the same way as Action 2, a controller to modifify
an existing monitoring condition into a given worker: <1, REQUEST, 3,
“nodeid:workerid”, “condition_id:path_to_new_code” > Note that the use of
wildcards in the context field allows a controller to address the whole set of
workers.

Therefore, a controller can also include in its parameter control strategy,
a way to refine the monitoring conditions of a given worker or of all workers.
Refining monitoring conditions can be very useful in the case of self adaptating
GAs that change themselves their parameters. It could become necessary for a
controller to start to receive monitoring information about the use of a given
operator that was not of interest before.

4 Evaluation of the Performance

DPCA has shown good performance in term of overhead introduced to the mon-
itored processes. The minimum additional time required for the process execu-
tion is about 2.5% of the initial execution time. This includes the monitoring
code, and the network accesses. The maximum overhead that has been observed,
with systematic monitoring of a ressource, is about 20% of additional time to
execution the process. A reasonable overhead, that is when using reasonable
monitoring conditions should not exceed 5% of additional execution time.

5 Conclusions

The monitoring architecture that we proposed in this paper can significantly
contribute to design efficient parallel evolutionary algorithms. It allows to take
advantage of the power of cluster computing, providing a low cost observation
system needed to build a dynamic parameter control system. The self-adaptables
probes used to handle the parameter variations significantly reduce the overhead
of the monitoring while offering a good observation technique. Our architecture
allows to easily design different parameter control strategies through the con-
trollers and can dynamically handle news strategies. DPCA allows to manages
multiple parameter control strategies with different controllers. Each controller
can adapt the monitoring associated to the workers it manages by dynamically
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adding, changing or deleting monitoring conditions. Moreover, testing new con-
trol parameters strategies can be done without restarting the whole computing
process. One of the best promising research area is to use similar techniques than
those that are used for the dynamic change of monitoring condition to be able
to modify the GA itself during its execution. This kind of modification of the
execution code could allows to insert new operators in the GA or also to modify
the way it handles the population.
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Abstract. Recently, there are many researchers to design Bayesian network
structures using evolutionary algorithms but most of them use the only one fit-
test solution in the last generation. Because it is difficult to integrate the impor-
tant factors into a single evaluation function, the best solution is often biased
and less adaptive. In this paper, we present a method of generating diverse
Bayesian network structures through fitness sharing and combining them by
Bayesian method for adaptive inference. In the experiments with Asia network,
the proposed method provides with better robustness for handling uncertainty
owing to the complicated redundancy with speciated evolution.

1 Introduction

One commonly used approach to deal with uncertainty is a Bayesian network (BN)
which represents joint probability distributions of domain. It has already been recog-
nized that the BN is quite easy to incorporate expert knowledge. BN and associated
schemes constitute a probabilistic framework for reasoning under uncertainty that in
recent years has gained popularity in the community of artificial intelligence. From an
informal perspective, BN is directed acyclic graph (DAG), where the nodes are random
variables and the arcs specify the dependency between these variables. It is difficult to
search for the BN that best reflects the dependency in a database of cases because of the
large number of possible DAG structures, given even a small number of nodes to con-
nect. Recently, there are many researchers to design BN structures using evolutionary
algorithms but most of them use the only one fittest solution in the last generation [1].

The main problem with standard evolutionary algorithms appears that they eventu-
ally converge to an optimum and thereby loose their diversity necessary for efficiently
exploring the search space and its ability to adapt to a change in the environment
when a change occurs. In this paper, we present a method of generating diverse evolu-
tionary Bayesian networks through fitness sharing and combining them by Bayes rule.
It is promising to use multiple solutions which have different characteristics because
they can deal with uncertainty by complementing each other for better robustness.
Several works are concerned with machine learning based on evolutionary computa-
tion (EC) and combining the solutions found in the last population [2, 3, 4]. Fig. 1
shows the basic idea of the proposed method. To show the usefulness of the method,
we conduct experiments with a benchmark problem of ASIA network.

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 92101, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. The proposed ensemble model of speciated Bayesian networks

2 Evolutionary Bayesian Networks

As indicated by [5], evolutionary algorithm is suitable for dynamic and stochastic
optimization problems but there are a few works to deal with the issue using evolu-
tionary Bayesian network. One important approach to learning Bayesian networks
from data uses a scoring metric to evaluate the fitness of any given candidate network
for the database, and applies a search procedure to explore the set of candidate net-
works [6]. Because learning Bayesian networks is, in general, an NP-hard problem
and exact methods become infeasible, recently some researchers present a method for
solving this problem of the structure learning of Bayesian network from a database of
cases based on evolutionary algorithms [7].

Larranaga et al. carry out performance analysis on the control parameters of the
genetic algorithms (population size, local optimizer, reproduction mechanism, prob-
ability of crossover, and mutation rate) using simulations of the ASIA and ALARM
networks [1]. Also, they propose searching for the best ordering of the domain vari-
ables using genetic algorithms [8]. Wong et al. have developed a new approach
(MDLEP) to learn Bayesian network structures based on the Minimum Description
Length (MDL) principle and evolutionary programming (EP) [9]. Wong et al. propose
a novel data mining algorithm that employs cooperative co-evolution and a hybrid
approach to discover Bayesian networks from data [10]. They divide the network
learning problem of n variables into n sub-problems and use genetic algorithms for
solving the sub-problems.

3 Speciated Evolutionary Bayesian Network Ensemble

The system sets each BN with random initial structures. The fitness of Bayesian net-
work for training data is calculated using general Dirichlet prior score metric (DPSM).
Yang reports that DPSM performs better than other scoring metrics [11]. Fitness shar-
ing using MDL difference measure which needs only small computational cost re-
scales the original fitness for diversity. Once the fitness is calculated, genetic algo-
rithm selects the best 80% individuals to apply genetic operators. The genetic opera-
tors, crossover and mutation, are applied to those selected individuals. After applying
genetic operations, the new set of individuals forms a new population. It finishes
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when stop criterion is satisfied. Using clustering, representative individuals are se-
lected and combined with Bayesian scheme.

3.1 Representation

In evolutionary algorithm, it is very important to determine the representation of an
individual. There are several methods to encode a Bayesian network such as connec-
tion matrix and variable ordering list. Although connection matrix representation is
simple and genetic operators can be easily implemented, additional “repair” operation
is needed. In the structure learning of Bayesian network an ordering between nodes of
the structure is often assumed, in order to reduce the search space. In variable order-
ing list, a Bayesian network structure can be represented by a list L with length n,

where its elements /; verify

if lj € Pa(l;) then j <1, (lj,li eV)
Although variable ordering list can reduce search space, it has a shortcoming that only
one Bayesian network structure can be constructed from one ordering.

In this paper, we devise a new chromosome representation which combines both of
them. It does not need a “repair operator” but also provides enough representation
power for searching diverse Bayesian network structures. In this representation, a
Bayesian network structure can be represented by a variable ordering list L with
length n, and nxn connectivity matrix C. The definition of L is the same as the
above formula but an element of matrix C is used for representing an existence of arcs
between variables.

_ |1 if thereis an arc between x; and x ; (i > j),
= {O otherwise.

Lower left triangle describes the connection link information.

3.2 Genetic Operators

The crossover operator exchanges the structures of two Bayesian networks in the
population. Since finding an optimal ordering of variables resembles the traveling
salesman problem (TSP), Larranaga et al. use genetic operators that were developed
for the TSP problem [8]. In their work, cycle crossover (CX) operator gives the best
results and needs a small population size to give good results while other crossover
operators require larger population sizes. CX operator attempts to create an offspring
from the parents where every position is occupied by a corresponding element from
one of the parents. The nxn connection matrix can be represented as a string with
length ,,C,, because only lower left triangle area in the matrix describes useful in-

formation. Two connection matrix represented as a string can be exchanged by using
1-point crossover.

The displacement mutation operator (DM) is used for mutation of variable order.
The combination of cycle crossover and the mutation operator shows better results in
extensive tests [8]. The operator selects a substring at random. This substring is re-
moved from the string and inserted in a random place. Mutation operator for the con-
nection matrix performs one of the two operations: addition of a new connection and
deletion of an existing connection. If the connection link does not exist and the con-
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nection entry of the BN matrix is ‘0’, a new connection link is created. If the connec-
tion link already exists, it removes the connection link.

3.3 Fitness Evaluation

In order to induce a Bayesian network from data, researchers proposed a variety of
score metrics based on different assumptions. Yang et al. compared the performance
of five score metrics: uniform prior score metric (UPSM), conditional uniform prior
score metric (CUPSM), Dirichlet prior score metric (DPSM), likelihood-equivalence
Bayesian Dirichlet score metric (BDe), and minimum description length (MDL) [11].
They concluded that the tenth-order DPSM is the best score metric. If the Dirichlet
distribution is assumed, then the score metric can be Written as

Ll F(N ) (N k+Nk)
P(B,D)=P(B b LS

k=1
Here, Nj; denotes the number of cases in the given database D in which the variable

x; takes the kth value (k=1,2, ...,r;), and its parent Pa(x;) is instantiated as the jth

i
value (k=1,2, ...,q,; ), and N = ZNl-jk. N{jk is the corresponding Dirichlet distribu-
k=1

n

tion orders and Nj =ZN{jk. As [11], we investigate a special case where the
k=1

Dirichlet orders are set to a constant, say Nj =10.

3.4 Fitness Sharing with MDL Measure

There are several ways to simulate speciation. In this paper, fitness sharing technique
is used. Fitness sharing decreases the fitness of individuals in densely populated area
and shares the fitness with other BN’s. Therefore, it helps genetic algorithm search
broader solution space and generate more diverse BN’s. With fitness sharing, the
genetic algorithm finds diverse solution. The population of BN’s is defined as
{BI’BZ""’Bpopfsize}'

Given that f;is the fitness of an individual B; and sh(dj) is a sharing function, the

shared fitness fs; is computed as follows :

__ i
fsi - pop _size
D shdy)
j=1
The sharing function sh(dj;) is computed using the distance value d;; which means the
difference of individuals B; and B; as follows:
d.:
-2, 0<dj; <o,
sh(dlj) = Oy

0, d; 20,
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Here, o, means the sharing radius. o, is set with a half of the mean of distances be-
tween each BN in initial population. If the difference of the individuals is larger than
o,, they do not share the fitness. Only the individuals that have smaller distance value
than o, can share the fitness. Fitness of individuals on the highest peak decreases
when the individuals in the area are dense.

Although there is no consensus on the distance measure for the difference of indi-
viduals B; and B;, an easily acceptable measure is structural difference between

them. Lam defines the structural difference measure in the minimum description
length principle which is well established in machine learning [12]. To compute the
description length of the differences we need develop an encoding scheme for repre-
senting these differences. It is clear that the structure of B; can be recovered from the

structure of B; and the following information.

® A list of the reverse arcs
® The missing arcs of B;

® The additional arcs of B;

Let r, m, and a be, respectively, the number of reverse, missing, and additional arcs in
B;, with respect to a network B it Since there are n(n—1) possible directed arcs, we

need log,[n(n—1)] bits. The description length B; given B; is as follows.
DL(B; | B;) = DL(B; | B;) = (r +m+ a)logy[n(n—1)]

Because it is formally defined and has low computational cost, we have adopted the
measure to calculate the difference between Bayesian networks.

3.5 Combination of Multiple Bayesian Networks

Single linkage clustering is used to select representative Bayesian networks from a
population of the last generation. The number of individuals for the combination is
automatically determined by the predefined threshold value. Bayesian method takes
each BN’s significance into accounts by allowing the error possibility of each BN to
affect the ensemble’s results [13].

The number of selected BN’s is K. B={B,,B,,...,By }. B denotes the set of the
BN’s. Q is the target node. M is the number of states of Q that has g,,8,,....8
states. The kth BN produces the probability that Q is in state i using Bayesian infer-
ence, and it is defined as P.(k). Using training data, P(P,(k)>0.51Q =g;) is calcu-
lated. Finally, P(Q =gq; | B, B,,..., B;) is represented as follows.

5 PR, 510=q
P(Q=gq,1B,8,,...B) =[] (z(k);?:)lQ 4)

k=1

4 Experimental Results

The ASIA network, introduced by Lauritzen and Spiegelhalter [14] to illustrate their
method of propagation of evidence considers a small piece of fictitious qualitative me
dical knowledge. Fig. 2 presents the structure of the ASIA network. The ASIA
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network is a small Bayesian network that calculates the probability of a patient having
tuberculosis, lung cancer or bronchitis respectively based on different factors, for exa
mple whether or not the patient has been to Asia recently.

There are several techniques for simulating BN’s, and we have used probabilistic
logic sampling, with which we develop a database of 1000 cases. Population size is
50 and the maximum generation number is 1000. Crossover rate is 0.5, selection rate
is 0.8 and mutation rate is 0.01.

Visit to Asia?

Tuberculousis?
Lung cancer or
Tuberculosis?
Positive X-ray? Dyspnoea?

Fig. 2. The network structure for a benchmark problem

Randomly selected 100 cases from the 1000 cases are used as test data while the
remaining data are used for training. Because the size of the network is relatively
small, both of genetic algorithm without speciation and that with speciation can find
near-optimal solutions. Unlike other classifiers such as neural networks and support
vector machine, Bayesian network can infer the probability of unobserved target sta-
tes given the observed evidences. It is assumed that “Tuberculousis,” “Lung cancer,”
“Bronchitis,” and “Lung cancer or Tuberculosis” nodes are unobserved target vari-
ables and the remaining nodes are observed variables. The four nodes are regarded as
target nodes and represent whether a person gets a disease. Although the data are
generated from the original ASIA network, inference results for the data using the
original network may be incorrect because there are only four observed variables.

Using single linkage clustering method, the last generation of speciated evolution
is clustered and there are five clusters when threshold value is 90. If the number of
individuals in the cluster is more than two, the one with the highest fitness is chosen.
An individual labeled as 49 in the largest cluster shows the best fitness (-2123.92)
while the others’ fitness are ranged from -2445.52 to -2259.57. Although the fitness
values of four individuals in other clusters are relatively smaller than the best one, the
combination can be stronger one by complementing each other. Inference accuracies
of original network, the best individual from simple genetic algorithm without speci-
ation (Fig. 3), and the combination of the speciated Bayesian networks (Fig. 4) for the
“Lung cancer or Tuberculosis” node are 98%, 98%, and 99%, respectively. For “Tu-
berculousis,” “Lung cancer,” and “Bronchitis” nodes, they show the same accuracy.
Both of the best individual in simple genetic algorithm and the individual labeled as
49 in the speciation have a similar structure with the original network. However, the
other four networks in the speciation have more complex structures than the original
network. Table 1 summarizes the inference results of the case where only the combi-
nation of BN’s produces correct result.
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* == => Reversed
—p  Added
-eeeseese> Missing

Fig. 3. The best individual evolved using simple genetic algorithm without speciation

Predictive accuracy is the most popular technique for evaluating models, whether
they are Bayesian networks, classification trees, or regression models [15]. However,
a fundamental problem lies in that predictive accuracy entirely disregards the confi-
dence of the prediction. For example, a prediction of the target variable with a prob-
ability of 0.51 counts exactly the same as a prediction with a probability of 1.0. In
recognition of this kind of problem, there is a growing movement to employ cost-
sensitive classification methods. Good invented a cost neutral assessment measure
[16]. Good’s definition is

IR = Z [1+log, P(x; =v)]

where i indexes the test cases, v is the actual class of the ith test case and P(x;) is th
e probability of that event asserted by the learner.

(e) Label=49 (Fitness=-2123.92)

Fig. 4. The five individuals evolved using genetic algorithm with speciation
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Table 1. Inference results of “Lung cancer or Tuberculosis” when “Visit to Asia” is “No visit,”
“Smoker” is “Non-Smoker,” “Positive X-ray” is “Abnormal” and “Dyspnoea” is “Present.” The
original value of “Lung cancer or Tuberculosis” is “True.” (T=True, F=False)

The origi  The best individ

o Label Label Label Label Label The combinatio
nal netwo  ual in simple G

17 29 39 46 49 n of five BN’s

rk A
False False False True True True False True
P(T) 0.494 0471 0.118 0.709 0.676 0.576 0.464 0.503
P(F) 0.506 0.529 0.882 0291 0.324 0424 0.536 0.497

Table 2. Information rewards for inferring “Bronchitis” when “Dyspnoea” is unobservable.
Experimental results are the average of ten runs

The best individual The best individual i

The original network S . The combination of BN’s
in simple GA n speciation
-2.08 -3.14£0.18 -3.0210.22 0.86 £ 0.24
(a) Genetic algorithm (b) Speciated evolution

Fig. 5. The comparison of dendrograms

The combination of the speciated BN’s can improve the predictability even when
some variables are unobserved. Table 2 summarizes information reward values for the
situation and the combination of BN’s shows the best performance. If the reward
value is high, it means that the classifier performs well. Although the best individual
in the speciated evolution returns similar reward value with that from the best indi-
vidual in genetic algorithm, the combination returns improved information reward
value that is larger than that of original network. Fig. 5 shows the comparison of den-
drogram. In Fig. 5(a), 40 individuals in the left side form one cluster and they are
almost the same. Meanwhile, 40 individuals in the left side in Fig. 5(b) form a number
of clusters.

5 Conclusion

In this paper, we have proposed an ensemble of multiple speciated Bayesian net-
works using Bayesian combination method. Although some Bayesian networks in
ensemble provides incorrect inference, the ensemble network can perform correctly
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by reflecting each Bayesian network’s behavior in training data and reducing the
effect of incorrect results. Experimental results on ASIA network show that the
proposed method can improve simple genetic algorithm which converges to only
one solutions (sometimes the best solution performs poorly in changed environ-
ments) and the fusion of results from speciated networks can improve the inference
performance by compensating each other. Future work of this research is to develop
real-world applications based on the proposed method. Highly dynamic problems
such as robot navigation, user context recognition, and user modeling can be consi-
dered as candidates.
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Abstract. This paper deals with mining the logical layer of the Seman-
tic Web. Our approach adopts the hybrid system AL-log as a knowl-
edge representation and reasoning framework and Inductive Logic Pro-
gramming as a methodological apparatus. We illustrate the approach by
means of examples taken from a case study of frequent pattern discovery
in data of the on-line CTA World Fact Book.

1 Background and Motivation

The Semantic Web is the vision of the WWW enriched by machine-processable
information which supports the user in his tasks [3]. Its architecture consists
of several layers, each of which is equipped with an ad-hoc mark-up language.
Therefore it poses several challenges in the field of Knowledge Representation
and Reasoning (KR&R), mainly attracting people doing research on Description
Logics (DLs) [1]. E.g., the design of OWL (http://www.w3.org/2004/0WL/) for
the ontological layer has been based on DLs derived from ALC [17]. Also ORL
[6], recently proposed for the logical layer, extends OWL ’to build rules on top
of ontologies’. It bridges the expressive gap between DLs and Horn clausal logic
(or its fragments) in a way that is similar in the spirit to hybridization in KR&R
systems such as AL-log [5]. The Semantic Web is also gaining the attention of
the Machine Learning and Data Mining communities, thus giving rise to the
new application area of Semantic Web Mining [2]. Most work in this area simply
extends previous work to the new application context, e.g. [12], or concentrates
on the RDF/RDFSchema layer, e.g. [13]. Yet OWL and ORL raise research
issues that are of greater interest to these communities. A crucial issue is the
definition of generality orders for inductive hypotheses. Indeed many approaches
in machine learning, e.g. Inductive Logic Programming (ILP) [15], and data
mining, e.g. Mannila’s framework for frequent pattern discovery [14], are centered
around the mechanism of generalization and propose algorithms based on a
search process through a partially ordered space of inductive hypotheses.

In this paper we show how our ILP framework for learning in .4L-log [9, 10, §]
can be considered as a logic-based methodology for mining the logical layer of
the Semantic Web. Our goal is to show that AL-log, though less expressive than
ORL, is powerful enough to satisfy the actual needs of expressiveness in many

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 102-111, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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Table 1. Syntax and semantics of ALC

bottom (resp. top) concept L (resp. T) 0 (resp. AT)

atomic concept A AT C AT
role R RT C AT x AT

individual a at e AT

concept negation -C AT\ C*

concept conjunction cnbD ctnp*

concept disjunction cub ctuDp*
value restriction VR.C {z € AT |Vy (z,y) € RT -y € C*}
existential restriction iRrR.C {z € AT |3y (z,y) € R Ay e CT}

equivalence axiom cC=D c*t=p*

subsumption axiom CcCCD c*tcp?

concept assertion a:C at e C*

role assertion (a,b) : R (a*,b%) € R*

Semantic Web applications. In the rest of this section we briefly introduce AL-log
and the aforementioned learning framework.

1.1 Knowledge Representation and Reasoning with AL-Log

The system AL-log [5] integrates two KR&R systems. The structural sub-
system X' is based on ALC [17] and allows for the specification of knowledge
in terms of classes (concepts), binary relations between classes (roles), and in-
stances (individuals). Complex concepts can be defined from atomic concepts
and roles by means of constructors (see Table 1). Also X can state both is-a re-
lations between concepts (azioms) and instance-of relations between individuals
(resp. couples of individuals) and concepts (resp. roles) (assertions). An inter-
pretation T = (A%, -T) for X consists of a domain AZ and a mapping function
I, In particular, individuals are mapped to elements of A% such that a” # b if
a # b (unique names assumption). If O C AT and Va € O : a® = a, T is called
O-interpretation. The main reasoning task for X' is the consistency check. This
test is performed with a tableau calculus that starts with the tableau branch
S =7 UM and adds assertions to S by means of propagation rules like

- S—uSU{s:D}if
1. s:C1UC2isin S,
2. DZCl andD:C’Q,
3. neither s: Cy nor s: Cyisin S
- S—c Su{s:C'uD}if
1. CEDisin S,
2. s appears in S,
3. C' is the NNF concept equivalent to -C'
4. s:=CUD isnotin S



104 F.A. Lisi and F. Esposito

- S —y {s:L}if
1. s: Aand s: —A arein S, or
2. s:—Tisin S,
3. s: Lisnotin S

until either a contradiction is generated or an interpretation satisfying .S can be
easily obtained from it [5]. The relational subsystem II extends DATALOG [4]
by using the so-called constrained DATALOG clause, i.e. clauses of the form

aO%ala"'aam&’yla"'vvn

where m > 0, n > 0, a; are DATALOG atoms and +y; are constraints of the
form s : C where s is either a constant or a variable already appearing in
the clause, and C is an ALC concept. A constrained DATALOG clause of the
form < B1,...,Bm&1, ..., Vn is called constrained DATALOG query. For an AL-
log knowledge base B = (X, II) to be acceptable, it must satisfy the following
conditions: (i) The set of predicate symbols appearing in IT is disjoint from the
set of concept and role symbols appearing in X; (ii) The alphabet of constants
used in IT coincides with O; (iii) For each clause in I1, each variable occurring in
the constraint part occurs also in the DATALOG part. The interaction between X
and II allows the notion of substitution to be straightforwardly extended from
DATALOG to AL-log. It is also at the basis of a model-theoretic semantics for
AL-log. An interpretation J for B is the union of an O-interpretation Zp for
Y and an Herbrand interpretation Zy for ITp (i.e. the set of DATALOG clauses
obtained from the clauses of II by deleting their constraints). The notion of
logical consequence paves the way to the definition of correct answer and answer
set similarly to DATALOG. Reasoning for an AL-log knowledge base B is based on
constrained SLD-resolution, i.e. an extension of SLD-resolution with the tableau
calculus to deal with constraints. Constrained SLD-refutation is a complete and
sound method for answering queries, being the definition of computed answer
and success set analogous to DATALOG. A big difference from DATALOG is that
the derivation of a constrained empty clause does not represent a refutation
but actually infers that the query is true in those models of B that satisfy its
constraints. Therefore in order to answer a query it is necessary to collect enough
derivations ending with a constrained empty clause such that every model of B
satisfies the constraints associated with the final query of at least one derivation.

1.2 Learning in AL-Log

In our framework for learning in AL-log the language £ of hypotheses admits
only constrained DATALOG clauses that are compliant with the properties of
linkedness and connectedness [15] and the bias of Object Identity (OI) [18]. In
this context the OI bias can be considered as an extension of the unique names
assumption from the semantics of ALC to the syntax of AL-log. It boils down
to the use of substitutions whose bindings avoid the identification of terms.
The space of hypotheses is ordered according to the generality relation =g
(called B-subsumption [9]) that can be tested by resorting to constrained SLD-
resolution. Therefore the ALC machinery plays a role during learning,.
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<owl:Class rdf:ID="MiddleEastCountry">
<owl:sameAs>
<owl:intersection0f rdf:parseType="Collection">
<owl:Class rdf:ID="AsianCountry" />
<owl:Restriction>
<owl:onProperty rdf:resource="#Hosts" />
<owl:someValuesFrom rdf:resource="#MiddleEasternEthnicGroup" />
</owl:Restriction>
</owl:intersection0f>
</owl:sameAs>
</owl:Class>

Fig. 1. Definition of the concept MiddleEastCountry in OWL

Theorem 1. Let Hy, Hy be two constrained DATALOG clauses, B an AL-log
knowledge base, and o a Skolem substitution for Hy w.r.t. {Hy} U B. We say
that Hy = Hs iff there exists a substitution 6 for Hy such that (i) head(H; )0 =
head(Hz) and (i) B U body(Hsz)o \ body(H)0o where body(H; )00 is ground.

Since *p is a quasi-order [9], a refinement operator has been proposed to
search (L£,>pg) [10]. Also > can be exploited to make the evaluation of hy-
potheses more efficient [8]. Though this learning framework is valid whatever the
scope of induction (prediction/description) is, it is implemented in the system
AL-QUIN! [10, 8] as regards the case of characteristic induction (description).

2 Semantic Web Mining with AL-Quln

The system AL-QUIN solves a variant of the frequent pattern discovery problem
which takes concept hierarchies into account, thus yielding descriptions of a data
set at multiple granularity levels. More formally, given

— a data set r including a taxonomy 7 where a reference concept C.; and
task-relevant concepts are designated,

— a multi-grained language £ = {£'}1<1<mazc

— a set {minsup'}1<i<mazc of support thresholds

the problem of frequent pattern discovery at | levels of description granularity,
1 <1 < mazG, is to find the set F of all the patterns P € £! frequent in r,
namely P’s with support s such that (i) s > minsup' and (ii) all ancestors of P
w.r.t. 7 are frequent in r.

In AL-QUIN, the data set r is actually an AL-log knowledge base.

Ezxample 1. As a running example, we consider an AL-log knowledge base Bcry
that enriches DATALOG facts? extracted from the on-line 1996 CIA World Fact

1 A previous version of AL-QUIN is described in [11].
2 http://www.dbis.informatik.uni-goettingen.de/Mondial/mondial-rel-facts.flp
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Book?® with ALC ontologies®. The structural subsystem X of Bgry focus on the
concepts Country, EthnicGroup, Language, and Religion. Axioms like

AsianCountry C Country.

MiddleEasternEthnicGroup C EthnicGroup.

MiddleEastCountry = AsianCountry N JHosts.MiddleEasternEthnicGroup.
IndoEuropeanlLanguage C Language.

IndoIranianlanguage T IndoEuropeanlLanguage.

MonotheisticReligion C Religion.

ChristianReligion [ MonotheisticReligion.

MuslimReligion C MonotheisticReligion.

define four taxonomies, one for each concept above. Note that Middle East coun-
tries (concept MiddleEastCountry, whose definition in OWL is reported in Fig-
ure 1) have been defined as Asian countries that host at least one Middle Eastern
ethnic group. Assertions like

’ARM’ :AsianCountry.

’IR’ :AsianCountry.

’Arab’ :MiddleEasternEthnicGroup.
’Armenian’ :MiddleEasternEthnicGroup.
<’ARM’,’Armenian’>:Hosts.
<’IR’,’Arab’>:Hosts.

’Armenian’: IndoEuropeanlanguage
’Persian’:IndolIranianlLanguage
’Armenian Orthodox’:ChristianReligion.
’Shia’:MuslimReligion.

’Sunni’ :MuslimReligion.

belong to the extensional part of X. In particular, Armenia (?ARM’) and Iran
(*IR’) are two of the 14 countries that are classified as Middle Eastern.

The relational subsystem IT of Bery expresses the CIA facts as a constrained
DATALOG program. The extensional part of IT consists of DATALOG facts like

language (’ARM’,’Armenian’,96) .
language(’IR’,’Persian’,58).
religion(’ARM’,’Armenian Orthodox’,94).
religion(’IR’,’Shia’,89).
religion(’IR’,’Sunni’,10).

whereas the intensional part defines two views on language and religion:

speaks (CountryID, LanguageN)+«language(CountryID,LanguageN,Perc)
& CountryID:Country, LanguageN:Language

3 http://www.odci.gov/cia/publications/factbook/

4 The ontology available at http://www.daml .org/2003/09/factbook/factbook-ont
for the same domain is not good for our illustrative purposes because it contains
only atomic concepts and shallow concept hierarchies.
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<owlx:Rule>
<owlx:antecedent>
<owlx:classAtom>
<owlx:class="&MiddleEastCountry" /><owlx:Variable owlx:name="_X">
</owlx:classAtom>
<owlx:classAtom>
<owlx:class="&Religion" /><owlx:Variable owlx:name="_Y">
</owlx:classAtom>
<owlx:individualPropertyAtom owlx:property="&believes">
<owlx:Variable owlx:name="_X"><owlx:Variable owlx:name="_Y">
</owlx:individualPropertyAtom>
</owl:antecedent>
<owlx:consequent>
<owlx:individualPropertyAtom owlx:property="&q">
<owlx:Variable owlx:name="_X">
</owlx:individualPropertyAtom>
</owlx:consequent>
</owlx:Rule>

Fig. 2. Representation of the O-query @1 in ORL

believes(CountryID, ReligionN)«religion(CountryID,ReligionN,Perc)
& CountryID:Country, ReligionN:Religion

that can deduce new DATALOG facts when triggered on Bezy.

The language L for a given problem instance is implicitly defined by a declar-
ative bias specification that allows for the generation of expressions, called O-
queries, relating individuals of C..¢ to individuals of the task-relevant concepts.
More formally, an O-query @ to an AL-log knowledge base B is a (linked, con-
nected, and OI-compliant) constrained DATALOG clause of the form

Q=q(X)—a,...,0n&X : Crep,72,.. ., T

where X is the distinguished variable. The O-query Q; = q(X) «+ &X : Crey is
called trivial for L.

Ezample 2. We want to describe Middle East countries (individuals of the ref-
erence concept) with respect to the religions believed and the languages spo-
ken (individuals of the task-relevant concepts) at three levels of granularity
(maxG = 3). To this aim we define Lcra as the set of O-queries with Cy.p =
MiddleEastCountry that can be generated from the alphabet A= {believes/2,
speaks/2} of DATALOG binary predicate names, and the alphabets

I'= {Language, Religion}
I'?= {IndoEuropeanLanguage,...,MonotheisticReligion,...}
I'= {IndoIranianLanguage,...,MuslimReligion,...}

of ALC concept names for 1 <[ < 3. Examples of O-queries in L¢1, are:
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Qo= q(X) « & X:MiddleEastCountry

Q1= q(X) < believes(X,Y) & X:MiddleEastCountry, Y:Religion

Q2= q(X) < believes(X,Y), speaks(X,Z) & X:MiddleEastCountry,
Y:MonotheisticReligion, Z:IndoEuropeanLanguage

Q3= q(X) < believes(X,Y), speaks(X,Z) & X:MiddleEastCountry,
Y:MuslimReligion, Z:IndoIranianLanguage

where Qo is the trivial O-query for Lera, Q1 € Ly, Q2 € L2, and Q3 € L3;,.
A representation of Q1 in ORL is reported in Figure 2.

The support of an O-query @ € L w.r.t. B supplies the percentage of indi-
viduals of Cycy that satisfy @ and is defined as

supp(Q, B) =| answerset(Q,B) | / | answerset(Qy, B) |

where answerset(Q, B) is the set of correct answers to Q w.r.t. B, i.e. the set
of substitutions 6; for the distinguished variable of @ such that there exists a
correct answer to body(Q)6 w.r.t. B.

Ezample 3. The substitution § ={X/’ARM’} is a correct answer to (1 w.r.t.
Bera because there exists a correct answer o={Y/ ’Armenian Orthodox’} to

body(Q1)0 w.r.t.Bera. Furthermore, since | answerset(Q1,Becra) |= 14 and
| answerset(Qy, Bery) |=| MiddleEastCountry |= 14, then supp(Qi,Bcra) =
100%.

The system AL-QUIN implements the levelwise search [14] for frequent pat-
tern discovery. This method is based on the following assumption: If a generality
order = for the language L of patterns can be found such that > is mono-
tonic w.r.t. the evaluation function supp, then the resulting space (£,*) can
be searched breadth-first starting from the most general pattern in £ by al-
ternating candidate generation and candidate evaluation phases. In particular,
candidate patterns of a certain level k are obtained by refinement of the frequent
patterns discovered at level k — 1. In AL-QUIN patterns are ordered according
to B-subsumption (which has been proved to fulfill the abovementioned condi-
tion of monotonicity [11]). The search starts from the trivial O-query in £ and
iterates through the generation-evaluation cycle for a number of times that is
bounded with respect to both the granularity level I (maxzG) and the depth level
k (maxD). In the following we illustrate the features of =g in this context.

Ezample 4. We want to check whether Q1 B-subsumes the O-query
Q4= q(4) «— believes(A,B) & A:MiddleEastCountry, B:MonotheisticReligion

belonging to L£2;,. Let o={A/a, B/b} a Skolem substitution for Q4 w.r.t.
BeraU{Q1} and §={X/A, Y/B} a substitution for @;. The condition (i) of Theorem
1 is immediately verified. It remains to verify that (ii) B’ =

By U {believes(a,b),a:MiddleEastCountry,b:MonotheisticReligion}
Ebelieves(a,b) & a:MiddleEastCountry, b:Religion.
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We try to build a constrained SLD-refutation for
Q) = «— believes(a,b) & a:MiddleEastCountry, b:Religion

in B'. Let EM) be believes(a,b). A resolvent for Q(°) and E() with the empty
substitution ¢(!) is the constrained empty clause

QW = — & a:MiddleEastCountry, b:Religion

The consistency of X" = ¥’ U {a:MiddleEastCountry, b:Religion} needs
now to be checked. The first unsatisfiability check operates on the initial tableau

Sio) = Y’ U {a:—MiddleEastCountry}. The application of the propagation rule
— to S%O) produces the final tableau S%l) = {a:1}. Therefore Sio) is unsat-
isfiable. The second check starts with Séo) = X’ U {b:—Religion}. The rule
—rC w.r.t. MonotheisticReligionCReligion, the only one applicable to Séo),
produces Sél) = Y U {b:—Religion, b: "MonotheisticReligionl|IReligion}.
By applying —, to Sél) w.r.t. Religion we obtain 552) = Y U {b:—Religion,
b:Religion} which brings to the final tableau Sé?’) = {b: L1} via —.

Having proved the consistency of X" we have proved the existence of a

constrained SLD-refutation for Q(®) in B’. Therefore we can say that Q, >z Q4.
Conversely, Q4 ¥ 5 Q1. Similarly it can be proved that Qs =5 Q3 and Q3 ¥5 Q2.

Ezxample 5. Tt can be easily verified that @1 B-subsumes the following query
Q5= q(A) «— believes(A,B), believes(A,C) & A:MiddleEastCountry, B:Religion

by choosing o={A/a, B/b, C/c} as a Skolem substitution for Q5 w.r.t. BeraU{Q1}
and 0={X/A, Y/B} as a substitution for (). Note that Q5 %5 1 under the OI
bias. Indeed this bias does not admit the substitution {A/X, B/Y, C/Y} for Qs
which would make possible to verify conditions (i) and (ii) of Theorem 1.

Ezxample 6. Note that =5 relations can be verified by comparing the answer
sets of the two O-queries at hand. E.g., Armenia satisfies @2 but not to @3, thus
confirming that Q3 ¥ Q2. This is quite interesting for the following reasons.
Armenia, as opposite to Iran (which satisfies all the patterns from Q1 to @5), is a
well-known borderline case for the geo-political concept of Middle East, though
the Armenian is usually listed among Middle Eastern ethnic groups. In 1996 the
on-line CTA World Fact Book considered Armenia as part of Asia. But modern
experts tend nowadays to consider it as part of Europe, therefore out of Middle
East. This trend emerges from the fact that, among the characterizations of the
Middle East reported in this section, Armenia satisfies only the weakest one.

3 Conclusions
Methodologies for Semantic Web Mining can not ignore the features of standard

mark-up languages for the Semantic Web. In particular mining the logical layer
requires approaches able to deal with representations combining Horn clauses
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and DLs. The system AL-QUIN implements a framework for learning in AL-
log which goes beyond the potential of traditional ILP as discussed in [9, 10, 8].
Furthermore the existence of an implementation makes a difference from related
approaches, notably the framework for learning in CARIN-ALN [16,7]. In this
paper we have presented the intended application of AL-QUIN in Semantic Web
Mining. For the future, we wish to extend the underlying learning framework
to more expressive hybrid languages so that AL-QUIN can cope with larger
fragments of ORL. This will allow us - as soon as huge ORL data sources will
be made available - to evaluate extensively the application.
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Abstract. This paper proposes a new method for analyzing textual
data. The method deals with items of textual data, where each item
includes various viewpoints and each viewpoint is regarded as a class.
The method inductively acquires classification models for 2-class classi-
fication tasks from items labeled by multiple classes. The method infers
classes of new items by using these models. Lastly, the method extracts
important expressions from new items in each class and extracts char-
acteristic expressions by comparing the frequency of expressions. This
paper applies the method to questionnaire data described by guests at a
hotel and verifies its effect through numerical experiments.

1 Introduction

As computers and network environments have become ubiquitous, many kinds
of questionnaires are now conducted on the Web. A simple means of analyzing
responses to questionnaires is required. The responses are usually composed of
selective responses and textual responses. In the case of the selective responses,
the responses can be analyzed relatively easily using statistical techniques and
data mining techniques. However, the responses may not correspond to the
opinions of respondents because the respondents have to select appropriate re-
sponses from among those given by the designers of the questionnaires. Also,
the designers are unable to receive unexpected responses because only those
expected by the designers are available. On the other hand, in the case of the
textual responses, the respondents can freely describe their opinions. The de-
signers are able to receive more appropriate responses that reflect the opinions
of the respondents and may be able to receive unexpected responses. Therefore,
textual responses are expected to be analyzed using text mining techniques.
Even though many text mining techniques [2] [3] [8] [9] have previously been
studied, textual data has not always been analyzed sufficiently. Since analysis
may be undertaken for various purposes and there are various types of tex-
tual data, it is difficult to construct a definitive text mining technique. The
text mining technique must reflect the features of the textual data. In this
paper, we propose a new analysis method that deals with textual data that
includes multiple viewpoints. The method is designed to deal with free-form
textual responses, to classify textual responses to questionnaires according to
various viewpoints, and to discover characteristic expressions corresponding to

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 112-120, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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each viewpoint. We apply the proposed method to the analysis of textual re-
sponses given by guests at a hotel and verify its effect through numerical exper-
iments.

2 Analysis of Textual Responses

2.1  Analysis Targets

Many kinds of comments may be expressed in textual responses to question-
naires. It is important to investigate all textual responses in detail and to include
measures that resolve problems in the responses. However, the amount of textual
responses that analysts can investigate is limited. Even if they could investigate
all textual responses, it would be impracticable to include all required measures
due to constraints regarding cost, time, etc. Therefore, it is necessary to show
rough trends for the textual responses and to extract the important topics from
them. Thus, we propose a method that classifies textual data into various view-
points and extracts important expressions corresponding to each viewpoint.

2.2  Analysis Policy

Respondents to a questionnaire can freely describe their opinions in textual re-
sponses, and the respondents can provide responses that include multiple view-
points. For example, in the case of a questionnaire for guests at a hotel, a guest
may provide a textual response that includes three viewpoints, e.g. bad aspects
of the hotel, good aspects of the hotel, and requests to the hotel. If the respon-
dents classified their responses according to the viewpoints and put them into
columns, the analyst’s task would be easy. However, since the respondents would
be likely to find such a questionnaire troublesome, a low response rate would be
likely. It is necessary to allow textual responses that include multiple viewpoints
in order to ease the burden on respondents.

We first consider a method that uses passage extraction techniques [6] [10] for
that purpose. The techniques can extract specific parts of textual data and are
used effectively in a question answering task. However, it is necessary for many
passage extraction techniques to measure the distance between a standard sen-
tence and parts of the textual data. In the case of analysis of textual responses to
questionnaires, it is difficult to decide what corresponds to a standard sentence.
Therefore, we can not extract the specific parts using the techniques.

Next, we consider classifying each textual response by using a classification
model. The classification model has to identify textual responses that include
a single viewpoint and textual responses that include multiple viewpoints. It is
difficult for the model to identify the former responses with the latter responses,
because the former responses may be a part of the latter responses. A large num-
ber of training examples are required to inductively learn the model, because the
latter responses are composed of combinations of the former responses. There-
fore, a method based on a classification model is not always appropriate.

Thus, we try to acquire classification models corresponding to viewpoints.
Here, the classification models can identify whether or not a textual response
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corresponds to a viewpoint. The models are acquired from training example sets
that correspond to viewpoints. We can identify viewpoints that correspond to
each textual response by using the models and can also extract expressions from
textual responses included in a specific viewpoint. Here, it should be noted that
the expressions are not always related to the specific viewpoints. This is the rea-
son they can be related to other viewpoints that simultaneously occur with the
specific viewpoint. However, the number is much smaller than the number of ex-
pressions related to the specific viewpoint. Therefore, we can extract expressions
that correspond to each viewpoint by comparing the number of expressions ex-
tracted in each viewpoint. We consider that the classification and the extraction
can analyze textual responses to questionnaires.

2.3  Analysis Flow

We constructed a new analysis method based on the policy described in subsec-
tion 2.2. The method is composed of five processes as shown in Figure 1. Here,
the method deals with a language without word segmentation, such as Japanese.
In the following, the processes are explained.
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Fig. 1. Analysis flow

Feature Extraction Process: The process decomposes each textual response
into words with corresponding parts of speech by using morphological analysis
[5]. The process extracts words, if their tf-idf values are bigger than or equal to
a threshold and their parts of speech are included in a designated set of parts
of speech. The process regards the extracted words as attributes. The process
also evaluates whether or not the words are included in a textual response. If
the words are included, the process gives 1s to the corresponding attributes.
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Table 1. Training examples corresponding to the viewpoint “Bad”

ID Attribute Class
small <adjective>|---|bath <noun>

Al 1 e 0 c1

A2 0 0 co

A3 0 1 co

A4 1 1 C1

A5 0 0 c1

Otherwise, the process gives Os to them. Therefore, a column vector as shown
at the upper-right side in Figure 1 is assigned to each textual response.

Generation Process of Training Examples: The process selects a viewpoint
in the class table. The process evaluates whether the viewpoint is assigned in
a textual response or not. If the viewpoint is assigned, the process assigns the
class ¢1 to the textual response. Otherwise, the process assigns the class ¢ to it.
The process generates the training example set corresponding to the viewpoint
by integrating attribute values with the classes. Table 1 shows an example of
training examples corresponding to the viewpoint “Bad”.

Inductive Learning Process: The process acquires classification models from
each training example set by solving 2-class classification tasks. Each model cor-
responds to a viewpoint. In this paper, the process uses a support vector machine
(SVM) [4] to acquire the models, because many papers [1] [7] have reported that
an SVM gives high precision ratios for text classification. The process acquires
classification models described with hyperplanes by using an SVM.

Class Inference Process: The process applies textual responses to be evalu-
ated to each classification model. Here, each textual response is characterized
by words extracted from the textual responses to be learned. The process infers
classes, cgs or ¢1s, corresponding to the textual responses to be evaluated for each
viewpoint. In Figure 1, three kinds of classes corresponding to the viewpoints
“Bad”, “Good”, and “Request” are assigned to the responses B1 ~ B5.

Expression Extraction Process: The process extracts expressions from the
textual responses with class ¢;. Here, the expressions are words that are specific
parts of speech or phrases that are specific sequences of parts of speech such
as <adjective> and <noun>. The words and the sequences are designated by
analysts. The process calculates the frequency of the expressions in each view-
point and assigns the viewpoint with the maximum frequency to the expressions.
Lastly, the process extracts expressions that are bigger than or equal to a thresh-
old. The expressions are regarded as characteristic expressions in the viewpoints.

For example, assume that five textual responses are given. Here, two textual
responses include the expression “small room”, two textual responses include
the expression “clean room”, and one textual response includes the expressions
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“small room” and “clean room”. Also, assume that textual responses with “small
room” are classified into “Bad” and textual responses with “clean room” are
classified into “Good”. In the case of “Good”, “clean room” occurs 3 times and
“small room” occurs once. Similarly, in the case of “Bad”, “clean room” occurs
once and “small room” occurs 3 times. Therefore, we can extract “clean room”
as an expression relating to “Good” and “small room” as an expression relating
to “Bad”.

3 Numerical Experiments

3.1 Experimental Method

We used textual responses to a questionnaire collected from guests at a hotel.
Each textual response contains comments on the hotel. The comments have three
viewpoints: bad aspects of the hotel, good aspects of the hotel, and requests to
the hotel. Analysts read each textual response and assigned three viewpoints to
each textual response. Thus, some textual responses have multiple viewpoints
and other textual responses have a single viewpoint. We collected a total of
1,643 textual responses with viewpoints assigned by analysts not as a single set
but as the result of 4 separate attempts. The data sets D1, D2, D3, and D4
corresponding to 4 attempts are related such that D2 C D3 and D4 = D1 +
D3. The frequency of the textual responses in the data set is shown in Table
2. In Table 2, “Yes” indicates the number that includes a viewpoint and “No”
indicates the number that does not include a viewpoint.

Table 2. Distribution of comments

D1 D2 D3 D4
Yes[No|[Yes| No[[Yes| No[[Yes| No
Bad 48| 59((603|714|[693| 843|741 902

Good 62| 45(|707(610(|823| 713|885 758
Request|| 51| 56{(457|860(|506|1,030(|557|1,086
Total 107 1,317 1,536 1,643

In order to evaluate the difference in the feature extraction process, we used
9 lexical filters and 5 thresholds of tf-idf values. Each filter extracts the part
of speech designated by Table 3. That is, a filter L1 extracts adjectives and
a filter L9 extracts all words. Also, the thresholds are changed in the range
0.000 ~ 0.020.

At first, we performed numerical experiments by using D1. We extracted
attributes from textual responses included in D1 by using a lexical filter and
a threshold. 10-Cross validation experiments were applied to textual responses
with attribute values and a single viewpoint. Also, the 10-Cross validation exper-
iments were performed for three viewpoints. Moreover, these numerical experi-
ments were performed for each lexical filter and each threshold. We calculated
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Table 3. Lexical filter

lFilter‘Part of speechHFilter‘Part of speech HFilter‘Part of speech

L1 |adjective L4 |adjective, verb ||[L7 |adjective, verb, noun

L2 |verb L5 |adjective, noun||L8 |L7, numeral, symbol, alphabet,
desinence, interjection, unknown

L3 |noun L6  |verb, noun L9 |All parts of speech

the precision ratio defined by Formula (1) for each viewpoint, each filter, and
each threshold.

. . Number of correctly classified textual responses
precision ratio =

Number of textual responses (1)

Next, we performed numerical experiments by using D2, D3, and D4. We
extracted attributes from textual data included in each data set, where we used
a lexical filter and a threshold selected by the former experiments. The number of
attributes was about 1,400. We also performed 10-Cross validation experiments
for each viewpoint and each data set, and calculated precision ratios.

Lastly, we extracted expressions from textual responses in D1. We selected
lexical filters and thresholds that corresponded to maximum precision ratios and
acquired classification models for each viewpoint. We set 2 as the threshold of
the expression extraction process and extracted nouns. We investigated which
textual responses included extracted words and classified extracted words into
four categories: correct category, wrong category, mixed category, and neutral
category. Here, correct category indicates that an extracted word corresponds to
its viewpoint, wrong category indicates it does not correspond to its viewpoint,
mixed category indicates it corresponds to its viewpoint and also corresponds
to other viewpoints, and neutral category indicates it is not related to all view-
points. We calculated frequency ratios defined by Formula (2) for the correct
category, the wrong category, and the mixed category.

Number of expressions of each category

frequency ratio = (2)

Number of expressions except the neutral category

3.2 Experimental Results

Table 4 shows results for changing lexical filters and thresholds. Each cell shows
average precision ratios in three viewpoints. The last row shows average values
when using the same threshold and the last column shows average values when
using the same lexical filter.

Figure 2 shows results for changing data sets. Solid lines in the figures indicate
results for “Bad”, “Good”, and “Request”. A solid heavy line indicates average
values for three viewpoints. Here, we used a lexical filter L9 and a threshold
0.005, because the filters and the threshold give a model with a stable precision
ratio, as shown in Table 4.

Lastly, Table 5 shows frequency ratios for D1.
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Table 4. Precision ratio for thresholds and filters in D1

Threshold
Filter |[0.000]0.005]0.010[0.015]0.020[Average
L1 0.667(0.667|0.664|0.673|0.660|  0.666
L2 0.508(0.508]0.514|0.520/0.539| 0.518
L3 0.586(0.586(0.592|0.579/0.583|  0.585
L4 0.660(0.660{0.629|0.617|0.648 0.643
L5 0.676(0.676/0.695|0.664|0.695|  0.681
L6 0.651(0.651|0.626|0.617|0.611| 0.631
L7 0.682(0.682|0.707|0.657|0.664 0.679
L8 0.688(0.688(0.688|0.654|0.667| 0.677
L9 0.698(0.698]0.682|0.685|0.667|  0.686
Average||0.646|0.646|0.644(0.630|0.637| 0.641

Q85 -

—&— Bad
/K = Good

—— Reguest
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Q.75

Pracision ratio
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Fig. 2. Precision ratio for data sets

3.3 Discussion

Setting of Viewpoints: In this analysis task, we used three viewpoints. The
viewpoints can not always apply to all analysis tasks. However, the viewpoints
can apply to analysis of the customer voice in the service field. We have large
amounts of data in the field. Therefore, we consider that the viewpoints have a
wide range of application tasks.

Influence of Lexical Filters: The textual responses describe the impressions
of the guests. Expressions that include adjectives and nouns are important. They
lead to the correct viewpoint classification. We believe this is the reason the lex-
ical filters that included adjectives and nouns provided comparatively high pre-
cision ratios. On the other hand, the morphological analysis engine sometimes
leads to incorrect word segmentation. In particular, the engine tends to fail in the
case of word segmentation for text that includes new words and proper nouns.
This causes the engine to identify the words as unknown words, or to segment
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Table 5. Frequency ratio of expressions

l H Bad‘Good‘Request‘

Correct||0.887/0.512|  0.800
Wrong {|0.065|0.198|  0.086
Mixed ||0.048]0.291] 0.114

the words at wrong positions and assign wrong parts of speech to the words.
The L9 lexical filter is able to deal with new words and proper nouns because
the filter extracts all parts of speech. Therefore, the L9 filter gives the highest
precision ratio. However, the filter causes an increase in attributes. The L5 or L7
filters should be used, if calculation speed and memory size are important con-
siderations. This is the reason the numbers of their attributes are comparatively
small and their average precision ratios are almost equal to the L9 filter.

Influence of the Thresholds: The number of attributes increases as the
threshold of the feature extraction process becomes low. When an inductive
learning method uses large amounts of attributes, the method tends to acquire a
classification model which excessively depends on training examples. It is neces-
sary to select an appropriate threshold. However, in these textual responses, the
difference in the thresholds does not lead to a big difference in precision ratios.
The thresholds are not relatively sensitive. We believe the reason behind this
result is the low number of irrelevant words, because each textual response deals
with limited topics and is described in a comparatively short sentence.

Influence of Increase in Textual Responses: The precision ratio becomes
higher as the number of textual responses increases. The case of D4 is about
8% higher than the case of D1. We believe this is why a more appropriate
classification model is acquired by using many textual responses. On the other
hand, the precision curves do not always converge. If more training examples are
used, the proposed method may give a higher precision ratio.

Validation of Extracted Expressions: In the case of “Bad” and “Request”,
frequency ratios of “Correct” are comparatively high and the proposed methog
extracts valid expressions. On the other hand, in the case of “Good”, the fre-
quency ratio of “Correct” is low. We believe this is the reason many “Good»
textual responses are accompanied by topics of other classes. That is, the clas-
sification model for “Good” tends to classify a textual response as “Good”. 1f
some guests assign topics to “Good” and other guests assign the topics to “Bad”
or “Request”, the expressions corresponding to the topics tend to acquire the
maximum frequency in the case of “Good”. Therefore, the frequency ratio of
“Mixed” becomes high and the frequency ratio of “Correct” becomes low ip
the case of “Good”. In the future, it will be necessary to devise a method that
identifies topics with multiple viewpoints.

According to the above discussion, we believe that the proposed method is
able to classify textual responses to questionnaires and extract valid expressions
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to some extent. The method therefore makes it possible for analysts to easily
acquire new knowledge from textual responses.

4 Summary and Future Work

This paper proposes a new analysis method in order to analyze textual responses
to questionnaires. The method was applied to questionnaire data collected from
guests at a hotel. We show that precision ratios based on classification mod-
els were improved by an increase in training examples. We also show that the
method extracted valid expressions of textual responses. We believe the method
is efficient for analyzing textual responses to questionnaires.

In the future, we hope to develop a method that extracts more characteristic
expressions. In this paper, we adopted a simple method based on frequency, but
the method extracts many words included in the neutral category. The frequency
of words included in the neutral category must be reduced. We also hope to
develop a system in which the method is applied via a graphical user interface,
and will also attempt to apply the method to other types of questionnaire data.
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Abstract. The performance of association rule mining in terms of com-
putation time and number of redundant rules generated deteriorates as
the size of database increases and/or support threshold used is smaller.
In this paper, we present a new approach called SARM — succinct as-
sociation rule mining, to enhance the association mining. Our approach
is based on our understanding of the mining process that items become
less useful as mining proceeds, and that such items can be eliminated
to accelerate the mining and to reduce the number of redundant rules
generated. We propose a new paradigm that an item becomes less useful
when the most interesting rules involving the item have been discovered
and deleting it from the mining process will not result in any significant
loss of information. SARM generates a compact set of rules called suc-
cinct association rule (SAR) set that is largely free of redundant rules.
SARM is efficient in association mining, especially when support thresh-
old used is small. Experiments are conducted on both synthetic and
real-life databases. SARM approach is especially suitable for applica-
tions where rules with small support may be of significant interest. We
show that for such applications SAR set can be mined efficiently.

1 Introduction

Association rule mining is one of the most important data mining techniques.
Association rules are of the form X = Y, where X is the antecedent, and Y the
consequent of the rule. Support of X = Y indicates the percentage of transactions
in dataset that contain both X and Y. Confidence of X = Y denotes the
probability of a transaction containing Y given that it contains X. Association
rule mining is to find rules that have support and confidence greater than user-
specified minimum support (Smin) and confidence (¢pmin) threshold values.
Apriori algorithm [4] is the well known standard method for association min-
ing, and most of the later algorithms follow the framework of Apriori. Real
world studies, however, show that association rule mining is still faced with the
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problems of time-inefficiency, especially for applications on large databases when
minimum support threshold used is small [8]. While in many cases, small s, is
desirable, and it is important to improve the mining efficiency when s,,;, used
is small. Another problem in association mining is that often too many rules are
generated, many of which are redundant [6]. In this paper, to solve the problem
of time inefficiency and rule redundancy in association mining, we propose ap-
proach called SARM— succinct association rule mining. The SARM approach
generates a set of succinct association rules (SAR) that contains most of the
interesting and useful rules and can be mined efficiently.

A key factor that causes the inefficiency and redundancy in association rule
mining is the large amount of items in a database. It maybe noted that the min-
ing complexity is exponentially proportional to the dimension of the database
[7]. We claim that some items might lose their usefulness from the point of view
of information as the mining proceeds. That is, at a certain point in the min-
ing process, if there are interesting rules involving the item that have not been
discovered yet, then the item is useful and important to the mining process at
this point. Therefore, an item loses its usefulness or importance as the min-
ing progresses and the interesting rules involving it are discovered. We define
the SARM paradigm as follows: if the most interesting rules involving an item
have been discovered, then such item becomes less useful, and deleting it from
the mining accelerates the mining and reduces the number of redundant rules
generated as well. Finding the point at which most of the interesting rules in-
volving the item have been discovered during the mining process is based the
model of mazimal potentially useful (MaxPUF) association rules [2], which are
a set of rules that are most informational and interesting. If the MaxPUF rules
of an item have been mined, we show that such an item becomes less useful
and deleting it from the mining process will not result in any significant loss of
information.

2 Related Work

The SARM approach is based on the mazimal potentially useful (MaxPUF) pat-
tern model. We give a brief review for background knowledge of our work in [2, 3].
To facilitate interesting pattern discovery, we develop a logic model of data min-
ing that integrates formal concept analysis (FCA) [5] and probability logic [1] in
[3]. Probability logic extends first-order logic with probability expression capa-
bility. It defines a language that includes predicate symbols, object variables,
statistical probability operation “[ ]”. Predicate symbols represent conjunctions
of attributes, and Object variables define the domain of a set of objects of in-
terest. Operation “[ ]” computes the probability of a proposition represented by
predicate symbols over a set of objects.

Definition 1. Concept. If P is a predicate symbol and x an object variable, P,
is a concept, or simply denoted as P if the domain is clear from the context.
If P1,...,P; are concepts of the same domain, P = Py... A P; is a concept.
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n
If P= /\ P;, we say P is a superconcept of P; and P; is a subconcept of
i=1
P, 1 < i < n. The set of all concepts for given context form a lattice under
superconcept/subconcept relation [2,5]. Moreover, we define all superconcepts
and subconcepts of a concept @) as the relative concepts of Q.

Definition 2. Elementary and Conditional Pattern. If P is a concept, then
[P]=7r (0 <r <1) is an elementary pattern. If P, Q are concepts and P # (),
then [Q|P] = r is a conditional pattern. Q is called conSequent Concept (SC),
and P conDition Concept (DC) of the pattern. Probability r is called confidence
of the pattern, and r:%, A pattern is an elementary or a conditional pattern.
We can logically formulate an association rule as a conditional pattern. DC' of
the conditional pattern represents the antecedent of the rule and SC represents
the consequent of the rule. Probability of the pattern denotes the confidence of
the rule. Support of the antecedent, the consequent and the rule is equal to the
probability of the corresponding elementary patterns. For example, if we have an
rule A = B with confidence ¢ and support s, then the corresponding conditional
pattern is [B|A] = ¢, and sup(A4) = [A], sup(B) = [B], s = sup(AB) = [AB].

Definition 3. MaxPUF patterns and Valid DC. Let ¢, be the user-defined
minimum confidence threshold, a pattern [B|A] =1, if r > ¢pin, and there is no
patterns in the form of [B|A'] = r' where v’ > ¢pin and A’ C A, then [B|A] =r
is a MaxPUF pattern of consequent concept B, and A is called a valid DC of B.

The interestingness of a pattern is tightly related to the confidence of the
pattern. No doubt, high confidence patterns are interesting. However, MaxPUF
patterns are the most informational and potentially useful patterns among all
the high confidence patterns. Among all high-confidence patterns of a certain
SC, MaxPUF patterns are the patterns DC of which has smallest number of
items. The DCs of a MaxPUF pattern is the point of articulation in the concept
lattice [2]. Below this point, no high-confidence pattern can be constructed with
the relative concepts of the Valid DC. A Valid DC is the most informational
condition concept, because it is the minimal condition concept such that the SC
occurs at high enough frequency. A further narrower condition concept (DC),
is not as interesting as Valid DC, because the additional items are very likely
minor condition factors or trivial factors. In this sense, Valid DC can be seen as
the set of main conditional factors to assure the occurrence of the consequent
concept. As a Valid DC'is the most informational concept among all of its relative
concepts, we state that a MaxPUF pattern is most informational pattern among
all the patterns of a consequent concept (SC').

3 SARM — Succinct Association Rule Mining

In association mining, an attempt to obtain more complete information results in
much higher cost in terms of computation time and in addition a larger number
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of redundant rules generated. To strike a balance between these two extremes, we
do not mine the entire set of useful rules, rather, we want to efficiently discover a
subset of rules that contains most of the informational rules while only as small
number of redundant rules as possible are generated.

As the mining process is to first generate candidate frequent itemsets and
then validate the candidates, to accelerate the procedure, our thought process is
to reduce the number of candidates that are not useful. The number of candidates
is largely determined by the number of total items in the dataset. For example, if
one more items is added to the dataset, at each pass, the number of candidates
is at least doubled. In this sense, if we can efficiently reduce the number of
items, we can greatly reduce the number of candidates generated and the related
computation of support. Therefore, to accelerate the rule mining, we consider
how to effectively reduce the number of unimportant items in the mining process.
The importance of an item is related to the notion of redundant rules.

Assertion. Rules of the following types are redundant: 1) rules with low con-
fidence; 2) rules that is not MaxPUF rule and has consequent identical to a
MazPUF rule; 8) the rules information of which can be deducted or implied
from the rules already generated.

At the beginning of association mining, all the items are important. However,
as mining progresses, some items become less important or less informational,
because useful rules involving these items have already been discovered. Thus
we could delete such items from the mining process and not consider them in
further computations. Now the problem is which are these items?

Assume after generating frequent k-itemsets in the mining, instead of contin-
uing to generate (k+1)-itemsets, we first generate high-confidence patterns using
k-itemsets. Suppose that we discover a pattern [B|A] = r, where r > ¢. > ¢pmin.
Here ¢, is a user-defined parameter that we call elimination confidence thresh-
old. c. is a relatively high value, we usually define ¢, higher than 0.7. What will
happen if we delete itemset B from the dataset? There are six types of patterns
that will be affected by the deletion of itemset B, which are 1)[B|AX] = r,
2)[BY|AX] =, 3) [Y|BA] =7, 4) [BlY] =7r,5) [Y|B] =r, 6) [BY|4] = r,
where A, X and Y represent arbitrary itemsets.

Discussion on Missing Patterns. First of all, if these patterns have confi-
dence lower than c¢,,;,, then they are redundant and thus these patterns should
not be mined. So in the following discussions, we assume that these patterns, if
mined, will have confidence higher than c¢,;,.

Case 1. For patterns of the form [B|AX], we argue they are not as useful as
pattern [B|A] because [B|A] is the MaxPUF pattern of consequent concept B.
Based on the Assertion in Section 3.1, pattern [B|AX] is redundant compared
to the MaxPUF pattern [B|A]. It is desirable that such patterns are not mined.

Case 2. After B is deleted, no patterns of the form [Y|BA] will be discovered.
We argue that if we could discover the pattern [Y'|A], then [Y|A4] is the MaxPUF
pattern of [Y|BA] and thus [Y|BA] is redundant in presence of [Y|A].
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Lemma 1. Assume a pattern [B|A] > ¢, and [Y|BA] > ¢min, then [Y]4]
Cmin * Ce, and [[Y|A] > cpin] > —=Smin_ that is, the probability that [V|A]

1—cmin-ce’

2
2

1—Cmin
1—cCmin-ce

Cmin 18 greater than

Proof: Since [B|A] = 2248 — . — cupp(AB) = supp(A) - r, and[Y|AB] =

supp(A)
55551()2;{43]5;) = 8:551(,{;;3;) > Cmin = 75%0157[5;’(2;3) >r- Cminathen [Y‘A] =
supp(Y A) supp(Y AB) 1—cmin
supp(A) 2 supp(A) 2 T+ Cmin 2 Ce " Cmin- AS [cmin + Ce Z Cmin] Z 1,(3:”_"46(37
therefore, [[Y]A] > ¢pin] > 2oomin-. |

Case 3. [BY|AX] implies two pieces of information: [B|AX] and [Y|AX]. The
mining of [Y|AX] is not affected by deletion of B. [B|AX] is less useful compared
to its MaxPUF pattern [B|A]. Because we use high c. value, [B|A] suggest that
A may always imply B, then AX also imply B. Therefore, [B|AX] and [Y|AX]
together imply the information of [BY|AX] and make [BY|AX] redundant.

Case 4. The discovery of [B]Y] can be formulated as discovering the MaxPUF
patterns, SC of which is B. If B is an interesting consequent concept (SC'), we
can start a special process to find all of its MaxPUF patterns.

Case 5. For patterns [Y|B], there are two cases. First if ¥ is a l-itemset, the
mining [Y|B] is not affected by deletion of B. On the other hand, if ¥ =
{y1,y2, -y yr} (k> 1) and [Y|B] > ¢min, it is easy to see that [y;|B] > cmin (1 <
i < k). As y; is 1-itemset, mining of [y;|B] is not affected by the deletion of B.
Then we only need a complementary process to discover patterns with k-itemset
SC (k > 1) from the patterns that have 1-itemset SC and an identical DC, which
is B in this case. We introduce this process in Section 4.

Case 6. Similar strategy in Case 5 is used for patterns of the form [BY'|A]. That
is, can we discover this pattern based on [B|A] and [Y|A], which are patterns
with 1-itemset SC and an identical DC, which is A in this case.

Succinct Association Rule Set. From the above discussions, we can see if
we delete the SCs of high-confidence patterns during the mining process, we are
still able to discover most of the useful patterns/rules. As it is not necessary to
discover all the rules, which results in many redundant ones, we propose SARM,
a novel approach for improving the efficiency of association mining and at the
same time discovering most of the useful rules. In general, SARM approach is a
mining process involves dynamic elimination of items during the mining process.
That is, after discovering the frequent k-itemsets, if we can construct a pattern
[B|A] > c. from a k-itemsets, we prohibit the SC of the pattern, which is B
in this case, from generating candidate (k + 1)-itemsets. SARM generates a set
of association rules we call succinct association rule (SAR) set. As association
rules can be represented as patterns, the formal definition of SAR set is given
as follows using the format of patterns.

Definition 4. Succinct Pattern Set. Let I = {iy,1ia,...,im} represent the set of
items in a database, Cpin and c. respectively be minimum and elimination confi-
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dence thresholds. Succinct pattern set is a set of patterns of the form [X|Y] =r
where 0 << ¢pin < 1 < 1, and meet the condition that in the set, if there is a
rule of the form [B|A] > c., then there is no rule of the form [B1|A1] = r1 such

Lemma 2. I-itemset deletion property. In SARM, if pattern [B|A] = r is gener-
ated from a k-itemset and r > c., then B is a 1-itemset and A is a (k—1)-itemset.

This Lemma can be proven by contradiction. Assume k-itemsets are generate
in the k*" pass. If there is a pattern [B|A] > c., where B = {by,...,b,,} (k >
m > 1), then in the (k —m + 1)** pass, we must have discovered the pattern
[b1]A4] > ¢, which results in the deletion of item b;. And similar case is for other
b;. As b; has been deleted before k'h pass, the pattern [B|A] will not exist. It is
a contradiction.

Some patterns of the form [BY|A] and [Y|B] are not included in the SAR
set, to prevent information loss, SARM includes a special complementary process
to discover such patterns whenever deemed necessary. SARM approach explores
only the most informational patterns. In SARM, after an item has been explored
with adequate information, it is eliminated and does not take part in any future
mining process. The deletion of some items will greatly reduce the number of
candidate patterns, and at the same time, it is safe from loss of information.
SARM is a good model for the objective to accelerate association rule mining
and have an overview of the most useful patterns. The SAR set may not contain
some special patterns, but it retains most of the informational association rules
and is largely free of redundant rules.

4 The SARM Algorithm

The SARM approach has two parts, the main part, mining the SAR set, and the
other is a complementary process to mine patterns not included in SAR set.

Mining the SAR Set. SARM algorithm combines itemset discovery and rule
mining, and use rule mining results to help eliminate less important item, which
is shown in Figure 1. SARM algorithm commits several passes to discover fre-
quent itemsets from 1-itemsets to [-itemsets. Each pass includes three main steps.
The first step is to generate candidate k-itemsets (C'Sy) and check the support of
them to find the set of frequent k-itemsets (F'Sy). This is similar to Apriori. But
different from Apriori, before continue to generate candidate (k+ 1)-itemsets, in
the second step, we use the discovered frequent k-itemsets to build up associa-
tion rules. If a rule has confidence higher than c., we delete the consequent item,
i.e., we prune the FS; to generate FSC}, so that none of itemsets in FSC}
includes the eliminated items. In general, F'SCY is the set of 'Sy except those
itemsets that include the items in EC. In the third step, use F'SCy to generate
candidate frequent (k + 1)-itemsets (C'Sk11). The process is repeated until no
candidate itemsets can be generated.
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Algorithm: SARM (D, I, Smins Cmins Ce)

Input: 1)Database D, 2)Smin, 3)Cmin and 4)elimination confidence (c.).
Output: SAR set satisfying Smin, Cmin, and ce.
1)Discover all frequent l-itemsets, store into F'Si;
2)FSCy = FS1; k=2;

3)CSy ={c|c= f1Nf2,|c| =2,Yf1, f2 € FSC1};

4) FS2=Gen-FS(C'S2) ;

5) EC=Gen-rule(F'Ss3);

6)FSCy =FSs—{f | f € FSa, fNEC # 0};

7)while (FSCy # 0)

8) k++;

9) CSp={c|le=f1nf2,|c| =k,Vf1,f2€ FSCr_1};
10) F'S,=Gen-FS(CSy);

11) EC=Gen-rule(F'Sy);

12) FSCy,=FSy —{f| f € FSk,fNEC # 0};

13)end while

Fig.1. SARM: Succinct Association Rules Mining Algorithm

The Complementary Process. The complementary process is to generate
patterns with k-itemset SC (k > 1) from the patterns with 1-itemset SC and an
identical DC.

Lemma 3. It is possible that pattern [X;Xs...X;|A] > ¢pin only if for VX,

Based on Lemma 4, to the discover the patterns SC of which is a k-itemset
(k > 2), it depends on the patterns SC of which is 1-itemset. The idea is, check
the discovered patterns, only if two or more 1-itemset SCs have a common DC;
we can construct a candidate pattern, DC of which is the common DCand SC'is a
combination of the 1-itemset SCs. For example, assume there are two discovered
patterns [1|3] and [2|3], where the common DC=(3), then [1,2|3] should be a
candidate pattern because it is possible [1,2|3] > ¢pmin.

5 Experiments and Analysis

The experiments are designed to test the efficiency of the proposed algorithm
for mining SAR set, compare the SAR set with the set of rules discovered by
Apriori-like algorithms and evaluate the set of SAR. Comprehensive performance
studies are conducted on both synthetic and real-life datasets. The programs are
coded in C++, and experiments are conducted on a 950 MHz Intel Pentium-3
PC with 512 MB main memory.

Figure 2 and 3 show the experimental results on the synthetic database.
For T40 databases, SARM is 5 to 20 times faster. The improvement increases
almost exponentially as s,,;, decreases. This demonstrates that SARM model
is efficient and suitable for applications requiring small $,,;,. The decrease of
running time is due to reduction in the number of candidates generated in SARM



128 J. Deogun and L. Jiang

70000 45000 00

[ -C0.8.
40000 { | —m— SARM-C0.8Ce0.9

60000 { | —m— SARM-C0.8Ce0.9
35000

TApionCo8

B SARM-C0.8Ce0.9

50000
30000

40000 25000

30000 20000

inning time (sec)

#of erased items

"
3 20000 5000

10000
10000
5000

s ——u—*
0 000

005 004 003 002 001 005 ooa 003 002 o001 005 004 003 002 001

‘minimum support threshold (%) minimum support threshold (%) minimum support threshold (%)

Fig. 2. Varying Support for Database T40I110D200K

1000 50000 18000

200 45000 16000

800 —@—Ce=08 40000 14000
e

700 35000 12000

600 § 30000
£ 10000

3

2 25000

2 8000

inning time (sec)
#of deleted items

400 8 20000
5 6000
5 a0 * 15000
4000

200 10000

2
100 5000 000

0

o 3
005 o004 008 o002 001 005 o004 o008 002 o0t 005 004 005 002 001

minimum support threshold (%) minimum support threshold (%) minimum support threshold (%)
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and correspondingly less supporting computations are needed as some items are
deleted during the mining process. Following Lemma 1, it is noted that a huge
enough value for ¢, must be chosen so that patterns of the form [Y|A] > ¢pin
can be effectively discovered. In the experiments, we choose ¢, = 0.9,0.8,0.7,
and ¢, = 0.6, then based on Lemma 1, it is estimated that [[Y]A] > cnin)
is respectively greater than 82%, 77%, 69%. From Figure 3, we see that as c.
decreases, the execution time decreases, so do the number of candidates and
rules generated (see Figure 3). These are natural results since smaller ¢, will
result in more items satisfying the elimination threshold earlier and thus being
deleted earlier, and then smaller number of candidates and rules are generated.
The SAR set is much smaller than general association rule set, for T25 data,
the number of rules in SAR set is 25 times smaller than that of Apriori rules on
average, and 70 to 190 times smaller for T40 data.

Experiments on Real-life Databases. We further evaluate the SAR set that
is generated from the real-life databases. The data is collected from the weather
station at Clay Center, Nebraska. We intend to discover rules that demonstrate
the relations between weather events and environmental indices. We use quality
metrics Precision and Recall to evaluate the rule set. Precision is defined as
the percentage of interesting rules discovered among all the rules discovered by
an algorithm, and recall is defined as the percentage of rules discovered by an
algorithm to the number of rules that exist in the given datasets. Based on the
definitions, the recall of the conventional rule set discovered by Apriori algorithm
can be deemed as 100% because we can assume that all the rules that exist in
the database are the rules discovered by Apriori. Table 1 shows the comparison
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Table 1. SAR Set Evaluation

Cmin = 0.8 # Rules|Recall(%) |Precision (%)
Apriori 2423 100 4.95
SAR(ce = 0.95)] 595 91.67 20.79
SAR(c. = 0.9) 303 76.67 30.36
SAR(c. = 08) | 157 | 66.67 50.96

of general rule set and SAR set with respect to the recall and precision. The
precision of the SAR set is five to eleven times higher than general rule set
generated by Apriori with different ¢, value used. This demonstrates that SAR
set is largely free of redundant rules. The recall of the SAR set is reasonably high,
which shows that SAR set can discover most of the useful association rules. We
also notice that the length of the longest rules in SAR set is generally half of that
in general rule set. That is, SARM tends to discover short useful patterns. This
fact complies with the principle of MaxPUF association rules that we believe if
shorter condition can predict a consequent, then the rules with longer condition
to predict the same consequent are redundant.

6 Conclusions

In this paper, we investigate the issues affecting the efficiency of association min-
ing in terms of computation time and the number of redundant rules generated,
especially when a smaller s,,;, is used in context of large databases. We show
that items become less informational and thus less important as the mining pro-
ceeds. Thus, dynamically deleting such items during the mining process not only
improves the mining efficiency but also effectively prevents the generation of a
large number of trivial or redundant rules. Based on our hypothesis, we propose
a new model called SARM, which generates a compact rule set called SAR set.
We develop an algorithm to discover the SAR set, which combines the discovery
of frequent itemsets and generation of rules, in a way to accelerate the mining
process. The experimental results on synthetic databases show that SARM is
5 to 20 times faster than Apriori algorithm as s,,;, decreases. We evaluate the
SAR set generated from real-life databases, and show that SAR set retains most
of the useful rules and is largely free of redundant rules, the precision increases
five to eleven times as compared to rules generated by Apriori, and at the same
time, the recall value remains high. We believe that SARM is an efficient and
useful model for generating most informational patterns in large databases.
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Abstract. Anomaly detection is based on profiles that represent normal behav-
iour of users, hosts or networks and detects attacks as significant deviations
from these profiles. In the paper we propose a methodology based on the appli-
cation of several data mining methods for the construction of the “normal”
model of the ingoing traffic of a department-level network. The methodology
returns a daily model of the network traffic as a result of four main steps: first,
daily network connections are reconstructed from TCP/IP packet headers pass-
ing through the firewall and represented by means of feature vectors; second,
network connections are grouped by applying a clustering method; third, clus-
ters are described as sets of rules generated by a supervised inductive learning
algorithm; fourth, rules are transformed into symbolic objects and similarities
between symbolic objects are computed for each couple of days. The result is a
longitudinal model of the similarity of network connections that can be used by
a network administrator to identify deviations in network traffic patterns that
may demand for his/her attention. The proposed methodology has been tested
on log files of the firewall of our University Department.

Keywords: Anomaly detection, daily model, data mining, machine learning,
symbolic data analysis, network traffic analysis.

1 Introduction and Related Work

Intrusion detection is the process [1] of monitoring the events occurring in a computer
system or network and analysing them for signs of intrusions, defined as the attempts
to bypass the security mechanisms of a computer or a network.

The two analysis strategies are misuse detection and anomaly detection. While the
former is based on extensive knowledge, provided by human experts, of patterns
associated with known attacks, the latter is based on profiles that represent normal
behaviour of users, hosts or networks and detects attacks as significant deviations
from these profiles. The misuse detection strategy is based on matching the input
streams to a signatures database, so as it can detect only known attacks and its effec-
tiveness strongly depends on how frequently the database is updated. On the contrary,
anomaly detection is potentially able to recognize new types of attacks, but it requires
to define first what can be considered a normal behaviour for the observed entity
(which can be a computer system, a particular user, etc.), and thereafter to decide how
to label a specific activity as abnormal [2].

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 131141, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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To overcome difficulties met in manually defining a model of normality for anom-
aly detection, it has been proposed to apply data mining and machine learning meth-
ods to clean data [3] [4], that is, data certainly containing no anomalies. However, this
approach presents at least two issues. Firstly, clean data are difficult to obtain be-
cause, if we use real data, it is very hard to guarantee that there are no attacks in them,
while simulated data represent only a limited view of the behaviour of a real system
(computer or network) and the model trained over them will be difficult to update.
Secondly, it is difficult to make anomaly detection systems adaptive because they
cannot be trained in real-time given that they require clean data.

In the literature, various methods have been proposed for constructing normal
models from simulated data, either clean (i.e. normal) or anomalous. In [5] a normal
sequences model is built by means of look ahead pairs and contiguous sequences. Lee
& Stolfo [6] build a prediction model for anomalies by training decision trees over
normal data, while Ghosh & Schwartzbard [7] use a neural network to obtain the
model. In [8] unlabeled data for anomaly detection are analyzed by looking at user
profiles and by comparing an intrusive activity vs. a normal activity. A survey of
techniques used for anomaly detection is given in [9].

When dealing with large volumes of network or system data collected in real-time,
it is impracticable to apply supervised learning methods, which require a pre-
classification of activities as normal or anomalous. This justifies the interest for some
unsupervised learning techniques and, more in general, for descriptive data mining
methods, whose aim is that of finding the intrinsic structures, relations, or affinities in
data but no classes or labels are assigned a priori.

In this paper we propose a methodology for the construction of a daily model of
the network traffic, that starts with the application of a clustering (unsupervised)
method to feature vectors representing daily network connections reconstructed from
TCP/IP packet headers passing through a firewall. Clusters are then described as sets
of rules generated by a supervised inductive learning algorithm. The last steps of the
proposed methodology consist of the transformation of rules into symbolic objects
and in the subsequent computation of similarities between symbolic objects for each
couple of days. The result is a longitudinal model of the similarity of network connec-
tions that can be used by a network administrator to identify deviations in network
traffic patterns that may demand for his/her attention.

The paper is organized as follows. In the next section the collection and pre-
processing of real log files of a firewall is illustrated, while in Section 3 the genera-
tion of descriptions, expressed as sets of rules, for daily network connections is ex-
plained. The transformation of rules into symbolic objects and the formulation of the
dissimilarity measure used in our analysis are both described in Section 4. A discus-
sion on discovered longitudinal models for the traffic of our departmental network
concludes the paper.

2 Data Collection and Preprocessing

The source data set is formed by four successive weeks of firewall logs of our De-
partment, from May 31" to June 27" , 2004. A transaction is a single logged packet,
each of which is described by the following attributes: counter (integer), date, time,
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protocol (tcp/udp/icmp), direction (inbound/outbound), action (accept, drop, rejected,
refused), source IP, destination IP, service port, source port, length, rule, diagnostic
message, sys_message and others. Files have been cleaned from our service traffic
generated by internal servers or internal broadcast. No missing or incorrect values
have been observed in extracted data.

The target dataset is built by reconstructing the entire connections from single
packets. In our analysis we have used only accepted ingoing connections and we have
a file for every day that contains all the connections opened and closed in that day.
There are very few connections between two days that have been discarded. Since the
goal is to create the daily description of our connections, we have chosen to work
with few but fundamental attributes, namely:

a. StartHalfHour (integer): The original time field of a packet has the format
hh:mm:ss. We have chosen to map this value to the range [0, 47] by dividing a
day into 48 intervals, each of half an hour: a connection belongs to the time in-
terval it starts in.

b. Protocol (nominal): udp, tcp; few icmp values have been dropped when generat-
ing training data.

c. DestinationlP (integer): this field, which is composed of four bytes, can only
have the value of our network addresses, so we have considered only the last
byte (values 0..255).

d. SourcelP (nominal): this field has a very high cardinality because it represents
the entire IPv4 space.

e. ServicePort (nominal): the requested service (http, ftp, smtp and many other
ports).

f. NumPackets (integer): the number of connection packets.

g. Length (integer): the time length of the connection.

h. NationCode (nominal): the two digit code of the nation the source IP belongs to.

i. NationTimeZone (integer): the time zone of the nation the source IP belongs to,

expressed as difference from GMT value; in some cases this is a mean value
(e.g. for Russia or USA).

The features set above describes quite precisely a connection, however the high
cardinality of SourcelP, if treated as nominal feature, may cause some problems in
subsequent data mining steps. In a set of preliminary experiments performed on the
first week of available data, we tested the importance of SourcelP when the source of
a connection is also described by two redundant, but less precise, features such as
NationCode or NationTimeZone. We observed that SourcelP behaves as a masking
variable [10] and adds a bit of noise to clustering, therefore we decided to drop it in
subsequent experiments. At the end of the pre-processing step, two different feature
sets have been considered, one including only NationCode and the other including
only NationTimeZone.

3 Describing Daily Network Connections

Clustering. Clustering is a global model of discovery and summarization used as a
basis for more precise models [11] and it widely employed in different sciences. In
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this work two different clustering algorithms, namely K-means and EM, have been
considered, so that a comparison of possibly different results is possible [10].

K-means is very simple and reasonably efficient. It distributes instances between
clusters deterministically by trying to minimize the distance (in our case the Euclid-
ean one) between an instance and its cluster’s centroid. The EM (expectation-
maximization) algorithm distributes instances probabilistically. It tries to maximize
likelihood looking for the most feasible parameters’ values, in particular, the number
of clusters. Both K-means and EM are implemented in the data mining package Weka
[12] which we used in our experiments.

One of the most important problems in a clustering task is to determine the optimal
number k of clusters. The parameter k has been determined by applying a cross-
validation procedure on clustering results generated by the EM algorithm. More pre-
cisely, data are randomly divided in 10 subsets containing almost the same number of
instances, and EM is run on every subset; k is initially set to 1 and incremented by 1 if
the log-likelihood averaged over the ten runs increases.

For a fair comparison of the two clustering methods, EM is executed first, keeping
the results for the best k obtained by cross-validation, and then K-means is tested for
the same k value of EM.

Classification Rules. Both clustering techniques presented above have the disadvan-
tage that they do not provide intensional descriptions of the clusters obtained. Inten-
sional descriptions are essential in our context, since they provide the network admin-
istrator with human-interpretable patterns of network traffic. To overcome this limita-
tion, several conceptual clustering techniques have been proposed in the literature
[13], [14]. However, conceptual clustering methods are known to be rather slow.
Therefore, we adopt a two-stepped approach. First, we apply a non-conceptual clus-
tering algorithm, either EM or k-means, in order to decrease the size of the problem.
Then we generate a set of rules whose consequents represent the cluster membership,
that is, rules discriminate the resulting clusters.

The rules, which provide an intensional description of clusters, are generated by
means of the algorithm PART [15]. PART combines two rule learning paradigms,
namely divide-and-conquer and separate-and-conquer, and is characterized by high
efficiency. It adopts the separate-and-conquer strategy in that it builds a rule, removes
the instances it covers, and continues creating rules recursively for the remaining
instances until none are left. However, the generation of each rule differs from the
standard separate-and-conquer strategy, since it is based on the rule conversion of the
path to the leaf with the largest coverage in a pre-pruned decision tree built for the
current set of instances (hence the combination with the divide-and-conquer strategy).
The time taken to generate a rule set of size r is O(r-a-N-logN), where a is the number
of attributes or features and N is the number of training examples. It is noteworthy
that no pruning of the resulting rule set is performed, since our goal is that of pre-
cisely describing the phenomena rather than increasing predictive accuracy.

By testing two distinct clustering algorithms on two different data sets correspond-
ing to the two feature sets (one with NationCode and one with NationTimeZone), we
collect four sets of rules for each day. Some statistics are reported shown on Table 1
for three days of June 2004. The average value of the number of generated rules is
generally greater than one hundred for the first features set while it is more manage-
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able for the second set. It is worthwhile to notice that in this way we can drastically
reduce data to treat and to store: daily model of network traffic is given by few hun-
dreds of rules vs. thousands of network connections. The proposed daily model is
light and at the same time adaptive because it is easily able to follow network vari-
ability; a network traffic change implies that one of its components can disappear or
appear and, in our approach, this means that a rule disappears or appears.

By examining the distribution of instances per cluster, we notice that while EM
tends to create one big cluster and many other significantly smaller, K-means tends to
evenly distribute instances among clusters.

Table 1. Values of instances, clusters and rules obtained on June 4", 5" and 6", 2004

Clusters
EM/K-means Rules generated by PART
Day Instances
1t nd 1* feature set 2" feature set
feature set | feature set EM K-means EM K-means
June
20,130 4 4 156 143 138 38
4™ 2004 ’
June
40,270 5 3 98 188 10 22
5™ 2004 ’
June
16,302 2 6 179 90 45 33
6™, 2004 i

4 Building a Longitudinal Model of Similarities

The rule set generated by PART for every day is a static representation of daily net-
work traffic. However, the network administrator needs to compare patterns of net-
work traffic over time in order to:

- understand which events have to be considered recurrent or random
- observe how characteristics of network connections vary upon time.

To build a longitudinal model of network traffic from daily sets of rules, we pro-
pose to compute similarities between rules derived for a user-defined time window.
Rules correspond to homogeneous classes or groups of connections, that is, to second-
order objects according to the terminology commonly used in symbolic data analysis
(first-order objects correspond to the description of individual connections) [16].

Second order objects are described by set-valued or modal variables. A variable Y
defined for all elements k of a set E is termed set-valued with the domain 9if it takes
its values in P(%)={U | U c % }, that is the power set of 9. When Y(k) is finite for
each k, then Y is called multi-valued. A single-valued variable is a special case of set-
valued variable for which |Y(k)|=1 for each k. When an order relation < is defined on

9 then the value returned by a set-valued variable can be expressed by an interval
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[o,B], and Y is termed an interval variable. More generally, a modal variable is a set-
valued variable with a measure or a (frequency, probability or weight) distribution
associated to Y(k). The description of a class or a group of individuals by means of
either set-valued variables or modal variables is termed symbolic object (SO). Spe-
cifically, a Boolean symbolic object (BSO) is described by set-valued variables only,
while a probabilistic symbolic object (PSO), is described by modal variables with a
relative frequency distribution associated to each of them.

A set of symbolic data, which involves the same variables to describe different
(possibly overlapping) classes of individuals, can be described by a single table,
called symbolic data table, where rows correspond to distinct symbolic data while
columns correspond descriptive variables. Symbolic data tables are more complex to
be analysed than standard data tables, since each item at the intersection of a row and
a column can be either a finite set of values, or an interval or a probability distribu-
tion. The main goal of the research area known as symbolic data analysis is that of
investigating new theoretically sound techniques to analyse such tables [16].

Many proposals of dissimilarity measures for BSOs have been reported in litera-
ture [17]. They have been implemented in a software package developed for the three-
years IST project ASSO (Analysis System of Symbolic Official Data)
(http://www.assoproject.be/).

Therefore, to provide the network administrator with a dynamic representation of
network traffic, we propose to transform rules into symbolic objects and then to com-
pute the dissimilarities between different SOs of different days by means of the ASSO
software. The most similar and recurrent SOs in a fixed time window represent the
dominant behaviour of network, similar and less frequent events are its secondary
aspects while symbolic objects very different from other ones are anomalies.

Transformation of rules into symbolic objects is straightforward. For instance, the
following rule, obtained by K-means on the first features subset on June 4‘h, 2004:

ServicePort=10131 AND StartHalfHour>41 AND Nation-
Code=DE : c3

is transformed in this SO:

[StartHalfHour=[42,47]] A [Protocol=*] A [Destina-
tionIP=*] A [service=10131] A [NumPackets=*] A
[Length=*] A [NationCode=DE].

The symbol “*”, which represents the whole domain, is assigned to variables not
present in the rule antecedent.

To execute this step, the DISS module of the ASSO software has been used; the
dissimilarity measure selected for our analysis is that proposed by Gowda and Diday
[18].

The rules found for a given day are compared with rules of all previous days within
a time window. To simplify computation at this stage, the ten rules with highest sup-
port have been chosen for each day. The result is a daily dissimilarity matrix, that is, a
table of dissimilarities values between a day and its previous ones. Every element is a
dissimilarity measure D and it is represented by “DxRy” where x is the day and y is
the number of the rule with respect to the same day. The matrix has as many columns
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Table 2. Structure of daily dissimilarity matrix

solg; S029; soN;gi

so1g; D(so1g+,501@i) D(so1g1,502g;) D(so1g1,50Ng)
S0291 D(s02g+,s01gi) D(so02g1,502g;) . D(s02g1,50Nigi)
soNg4 D(soNig1,501g:) D(soN1g1,502g;) D(soN1g1,s0Nigi)
solg. D(s01g.,5013i) D(s01g»,502g;) D(so1g,,50Ng)
soN>g. D(soNzg»,501g:) D(soNzg»,502g:) D(soN»g»,s0Nigi)
solgi1 D(so1gi1,s01g) i  D(s01g:1,5029) Y D(s019.1,50Nig)
SON;.1Gi.1 D(soN:.19i1,501gs) D(soN:.19:1,502g;) D(sONi.1gi1,50Nigi) |

as the SOs of the referenced day while the number of its rows is equal to the sum of
the SOs of all previous days. The structure of this matrix for the i day (i>2) is
shown in Table 2, where N; represents the number of SOs of the i day.

To identify similar rules between the present day and the previous ones a numeri-
cal threshold (dissMax) has been fixed; given a rule 7, all the rules whose dissimilar-
ity from r is less then dissMax are considered similar to r. An example of the possible
output is given in the following, where rules similar to Rule 1 of the 4™ day (June 3",
2004) are shown:

Day 4 similar rules found (dissMax = 2.0)
>> Rule 1: /* of the 47 day */

DestinationIP <= 87 AND NationTimeZone >-4 AND Star-
tHalfHour > 26 : cl /* cluster identifier */

- Similar rules (1):

> Rule 3 of day 3 (diss=1.7528): NationTimeZone > -6
AND StartHalfHour > 25: cO.

By consulting the lists of similar rules the network administrator is able to recog-
nize sets of connections that are recurrent and other less frequent or random sets. In
this way, the network administrator can learn more and more detailed information
about network traffic.

Further information about a rule or its corresponding symbolic object so,gy, (n-th
rule of m-th day) can be obtained by computing its dissimilarity mean value:

m—1 n;
ZizD(songm’sojgi)
avgDiss(so, g, ) == — (1
S

where w is the chosen time window (the number of previous days considered) and #n;
is the number of rules of the j" day. The dissimilarity mean value measures “how
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much” a rule is similar to all the rules previously seen. By using a graphical represen-
tation (see Fig. 1), the high values of the calculated means can identify rules very
dissimilar from other ones while the low values put in evidence rules similar to the
previous ones in the fixed time window w.

Fig. 1. The dissimilarity mean value of the rules generated by PART for clusters results ob-
tained by EM algorithm and 1" feature set

Another interesting parameter is the minimum value of dissimilarity of a rule; in-
deed, a rule with high mean dissimilarity could be similar to few others but very dis-
similar from the remaining ones and the mean value is not able to capture this situa-
tion. Therefore we compute, with the formula (2), the minimum value of dissimilarity
amongst a fixed rule and all the rules of the previous days:

m—1 n;
minDiss(so,g,,) = min njnln D(so,8,,,50,8;) 2
Dominant aspects of the network (i.e. frequent rules) can be reasonably represented
by a set of recurrent similar rules whose mean and minimal dissimilarity values are
low; secondary (but legal) aspects can have high mean dissimilarity values, while
anomalies where domain expert attention must concentrate on, should have high val-
ues for both parameters.

5 Analysis of Results and Discussion

The main aim of this work is to investigate the potentialities of a new methodology in
order to identify and learn patterns in the network traffic. The experiments have been
made on the network traffic of our department but the features used are general and so
this methodology can be applied to the traffic of every network active device.

One of the problem in learning network traffic is the huge quantity of data which
pass daily through the network. It is important to reduce treated data by representing
them with relatively few patterns. In our experiments we managed to compress the
original firewall logs of 950 MB total size in 27 small dissimilarity matrices. For our



Learning the Daily Model of Network Traffic 139

experiments, we used a Pentium IV with 512 MB Ram, 80 GB HD, CPU 2,4 GHz.
The cleaning and preprocessing phases, the clustering phase, the rules generation
phase and the DISS phase needed respectively 60 seconds, 15 minutes (EM) or 8
minutes (K-means), 15 minutes and 1 minute for each daily files.

We cannot report here all the graphs obtained by graphical representation of the
mean and minimal dissimilarities but we try to summarize the main quantitative pecu-
liarities observed in using K-means or EM as clustering algorithm and SP3.1 or SP3.2
as a feature subset. In our graphs, the mean dissimilarity fluctuates in a limited range
of values since the fourth day (we chose w = 3). The mean values of extracted rules
vary in a wider range when data are clusterized by EM rather than by K-means. In
fact, the mean dissimilarity values obtained by K-means are generally lower of 1 unit
than those obtained by EM, so that rules obtained by EM seems “more different” each
other. The other aspect to underline is that the graphs obtained by EM and K-means
have similar behaviour along the time: they generally show high and low peaks nearly
at the same points. The first three days represent a transient period, for both the clus-
tering algorithms, when the SP3.1 features subset is used, while this phenomenon
does not show up for SP3.2. Although the graphs obtained with the two feature sub-
sets have similar behaviour, mimimum and maximum points are respectively higher
and lower with SP3.2 subset than with SP3.1. This suggests that the feature Nation-
TimeZone puts more in evidence very similar or dissimilar rules.

The behaviour of mean dissimilarity and minimal one is the same: they respec-
tively grown or decrease at the same time but the graphical representations obtained
by the difference of mean and minimal dissimilarity show that this value is higher in
the experiments with EM algorithm.

These results confirm that the proposed methodology is promising as to the most
interesting aspect, that is, learning of network behaviour patterns along time by build-
ing a longitudinal model. A limit of this work is that we considered only syntactic
dissimilarity measures according to which the more syntactically different two rules
are the more dissimilar they are. However it may happen that two rules with several
different attribute-value pairs represent the same network event. Therefore, it is im-
portant to investigate dissimilarity measures based on their actual coverage, that is,
the observations that they daily share.

6 Conclusions and Future Work

For a network administrator it is important to have a complete description of the con-
nections behaviour so to understand the development of his/her own network. This
aspect is becoming more and more relevant and in fact commercial firewalls include
modules which, though the computation of simple descriptive statistics, try to inform
the security officer on the qualitative nature of network traffic. Firewalls have no
means to give information about the mass of connections. The built-in modules per-
mit to analyse every aspect of packet streams; some firewalls also possess an SQL
dialect to query its own logs but SQL queries give answers about something the user
already know or “suspect”.

Personal experience as netadmins teaches us that some types of attack strategies
against the network are discovered by chance. Often, netadmins have to read the fire-
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wall logs to notice anomalous connections neither intrusion detection systems nor
firewall itself would be able to notice. Although a firewall offers a privileged view-
point with respect to other points in the network because of its concentration of all the
pass-through traffic, the network security can only be guaranteed by agents distrib-
uted in different points that collaborate each other; a firewall is just one of this point.

These considerations justify some interest towards the application of data mining
techniques to firewall logs in order to develop better tools for network security. In the
paper we have proposed a methodology based on the application of several data min-
ing methods for the construction of the “normal” model of the ingoing traffic of a
department-level network. The methodology returns a daily model of the network
traffic as a result of four main steps: 1) description of daily network connections; 2)
clustering; 3) generation of sets of rules for each cluster; 4) conversion of rules into
symbolic objects and computation of dissimilarities between symbolic objects.

As future work, we intend to achieve better computational performance and a bet-
ter degree of automation. Moreover, to reach a better degree of automation we intend
to investigate the problem of automatically selecting the threshold dissMax with re-
spect to which rule similarity is compared. All results obtained as mean and minimum
values will be further analysed by means of mathematical techniques to gain more
insights on the dynamics of curves. Another research direction concerns the consid-
eration of other essential information sources, like network servers logs or systems
logs, for the tasks of intrusion detection and intrusion prevention. We also intend to
investigate the use of coverage-based dissimilarity measures as alternative to syntax-
based measures. Finally, we intend to develop further research on how to transform
daily experience in effectual and stable knowledge which is able to distinguish among
different types of anomalies.

Acknowledgments

The work presented in this paper is partial fulfillment of the research objective set by
the ATENEO-2003 project on “Metodi di apprendimento automatico e di data mining
per sistemi di conoscenza basati sulla semantica ”.

References

1. Lazarevi¢, A., Srivastava, J., Kumar, V.: Tutorial on the Pacific-Asia Conference on
Knowledge Discovery in Databases (2003)

2. Axelsson, S.: IDS: A Survey and a Taxonomy (2000)

3. Bridges, S., Vaughn, R.: Intrusion Detection via Fuzzy Data Mining (2000)

4. Barbara, D. et al.: ADAM: A Testbed for Exploring the Use of Data Mining in Intrusion
Detection, SIGMOD 2001

5. Hofmeyr, S.A., Forrest, S., Somayaji, A.: Intrusion Detection Using Sequences of System
Calls. Journal of Computer Security, (1998) 6:151-180

6. Lee, W., Stolfo, S.J.: Data Mining approach for Intrusion Detection. Proceedings of the
1998 USENIX Security Symposium (1998)

7. Ghosh, A., Schwartzbard, A.: A Study in Using Neural Networks for Anomaly and Mis-
use Detection. Proceedings of the 8" USENIX Security Symposium (1999)



10.
11.
12.
13.

14.

15.

16.

17.

18.

Learning the Daily Model of Network Traffic 141

Lane, T., Brodley, C.E.: Sequence Matching and Learning in Anomaly Detection for
Computer Security. AAAI Workshop: Al Approaches to Fraud Detection and Risk Man-
agement, pages 43-49. AAAI Press (1997)

Warrender, C., Forrest, S., Pearlmutter, B.: Detecting Intrusions Using Systems Calls: Al-
ternative Data Models. IEEE Symposium on Security and Privacy. IEEE Computer Soci-
ety (1999) 133-145

Milligan G.W., Clustering Validation: Results and Implications for Applied Analyses.
World Scientific Publications, River Edge, NJ, USA (1996)

Fayyad, U., Piatetsky-Shapiro, G., Smyth, P., Uthurusamy, R. Advances in knowledge
discovery and data mining. AAAI Press/ The MIT Press (1996)
http://www.cs.waikato.ac.nz/ml/weka

Michalski, R. S., Stepp, R. E.: Learning from Observation: Conceptual Clustering. In R.
S. Michalski, J. G. Carbonell and T. M. Michell (Eds.), Machine Learning: An Artificial
Intelligence Approach. Morgan Kauffmann, San Mateo, CA (1983) 331-363

Fisher, D. H. Knowledge Acquisition via Incremental Conceptual Clustering. Machine
Learning (1987) 2:139-172

Witten 1., Frank E., Generate Accurate Rule Sets Without Global Optimisation. Machine
Learning: Proceedings of the 15™ International Conference, Morgan Kaufmann Publish-
ers, San Francisco, USA (1998)

Bock, H.H., Diday, E.: Symbolic Objects. In Bock, H.H, Diday, E. (eds.): Analysis of
Symbolic Data. Exploratory Methods for extracting Statistical Information from Complex
Data, Series: Studies in Classification, Data Analysis, and Knowledge Organisation, Vol.
15, Springer-Verlag, Berlin (2000) 54-77

Esposito, F. , Malerba, D., Tamma, V.: Dissimilarity Measures for Symbolic Objects.
Chapter 8.3 in in H.-H. Bock and E. Diday (Eds.), Analysis of Symbolic Data. Explora-
tory methods for extracting statistical information from complex data, Series: Studies in
Classification, Data Analysis, and Knowledge Organization, vol. 15, Springer-
Verlag:Berlin, (2000), 165-185.

Gowda, K. C., Diday, E.: Symbolic Clustering Using a New Dissimilarity Measure. In
Pattern Recognition, Vol. 24, No. 6 (1991) 567-578



ARGUS: Rete + DBMS = Efficient Persistent Profile
Matching on Large-Volume Data Streams

Chun Jin!, Jaime Carbonell!, and Phil Hayes?

! Language Technologies Institute, School of Computer Science,
Carnegie Mellon University, Pittsburgh, PA 15213 USA
{cjin, jgc}@cs.cmu.edu
2 Dynamix Technologies, 12330 Perry Highway, Wexford, PA 15090 USA
phayes@dynamixtechnologies.com

Abstract. Efficient processing of complex streaming data presents multiple chal-
lenges, especially when combined with intelligent detection of hidden anomalies
inreal time. We label such systems Stream Anomaly Monitoring Systems (SAMS),
and describe the CMU/Dynamix ARGUS system as a new kind of SAMS to detect
rare but high value patterns combining streaming and historical data. Such patterns
may correspond to hidden precursors of terrorist activity, or early indicators of the
onset of a dangerous disease, such as a SARS outbreak. Our method starts from
an extension of the RETE algorithm for matching streaming data against multiple
complex persistent queries, and proceeds beyond to transitivity inferences, condi-
tional intermediate result materialization, and other such techniques to obtain both
accuracy and efficiency, as demonstrated by the evaluation results outperforming
classical techniques such as a modern DMBS.

1 Introduction

Efficient processing of complex streaming data presents multiple challenges. Among
data intensive stream applications, we identify an important sub-class which we call
Stream Anomaly Monitoring Systems (SAMS). A SAMS monitors transaction data
streams or other structured data streams and alerts when anomalies or potential hazards
are detected. The system is expected to deal with very-high data-rate streams, many
millions of records per day, yet the matches of the anomaly conditions should be very
infrequent. However, the matches may generate very high-urgency alerts, may be fed
to decision-making systems, and may invoke significant actions. The conditions for
anomalies or potential hazards are formulated as persistent queries over data streams by
experienced analysts. The data streams are composed of homogeneous records such as
money transfer transaction records or hospital inpatient admission records.

Examples motivating a SAMS can be found in many domains including banking,
medicine, and stock trading. For instance, given a data stream of FedWire money trans-
fers, an analyst may want to find linkages between big money transfer transactions
connected to suspected people or organizations. Given data streams from all the hospi-
tals in aregion, a SAMS may help with early alerting of potential diseases or bio-terrorist
events. In a stock trading domain, connections between trading transactions with certain

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 142-151, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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features may draw an analyst’s attention to check whether insider information is being
illegally used.

In this paper, we are concerned with optimal incremental evaluation plans of rarely
matching persistent queries over high data rate streams and large-volume historical data
archives. We focus on exploring the very-high-selectivity query property to produce
good/optimal incremental evaluation plans to solve the performance problem posed by
the very-large-volume historical data and very-high stream data rates.

The basic algorithm for the incremental evaluation is a variant of the Rete algorithm
which is widely used in rule-based production systems. The Rete match algorithm [7]
is an efficient method for matching a large collection of patterns to a large collection of
objects. By storing partially instantiated (matched) patterns, Rete saves a significant com-
putation that would otherwise have to be re-computed repetitively in recursive matching
of the newly produced working elements. The adapted Rete for stream processing adopts
the same idea of storing intermediate results (partial results) of the persistent queries
matched against the historical data. New data items arriving at the system may match
with the intermediate results to significantly speed up producing the new query results.
This is particularly useful when intermediate result size is much smaller than the size
of the original data to be processed. This is exactly the case for many SAMS queries.
The historical data volume is very large, yet intermediate results may be minimized by
exploiting the very-high-selectivity query property.

ARGUS is a prototype SAMS that exploits the adapted Rete algorithm, and is built
upon the platform of Oracle DBMS. It also explores transitivity inferences, and condi-
tional intermediate result materialization, and will further incorporate complex compu-
tation sharing functionality and the Dynamix Matcher [6] into the system. The Dynamix
Matcher is an integrated part of the ARGUS project that can perform fast simple-query
filtering before joins and aggregations are processed by Rete; it has also been used for
commercial applications. In ARGUS, a persistent query is translated into a procedural
network of operators on streams and relations. Derived (intermediate) streams or re-
lations are conditionally materialized as DBMS tables. A node of the network, or the
operator, is represented as one or more simple SQL queries that perform the incremental
evaluation. The whole network is wrapped as a DBMS stored procedure.

Fig. 1. ARGUS System Architecture Fig. 2. A Rete network for Example 4
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In this paper, we present some SAMS query examples, describe the Rete-based
ARGUS design and extensions, and conclude with preliminary performance results, and
related work.

2  SAMS Query Examples

We choose the FedWire money transfer domain for illustration and experiments in this
paper. It has a single data stream that contains money transfer transaction records. We
present seven persistent query examples (one is also presented with the formulated SQL
query) which cover the SAMS query scope: selection, join, aggregation, and using views.
For more details, and more thorough analysis of the results please see [11].

Example 1. The analyst is interested in knowing if there exists a bank, which received
an incoming transaction over 1,000,000 dollars and performed an outgoing transaction
over 500,000 dollars on the same day.

Example 2. For every big transaction, the analyst wants to check if the money stayed in
the bank or left it within ten days.

Example 3. For every big transaction, the analyst wants to check if the money stayed in
the bank or left it within ten days by transferring out in several smaller transactions. The
query generates an alert whenever the receiver of a large transaction (over $1,000,000)
transfers at least half of the money further within ten days of this transaction.

Example 4. For every big transaction of type code 1000, the analyst wants to check if
the money stayed in the bank or left within ten days. An additional sign of possible fraud
is that transactions involve at least one intermediate bank. The query generates an alert
whenever the receiver of a large transaction (over $1,000,000) transfers at least half of
the money further within ten days using an intermediate bank.

SELECT = rl.benef_account = r2.orig_account and
FROM transaction r1, transaction r2, r2.amount > 0.5 *x rl.amount and
transaction r3 rl.tran_date <= r2.tran_date and
WHERE 72.type_code = 1000 and r2.tran_date <= rl.tran_date + 10 and
r3.type_code = 1000 and r2.rbank_aba = r3.sbank_aba and
rl.type_code = 1000 and r2.bene f_account = r3.orig-account and
rl.amount > 1000000 and r2.amount = r3.amount and
rl.rbank_aba = r2.sbank_aba and r2.tran_date <= r3.tran_date and
(continue) r3.tran_date <= r2.tran_date + 10;

Example 5. Check whether any bank has incoming transactions of $100,000,000 or
more and outgoing transactions of $50,000,000 or more on one particular day.
Example 6. Get the transactions of Citibank and Fleet on a particular day.

Example 7. The analyst is interested in knowing whether Citibank has conducted a
transaction on a particular day with the amount exceeding 1,000,000 dollars.
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3 ARGUS Profile System Design

Figure 1 shows the SAMS dataflow and the ARGUS system architecture. Analysts selec-
tively formulate the conditions of anomalies or potential hazards as persistent queries,
and register them with the system. Data records in streams arrive continuously. Regis-
tered queries are scheduled periodic executions over the new data records, and return
any new results as alerts. The ARGUS system contains two components, the database
created on the Oracle DBMS, and the Rete construction module, ReteGenerator, which
translates persistent queries into Rete networks. Wrapped in a stored procedure, a Rete
network encodes an instance of the adapted Rete algorithm. Registering a persistent
query in the database includes creating and initializing the intermediate tables based on
the historical data, and storing and compiling the Rete network procedure.

QueryTable is a system table that records query information, one entry per query.
Each entry contains the query ID, the procedure name to call, the query priority, and
a boolean flag indicating whether the query is active or not. Do_queries() is a system
level procedure that finds all the active Rete networks from QueryTable in the order of
their priorities, and executes them one by one. New data arrive continuously and are
appended to data tables. The active Rete networks are scheduled periodical runs on new
data arrivals, and generate alerts when any persistent query matches the new data.

3.1 Adapted Rete Algorithm

Let n and m denote the old data sets, and An and Am the new much smaller incremental
data sets, respectively. By Relational Algebra, a selection operation ¢ on data n + An
is equivalent to o(n + An) = o(n) + o(An). o(n) is the set of old results that is
materialized. To evaluate incrementally, only the computation on An is needed (o (An)).
Similarly, for a join operation X on (n + An) and (m + Am), we have (n + An) X
(m+Am) =nXm+ An X m+n X Am + An X Am. n X m is the set of old
results that is materialized. Only the computations on An X m+n X Am+ An X Am
portion are needed, which can be decomposed to three joins. When An and Am are
small compared to n and m, the time complexity of the incremental join is linear with
O(n +m).

Figure 2 shows a Rete network for Example 4. A satisfied result set contains joins of
three tuples each of which satisfies a set of selection predicates, identified as Pattern 1,
Pattern 2, and Pattern 3, respectively. To allow incremental evaluation, each intermediate
result storage comprises two parts, the main part that stores intermediate results for
historical data, and the delta part that stores the intermediate results for new data.

In summary, a Rete network performs incremental query evaluation over the delta
part (new stream data) and materializes intermediate results. The incremental evaluation
makes the execution much faster. However, a potential problem is that when any ma-
terialized intermediate table grows very large, thus requiring many I/O operations, the
performance degrades severely. Fortunately, since queries are expected to be satisfied
infrequently, there are usually highly selective conditions that make the intermediate
tables fairly small. We investigated several optimization techniques to minimizing the
sizes of intermediate result tables.
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3.2  Translating SQL Queries into Rete Networks

A query may contain multiple SQL statements and a single SQL statement may contain
unions of multiple SQL terms. Multiple SQL statements allow an analyst to define
views. Each SQL term is mapped to a sub-Rete network. These sub-Rete networks are
then connected to form the statement-level sub-networks. And the statement-level sub-
networks are further connected based on the view references to form the final query-level
Rete network. For more details, please see [11].

ReteGenerator. ReteGenerator contains three components: the SQL Parser, the Rete
Topology Constructor, and the Rete Coder. The SQL Parser parses a query (a set of
SQLs) to a set of parse trees. The Rete Topology Constructor rearranges the connections
of nodes in the sub-parse tree of each SQL term to obtain the desired sub-Rete network
topologies. And the Rete Coder generates the Rete network code and corresponding
DDL statements in Oracle PL/SQL language by traversing the reconstructed parse trees
and instantiating the code templates.

The Rete Topology Constructor takes three steps to construct the sub-Rete network
topology for each SQL term based on its where_clause sub-parse tree. First, predicates
are classified based on the tables they use. Second, the classified predicate sets are
sorted based on the number of tables that the sets contain. Finally, the new subtree is
reconstructed bottom-up. Single-table predicate sets correspond to leaf nodes. A new
node joining two existing nodes is selectively created if a join predicate set exists. The
process continues until all nodes are merged into a single node. Figure 3 shows the
reconstructed where_clause subtree of the query Example 4.

Aggregation and Union. An SQL term may contain groupby/having clauses. If it also
contains a where_clause, the Rete network is generated for the where_clause and
the output of the Rete network is stored in a table, which will be the input to the
groupby/having clauses. Then the system does the operations of grouping/having on the
whole input table, and finds the difference between the current results and the previous
results. These grouping operations on whole input sets will be replaced by incremental
aggregation in future.
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3.3 Improvements on Rete Network

Transitivity Inference. Transitivity Inference explores the transitivity property of com-
parison operators, such as >, <, and =, to infer hidden selective single-table conditions
from a set of existing conditions. For example, in Example 4, the query has the fol-
lowing conditions (the first is very selective): r1.amount > 1000000, r2.amount >
rl.amount*0.5, and r3.amount = r2.amount. The first two conditions imply a selec-
tive condition on r2: r2.amount > 500000. Further, the third condition and the newly
derived condition imply another selective condition on 73: r3.amount > 500000. These
inferred conditions have significant impact on performance. The first level intermediate
tables, filtered by the highly selective selection predicates, are made very small, which
saves significant computation on subsequent joins.

Conditional Materialization. If intermediate results grow large, for instance in join
queries where single-table selection predicates are not selective and transitivity inference
isnot applicable, pipelined operation is preferable to materialization. Assume Transitivity
Inference is not applicable by turning the module off, Example 4 is such a query. The
two single-table selection predicates (r2.type_code = 1000, r3.type_code = 1000) are
highly non-selective, the sizes of the intermediate results are close to that of the original
data table. Aware of the table statistics, or indicated by users, such a materialization can
be conditionally skipped, which we call Conditional Materialization. In our experiments,
Rete network Q11 is a Conditional Rete network for Example 4 while Q10 is another
one for the same example. They are similar except that Q11 does not materialize the
results of the two non-selective selection predicates.

User-Defined Join Priority. Join priority specifies the join order that the Rete network
should take. It is similar to the reordering of join operators in traditional query optimiza-
tion. The ReteGenerator currently accepts user-defined join priority. We are working
on applying query optimization techniques based on table statistics and cost models to
automatically decide the optimal join order.

34 Current Research

We are designing complex extensions to incorporate computation sharing, cost-based
optimization, incremental aggregation, and the Dynamix Matcher. Computation sharing
among multiple queries adds much more complexity to the system. We are developing
the schemes to index query predicates and predicate sets, and algorithms to identify and
rearrange predicate sets to minimize intermediate result sizes in the shared networks.
Cost-based optimization automatically decides the join order and the choice of condi-
tional materialization based on table statistics. Incremental aggregation aggregates data
items by maintaining sufficient statistics instead of the whole group items. For example,
by preserving the SUM and COUNT, up-to-date AVERAGE can be calculated without
accessing the historical data. The Dynamix Matcher is a fast query matching system for
large-scale simple queries that exploits special data structures. We are working on the
scheme of rerouting the partial query evaluations to Dynamix Matcher when they can
be efficiently carried out by the Dynamix Matcher.
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4 Experimental Results

4.1 Experiment Setting

The experiments compared performance of the prototype ARGUS to the Oracle DBMS
that ARGUS was built upon, and were conducted on an HP computer with 1.7G CPU
and 512M RAM, running Windows XP.

Data Conditions. The data conditions are derived from a database of synthesized Fed-
Wire money transfer transactions. The database D contains 320,006 records. The times-
tamps of the data span 3 days. We split the data in two ways, and most of the experiments
were conducted on both data conditions:

— Datal. Old data: the first 300, 000 records of D. New data: the remaining 20, 006
records of D. This data set provides alerts for most of the queries being tested.

— Data2. Old data: the first 300, 000 records of D. New data: the next 20, 000 records
of D. This data set does not generate alerts for most of the queries being tested.

Queries. We tested eleven Rete networks created for the seven queries described in
Section 2. Q1-Q7 are the Rete networks for the seven examples created in a common
setting, respectively: no hidden condition is added to the original queries, and Transitivity
Inference module is turned on. Q8 and Q10 are variants of Example 2 and 4 that are
generated without Transitivity Inference. Q9 is the variant of Example 4 whose original
SQL query is enhanced with hidden conditions. Q11 is a Conditional Rete network of
Example 4.

When running the original SQL queries, we combined the historical (old) data and
the new data (stream). It takes some time for Rete networks to initialize intermediate
results, yet it is a one-time operation. Rete networks provide incremental new results,
while original SQL queries only provide whole sets of results.

4.2  Results Interpretation

Figure 4 summarizes the results of running the queries Q1-Q7 on the two data condi-
tions. For most of the queries, Rete networks with Transitivity Inference gain significant
improvements over directly running the SQL queries. For more details, please see [11].

Aggregation. Q3 and Q5 are the two queries involving aggregations. Q3’s Rete network
has to join with the large original table. And Rete’s incremental evaluation scheme is not
applicable to QS. This leads to limited or zero improvement of the Rete procedures. We
expect incremental aggregation will provide noticeable improvements to these queries.

Transitivity Inference. Example 2 and 4 are queries that benefit from Transitivity Infer-
ence. Figure 5 shows the execution times for these two examples. The inferred condition
amount > 500000 is very selective with selectivity factor of 0.1%. Clearly, when Tran-
sitivity Inference is applicable and the inferred conditions are selective, a Rete network
runs much faster than its non-TI counterpart and the original SQL.

Note that in Figure 5 SQL T'I (Q9), Example 4 with manually added conditions,
runs significantly faster than the original one. This suggests that this type of complex
transitivity inference is not applied in the DBMS query optimization, and may be a
potential new query optimization method for a traditional DBMS.
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Conditional Materialization. Assume Transitivity Inference is not applicable by turn-
ing the module off for Example 4, we obtain a Rete network Q10, and a Conditional
Rete network Q11. Figure 6 compares the execution times of the Conditional Rete net-
work, the Rete network, and original SQL. It is clear that if non-selective conditions are
present, Conditional Rete is superior to the original Rete network.

5 Related Work

TREAT [13] is a variant form of Rete that skips the materialization of intermediate join
nodes but joins all nodes in one step. Match Box algorithm [16] pre-computes a rule’s
binding space, and then has each binding independently monitor working memory for
the incremental formation of tuple instantiations. LEAPS [14] is a lazy matching scheme
that collapses the space complexity required by Rete to linear.

A generalization of Rete and TREAT, Gator [9] is a non-binary bushy tree instead
of a binary bushy tree like Rete, applied to a scalable trigger processing system [10],
in which predicate indexing provides computation sharing among common predicates.
The work on Gator networks is more general than ours with respect to employing non-
binary discrimination networks with cost model optimizations. However, [9] explores
only single tuple updates at a time, does not consider aggregation operators, and is used
for trigger condition detection instead of stream processing.

Our work is closely related to several Database research directions, including Ac-
tive Databases [8][20][18], materialized view maintenance [3], and Stream Database
systems. Some recent and undergoing stream projects, STREAM [2], TelegraphCQ [4],
and Aurora [1], etc., develop general-purpose Data Stream Management Systems, and
focus on general stream processing problems, such as high data rates, bursting data
arrivals, and various query output requirements, etc. Compared to these systems, AR-
GUS tries to solve the performance problem caused by very-large-volume historical data
and high data rates by exploiting the very-high-selectivity property of SAMS queries,
particularly optimizing incremental query evaluations.

OpenCQ, WebCQ [12], and NiagaraCQ [5] are continuous query systems for Internet
databases with incremental query evaluation schemes over data changes. NiagaraCQ’s
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incremental query evaluation is similar to Rete networks. However, it addresses the
problem of very large number of queries instead of very-large volume data and high data
rates, and the optimization strategy is sharing as much computation as possible among
multiple queries. Distinguishably, ARGUS attempts to minimize the intermediate result
sizes in both single-query Rete networks and shared multi-query Rete networks. ARGUS
applies several techniques such as transitivity inference and conditional materialization
toward this goal.

Alert [18] and Tapestry [19] are two early systems built on DBMS platforms. Alert
uses triggers to check the query conditions, and modified cursors to fetch satisfied tuples.
This method may not be efficient in handling high data rates and the large number of
queries in a stream processing scenario. Similar to ARGUS, Tapestry’s incremental
evaluation scheme is also wrapped in a stored procedure. However, its incremental
evaluation is realized by rewriting the query with sliding window specifications on the
append-only relations (streams). This approach becomes inefficient when the append-
only table is very large. Particularly, it has to do repetitive computations over large
historical data whenever new data is to be matched in joins.

There is some relevant work on inferring hidden predicates [15][17]. However, they
deal with only the simplest case of equi-join predicates without any arithmetic opera-
tors. ARGUS deals with general 2-way join predicates with comparison operators and
arithmetic operators for Transitivity Inference.

6 Conclusion

Dealing with very-large volume historical data and high data rates presents special chal-
lenges for a Stream Anomaly Monitoring System. In ARGUS, Rete networks provide the
basic framework for incremental query evaluation, and the very-high-selectivity prop-
erty of SAMS queries is exploited to minimize intermediate result sizes and speed up
performance significantly. The techniques include transitivity inference, user-defined
join priority, and conditional materialization. The later two will be replaced by a more
general cost-based optimization method that will subsume them. We are also extensively
expanding the system to incorporate multi-query computation sharing, incremental ag-
gregation, and the Dynamix Matcher.
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Abstract. There are two basic cases when Query Answering System
(QAS) for a Distributed Autonomous Information System (DAIS) may
give no answer to a submitted query. Let us assume that ¢ is that query
which is submitted to an information system S representing one of the
sites in DAIS. Systems in DAIS can be incomplete, have hierarchical
attributes, and we also assume that there are no objects in S which
descriptions are matching ¢. In such a case, QAS will fail and return
the empty set of objects. Alternatively, it may relax query ¢ as it was
proposed in [7], [8], [2]. It means that g is replaced either automatically
or with a help from user by a new more general query. Clearly, the
ultimate goal is to find a generalization of ¢ which is possibly the smallest.
Smaller generalizations of queries always guarantee higher confidence in
objects returned by QAS. Such QAS is called cooperative. We may also
encounter failing query problem when some of the attributes listed in ¢
are outside the domain of S. We call them foreign for S. In such a case,
we extract definitions of foreign attributes for S at other sites in DAIS
and next used them in QAS to solve q. However, to do that successfully,
we have to assume that both systems agree on the ontology of their
common attributes [14], [15], [16]. Such definitions are used to identify
which objects in S may satisfy that query. The corresponding QAS is
called collaborative. This paper shows that cooperation can be used as a
refinement tool for the collaboration strategy dealing with failing query
problem as presented in [14], [15].

1 Introduction

Distributed Autonomous Information System (DAIS) is a system that connects
a number of autonomous information systems using network communication
technology. In this paper, we assume that some of these systems may have hier-
archical attributes and some of them are incomplete. Incompleteness is under-
stood by allowing to have a set of weighted attribute values as a value of an
attribute. Additionally, we assume that the sum of these weights has to be equal
1. The definition of an information system of type A and distributed autonomous
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information system used in this paper was given by Ra$ and Dardziniska in [15].
The type A is used to monitor the weights assigned to values of attributes by
Chase algorithm [5], if they are greater than or equal to A. If the weight assigned
by Chase to one of the attribute values is less than the threshold value A, then
this attribute value is ruled out. Semantic inconsistencies among sites are due to
different interpretations of attributes and their values among sites (for instance
one site can interpret the concept young differently than another site). Ontolo-
gies ([9], [10], [17], [18], [19], [1], [20], [6]) are usually used to handle differences
in semantics among information systems. If two systems agree on the ontology
associated with attribute young and its values, then attribute young can be used
as a semantical bridge between these systems. Different interpretations are also
due to the way each site is handling null values. Null value replacement by a
value predicted either by statistical or some rule-based methods is quite common
before queries are answered by QAS. In [14], the notion of rough semantics and
a method of its construction was proposed. The rough semantics can be used to
model and nicely handle semantic inconsistencies among sites due to different
interpretations of incomplete values.

There are some cases when Query Answering System (QAS) for a Distributed
Autonomous Information System (DAIS) may fail to return a satisfactory an-
swer to a submitted query. For instance, let us assume that an information
system S has hierarchical attributes and there is no single object in S which
description is matching a query submitted by a user. By generalizing that query,
we may identify objects in S which descriptions are nearest to the description
submitted by the user. We may also faced failing query problem when some of
the attributes listed in a query ¢ are outside the domain of a queried informa-
tion system S. The way to solve this problem is to extract definitions of such
attributes at one of the remote sites for S in DAIS and next used them by QAS
to identify objects in S satisfying ¢. This problem is similar to the problem when
the granularity of the attribute value used in a query q is less general than the
granularity of the corresponding attribute used in S. By replacing this attribute
value in ¢ by the one used in S, we retrieve objects from S which possibly satisfy
q. Alternatively, we may compute definitions of this attribute value at one of the
remote sites for S in DAIS and next used them by QAS to enhance the pro-
cess of identifying which objects in S satisfy that query. However, before doing
that, we need to know that both systems involved in this process agree on the
ontology of their common attributes [14], [15], [16]. In this paper, we present a
new strategy for failing query problem in DAIS.

2 Query Processing with Incomplete Data

In real life, information about objects is collected and stored in information
systems residing at many different locations, built independently. These systems
are usually incomplete and their attributes may have different granularity levels.
For instance, at one system, concepts child, young,middle-aged, old, senile may
represent the domain of attribute age. At the other information system, we
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may use just integers to define that domain. If these two systems agree on the
ontology related to attribute age and its values, then they can use this attribute
when they communicate with each other. It is very possible that an attribute is
missing in one information system while it occurs at many others. Assume now
that user submits a query to a Query Answering System (QAS) of S (called
a client), which can not answer it due to the fact that some of the attributes
used in a query are either missing in .S or their granularity is more specific than
the granularity of the same attributes at S. In all such cases, system S can
collaborate with other information systems (called servers) to get definitions of
these attributes from them. These new definitions form a knowledge base which
is used to chase (see [4]) that missing values or discover more precise values
that can replace the current values of attributes at S. Algorithm Chase for
DAIS, based on rules, was given by Ra$ and Dardziriska in [4]. This algorithm
can be easily modified so it can be used for refinement of object descriptions
in S. But before that, semantic inconsistencies due to different interpretations
of incomplete values among sites have to be somehow resolved. For instance,
it can be done by taking rough semantics [14], mentioned earlier. In any case,
collaborating sites have to agree on the ontology associated with their common
attributes. For simplicity reason, in this paper, we are not considering ontology
associated with users.

Definition 1:

We say that S = (X, A, V) is a partially incomplete information system of type
A, if S is an incomplete information system and the following three conditions
hold:

— ag(z) is defined for any z € X, a € A,
~ (o € X)(Va € Aflas(x) = {(ap) : 1 < i <m}) — X0, pi = 1],

— (Ve X)(Va € A)[(as(z) = {(as,pi) : 1 <i<m}) — (Vi)(p; = N)].

Now, let us assume that S;, So are partially incomplete information sys-
tems, both of type A. The same objects (from X) are stored in both systems
and the same attributes (from A) are used to describe them. The meaning
and granularity of values of attributes from A in both systems S7, So is also
the same. Additionally, we assume that ag,(z) = {(a1;,p1;) : 1 < mq} and
as,(®) = {(azi,p2i) : 1 < ma}.

We say that containment relation ¥ holds between S7 and S, if the following
two conditions hold:

— (Vo € X)(Va € A)[card(ag, () > card(ag,(x))],
— (Vz € X)(Va € A)l[card(as, (z)) = card(as,(z))] —
[> 025 Ip2i = p2j| > 3225 [Pri — paj ]l

Instead of saying that containment relation holds between S; and Si, we
can equivalently say that S; was transformed into S by containment mapping
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¥. This fact can be presented as a statement ¥(S;) = Ss or (Vo € X)(Va €
A)¥(as, (z)) = ¥(as,(z))]. Similarly, we can either say that ag, (z) was trans-
formed into ag,(z) by ¥ or that containment relation ¥ holds between ag, (x)
and ag, ().

So, if containment mapping ¥ converts an information system S to S’, then
S’ is more complete than S. Saying another words, for a minimum one pair
(a,z) € Ax X, either ¥ has to decrease the number of attribute values in ag(z)
or the average difference between confidences assigned to attribute values in
as(x) has to be increased by ¥. To clarify this definition, let us assume that
as, (x) = {(a1, 1), (az, %)} and ag,(z) = {(a1, 1), (az, 3)}. Clearly S is closer
to a complete system than S; with respect to a(z), since our uncertainty in the
value of attribute a for z is lower in S5 than in S;.

To give an example of a containment mapping ¥, let us take two information
systems S7, S2 both of the type A, represented as Table 1 and Table 2.

Table 1. Information System S;

X a b c d e
w1 {(a1,3), (a2, 5)} {(61,3), (b2, 5)} @ di {(e1, 1), (es, 1)}
x2 {(az ), (a3, 1} {(b1, 5), (b2, )} d2 e
T3 b2 {(c1,3),(e3,3)} do es
x4 as Co dy {(617%)7(627%)}
L5 {(ah%)v(a%%)} b1 C2 el
Te a2 b2 cs3 do {(@27%),(637%)}
v (005,055} (e 2)(@2)} d e
s ba c1 di e3

It can be easily checked that the values assigned to e(x1), b(x2), ¢(x2), a(zs),
e(z4), a(xs), c(x7), and a(xs) in Sy are different than the corresponding values
in Ss. In each of these eight cases, an attribute value assigned to an object in S
is less general than the value assigned to the same object in S;. It means that
U(S1) = Ss.

Again, let us assume that S; = (X, A,V7), S2 = (X, A, Va) are partially
incomplete information systems, both of type A. Although attributes in both
systems are the same, they differ in granularity of their values. We assume that
as, ({ZZ) = {(au,pli) 01 § 1 S ml} and asz(:c) = {al}.

We say that containment relation @ holds between Sy and 1, if the following
two conditions hold:
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Table 2. Information System So

X a b c d e
w1 {(a1,3), (a2, 5)} {01, 3), (b2, 3)} @ di {(e1,3), (e2, 3)}
T2 {((lmi),(as,%)} b1 {(61,%),(02,%)} ds e
T3 m ba {(c1,%),(c3,3)} da es
T4 as c2 di ea
L5 {(ah%)v(@:i)} b1 C2 el
Te a2 ba c3 ds {(62’%),(63%)}
T7 G2 {(b1, 1), (02,3} @ da e
zs {(a1,3), (a2, 3)} b a di es

— (Vi < my)lay; is a child of a; in the ontology part representing hierarchical
attribute al,

— either {a1; : 1 < i < my} does not contain all children of a; or weights in
{p1: : 1 <i < my} are not all the same.

Instead of saying that containment relation holds between S, and S;, we
can equivalently say that Sy was transformed into S; by containment mapping
@. This fact can be written as @(S3) = S1 or (Vo € X)(Va € A)[P(as,(z)) =
&(ag, (x))]. Similarly, we can either say that ag,(z) was transformed into ag, (z)
by & or that containment relation ¢ holds between ag, (z) and ag, (x).

So, if containment mapping @ converts an information system S to S’, then
information about any object in S’ is more precise than about the same object
in S. Clearly, if {a1; : 1 < i < m} contains all children of a1, then semantically
ay has the same meaning as {(a1;,1/m): 1 <i<m}.

3 How to Handle Failing Queries in DAIS

Assume now that a query ¢(B) is submitted to system S = (X, A, V'), where B is
the set of all attributes used in ¢ and that ANB # (). All attributes in B—[ANB]
are called foreign for S. If S is a part of DAILS, then for definitions of foreign
attributes for S we may look at its remote sites (see [14]). We assume here that
two information systems can collaborate only if they agree on the ontology of
attributes which are present in both of them. Clearly, the same ontology does
not mean that a common attribute is of the same granularity at both sites.
Similarly, the granularity of values of attributes used in a query may differ from
the granularity of values of the same attributes in S. In [14], it was shown that
query ¢(B) can be processed at site S by discovering definitions of values of
attributes from B — [A N B] at any of the remote sites for .S and use them to
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answer ¢(B). With each rule discovered at a remote site, a number of additional
rules (implied by that rule) is also discovered. For instance, let us assume that
two attributes age and salary are used to describe objects at a remote site which
ascribes to the ontology given below:

— age( child(<17),
young(18,19,...,29),
middle-aged(30,31,...,60),
0ld(61,62....,80),
senile(81,82,...,>100))

— salary( low(<10K,20K,30K,40K),
medium(50K,60K,70K),
high(80K,90K,100K),
very-high(110K,120K,>130K))

Now, assume that the rule (age, young) — (salary,40K) is extracted at the
remote site. Jointly with that rule, the following rules are also discovered:

— (age,young) — (salary, low),
— (age, N) — (salary,40K), where N = 18,19, ..., 29,
— (age, N) — (salary,low), where N = 18,19, ..., 29.

If both attributes are used in .S and the granularity of values of the attribute
salary in S is more general than the granularity of values of the same attribute
used in some rules listed above, then these rules can be used by containment
mapping @ to convert S into a system S’. Information about objects, with respect
to attribute salary, is more precise in S’ than in S. This conversion is necessary,
if only the granularity of values of the attribute salary used in query ¢(B) is
the same as its granularity used in rules in @. Otherwise, we would be forced to
replace the user query by more general one in order to match the granularity of
values of attributes used in S. Clearly, the user will be more pleased if his query
is kept untouched.

Assume now that L(D) = {(t — v.) € D : ¢ € G(A)} (called a knowledge-
base) is a set of all rules extracted at a remote site for S = (X, A,V) by
ERID(S, A1, A2), where G(A) is the set of attributes in S which values are
more general than the corresponding values of attributes used in ¢(B). Parame-
ters A1, Ay represent thresholds for minimum support and minimum confidence,
correspondingly. ERID is the algorithm for discovering rules from incomplete
information systems, presented by Dardziniska and Ras in [4]. The type of in-
completeness in [15] is the same as in this paper if we only assume that any
attribute value ay in S can be replaced by {(a1;,1/m) : 1 < ¢ < m}, where
{a1; : 1 < ¢ < m} is the set of all children of a; in the ontology associated
with aq.

By replacing values of attributes in G(A), describing objects in S, by values
which are finer, we can easily arrive to a new system @(S) in which ¢(B) will fail
(we get either the empty set of objects or set of weighted objects with weights
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below some threshold value provided by user). In this paper we propose an
objective strategy to find an optimal subset of G(A) for the refinement process
of attribute values. But before it is presented, another issue has to be discussed
first.

Foreign attributes for S can be seen as attributes which are 100% incomplete
in S, that means values (either exact or partially incomplete) of such attributes
have to be ascribed to all objects in S. Stronger the consensus among sites on
a value to be ascribed to z, finer the result of the ascription process for z can
be expected. Assuming that systems S, S store the same sets of objects and
use the same attributes to describe them, system S is finer than system Ss, if
U(Sy) = 5.

But, before we continue this discussion any further, we have to decide first
on the interpretation of functors or and and, denoted in this paper by + and x,
correspondingly. We adopt the semantics of terms proposed by Ras & Joshi in
[16] as their semantics has all the properties required for the query transforma-
tion process to be sound [see [16]]. It was proved that, under their semantics,
the following distributive property holds: ¢1 * (to + t3) = (t1 * t2) + (t1 * t3).

So, let us assume that S = (X, A, V) is an information system of type A and
t is a term constructed in a standard way (for predicate calculus expression)
from values of attributes in V seen as constants and from two functors + and x.
By Ng(t), we mean the standard interpretation of a term ¢ in S defined as (see
[16]):

— Ns(v) = {(=, P) (v,p) € a(x)}, for any v € V4,
— Ng(t1 +t2) = Ng(t1) ® Ns(ta2),
— Ng(t1 *t2) = Ns(t1) ® Ns(t2),

where, for any Ng(t1) = {(xi,p:)}ier, Ns(t2) = {(2,4;)}jes, we have:

— Ns(t1) © Ns(t2) =
{(Iupi)}ie(f—J) U {(l’j,Pj)}je(J—I) U { (@i, maz(ps, qi)) }iernr,
— Ns(t1) ® Ns(t2) = {(zipi - @) bie(rn)-

Now, we are ready to discuss the failing query problem in DAIS. Let S =
(X, A, V) represents the client site in DAIS. For simplicity reason, we assume
that A = A yUAU{a,b,d}, Vo = {a1,az2,a3}, Vi = {b1,1,b1,2,b1,3,b2,1,b2,2,b2 3,
31,032,033}, Va = {di1,dz, ds}, and that the semantics of hierarchical attributes
{a,b,c,d}, used in DAIS, is a part of DAIS ontology defined as:

(al [01,17 a2, 01,3], az [az,l, az 2, 62,3], as [03,1, as 2, a3,3])
(b1[b1,1,b1,2,b1,3],b2[b2,1, 2,2, b2 3], b3 (3,1, b3,2, b3 3])
(ciler,,c1,2,¢1,3], calean, €22, €3], e3[cs,1, 3,2, €3,3])
(d1]d1,1,d1,2,d13],d2]d2,da2,da 3], d3lds 1, ds,2,ds 3])

So, the set {aj, as,a3} represents the values of attribute a at its first gran-
ularity level. The set {a1,1,0a1,2,a13,021,a22,023,03,1, 03,2, 3,3} represents the
values of attribute a at its second granularity level. Attributes in {b,¢c,d} have
a similar representation. Clearly, a; ; is finer than a;, for any 1, j.

a
- b
— c(c

d
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Now, we assume that query ¢ = a; 1 * b; * ¢; 3 * d; is submitted to S. There is
number of options for solving ¢.

The first step to solve the query is to generalize a; 1 to a; and ¢; 3 to c. This
way query q is replaced by a new query ¢ = a; * b; * d;. Now, either there
are objects in S satisfying ¢g; or further generalization of g; is needed. In the
first case, we can only say that objects matching ¢;, may satisfy g. Further
generalization of ¢ will decrease the chance that the retrieved objects will match
q. Since the granularity of attributes used in ¢; is the same as the granularity of
attributes in S, we can use cooperative query answering approach (see [7], [8],
[2]) to find the nearest objects in S matching ¢;. If there is a number of objects
in S satisfying ¢1, then we can use knowledge discovery methods to check which
of these objects should satisfy the property a; 1 *c; 3 and the same should satisfy
query g. To be more precise, we search DAIS for a site which has overlapping
attributes with S, including attributes a,c. The granularity level of attributes
a,c has to be the same as their granularity level in ¢. For instance, if Sy is
identified as such a site, we extract from S; definitions of a;; and ¢; 3 in terms
of the overlapping attributes between S and S7. These definitions are used to
identify which objects retrieved by ¢; should also match query gq.

Distributive property t1 * (to + t3) = (t1 * t2) + (t1 * t3), mentioned earlier,
is important because of the replacement of values of attributes either in ¢ or
in ¢; by terms which are in disjunctive form. For instance, if d; — a;;; and
c; — a;,1 are extracted at remote sites for S, then d; +¢; may replace a; 1 in g.

Finally, we can check what values of the attribute a and of the attribute c are
implied by d; * b; 2 at remote sites for S and if any of these implications (rules)
have high confidence and high support. This information is used to identify which
objects in S can be seen as the closest match for objects described by gq.
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Abstract. In the world of text document classification, the most general case is
that in which a document can be classified into more than one category, the
multi-label problem. This paper investigates the performance of two document
classification systems applied to the task of multi-class multi-label document
classification. Both systems consider the pattern of co-occurrences in docu-
ments of multiple categories. One system is based on a novel sequential data
representation combined with a kNN classifier designed to make use of se-
quence information. The other is based on the “Latent Semantic Indexing”
analysis combined with the traditional kNN classifier. The experimental results
show that the first system performs better than the second on multi-labeled
documents, while the second performs better on uni-labeled documents. Per-
formance therefore depends on the dataset applied and the objective of the
application.

1 Introduction

Text documents classification is one of the tasks of content-based document manage-
ment. It is a problem of assigning a document into one or more classes. In multi-class
document classification, there are more than two classes, however documents can be
uni-labeled. On the other hand, in multi-label classification, a document may fall into
more than one class, thus a multi-label classifier should be employed. For example,
given classes “North America”, “Asia”, “Europe”, a news article about the trade rela-
tionship between U.S.A and France may be labeled both to the “North America” and
the “Europe” classes.

In this paper, we investigate the performance of two document classification sys-
tems regarding the task of multi-class multi-label document classification. Both of the
systems consider the patterns of co-occurrences in documents or categories, and solve
the high dimensionality problem of the traditional vector space model. The first sys-
tem is based on a novel document representation technique developed by the authors
— a hierarchical Self Organizing Feature Map (SOM) architecture — to encode the
documents by first considering the relationships between characters, then words, and
then word co-occurrences. After which, word and word co-occurrence sequences were
constructed to represent each document. This system automates the identification of
typical document characteristics, while considering the significance of the order of
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words in a document. In the second system, documents are first represented using the
traditional vector space model (VSM), and then Latent Semantic Indexing is used to
encode the original vectors into a lower dimensional space. It constructs the associa-
tion within documents and terms from a “Semantic” view. The k-Nearest Neighbour
(kNN) classification algorithm is employed at the stage categorization of both sys-
tems. However, to make use of the sequence information that the first system cap-
tures, new similarity function designed by the authors is employed, whereas kNN is
applied using cosine similarity function to the second system. To evaluate both of the
systems, experiments are performed on a subset of Reuters-21578 data set. The results
show that the first system performs better than the second one on the multi-labeled
documents; while the second performs better on the uni-labeled documents. The over-
all performances of both systems are very competitive, however the first system
emphasizes the significant order of the words within a document, whereas the second
system emphasizes the semantic association within the words and documents.

The rest of the paper is organized as follows: Section 2 presents the system frame-
work and the data preprocessing applied to both systems. Section 3 describes the en-
coded data representation model designed by the authors, whereas section 4 presents the
alternative Latent Semantic Indexing algorithm. The classification algorithm employed
is described in section 5. Experiments performed and results obtained are presented in
section 6. Finally, conclusions are drawn and future work is discussed in section 7.

2 System Framework and Document Pre-processing

The principle interest in this work is the scheme used to express co-occurrences con-
sequently; the pre-processing and classification stages remain the same for both sys-
tems. Pre-processing removes all tags and non-textual data from the original docu-
ment. Then a simple part-of-speech (POS) tagging algorithm [3] is used to select
nouns from the document after which special nouns are removed. What is left is used
as the input for both of the representation systems.

3 The Encoded Sequential Document Representation

In this document representation, we make use of the ability of an unsupervised learn-
ing system — Self Organizing Feature Map (SOM) — to provide approximations of a
high dimensional input in a lower dimensional space [5, 6]. The SOM acts as an en-
coder to represent a large input space by finding a smaller set of prototypes.

Thus, in this work, a hierarchical SOM architecture is developed to understand the
documents by first encoding the relationships between characters, words, and then
words co-occurrences. The hierarchical nature of the model and the corresponding U-
matrix of trained SOMs are shown in Figure 1. In this model, the system is defined by
the following three steps:

1) Input for the First-Level SOMs: The assumption at this level is that the SOM
forms a codebook for the patterns in characters that occur in a specific document
category. In order to train an SOM to recognize patterns in characters, the document
data must be formatted in such a way as to distinguish characters and highlight the
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relationships between them. Characters can easily be represented by their ASCII rep-
resentation. However, for simplicity, we enumerated them by the numbers 1 to 26, i.e.
no differentiation between upper and lower case. The relationships between charac-
ters are represented by a character's position, or time index, in a word. It should be
noted that it is important to repeat these words as many times as they occur in the
documents, so that the neurons on the SOM will be more excited by the characters of
the more frequent words and their information will be more efficiently encoded.

2) Input for the Second-Level SOMs: The assumption at this level is that the 2™
level SOM forms a codebook for the patterns in words that occur in a specific docu-
ment category. When a character and its index are run through a trained first-level
SOM, the closest neurons (in the Euclidian sense), or Best Matching Units (BMUS),
are used to represent the input space. A two-step process is used to create a vector for
each word, k, which is input to the first-level SOM of each document:

- Form a vector of dimension equal to the number of neurons (r) in the first-level
SOM, where each entry of the vector corresponds to a neuron on the first-level
SOM, and initialize each entry of the vector to 0.

- For each character of word k,

o Observe which neurons n;, n, ..., n, are closest.
o Increase entries in the vector corresponding to the 3 most affected
BMUs by 1/, 1<j<3.

Hence, each vector represents a word through the sum of its characters. The results
given by the second-level SOM are clusters of words on the second-level SOM.

3) Input for the Third-Level SOMs: The assumption at this level is that the SOM
forms a codebook for the patterns in word co-occurrence that occur in a specific
document category. In the context of this architecture, word co-occurrence is simply a
group of consecutive words in a document. The consecutive words are from a single
document with a sliding window of size 3. The input space of the third-level SOM is
formed in a similar manner to that in the second-level, except that each word in the
word co-occurrences is encoded in terms of the indexes of the 3 closest BMUs result-
ing from word vectors passed through the second-level SOMs. Thus, the length of the
input vector to the third-level SOM is 9. The results given by third-level SOM are
clusters of word co-occurrence on the third-level SOM.

After training the SOMs, we analyzed the results of the trained second and third level
SOMs. We observed that documents from the same category always excited the same or
similar parts of the second and third level SOMs respectively, as well as sharing BMU
sequences with each other, Figures 2-3. Moreover, we observed that the different catego-
ries have their own characteristic most frequent BMU sequences. Based on these obser-
vations, we propose a document representation system where each document has two
sequence representations: The first one is based on the second-level SOM, i.e. the word
based sequence representation. The other is based on the third-level SOM, i.e. the word
co-occurrence based sequence representation. These two sequence representations are
combined together during the -classification stage. The sequence representation
(word/word co-occurrence) is defined as a two dimensional vector. The first dimension
of the vector is the index of the BMUs on the second (third) level SOM; the second di-
mension is the Euclidean distance to the corresponding BMUs.
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Fig. 1. An overview of the hierarchical SOMs encoding architecture

4 Latent Semantic Indexing (LSI)

A lot of research has been performed using Latent Semantic Indexing (LSI) for in-
formation retrieval with many good results for text retrieval, in particular [2, 4]. How-
ever, very little consideration has been given to the performance of LSI on multi-class
multi-label document classification problems. LSI emphasizes capturing words or
term co-occurrences based on the semantics or “latent” associations. The mapping of
the original vectors into new vectors is based on Singular Value Decomposition
(SVD) applied to the original data vectors [1, 7]. Usually, the original document vec-
tors are constructed using the so-called vector space model and the TF/IDF weighting
schema. There are many TF/IDF weighting schemas. The one we used here is:

Py =tfy . log (N/df;) ey

P;: Weight of term t; in document d;
tfi;: Frequency of term t; in document d;
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Fig. 3. BMU sequences of two documents from category “Earn” on the third-level SOM

N: Total number of documents in corpus
df;: Number of documents containing term t;

Moreover, LSI omits all but the k largest singular values. Here, k is an appropriate
value to represent the dimension of the low-dimensional space for the corpus. Hence,
the approximation of A becomes [7]:

Anxm =U Skkamka )
Apxm- 1S @ nXm matrix representing documents

U,.~ (uu,..u,)is the term-concept matrix

S

nxr

~ diag®,,9,,...9,) S, is the strength of concept i

rxr

V, .~ (v,v,..,v,)1s the document-concept matrix
In the experiments performed here, a large range of k values (from 25 to 1125) was

explored to fully investigate its efficiency on the multi-class multi-label documents
classification.

5 The Document Classification Algorithm Employed

The k-Nearest Neighbour (kNN) classifier algorithm has been studied extensively for
text categorization by Yang and Liu [8]. The kNN algorithm is quite simple: To clas-
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sify a test document, the k-Nearest Neighbour classifier algorithm finds the k nearest
neighbours among the training documents, and uses category labels of the k nearest
training documents to predict the category of the test document. The similarity in
score of each neighbour document to the test document is used as the weight of the
categories of the neighbour document [8]. If there are several training documents in
the k nearest neighbour, which share a category, the category gets a higher weight.

In this work, we used the Cosine distance (3) to calculate the similarity score for
the document representation based on LSI. However, since the Cosine distance meas-
urement does not fit the encoded sequential data representation, we designed a simi-
larity measurement formula (4) and (5). Both (4) and (5) consider the length of the
shared BMU sequences, in which (4) emphasizes the similarity degree of the BMUs in
a sequence, while (5) emphasizes the length of the document to be measured. After
weighting the categories by using (4) and (5), we normalize the weight and combine
the normalized weight of each category by adding them together.

Sim(Di,Dj):M 3)
1.1, > 2],
Sim(D,,D,) =Z$m )
o L+ distW, W)
1
o L+ dist(wy, +wy,) 5)
length (D))

M=

Sim(D,,D,) =

D, : Test document to be categorized.

D;: Document in the training set.

n : Total number of BMUs in common BMU sequences of D;and D;

W: Euclidean distance of a word to the corresponding BMU

dist(Wy, Wj): The distance between W and the corresponding BMU in the com-
mon BMU sequences of D; and D;. This shows the similarity between words
(word co-occurrences)

length(D;): Length of the document in the training set in terms of BMU se-
quences.

6 Experimental Setup and Results

In this work, we employed a well-known multi-class multi-label document data set -
Reuters-21578". There are a total of 12612 news stories in this collection. These sto-
ries are in English, where 9603 are pre-defined as the training set, and 3299 are pre-
defined as the test set. In our experiments, all 9603 training files are used, which be-
long to 118 categories. In order to fully analyze the performance of the systems for
the multi-class multi-label document classification problem, we chose 6 of the top 10
categories of the Reuters-21578 data set to test the categorization performance. These
categories are “Earn”, “Money-fx”, “Interest”’, “Grain”, “Wheat” and “Corn”. The

! Reuters data set, http://www.daviddlewis.com/resources/testcollections/reuters21578/
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relationships between these categories in the training set are shown in Figure 4, and
are the same as their relationships in the test set. Moreover, there are 8231 nouns left
after pre-processing; where it is these nouns that are used to build the SOM and LSI
representations.

Idoney-fx
Interest 307
GraittWheat+Hl o 206
58
Grain+Corm
122 Farn
IRTT

Interest+hloney-fx
Grraitn 147
79 Wheat+5rain

152

Fig. 4. Size and relationship of the six categories in the training set

Facing a multi-labeled (N labels) test document, we classify the test document to
the top N weighted categories. The F1-measure is used to measure performance. We
experiment with four kNN limits for the SOM representation — k = 3, 5, 10 and 15,
whereas seven kNN limits (k = 25, 115, 225, 425, 525, 625, and 1125) for the LSI
representation. In this case, our experiments show that “k = 5 gives the best perform-
ance in terms of the Macro F1-measure score.

] _ 2RP
TP © p P @ F —measure—R— (8)

R=_"" =
TP+ FN TP+ FP +P

TP : Positive examples, classified to be positive.
FN : Positive examples, classified to be negative.
FP: Negative examples, classified to be positive.

Tables 1 and 2 show most of the results on multi-labeled documents and uni-
labeled documents, respectively. Table 3 shows the Macro Fl-measure of the multi-
labeled and uni-labeled documents. It is apparent that both systems have very com-
petitive performance on the task of multi-class multi-label document classification.
From the returned Macro-F1 value, the system based on the sequential document
representation performs better than the system based on LSI. On the other hand, LSI
works better, where each document is based on a single topic. The experiments show
that LSI does work better on the uni-labeled documents on some k values (25 or 125).
However, it works worse on the multi-labeled documents whatever the k value is.

The encoded sequential document representation can capture the characteristic se-
quences for documents and categories. Good performance is achieved by utilizing the
sequence information for classification. The results show that it works better for the
relatively larger categories, such as “Money+Interest”, “Grain+Wheat” and “Earn”.
We conclude the reasons behind this is: This data representation is based on the ma-
chine-learning algorithm to capture the characteristic word or word co-occurrences
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for categories, so the more frequent the word or word co-occurrences are, the more
easily it can be caught and represented by the neurons of the hierarchical SOM based
architecture developed here. In the experimental corpus, the larger categories present
more frequent word or word co-occurrences to the architecture.

Table 1. Classification results of the multi-labeled documents*

Category Size in Fl-Measure
Test set  SDR LSI LSI LSI LSI LSI LSI LSI
(25) (125) (225) (425) (525) (625) (1125)

M+l 43 0.86 079 073 074 080 0.78 0.78  0.67
G+C 34 0.55 044 054 059 059 058 0.52  0.56
G+W 49 0.76 0.62 043 0.71 073  0.71 0.69  0.65
G+C+W 22 0.75 098 088 090 085 0.80 0.86  0.76

Micro-F1 Measure  0.74 0.68 061 0.72 0.73 0.71 0.70 0.65

Table 2. Classification results of the uni-labeled documents’

Category Size in Fl-Measure
Test set SDR LSI LSI LSI LSI LSI LSI LSI
(25) (125) (225) (425) (525) (625) (1125)

Earn 1087 097 097 097 09 09 096 095 094
Money 136 0.61 068 067 064 058 058 056 056
Interest 88 044 054 061 056 057 058 058 051
Grain 44 035 040 035 034 030 029 023 029
Micro-F1 Measure 088 089 089 088 087 087 086 0.85

Table 3. The overall classification results of multi-labeled and uni-labeled documents?

SDR  LSI LSI LSI LSI LSI LSI LSI
(25) (125)  (225)  (425)  (525)  (625) (1125
Macro-FI  0.81 _ 0.78 _ 0.75 080 080  0.75 _ 0.75 0.75

7 Conclusion and Future Work

Through this work, we explored the performance of two document classification sys-
tems regarding the task of multi-class multi-label document classification. Both of the
systems consider the patterns of co-occurrences in documents or categories, and solve
the high dimensionality problem associated with the traditional vector space model.
However, the first system considers the term co-occurrences from the aspect of the
order of the terms within documents, while the Latent Semantic Indexing considers

2 M+ “Money-fx+Interest”; G+C: “Grain+Corn”; G+W: “Grain+Wheat”; G+C+W:
“Grain+Corn+Wheat”.

3 SDR: Sequential Document Representation; LSI (n): Latent Semantic Indexing with k
value=n.
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the term co-occurrences from the aspect of semantic association within them and
documents.

The experimental results show that the SOM representation performs better than
the LSI on the multi-labeled documents; while LSI performs better on the uni-labeled
documents. The over all performances of both systems are very competitive. The
encoding mechanism of the SOM system can efficiently work on both textual and
non-textual data. Since the order and the frequency of patterns are maintained as they
appear before input to the encoding architecture, it is expected to perform better for
other data classification applications such as medical or business information systems
where sequence information is more significant and important. Moreover, it can be
used for online data classification without seeing all the terms or patterns in the whole
corpus. The methodology of the LSI system is easy to use and discovered the seman-
tic associations between the terms within the documents. It is very accurate when
each document is on a single topic and the terms are partitioned among the topics
such that each topic distribution has high probability on its own terms.

The idea of sequential data representation for document classification is new, more
improvements such as looking into the integration of different sizes of the SOMs for
the encoding architecture, investigating other styles of representations on top of the
encoding architecture, will be done in the future. In addition, other classifiers, which
explicitly support sequence classification, will also be analyzed and utilized in the
later research.
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Abstract. Information and the knowledge pertaining to it are important to mak-
ing informed decisions. In domains where knowledge changes quickly, such as
business and open source intelligence gathering there is a need to represent and
manage the collection of dynamic information from multiple sources. Some of
this information may be transitory due to its situated context and time-limited
value (eg driven by a changing business market). Ontologies offer a way to
model concepts and relationships from information sources and for dynamic
domains it is important to look at how to support evolution of knowledge repre-
sented in an ontology, the change management of an ontology and how to main-
tain consistency when mapping and merging knowledge from multiple sources
to an ontology base. One of the difficulties is that often contradictions can oc-
cur and sources may be unreliable. In this paper we introduce a technique for
merging knowledge while ensuring that the reliability of that knowledge is cap-
tured and present a model which supports ontology evolution through the inclu-
sion of trust and belief measures.

1 Introduction

This paper introduces an evolutionary approach for the management of information
models which need to reflect evolving knowledge related to uncertain and/or dynami-
cally changing domains. This is often driven by the need to keep track of changing
relationships in a dynamic operating environment such as a rapidly changing market
in a business domain or intelligence gathering operations. There is increasing interest
in open source intelligence gathering (OSINT) [18] where there are multiple sources
of information in the public domain with contradictions and unreliability associated
with the sources. For business there is interest in OSINT for time critical decision
making in dynamic domains (eg rapidly changing markets, portfolio management)
and also its use in business competitive intelligence (CI) [20]. As support for stan-
dardized methods of knowledge exchange gains momentum, ontologies [1] are
increasingly being used to store information models and the need to keep track of an
ontology’s development has resulted in increasing research work in the area of ontol-
ogy evolution [2-4]. Our notion of an ontology follows that of [1] where an ontology
is defined as metadata that explicitly defines the semantics of terminology in a ma-

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 170181, 2005.
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chine readable format. In this paper we use the ontology web language (OWL) [5] as
a standardized way of representing an information model as part of the proposed sys-
tem. There has been research work looking at how to analyze dynamic information
sources such as the internet and then through techniques such as text mining, natural
language processing and other processes create models of how concepts relate to each
other [18]. For the system presented here we assume that a process has already been
applied (associated with what we term an information gathering (IG) agent which is
defined as an entity responsible for gathering and processing information into an
information source) to convert information sources into a common ontological form
(OWL) but that there may still exist issues such as semantic heterogeneity (ie same
name used for different concepts or different names used for the same concept) across
sources.

Ontology evolution can be described as the adaptation of an ontology to reflect the
changing state of a domain [3] which may include the change management process by
which the ontology is kept consistent [6]. Building up a correct ontology for a spe-
cific domain can be a time intensive activity and generally requires a knowledge or
domain expert. Domain experts perform a variety of tasks involved with managing
information for a specific domain, while knowledge experts usually create the seman-
tics and terminology of a specific domain. A domain expert is often required to re-
solve conflicts, handle uncertainty, and to make decisions, such as how data items
may relate to each other across multiple sources. This necessity to compare, contrast
and resolve differences between multiple sources is part of the process of information
fusion [7]. This process can often be broken down to a mapping and merging prob-
lem [8]. Knowledge of the semantics involved in the context of information can be
used to discover and make decisions about appropriate merges and relationships; this
is known as a mapping. Our approach to this problem assumes that decisions will be
made by one or more decision makers (DMs) who utilize a knowledge management
system. The role of the system in this context is to facilitate the storage and revision
of an information model resulting from the fusion of sources supplied by multiple IG
agents, as discussed by [8], with the DM making decisions about uncertain or in-
accurate knowledge representation derived from the source. Not all sources are equal
in terms of reliability and because of the time critical nature of the system it is up to
the DM to decide on their confidence in sources at the time the information needs to
be merged. Because there may be different DMs who have different levels of domain
knowledge we propose that this operation should be modified both by the DM's con-
fidence in the source (can be considered in terms of a belief measure) and also the
reputation of the DM or system trust in the DM (ie how much should the system trust
the assignment of belief values?).

There is extensive research [7-9] into automated approaches for knowledge fusion
problems but for domains where knowledge is transient, uncertain or incomplete there
is a need to continually capture domain knowledge and this generally requires some
mechanism for rapid assimilation to enhance decisions based on the information and
the knowledge describing it. Merging of ontologies, based on interaction with a user
through the use of automatically generated suggestions is a feature of tools such as
PROMPT [7] and Chimaera [9]. Tools like Protégé-2000 [13] also provide editing
functionality that can help support some of the requirements of ontology evolution.
However there is still a need to effectively capture knowledge through user interac-



172 D. Hooijmaijers and D. Bright

tion (especially for the mapping problem) where this knowledge is not always static
or certain and these tools currently provide no mechanism for representing this uncer-
tainty. The main contribution of this paper is the proposal of a knowledge manage-
ment system based on evolving ontologies to support evolutionary change resulting
from uncertainty in domain knowledge and the discussion of results obtained using
preliminary experiments with an initial prototype. Part of this includes the aim of
minimizing the level of human interaction when performing an information fusion
using evolving ontologies, in particular to postpone the need for a domain expert to
validate the ontology. The use of uncertainty in stored relationships reflects the need
to represent uncertainty present in domain knowledge. This could be due to incom-
plete or inaccurate information (eg as a result of the lack of domain knowledge by a
user who needs to store information) or the need to keep track of a dynamic set of
relationships which change due to nature of the domain.

This paper is structured as follows: In section 2 a brief overview of related work is
presented. Section 3 introduces our model of an evolutionary ontology. Section 4
provides an overview of our proposed system model and the initial prototype imple-
mentation. Section 5 discusses a relevant case study from an intelligence gathering
domain and finally section 6 is our conclusion and discussion of future work.

2 Related Work

Ontologies are becoming widely used as a representation language and are used to
assist in the fusion of information [7, 10]. Many tools supply assistance to domain
experts when the fusion of ontologies is necessary. One limitation of all current im-
plementations is that it is assumed that the ontologies being merged are static struc-
tures and the knowledge contained is certain. This limits the use of these tools in real
world situations where knowledge is subjective and the creators of the knowledge are
not always completely certain on the correct semantics of the concepts contained
within. An ontology consists of a hierarchy that relates classes via properties [11].
The property and hierarchy relationships are where we propose the uncertainty may
occur. Although not yet supported by tools there has been recent work by [17] to
apply a Bayesian approach to uncertainty modeling using OWL ontologies and a draft
by W3C [23] on how to represent n-ary relations in OWL which presents patterns
which could be used to handle belief values.

McGuinness et al [9] propose Chimaera as an ontology fusion tool. Chimaera’s
has a suggestion algorithm based on pattern matching. Chimaera searches through the
first model and then using a set of reasons searches through the second model for a
match. Another tool OntoMerge [8] was originally designed to convert ER models
from database schema to an ontology, in a process called “Ontolization”[8]. Dou
states that the process of Ontolization can’t be fully automatic because only domain
experts know the meanings and relationships of the terms. Thus it is only possible,
for software, to provide assistance with this process. This manual mapping is utilised
by OntoMerge to provide a mechanism for merging ontologies, which was proven to
be a requirement for the translation process [7]. OntoMerge uses first-order logic to
provide predicate axioms to map the source ontologies onto target ontology. Another
ontology fusion tool is PROMPT, proposed by Noy et al [11]. PROMPT is a plug-in
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component for Protégé-2000 [4]. PROMPT was developed to provide a semi-
automatic approach to merging ontologies by providing automation where attainable,
and guidance where it is unable to decide upon the correct results. These tools supply
suggestions in regards to the fusion of models. This implies that the user performs the
fusion not the tool. This causes problems as the user’s knowledge, in the domain,
must be sufficient to ensure they know which suggestions to accept and additionally
which extra mappings are required to ensure a successful fusion. The tools ability to
quickly locate likely fusions would minimize the task of a domain expert to search
through the models.

Ontology evolution is part of providing richer knowledge models [2]. When dis-
cussing ontology evolution versioning is a key concept [2,3] which allows the user to
highlight the differences between two ontologies. The reason behind this is that as
ontologies change the applications using them do not. This causes problems in that
the static applications are expecting the ontology to be static and then manipulate the
dynamic data described. Versioning allows the application to access the version of
the ontology that it expects to use. In regards to our work the application using the
ontology expects there to be changes and actively searches for possible solutions
(based on belief values) of the ontology. This means that it is assumed applications
are mostly concerned with the most relevant current state (or view) of the domain for
a problem or decision at hand (eg the right information at the right time). Previous
states supply a framework and a basis for the evolution but once the evolution is per-
formed the previous state is fully incorporated with the new knowledge.

When evolving ontologies it is necessary to perform consistency checking to en-
sure the ontology is valid [3]. This need complicates the process of evolution as the
ontology must remain consistent. Stanjanovic [3] further propose that the evolution
process should be supervised and offer advice. Since the evolution process we are
implementing revolves around the merging of new knowledge to the existing ontol-
ogy we can leverage suggestion algorithms in current ontology merging tools to sup-
ply this advice. While supervision should be performed by a domain expert by in-
cluding beliefs in the ontology structures we hope to assist the user in making in-
formed decisions on an evolving knowledgebase.

3 Evolutionary Ontology Model

Often in time critical scenarios it is not possible to have a knowledge expert on hand
to assist with knowledge management. In domains where new information is con-
stantly being provided for decision making purposes there is a need for rapid merging
of both the information and the relating semantic knowledge. This need for quick
assimilation and the unavailability of a knowledge expert often leaves the task of
merging in the hands of less qualified staff. Thus it is necessary to firstly ensure the
knowledge is converted to a standardized representation language, like OWL [5].
This conversion can be easily achieved if a direct one to one mapping exists. If no one
to one mapping exists the conversion can still be performed but it may contain errors.
The challenge then is the resolution of semantic problems that may exist, such as the
terminology used, the ambiguity of concepts or the semantic structure. A knowledge
expert would be able to solve these discrepancies, but in time critical scenarios the
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knowledge expert often forms a “bottle neck” [13] that may be detrimental to achiev-
ing a deadline. To overcome the error of the semantics uncertain relationships can be
made transient until they are confirmed or rejected and belief factors can be assigned
to these transitory relationships in order to provide the end user with insight into the
ontology and those relationships that may be incorrect. At some point the ontology
will need to be “cleaned up” by a knowledge expert to remove erroneous relation-
ships, ensure correct terminology and to reinforce correct semantics. In a time critical
scenario it is useful to keep superfluous knowledge, with uncertainty, to allow for
quick decisions to be made and this motivates our notion of an evolutionary ontology.

3.1 Ontology Evolution Process

The Evolutionary Ontology Model proposed in this paper aims at providing a mecha-
nism for input, from multiple sources, into an evolving base ontology, O .. For
such ontology to near completeness we need to add additional concepts (classes) and
semantic relationships (properties or inheritance hierarchy) over time usually in the
form of a new ontology, O ... Changes are driven by merging of new information
and knowledge (converted to a standardized ontological form) with the base ontology.
Therefore we can define a merge, M, of the two ontologies, such that the new knowl-
edge is reflected in the resultant base ontology, O *base, for each O . , as follows:

M (O-base’o-new) 9 O-*base (l)

To achieve this it is not enough to simply insert the set of relationships, Ry, into
the set of original relationships Ry,.. There is often extra information and context
that needs to be considered when inserting new relationships or concepts. An IG
agent, in this work, is considered to be a provider of new information and the knowl-
edge that pertains to it, that may be stored in a personal ontology. This is provided to
a decision maker (DM) who makes decisions based on the information that the ontol-
ogy describes. A major concern when accepting input from an IG agent is the cor-
rectness of the supplied information and knowledge. This is broken down into how
strong is the DM’s belief in the relationships in the agent’s personal ontology and how
strong is the system’s trust in the DM. The aim is to capture these beliefs so that the
structure of the ontology allows different views on the changing state of a domain
model.

3.2 Ontology Change Operations

Critical to evolutionary ontologies is examining the operations used to manipulate and
evolve the ontology. These operations are mainly derived from graph theory as
shown in [13] and include the addition, modification and removal of concepts (nodes)
and relationships (arcs). These operations provide a solid basis for the evolution of
ontologies. In addition to standard operations [4] we propose additional operations,
strengthen belief and weaken belief as well as specializing the add relationship and
remove relationship to include belief and trust factors and to weaken belief. These
additional operations allow for the system to capture beliefs about the relationships
between knowledge concepts. The add relationship operation will need to ensure that
the relationship doesn’t exist and if it does will need to strengthen the belief of that
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relationship while the remove relationship operation needs to weaken the belief of the
relationship. Once the belief is sufficiently small it may be more efficient for an on-
tology management process to remove this relationship.

The ontology model we use, OWL [5], consists of a set of nodes which in this solu-
tion can be considered to be concrete concepts. These nodes are connected by a mu-
table set of relationships that represent possible solution spaces of how these concepts
relate. When multiple relationships occur between two concepts it is necessary to
place limitations to ensure that only the most correct solutions are shown using views.
A view is a selection (subset) of relationships designed to reduce the number of rela-
tionships, between two concepts, that are displayed to the DM. Views allow the DM
to filter the solution space to select the best possible solution (relationship between
two concepts) for their scenario. All views will contain a base set of relationships
confirmed by a knowledge expert (i.e. the belief is 100%). Currently this can is
achieved in two ways: a “max belief” view that shows the most probable relation-
ships between concepts or a “max belief and max trust” view which shows the maxi-
mum belief of the input sources with the highest trust. The beliefs are evolutionary in
nature, as other sources may concur or conflict with the current knowledge.

3.3 Assigning Belief and Trust Values

There are a number of formal models which have been applied to decision making
and reasoning with uncertain, vague or incomplete information. These include Bayes-
ian reasoning, belief networks, the Dempster-Shafer theory of evidence, fuzzy logic
and general probability theory (see [16] for a review of uncertainty formalisms).

In non-standard probability models belief functions are used to allow a decision
maker to assign bounds on probabilities linked to events without having to come up
with exact probabilities which are often unavailable. We have chosen to use belief
functions to represent the system belief in a relationship contained in the base ontol-
ogy combined with belief revision based on the Certainty Factor (CF) Model devel-
oped by Buchanan and Shortliffe [19] in their work with the rule-based medical ex-
pert system MYCIN. Because of its simplicity and more natural appeal to users over
the use of strict probability theory the CF model has been widely used to handle un-
certainty in a range of rule-based expert systems. Certainty factors can be viewed as
relative measures that do not translate to a measure of absolute belief. [16] indicates
that CFs can be viewed as representing “changes of belief”. Therefore they are useful
in the heuristic approach (based on combining CFs) which we have adopted for belief
revision under uncertainty. Certainty factors can be used to manage incrementally
acquired evidence (eg from expert assessment) with different pieces of evidence hav-
ing different certainty values. The CF model does not have a rigourous mathematical
foundation like the Dempster-Shafer model but can be shown to approximate standard
probability theory (see [16]) in many situations. CFs are numerical values in range [-
1.0,1.0]. To support the required reinforcement and weakening operations we used a
CF- combining function (eg see Stanford CF calculus [19]) which provides the neces-
sary framework.

In this model system belief in a relationship is quantified (via a belief function) as
a value in the range [0,1] which can be interpreted as a percentage value and stored as
association information for a relationship. The ontology model stores the highest



176 D. Hooijmaijers and D. Bright

level of trust of a DM who has provided knowledge that causes a reinforcement of
belief in or creation operation on a relationship. The advantage of keeping the highest
trust value ensures that the current DM or user of the system can differentiate between
multiple novice DMs of the past and one expert DM’s view on a relationship.

In this initial proposal a CF is used to reflect the DM confidence in an information
source being processed. This CF is then scaled based on the system trust in the DM.
The idea of trust used in this proposal is based on work in reputation systems [14].
The machine belief B (R,,) is restricted to the range [0,1] and can be viewed as the
degree of system belief that a relationship should exist based on the accumulated
decision making evidence to date. This is because the machine belief B (R,,) deter-
mines whether a relationship R,, remains in the ontology or not with negative values
having no meaning and a value reaching zero signifying that a relationship has ex-
pired and should be removed. Values of machine belief B are not able to be decre-
mented below zero. The DM’s overall certainty u, is a standard CF in the range [-1,1]
which needs to be applied to a selected relationship in an information source model
being processed. Positive values represent an incremental belief and negative values
represent an incremental disbelief in a relationship. Each selection utilizes a trust
modifier, ¢ , (a scalar in the range [0,1]) which when applied to the DM’s initial

certainty u; in the IG agent from which the information originated (ie the DM confi-
dence in the information source) acts as a weight to provide the overall certainty u,.
This is calculated using:

u=@ *u 2

The trust modifier, ¢ , represents the reputation of the DM (ie the amount of trust

the system has in the DM based on their reputation or rating). This simple approach to
representing trust has been adopted in the initial prototype of the system. The scale
used for the trust modifier has a set of possible categories or levels (“Novice”, “In-
termediate”, “Advanced”, “Domain Expert”, “Knowledge Expert”) mapped to a set of
numerical values in the range [0,1] which can be interpreted as percentages in the
range [0%,100%]. This initial set of categories can easily be extended to provide a
finer grained set of trust levels. The overall certainty u, will be negative when weak-
ening the belief in a relationship and positive to strengthen. To strengthen the sys-
tem’s current belief, B; (R,,), on a relationship, R,,, the new knowledge concerning the
existence of the relationship represented through the calculated value of u,, with (u, >
0) the resultant machine belief B (R,,) can be revised using:

B¢ (Ri) = Bi (Ry) + uy — (Bi (Ry)* uy) 3)

To weaken the belief, B; (R,,), the new knowledge about the relationship repre-
sented by u,, with (u; < 0) and the machine belief is revised using:

B¢(Rm) = (0 + Bi (Rw)) / (1- MIN (IB; (Rpn) I, T'u 1)) “)

When a relationship is added between two concepts that already have existing rela-
tionships it is necessary to weaken the belief of all existing relationships. When a
source has a different relationship between two concepts the implication is of contra-
dicting the existing relationships. The “clean-up” process is performed by a knowl-
edge expert (@@= 1). The process involves removing incorrect relationships and
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strengthening the belief in correct relationships to have no uncertainty. This can be
performed at any time but should be conducted at regular intervals.

4 System Prototype

The system (see Fig 1) created aims to capture the beliefs and trust factors of relation-
ships in an ontology. It is necessary to provide mechanisms for the DM to supply the
necessary information to determine beliefs. This has been achieved by providing a
mechanism for entering belief factors when a relationship between two concepts is
created in the base ontology. The DM simply annotates their belief to the relation-
ship. The system uses a trust factor in the DM to scale the new knowledge in regards
to the impact on the current knowledge base. This is a procedure utilized to ensure
that a source is verified before supplying its knowledge to the knowledge base. Once
the verification is obtained the new knowledge can be merged into the existing knowl-
edge base. For this system the fusion is currently performed by Protégé-2000 with the
PROMPT plug-in [7]. This follows a series of suggestions to assist the DM in
merging the concepts in the new knowledge to the current base ontology.

Once the merging and updating of beliefs is completed the DM is able to examine
the ontology by use of views. Once a view is selected the DM is then able to provide
a view of the instance data (information) and how it semantically interacts. An addi-
tional part of the system implemented involves editing of the ontology. This is
achieved using Protégé-2000 and allows for the maintenance of the ontology in situa-
tions where incorrect concepts have been introduced. This allows the knowledge
expert to adjust the ontology to ensure there is consistency.

Display Views

Visualisation Tool
Knowlege Source

Provide New Knowledge

Merge New Knowledge

Ontology Merging Tool (PROMPT)
System
Edit Relationships
Ontology Tool (Protege 2000)

odify Beliefs

Uncertainty Manipulation
user E

Fig. 1. System Overview showing the main system components

User Interaction

5 Case Study

Intelligence gathering is an important part of defense operations and often relies on
channels of new information and knowledge originating from varied and different
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sources [22]. An Intelligence Analyst (IA), the decision maker, often needs to make
informed decisions based on the knowledge and provide a solution of how the knowl-
edge concepts work together to be able to provide their intelligence documentation.
There is increased use of open source intelligence gathering from public domains like
the internet to aid intelligence operations. Often the knowledge in these situations is
uncertain while in other situations the IG agent providing the knowledge may be cir-
cumspect and require verification. In time critical situations the sheer volume of
knowledge coming to the IA can make this a labour intensive task with decisions
being made quickly and often ignoring some components of knowledge. Thus the TA
needs to make multiple decisions to ensure the best possible presentation of the in-
formation and knowledge for their superiors. The following steps would be
complementary with the needs of an IA in this type of scenario:

1. Decide on the standardization if necessary

2. Decide on how to complete the Merge of new knowledge

3. Decide on an appropriate view that provides the best solution space
4. Send up the chain of command to aid command level decisions

Using our proposed system and this procedure the IA would convert, if necessary,
the information and knowledge to OWL, while including their confidence in the in-
formation source model. The IA then utilizes the fusion mechanism to fuse the new
knowledge allowing for multiple solution spaces to be created. The process is re-
peated if new knowledge is obtained or if the Intelligence Documentation is rejected.
The IA is required to categorize the sources providing the information and knowl-
edge. This categorization is based on confidence or belief levels where a good proven
source of information may have a higher belief value then an untried source. A belief
value is selected in the range [0%,100%] (stored as a number in the range [0,1]). The
system also captures the trust in the TA for this case study using the following trust
categories: ((“Novice” , 10%), ("Intermediate", 20%), ("Advanced", 40%), ("Domain
Expert", 75%), ("Knowledge Expert", 100%)). An initial knowledge base, shown in
Fig 2, was used to describe a current state of the domain. To simplify the view in-
stance data has not been included. It can be seen that there exist two relationships
between “Person” and “Task”, this is an example of an extraneous relationship in
which a DM may have been unsure as to the correct link between them. Alternately
both links may be correct in which case it may be necessary for a knowledge expert to
clarify the situation.

To this knowledgebase a new knowledge source, O ., Was submitted by an IG
agent (CFs u; = +1.0 have been applied to relationships “Organisation Sponsors” and
“Budget” and a CF of u; = +0.7 to “Funding”) and needs to be merged with the O
(using TA trust = 40%). This new knowledge source contains two existing concepts
task and organization and a new concept Finance. The addition of the new concept
and the relationships between the existing concepts is a merge operation by PROMPT
and requires the belief to be adjusted by trust and CF values as shown in Fig 2 using
eqns. (2) and (3). The relationship in O . between “Organisation” and “Task”,
“Organisation Sponsors”, is different to the relationship between the same concepts in
O pases Organisation Tasks”. This will create an extraneous relationship between
these concepts and in turn weaken the beliefs of all other relationships between them,
using eqn. (4), as shown in Fig 3.
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6 Summary and Future Work

In this paper we have shown that the inclusion of trust and uncertainty during ontol-
ogy evolution, driven by merging of new knowledge, can be potentially valuable to
the time critical gathering of information in rapidly changing domains. The approach
is based on belief values associated with relationships and uses extraneous relation-
ships subsets of which signify possible current views on the domain. Current merging
and visualization tools are utilized to provide a framework, offer suggestions and
allow for decision makers to modify, view and employ the possible solutions to prob-
lems and decision making within their domain. To enable ontology evolution we
have introduced two additional operations that (i) strengthen the belief that a relation-
ship between two concepts is correct and (ii) weaken the belief. Although we are still
in the process of implementing our solution it can be seen from initial experiments
that the additional information stored in the ontology provides a dynamic modeling
approach for a dynamic domain. Extraneous relationships result in complex ontology
structure and we are experimenting with the InVision System for visualization [21]
which can be useful in providing multiple views on data.
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Abstract. Several classes of propositional formulas have been used as target lan-
guages for knowledge compilation. Some are based primarily on c-paths (essen-
tially, the clauses in disjunctive normal form); others are based primarily on d-
paths. Such duality is not surprising in light of the duality fundamental to classical
logic. There is also duality among target languages in terms of how they treat links
(complementary pairs of literals): Some are link-free; others are pairwise-linked
(essentially, each pair of clauses is linked). In this paper, both types of duality are
explored, first, by investigating the structure of existing forms, and secondly, by
developing new forms for target languages.

1 Introduction

Several classes of propositional formulas have been used as target languages for knowl-
edge compilation, including Horn clauses, ordered binary decision diagrams, tries!', and
sets of prime implicates/implicants—see, for example, [2, 3, 8, 12,20, 21]. The discov-
ery of formula classes that have properties that are useful for target languages is ongoing.
Within the past several years, decomposable negation normal form [6] (DNNF), link-
less formulas called full dissolvents [15], factored negation normal form [9] (FNNF),
and pairwise-linked clause sets, in which every pair of clauses contain complementary
literals (called EPCCL in [10]), have been investigated as target languages. It is not
surprising that dualities arise when comparing target languages, but the extent of their
prevalence may be surprising.

Most research has restricted attention to conjunctive normal form (CNF). This may
be because the structure of negation normal form (NNF) can be quite complex. However,
there is growing interest in target languages that are subclasses of NNF. Decomposable
negation normal form, studied by Darwiche [5, 6], is one such class. They are linkless
and have the property that atoms are not shared across conjunctions. Every DNNF
formula is automatically a full dissolvent—the end result of applying path dissolution to
a formula until it is linkless. Although linkless, full dissolvents may share atoms across
conjunctions. It turns out that many of the applications of DNNF depend primarily on

* This research was supported in part by the National Science Foundation under grant CCR-
0229339.
! A variation of a tree, often used to store dictionaries.

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 182-190, 2005.
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the linkless property and are available and equally efficient with full dissolvents [15].
Moreover, full dissolvents can be advantageous both in time and in the size of the
resulting formula.

The class FNNF of factored negation normal form formulas is introduced in [9].
They provide a canonical representation of arbitrary boolean functions. They are closely
related to BDDs, but there is a DPLL-like tableau procedure for computing them that
operates in PSPACE.

The pairwise-linked formulas introduced by Hai and Jigui [10] appear to be struc-
turally quite different from—and rather unrelated to—DNNF, full dissolvents, or to
FNNF formulas. For one thing, pairwise-linked formulas are in CNF and the others are
not; for another, pairwise-linked formulas have many links while the others are link-free.
It turns out, however, that these classes are closely related, not only through traditional
AND/OR-based duality, but also through a kind of link-based duality. These formula
classes are examined in light of both types of duality; the resulting insight leads to new
compilation techniques and to new target languages.

A brief summary of the basics of NNF formulas is presented in Section 2.1. There
is also a short discussion of negated form (NF), which is useful as the assumed input
language since any logical formula whatsoever can be converted to equivalent negated
form in linear time. Path dissolution is described in Section 2.2; greater detail can be
found in [13]. Decomposable negation normal form is also described in that section.

The class of pairwise-linked clause sets is examined in Section 3.1. Several new
observations are made, and an alternative to the compilation technique of [ 10] is proposed
that does not require subsumption checks. This is generalized to d-path linked formulas
in Section 3.2. Section 4 focuses on duality relationships: Both traditional and/or based
duality and link-based.

Proofs are omitted due to lack of space; they can be found in [16].

2 Linkless Normal Forms

There is growing interest [3, 11, 5, 6, 13, 19, 22] in non-clausal representations of logical
formulas. The NNF representation of a formula often has a considerable space advantage,
and many CNF formulas can be factored into an NNF equivalent that is exponentially
smaller. Similar space saving can be realized using structure sharing, for example with
tries. On the other hand, there is experimental evidence [13] that factoring a CNF formula
can provide dramatic improvements in performance for NNF based systems.

Linkless formulas have several properties desirable for knowledge compilation. In
[9], factored negation normal form (FNNF) and ordered factored negation normal form
(OFNNF), both linkless, are introduced. The latter is a canonical representation of any
logical formula (modulo a given variable ordering of any superset of the set of variables
that appear in the formula). The FNNF of a formula can be obtained with Shannon ex-
pansion. The dual Shannon expansion and the dual of FNNF are described in Section 3.2.
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2.1  Negated Form and Negation Normal Form

A logical formula is said to be in negated form (NF) if it uses only three binary connec-
tives, A, V, <, and if all negations are at the atomic level. Negated from is introduced
in [9] and is useful as an input form because any logical formula can be converted to
negated form in linear time (and space). An NF formula that contains no <’s is in
negation normal form (NNF).

Two literal occurrences are said to be c-connected if they are conjoined within the
formula (and d-connected if they are disjoined within the formula). A c-path (d-path) is a
maximal set of c-connected (d-connected) literal occurrences. A link is a complementary
pair of c-connected literals.

Related to factoring is the Shannon expansion of a formula G on the atom p, also
known as semantic factoring; itis defined by the identity, G = (pAG[true/p]) V (=pA
Glfalse/p]), where G[3/p] denotes the replacement of all occurrences of atom p by 3
in G. Observe that any formula G may be replaced by the formula on the right. In fact,
this rule can be applied to any subformula, and, in particular, to the smallest part of the
formula containing all occurrences of the variable being factored. The term semantic
factoring reflects the fact that all occurrences of the atom p within the subformula under
consideration have in effect been ‘factored’ into one positive and one negative occurrence.
Darwiche’s conditioning operation, the original Prawitz Rule [18], BDDs, and Step 4 in
Rule IIT of the Davis-Putnam procedure [7] are closely related to Shannon expansion.

2.2 Path Dissolution and Decomposable Negation Normal Form

Path dissolution [13] is an inference mechanism that works naturally with formulas
in negation normal form. It operates on a link by restructuring the formula so that all
paths through the link are deleted. The restructured formula is called the dissolvent;
the c-paths of the dissolvent are precisely the c-paths of the original formula except
those through the activated link. Path dissolution is strongly complete in the sense that
any sequence of link activations will eventually terminate, producing a linkless formula
called the full dissolvent. The paths that remain are models of the original formula.
Full dissolvents have been used effectively for computing the prime implicants and
implicates of a formula [19,20]. Path dissolution has advantages over clause-based
inference mechanisms, even when the input is in CNF, since CNF can be factored. The
time savings is often significant, and the space savings can be dramatic.

Let atoms(F) denote the atom set of a formula . An NNF formula F is said to
be in decomposable negation normal form (DNNF) if F satisfies the decomposability
property: If & = a1 A as A ... A\ ay, is a conjunction in F, then 7 # j implies that
atoms(w;) N atoms(a;) = 0; i.e., no two conjuncts of « share an atom. Observe
that a DNNF formula is necessarily linkless since a literal and its complement cannot
be conjoined—after all, they share the same atom. The structure of formulas in DNNF
is much simpler than the more general NNF. As a result, many operations on DNNF
formulas can be performed efficiently. Of course, obtaining DNNF can be expensive,
but if this is done once as a preprocessing step, the “expense” can be spread over many
queries.
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2.3  Testing for Entailment

One common query of a knowledge base K is the question,“Does K logically entail a
clause C?” A yes answer is equivalent to (JC A =(C') being unsatisfiable. Both DNNF
formulas and full dissolvents, which are linkless, can answer such a query in time linear in
the size of the knowledge base? For DNNF formulas, this is accomplished by converting
(X A =C) to DNNF with a technique called conditioning [6]. If the resulting DNNF
reduces to empty, then the answer to the query is yes.

Full dissolvents can also determine entailment in linear time. If a knowledge base
K is a full dissolvent, K contains no links, and all links in X A =C' go between I and
—(C'; i.e., between /C and a unit. Dissolving on such links strictly decreases the size of
the formula. Each operation is no worse than linear in the amount by which the formula
shrinks, so the total time required to dissolve away all links is linear in the size of /.
The formula that is produced is again linkless, and if this formula is empty, the answer
to the query is yes.

There is another approach for answering this query; it is based on Nelson’s Theorem,
a proof of which can be found in [19]:

Theorem 1. In any non-empty formula X in which no c-path contains a link, i.e., if C
is a full dissolvent, then every implicate of /C is subsumed by some d-path of /. ad

A clause C can then be tested for entailment as follows: First, consider the subformula
of IC consisting of all complements of literals of C. Then C is entailed if this subgraph
contains a full d-path through /C. This computation can be done in time linear in the size
of K—for a proof see [15].

3  Pairwise-Linked Formulas

In Section 2, classes of linkless formulas used as target languages for knowledge com-
pilation were described. The opposite approach is considered in this section: Classes of
formulas with many links are explored. As we shall see in Section 4, there is a duality
to these two approaches.

3.1 Pairwise-Linked Clause Sets

Hai and Jigui introduced pairwise-linked clause sets in [10]. They call them EPCCL
Theories: Each Pair (of clauses) Contains Complementary Literals. This class of formulas
has a number of nice properties, including the fact that satisfiability can be determined
in linear time. The authors provide an elegant proof of this result, included here, with a
clever combination of the inclusion/exclusion principle and the observation that every
proper subset of the complete matrix, defined below, on m variables is satisfiable.

A maximal term on m variables is a clause that contains all m variables (positively or
negatively). The complete matrix (see [1]) on m variables is the clause set C,,, consisting
of all 2" maximal terms. It is easy to see that C,,, is minimally unsatisfiable; that is,

% Linear time is not very impressive: The knowledge base is typically exponential in the size of
the original formula.
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C., is unsatisfiable, but every subset is satisfiable. The authors use their extension rule,
defined below, to extend any (non-tautological) clause® to a logically equivalent set
of maximal terms. They observe that a clause set is thus unsatisfiable if and only if
extending every clause to maximal terms produces all of C,,, i.e., exactly 2" clauses.
As a result, satisfiability can be reduced to a counting problem. The authors use the
inclusion/exclusion principle, stated below, to do this count in linear time on pairwise-
linked clause sets.

The extension rule can be defined as follows: Let C' be a clause, and let p be an atom
not appearing in C'. Then the clause set C’ = {C'V p, C'V p} is the extension of C with
respect to p. Observe that C” is logically equivalent to C. With repeated applications of
extension, a set of maximal terms equivalent to any clause can be obtained. If m is the
size of maximal terms, then 2€! is the size of the equivalent set of maximal terms.

The inclusion/exclusion principle can be stated as follows: Let P, Ps, ..., P, be

any collection of finite sets. Then (x) |U, P;| = > " | |P| — di<icj<n 1B 0
Pl + ...+ (=)"THP NnPn...NP,l.
Given aset F = {C1,...,C,} of clauses (with m variables), let P; denote the

set of maximal terms obtained by extending C;. Then F is equivalent to | J;_; P; and
thus is satisfiable iff ’ UL, P
since the C;’s are pairwise linked, the sets P; are pairwise disjoint. Thus, while for
arbitrary clause sets the inclusion/exclusion principle may be impractical to use, for
pairwise-linked clause sets, the formula (x) reduces to | Ul P;| = > | |P;].

The satisfiability of a pairwise-linked clause set can thus be determined in linear
time by determining whether >_7_, |Pi| = Y7, 2m~ICl js 2™ Determining whether
a clause is entailed by a pairwise-linked clause set can also be done in polynomial time.
If F is the clause set, and C' = {p1,pa, ..., p } is the clause, then F |= C iff F A =C'is
unsatisfiable. Since ~C' can be thought of as a set of unit clauses, whether F |= C can be
determined by finding a pairwise-linked clause set that is equivalent to F U Ule {p:}.
The computation time will be polynomial if the equivalent pairwise-linked clause set
can be constructed in polynomial time.

The method used by Hai and Jigui to accomplish this is simple and elegant. If {p}
is a unit clause to be added to F, partition F into three sets of clauses: Let F; be the
set of clauses containing p, let F> be the set of clauses containing p, and let F3 be
the remaining clauses. The clauses of F are of course already pairwise linked, so we
need only be concerned about links between one clause in F and the unit clause {p}.
The clauses in F are already linked to {p}, and {p} subsumes each clause in Fs, so
they may be deleted. If C'is a clause in F3, then extend C' with respect to p, producing
C U {p} and C U {p}. The latter is subsumed by p and thus may be deleted. We thus
have a pairwise linked clause set that is logically equivalent to 7 U {{p} }. Observe that
the method used to produce this clause set amounts to the following: Add the unit {p}
to the given pairwise-linked clause set, delete all clauses subsumed by the unit, and add
p to all clauses not containing p. This process is clearly linear in the size of the original
clause set F and thus is at most quadratic for adding several unit clauses. The results of
this discussion are summarized in the next theorem.

< 2™. Observe that, for pairwise-linked clause sets,

3 Tautologies cannot be extended to maximal terms because they contain an atom and its negation.
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Theorem 2. (Hai and Jigui [10]) If F is a set of pairwise-linked clauses, then determin-
ing whether F is satisfiable can be done in time linear in the size of F, and whether F
entails a given clause can be determined in polynomial time. a
A note of caution: The extension rule can be used to create an equivalent pairwise-linked
set of clauses F’ from any clause set F, and these operations are polynomial in F’.
However, 7/ may be exponentially larger than F.

Quite a bit more can be said about pairwise-linked clause sets. Recall that a literal
occurring in a clause set is said to be pure if its complement does not occur in the clause
set. It is well known (and very easy to verify) that a clause set is unsatisfiable if and only
if the clause set produced by removing all clauses containing pure literals is unsatisfiable.
The next theorem may therefore be surprising — see [16] for a proof.

Theorem 3. Let F be an unsatisfiable set of tautology-free pairwise-linked clauses.
Then F contains no pure literals. ad

It is often desirable to work with minimally unsatisfiable clause sets, but, typically, it
is not easy to find such a set, even knowing that the clause set is unsatisfiable. The next
theorem may therefore also be surprising. (The proof — see [16] — is immediate from
observations in [10], but there is also an elegant proof that relies only on first principles.)

Theorem 4. Let F be an unsatisfiable set of tautology-free pairwise-linked clauses.
Then F is minimally unsatisfiable. a

3.2 DPL Formulas

The class of pairwise-linked formulas discussed in Section 3.1 is restricted to CNF. Not
surprisingly, there is a corresponding class of NNF formulas that contains the CNF class
as a special case; they are called d-path linked (DPL) formulas. Satisfiability of certain
DPL formulas can also be determined in polynomial time, and so there is the potential
advantage that such an NNF formula may be exponentially smaller than the equivalent
pairwise-linked clause set.

An NNF formula G is said to be d-path linked if every pair of distinct d-paths is
linked, and if no d-path contains more than one occurrence of an atom. Note that the
latter condition forces each d-path, which is an occurrence set, to correspond exactly to a
non-tautological clause in a CNF equivalent of G i.e., the set of d-paths is an equivalent
pairwise-linked clause set.

It may seem that working with DPL formulas is impractical. Determining whether
an NNF formula is d-path linked would appear to be as hard as determining whether a
clause set is pairwise-linked, and it would appear that few arbitrary NNF formulas are in
this class. A DPL formula can be obtained by factoring a pairwise-linked clause set, but
then the full cost of producing the clause set must be paid. Nevertheless, the situation is
more promising than this.

A compilation algorithm is presented in [10] that requires CNF input and produces a
pairwise-linked clause set as output. At the heart of the algorithm is a triply-nested loop;
at the innermost level resides a subsumption check. Here, a compilation algorithm is
introduced that does not use subsumption and that compiles arbitrary formulas directly
into DPL formulas. The key to the algorithm is the dual Shannon expansion of a formula
G, which is defined to be ~SE(—=G,p) = (p V Gl[false/p) A (—p V G[true/p]).
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The dual of the FNNF operator is a DPL formula called disjunctive factored negation
normal form; it is defined using duality by D-FNNF(L, F) = — FNNF(L, —F).

If p; is chosen so that 7 is maximal, the result is called ordered D-FNNF and denoted
D-OFNNEF. The remarks about FNNF apply in a straightforward but dual manner to these
formulas. Thus a knowledge base will compile to a formula that can be regarded as a
binary tree with root 1, and whose leaves do not have leaf siblings. Branches of D-FNNF
(FNNF) trees correspond to d-paths (c-paths). Just as FNNF formulas have no c-links,
in D-FNNF there are no d-links. But it is evident from the definition that the d-paths are
pairwise linked: The left and right subtrees are rooted at p and —p, respectively, and so
all branches within the left subtree contain p, and all branches within the right subtree
contain —p.*

If a knowledge base K is compiled by the D-OFNNF operator, the question, Given
clause C' = {p1,...,pn},does Kentail C,i.e., is K A—C unsatisfiable? can be answered
as follows: Substitute 0 for p; and 1 for —p;, 1 < i < n, throughout D-OFNNF(L, ) and
apply the ST M P rules. If the query is entailed by /C, the tree simplifies to 0. This process
is linear in D-OFNNF(L, ). It is interesting to note that for an arbitrary entailment F |=
C, determining whether F A —C' is unsatisfiable cannot done by substituting constants;
indeed, this is an A"P-complete problem. But for a D-OFNNF tree, simplification alone
is sufficient because the D-OFNNF of an unsatisfiable formula is a root labeled 0.3

It is not always necessary to perform all the substitutions and simplifications to
determine whether the query is entailed. Suppose C'is an implicate of K—i.e., suppose
K | C.Then =C' = —K, so an assignment making all literals of C' false must falsify
IC. This viewpoint is useful because, just as branches of an OFNNF formula represent
satisfying interpretations, D-OFNNF branches represent falsifying ones; i.e., setting all
literals on a branch to false falsifies the formula. Thus, the set of literals labeling a branch
is an implicate of the formula. Recall that an implicate is prime if it is minimal in the
sense that no proper subset is also an implicate.

Lemma 1. Let F be an arbitrary logical formula, and let Zp be a clause containing g
such that F A =(Zp — {q}) is not unsatisfiable. Then Zp is a prime implicate of F iff

Zp — {q} is a prime implicate of F A —q. O
Theorem 5. Let the nodes on branch B in D-OFNNF(L, K) be labeled g1, . . . , ¢y, in
that order, so that g,, is the leaf. Then there is a unique subset Zp of {q1, ..., ¢} that
is a prime implicate of KC. Moreover, Zp contains ¢,,. ad
Theorem 5 provides another way to test a clause C = {p1,...,p,} for entailment.

Suppose the tree is stored so that each node has a bit vector indicating the branch leading
to it from the root. The occurrences of p,, in the tree may be scanned, and each node’s
vector can be examined to determine whether pq,...,p,—1 are on that branch. Such
branches are consistent with C. If a consistent branch is found in which p,, is not a
leaf, then C' is not entailed by K (since the assignment falsifying every literal on this
branch falsifies C' but not K). If no such branch is found, substitute O for p,, and 1 for
—Pn, apply STM P, and repeat for p,,_1. Queries for which the answer is yes require as

* In a dual manner, an FNNF formula represents a pairwise d-linked DNF clause set.
> But let us not forget that building D-OFNNF may be expensive.
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much computation time with either approach, but if the answer is no, this method may
terminate more quickly.

4 Dualities

That duality should arise in a variety of ways in the study of propositional languages
is hardly surprising. But in this setting it is so pervasive that a brief synopsis may be
illuminating.

Perhaps the most familiar duality is that of CNF and DNF. The latter is (conjunctive)
link-free, but typically has many d-links; the former is free of d-links but may have many
c-links. From Nelson’s Theorem [17], we know that the prime implicants of a tautology-
free CNF formula are present as non-contradictory c-paths, and the prime implicates
of a contradiction-free DNF formula are present as non-tautological d-paths. It turns
out that producing implicants and implicates syntactically is the result not of CNF/DNF
per se, but of the absence of links, which is a side effect of converting to CNF or to
DNFE

Computing the full dissolvent of a formula removes links without producing DNF;
similarly, the disjunctive dual of dissolution produces a formula without d-links. This
leads to a version of Nelson’s Theorem based only on the absence of links [19].

The work of Hai and Jigui [10] pointed towards an additional layer of duality—
namely that implicates can be extracted not only from c-linkless formulas, but also from
pairwise-linked clause sets. Thus entailment testing is facilitated either by removing
links or by adding enough of them. An immediate consequence is that a DNF clause
can be polynomially® checked for being a prime implicant of a pairwise d-linked DNF
formula.

In [15,9], Shannon expansion is used to compile to DNNF and to FNNF; these
target languages are regarded essentially as c-linkless. But of course FNNF is an NNF
generalization of a pairwise d-linked DNF formula, and this realization led the authors
to develop D-FNNF, an NNF generalization of a pairwise c-linked CNF formula, using
the dual of Shannon expansion. It is by now obvious that the prime implicant status of
literal conjunctions can be conveniently tested using OFNNF.

Nelson’s Theorem provides a duality between the type of link that is absent and the
type of query that is easily answered. The additional duality between many links and the
absence of links induces a symmetry: Both prime implicants and prime implicates can be
tested with both pairwise-linked formulas and with link-free formulas. This link-based
duality — link-free versus d-path linked — appears to be heretofore unnoticed.
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Abstract. In this paper, we propose an authorization model for dis-
tributed databases. Multiple object granularity of authorizations, such as
global relations, fragments and attributes, are supported. Administrative
privilege can be delegated from one subject to another to provide decen-
tralized authorization administration. Authorization propagations along
both the relation fragmentation tree and the subject group-subgroup hi-
erarchical tree are also considered. Further more, conflict resolution pol-
icy is provided that supports well controlled delegations and exceptions.
Overall the system provides a very flexible framework for specifying and
evaluating the authorizations in distributed database systems.

Keywords: distributed database, authorization.

1 Introduction

Distributed database (DDB) is a database which logically belongs to the same
entity but physically distributed in different sites connected by networks [1].
DDB technology combines both distribution and integration. The distribution
aspect is provided by distributing the data across the sites in the network, while
the integration aspect is provided by logically integrating the distributed data
so that it appears to the users as a single, homogenous DB. Centralized DB, by
contrast, requires both logical and physical integration.

Authorization models for distributed database should deal with both distri-
bution and integration of DDB. On the distribution side, decentralized autho-
rization administration is needed since the data itself is distributed and no one
would know exactly what access right is suitable for every user. This means ad-
ministrative privileges should be able to be delegated from one user to another
and therefore multiple administrators may exist for a database or a specific re-
lation. On the integration side, one should be able to grant authorizations on
relations regardless of the real locations of those relations. That is, users can
grant authorizations on relations of DDB as if they were put in the same site.

M.-S. Hacid et al. (Eds.): ISMIS 2005, LNAI 3488, pp. 191-199, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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We will use authorization propagation technique to realize this. The authoriza-
tions will propagate to all the proper physical copies of relations automatically.

Granularity is another important issue for an authorization model of DDB;
namely, what is the basic unit or granule to which the access control can be
applied. The granularity of the object can range from an individual attribute of
a relation to a whole relation or even the entire DB. In a distributed database,
a global relation can be divided into several segments by using vertical segmen-
tation, horizontal segmentation or hybrid segmentation. These segments can be
further divided into smaller segments, and so on. Therefore even more granules
naturally exist in a DDB. In general, the finer the granularity of data objects
supported, the more precise can be the access control. However, on the other
hand, a fine granularity system will incur a much higher administration over-
head than a coarse granularity system. Perhaps a more attractive method is to
adopt multiple granularity so that the best suitable granule can be selected for
by users based on their needs. In our model, we will support multiple granules
for both the object and subject.

An additional key issue about the authorization of DDB is the type of autho-
rizations supported. Early authorization models in distributed database systems
only allowed the specification of positive authorizations. They use the closed
world policy, which means that the lack of an authorization is assumed to be a
negative authorization. More flexible authorization models allow the specifica-
tion of negative authorizations to explicitly express an access to be denied. In
this case, since it allows both positive and negative authorizations, conflicts may
arise. Basically, if a user is granted both positive and negative authorizations on
the same object, we say that these two authorizations conflict with each other.
Solving conflict problem is an important but difficult issue. Currently, major con-
flict resolution policies proposed are Negative (Positive) take precedence, More
specific take precedence, Strong and Weak, and Time take precedence. However,
when administrative privileges can be delegated between subjects, the policies
mentioned above suffer from the following problem [6]: when some user u; del-
egates some privilege to another user us, u; will lose control of the privilege
for the further delegate and grant. As a result this may lead to some undesired
situations such as, through giving u; a negative authorization, us may be able to
deny u; to exercise the same privilege which is delegated from u; to us. In [6], we
proposed a new predecessor-take-precedence based policy to handle the conflicts
in authorization delegations which can overcome the above problem. The policy
is based on the authorization delegation relation. It traces the delegation path
explicitly and gives higher priority to the predecessors than the successors. We
will extend this policy to apply to DDB in this paper.

Different authorization models have been proposed. The authorization model
for DBMS System R presented in [4] is considered as the milestone in the history
of authorization of DBS. Objects to be protected are tables and views, decen-
tralised administration method is used as the owner can grant authorizations
with the grant option, which allows the grantee to further grant privileges, with
or without grant option, to other users. The model has been extended in several
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directions. [7] extends the model to allow subjects to be groups. Authorization
granted to the groups apply to all its members. [2, 3] introduces the negative au-
thorization into the model, and Negative take precedence and Strong and Weak
policies are used to solve the conflicts, respectively. [5] proposed a flexible model
to support multiple security policies.

However, so far, there has not been much work that addresses authorization
delegation and conflict resolution in a distributed database environment. Al-
though authorization inheritance and multiple granularity are not new in DDB,
they are becoming more difficult to handle when authorization delegations and
both positive and negative authorizations are supported. This is because conflicts
may happen at all levels of granularity, which may involve explicit authoriza-
tions, delegated authorizations and propagated authorizations. In this paper, we
will propose a model which supports both positive and negative authorizations.
Multiple object granularity of authorizations, such as global relations, fragments
and attributes, are supported. Administrative privilege can be delegated from
one subject to another to provide decentralized authorization administration.
Authorization propagations on object, such as propagations along the relation
fragmentation tree, and subject, such as propagations along the group hierarchi-
cal tree, are also considered. Further more, Conflict resolution policy is provided
that supports controlled delegations and exceptions by taking into account of
both subject delegation relation and database relation fragmentation. Overall
the system provides a very flexible framework for specifying and evaluating the
authorizations in distributed database systems.

2 Distributed Database Systems

A distributed database can be defined as a logically integrated collections of
shared data which is physically distributed across the nodes of a computer net-
work. A distributed database management system therefore is the software to
manage a distributed database in such a way that the distribution aspects are
transparent to the user.

Distributed database systems (DDB) are divided into two separate types:
homogeneous distributed database management systems and heterogeneous dis-
tributed database management systems. In this paper, we only consider homoge-
neous distributed database systems. A homogeneous DDB resembles a central-
ized DB, but instead of storing all the data at one site, the data is distributed
across a number of sites in a network. Note that there are no local users; all
users access the underlying DBs through the global interface. The global schema
is the union of all underlying local data descriptions and user views are defined
against this global schema.

To handle the distribution aspects, two additional levels are added to the
standard three-level ANSI-SPARC schemas. The fragmentation schema describes
how the global relation are divided amongst the local DBs. The allocation schema
then specifies at which site each fragment is stored. A fragment can be allocated
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to more than one site. That is, replication of fragments is easily supported. The
optimizer can then select the most efficient materialization of the relation.

There are two primary methods of fragmentation: horizontal relation frag-
mentation and vertical relation fragmentation. Horizontal fragmentation involves
the splitting of the relation along tuples (rows). Vertical fragmentation involves
the partitioning of relations along attributes, or columns. A third partition tech-
nique, hybrid relation fragmentation, involves the combination of vertical and
horizontal fragmentation methods.

Example 1. Figure 1 gives an example of hybrid fragmentation. The global rela-
tion F is composed of five attributes: KM P_I D: employee identification number;
EMP_NAME: employee name EM P_DEPT: employee department;
EMP_SALARY: employee yearly salary; EM P_SKILL: employee position.

FE is vertically fragmented to E1 and E2. E1 contains only position data while
FE2 contains only payroll data. E1 is further horizontally fragmented to E11, E12
and £13 based on the employee department number as follows: E1: department
number = D1; E2: department number = D2; E3: department number = D3;
For physical allocation, E11, E12 and E13 are located at site 1, site 2 and site
3 respectively, denoted by E11!, E122 and E133. E2 has three physical copies
E2', E2? and E23 which are located at site 1, site 2 and site 3 respectively.

EMP_ID EMP_NAME EMP_DEPT |EMP_SKILL |EMP_SALARY

E2: EMP_ID |EMP_NAME [EMP_SALARY

Et: EMP_ID EMP_DEPT EMP_SKILL
E11: EMP,FEPT=D1 E13: EMPLDEPT:DS
EMP_ID |EMP_DEPT  EMP_SKILL EMP_ID [EMP_DEPT  EMP_SKILL
EMP_DEPT=D2
E12 EMP_ID |EMP_DEPT EMP_SKILL

Fig. 1. Fragmentation Tree of the Relation E

3 The Authorization Model

Let S be a finite set of subjects (users, groups, subgroups), O be a finite set of
objects (global relations, fragments, attributes), R be a finite set of access rights
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(read, insert, delete, select, update, etc.), and T be a finite set of grant types.
Then we have the following definition for authorization.

Definition 1. (Authorization) An authorization is a 5-ary tuple (s,o,t,7, g),
where s € S,oe O, teT, re R, g€ S.

Intuitively, an authorization (s,o0,t,7,g) states that grantor g has granted
subject s the access right r on object o with grant type t. Three grant types are
considered: T = {*,+, —}, where

* : delegable, which means that the subject has been granted the administra-
tive privilege of access right 7.

+ : positive, which means that the subject has been granted the access right r.

— : negative, which means that the subject has been denied the access right r.

Here we assume that an administrative privilege subsumes a positive autho-
rization. We believe this applies to most situations and can simplify our model
specification. For example, a project Manager creates a file and delegates its
administration privilege to all the project Team Leaders. This means that the
Team Leaders can not only access the file but also grant authorizations to the
team members.

Definition 2. (Authorization State) An authorization state is the set of all
authorizations at a given time.

In this paper, we will usually use A and a (possibly with subscripts) to denote
an authorization state and a single authorization respectively, and use a.s, a.o,
a.t, a.r, a.g to denote the corresponding components of subject, object, type,
access right and grantor in a respectively.

Ezample 2. Consider Figure 1 again. Suppose Manager (Mgr) is the owner of
the global relation F, select is an access right on E. There is a Technical Di-
rector (TD) who manages three technical departments. There are also Head of
Department 1 (HoD1), Head of Department 2 (HoD2) and Head of Department
3 (HoD3) respounsible for each of the three departments. In addition, we have
five Financial Officers (FO1,...,FO5) who form a group called Financial Officer
Group(FOG). The manager delegates the select right on F to the Technical Di-
rector, but excludes the right on E2(financial information). The manager also
delegates the select right on E2 to the Financial Officer Group. The Technical Di-
rector then delegates the select right on each department employees’ information
to each Head of Department. However, the manager denies Head of Department
1 to select his/her department’s employee’s information for some reason (such as
temporary suspension of his/her position). This authorization state A consists
of the following authorizations:

a1 = (T'D,E, x, select, M gr);

as = (TD,E2, —, select, M gr);
a3 = (FOG,E2, x, select, M gr);
aq = (HoD1,E11, %, select, TD);
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as = (HoD2,E12, , select, TD);
ag = (HoD3,E13, x, select, TD);
a7 = (HoD1,E11, —, select, M gr).

Definition 3. (Delegation Relation <,, on Subjects) For any subjects
51,82 € S, object 0o € O, and right r € R, we say s1 <o, S2, if there exists an
authorization (s2,0,71,%,81) in A.

From the above definition, it is clear that if s; grants s; a delegable type
authorization on o and r, then s1 <,, s2. A path of length n in relation <,
from s; to s is a finite sequence: s, 1, ..., Tp_1, S2, beginning with s; and ending

with sg, such that s1 <,, z1, 21 <or T2, ..., Tn—1 <o, S2. The connectivity
relation for <, ,, denoted by <j,,, is defined as s <;‘:T $o if there is some path

in <, from s; to sa. The relation <;“7T is called delegation-connectivity relation.
Intuitively, s; <j,r so means that s; grants or transitively grant so a delegable
type authorization on o and 7.

Ezample 3. Let the authorization state be the one shown in Example 2, then
we have: Mgr <E,select TD, Mgr <E2,select FOG, TD <FE11,select HoD1,
TD <E12,select HoD2 and T'D <FE13,select HoDa3.

3.1 Authorization Propagation

As mentioned in last section, the authorization propagation can help to simplify
the authorization specification by allowing implicit authorizations to be derived
automatically from the explicit authorizations according to some existing rules.
In our model, we support authorization propagations from groups to their sub-
groups on the subject side, and from global relations to their fragments, physical
copies and attributes on the object side.

To implement the authorization propagations along subjects, we define a
relation <g which is a partial order denoting group-subgroup relation between
subjects. That is, if s is in &', then s’ <g s. Each subject is a member of one
or several user groups. For the sake of simplicity, we assume that groups are
disjoint but they can be nested.

Also, to implement the authorization propagations along objects, we define
another relation <o which is a partial order on objects. <o can denote the frag-
mentation relation(the parent-child relation in the fragmentation tree), fragment
allocation relation and relation-attribute relation. That is, o’ <o o iff 0 is a frag-
ment of o/, or o is an physical copy of o/, or o is an attribute of o’. For example,
if a relation R has two fragments R; and Ro, then R <o Ry and R <o Rs. If
fragment R; has two physical copies R} and R%, then Ry <o R%, Ry <o R%. If
a relation R has an attribute R.a, then R <o R.a.

In addition, for the purpose of solving conflicts using the more specific-take-
precedence principle, we will give every authorization a label recording the levels
at which the subject and object locate with respect to the partial orders <g and
<0, respectively. We define a function label as follows. Let a be any authorization
in A, then label(a) = (I5,1,), where I, is the level of the subject in the hierarchial
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tree defined by <g, and [, is the level of the object in the fragmentation tree
defined by <. Note that, if o is an attribute, then [, is the level of the relation
to which the attribute belongs. For example, in Figure 1, E1.EM P_DEPT has
level 1 whereas E11.EM P_DEPT has level 2. The global relation always has
the level 0. In fact, a label of an explicit authorization reflects the specific degree
of this authorization in terms of subject and object. The larger the value of [
or l,, the smaller the subject or object. For the authorizations inferred through
propagations, their labels will be the same as the original authorizations’ from
which they are generated. Now we can define the following propagation rule
based on the partial orders <g and <g.

Definition 4. (Authorization Propagation) For any given authorization
(s,0,t,7,9) in an authorization state, if s <g s’ then (s',0,t,r,g) is also in
the state and label((s',0,t,7,9)) = label((s,0,t,1,9)). Also, if o <o 0, then
(s,0',t,7,9) is also in the state and label((s, 0’ t,r,g)) = label((s,o0,t,7,9)).

Ezample 4. Let the authorization state be the one shown in Example 2. In Figure
1, we have E <p El1, E <o E2, E1 <o E11 <o El11', E1 <o E12 <o E122,
El <o E13 <o F133, E2 <o E2',E2 <p E2?, E2 <o E23,...

On the subject side, a financial officer group has been defined. Therefore we
have FOG <g FO1, FOG <g FO2, FOG <g FO3, FOG <g FO4, FOG <g
FO5. The following are labels for the authorizations:

label(a1) = (0,0), label(az) = (0,1), label(az) = (0,1), label(as) = (0,2),
label(as) = (0,2), label(ag) = (0,2), label(azr) = (0, 2)

The authorizations will propagate along both the subject and object hierar-
chies. On the object side, from a1, we can get

ag = (T'D,E1, %, select, M gr)

ag = (TD,E2, x, select, M gr)

a19 = (TD,E11, %, select, M gr)

a11 = (TD,E12, %, select, M gr)

a1z = (T'D,E13, %, select, M gr)

And label(ag) = label(ag) = label(ayg) = label(ay1) = label(ay2) = label(ay)
= (0,0). On the subject side, from a3z, we can get

a13 = (FO1,E2, x, select, M gr)

a14 = (FO2,E2, %, select, M gr)

ay7 = (FO5,E2, *, select, M gr)
And label(a13) = ...label(a17) = label(as) = (0,1)

3.2 Conflict Resolution

Definition 5. (Conflict of Authorizations) For any two authorizations ay
and ag in A, a; conflicts with as if a;.s = as.s, a1.0 = ag.0, a1.r = as.r, but
ay.t # as.t.



198 C. Ruan and V. Varadharajan

Since there are three grant types in our model, we can have three kinds of
conflicts, i.e. * with +, % with — and + with —. * and + are conflicting in that
% has administrative privilege while + does not.

Conflicts are further divided into comparable conflicts and incomparable con-
flicts according to the delegation-connectivity relation among the subjects.

Definition 6. (Comparable Conflicts) Suppose a; and as are any two con-
flicting authorizations on object o and right r. Then a; and as are comparable
if a1.g <j,,, as-g or as.g <;"7,. a1.g. Otherwise they are incomparable.

In the path of the delegation relation, we will give higher priorities to the
predecessors than the successors. Considering all the rights of an object should
be first delegated from the owner of the object, the owner has the highest pri-
ority and can therefore still control the object despite of the delegation of the
administrative privilege.

Definition 7. (Overriding Authorization Rule 1) For any two compara-
ble conflicting authorizations a; = (s,0,t,r,g) and as = (s,0,t',r,¢") in A, a;

overrides ap if g <}, g’

For incomparable conflicts, their grantors’ priorities are not comparable in
terms of the delegation relation. We first solve them based on the smaller granu-
larity taking precedence principle. This policy is important to support exception
when authorization delegation and propagation are supported. Recall that larger
values of [, or [ represents smaller granularity. To solve the conflicts, the granu-
larity of object is considered first. If they are the same, the granularity of subject
is then considered. Therefore, we define (Is,1,) < (I%,10) if (I, < 1) or (I, =1})
and (I; < 1).

Definition 8. (Overriding Authorization Rule 2) For any two incompara-
ble conflicting authorizations a; = (s,0,t,7,9) and as = (s,0,t',7r,¢") in A, a;
overrides ag if label(az) < label(ay).

For the incomparable conflicts that can not be resolved through the above
overriding rule, they are resolved according to the grant types of authorizations.
We will use the positive-take-precedence based policy, or optimistic policy in order
to achieve the maximum degree of data sharing, a key objective of distributed
databases. The corresponding priority sequence is: — < + < *.

Definition 9. (Overriding Authorization Rule 3) For any two conflicting
incomparable authorizations a1 = (s,0,t,r,g) and ay = (s,0,t',1,¢9") in A, a1

overrides ag if label(a1) £ label(az),label(az) £ label(ar), and t' < t.

Ezample 5. We continue to consider the given authorization state in Example
2. ag conflicts with ag (inferred through propagation in Example 4). Since the
grantors of the two authorizations are the same, we consider their labels next.
label(ag) = (0,0) < label(az) = (0,1), so az overrides ag. Also a7 conflicts with
a4. Since a4’s grantor is TD, and a7’s grantor is Mgr, and Mgr<gi1 seiect TD,
ay overrides ay.
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Definition 10. (Consistent Authorization State) An authorization state
A is consistent if it satisfies the following two conditions:

1. For any subject s, object o, access type t and right r, if (s,0,t,7,g) is in A,
then there exists g' such that (g,0,%,7,g') is also in A.

2. For any subject s, object o, and right r, if both (s,0,t,7,g) and (s,0,t',7r,g")
are in A, thent=1t'.

We assume that for every object o, only the owner of o has been initially
granted all the rights on o with delegatable type by the system when the object is
created. We require the authorization state should always keep consistent. That
is, the authorizations whose grantors have no relevant administrative privilege
and the authorizations which are overridden must be deleted from the state.

4 Conclusions

In this paper, we have proposed an authorization model for distributed databases.
The model supports authorization delegations, authorization propagations along
both the database relation fragmentation tree and subject hierarchical tree, and
multiple object granularity. A conflict resolution method is also presented which
has taken into consideration of both subject delegation relation and database
relation fragmentation. We intend to implement the model and integrate it in
actual distributed relational databases for the future work.
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Abstract. We present an improved inductive learning method to derive
classification rules that correctly describe most of the examples belonging to a
class and do not describe most of the examples not belonging to this class. The
problem is represented as a modification of the set covering problems solved by
a genetic algorithm. Its is employed to medical data on coronary disease, and
the results seem to be encouraging.

1 Introduction

In learning from examples, traditionally, we seek a classification rule satisfying all
positive examples and no negative examples. These requirements are often too strict,
and some softening may help. Here, we follow Zadeh’s computing with words and
perceptions paradigm (cf. Zadeh and Kacprzyk [20]), using fuzzy logic at the level of
soft problem formulation, and non-fuzzy techniques at the solution level of its
solution. We postulate: (1) a partial completeness, i.e. that the classification rule must
correctly describe (have the same attribute values), say, most of the positive
examples, (2) a partial consistency, i.e. that the classification rule must describe, say,
almost none of the negative examples, (3) convergence, i.e. the classification rule
must be derived in a finite number of steps, (4) the classification rule of a minimal
”length” is to be found, e.g. with the minimum number of attributes (or, more
generally being “’simple”).

Examples are described (cf. Michalski [19]) by a set of K "attribute - value"

K
pairs e= Ala j#vil where a; denotes attribute j with value v; and # is a relation
Jj=1
as, e.g., =, <, >, =2, etc. For instance, for the attributes: height, color_of_hair,
color_of _eyes, we can describe the look of a person as [height = "high"] A

[color_of hair = "blond"] A [color_of _eyes = "blue"].

We propose a modified induc