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Preface

The 18th conference of the Canadian Society for the Computational Study of
Intelligence (CSCSI) continued the success of its predecessors. This set of pa-
pers reflects the diversity of the Canadian AI community and its international
partners.

AI 2005 attracted 135 high-quality submissions: 64 from Canada and 71 from
around the world. Of these, eight were written in French. All submitted papers
were thoroughly reviewed by at least three members of the Program Committee.
A total of 30 contributions, accepted as long papers, and 19 as short papers are
included in this volume.

We invited three distinguished researchers to give talks about their current
research interests: Eric Brill from Microsoft Research, Craig Boutilier from the
University of Toronto, and Henry Krautz from the University of Washington.

The organization of such a successful conference benefited from the collab-
oration of many individuals. Foremost, we would like to express our apprecia-
tion to the Program Committee members and external referees, who provided
timely and significant reviews. To manage the submission and reviewing process
we used the Paperdyne system, which was developed by Dirk Peters. We owe
special thanks to Kellogg Booth and Tricia d’Entremont for handling the local
arrangements and registration. We also thank Bruce Spencer and members of the
CSCSI executive for all their efforts in making AI 2005 a successful conference.

May 2005 Balázs Kégl and Guy Lapalme



Préface

La dix-huitième édition de la conférence de la Société canadienne pour l’étude
de l’intelligence par ordinateur (SCEIO) poursuit la longue tradition de succès
des ses prédécesseurs. Cet ensemble d’articles est un témoignage à la diversité
des intérêts des chercheurs canadiens et internationaux.

AI 2005 a suscité 135 soumissions de haute qualité: 64 du Canada et 71
d’ailleurs dans le monde. 8 de ces articles ont été soumis en français. Tous les
articles ont été relus et annotés par au moins trois membres du comité de pro-
gramme. 30 contributions, acceptés comme articles longs, et 19 comme articles
courts sont inclus dans ce livre.

Nous avons invité trois chercheurs réputés à venir présenter leurs intérêts de
recherche actuels: Eric Brill de Microsoft Research, Craig Boutilier de l’Université
de Toronto et Henry Krautz de l’Université de Washington.

L’organisation de cette conférence a profité de la collaboration de plusieurs
personnes. Tout d’abord, nous remercions le comité de programme et les arbitres
externes qui ont retourné des commentaires motivés et étoffés à l’intérieur de
délais très courts. Pour la gestion des contributions et des commentaires, nous
avons utilisé le système Paperdyne développé par Dirk Peters. Nous remercions
spécialement Kellogg Booth and Tricia d’Entremont pour la gestion locale de
la conférence et de l’enregistrement. Nous remercions également Bruce Spencer
et les autres membres de l’exécutif de la SCIAEIO pour leurs efforts et leur
collaboration pour le succès de AI 2005.

Mai 2005 Balázs Kégl et Guy Lapalme
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Société Canadienne pour l’Étude de l’Intelligence par Ordinateur



Table of Contents

Agents

Dynamic Maps in Monte Carlo Localization
Adam Milstein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Handling Over-Constrained Problems in Distributed Multi-agent
Systems

Lingzhong Zhou, Abdul Sattar, Scott Goodwin . . . . . . . . . . . . . . . . . . . . . 13

Performance Evaluation of an Agent Based Distributed Data Mining
System

Sung Baik, Ju Cho, Jerzy Bala . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

Adjusting the Autonomy of Collections of Agents in Multiagent Systems
Michael Y.K. Cheng, Chris Micacchi, Robin Cohen . . . . . . . . . . . . . . . . 33

ARES 2: A Tool for Evaluating Cooperative and Competitive
Multi-agent Systems

Jörg Denzinger, Jordan Kidney . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

Multiagent Systems Viewed as Distributed Scheduling Systems:
Methodology and Experiments
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Dynamic Maps in Monte Carlo Localization 

Adam Milstein 

School of Computer Science, University of Waterloo, 
200 University Ave W., Waterloo, ON, N2L 3G1 

ahpmilst@cs.uwaterloo.ca 

Abstract. Mobile robot localization is the problem of tracking a moving robot 
through an environment given inaccurate sensor data and knowledge of the 
robot’s motion.  Monte Carlo Localization (MCL) is a popular probabilistic 
method of solving the localization problem.  By using a Bayesian formulation 
of the problem, the robot’s belief is represented by a set of weighted samples 
and updated according to motion and sensor information.  One problem with 
MCL is that it requires a static map of the environment.  While it is robust to 
errors in the map, they necessarily make the results less accurate.  This article 
presents a method for updating the map dynamically during the process of 
localization, without requiring a severe increase in running time.  Ordinarily, if 
the environment changes, the map must be recreated with user input.  With the 
approach described here, it is possible for the robot to dynamically update the 
map without requiring user intervention or a significant amount of processing. 

1   Introduction 

In order for a mobile robot to accomplish anything in the world, it must know its own 
location and be able to determine the results of its motion.  Localization is the name 
given to the problem of tracking a mobile robot given a map of the environment and 
the robot’s sensor readings.  If the robot’s sensors worked perfectly, localization 
would be an easy task, since the odometers would give the exact location.  The 
problem is that no sensor is perfect and the errors in odometer readings may be large.  
Another common sensor for a robot to have is some kind of range sensor.  Sonars and 
laser rangefinders are two popular devices for localization.  These sensors report the 
distance to the nearest wall but, like the odometers, they are prone to errors.  
Localization is the problem of compensating for the errors in odometry and sensor 
data in order to accurately determine the robot’s location. 

One solution to localization uses particle filters to represent the robot’s location.  
The particle filter approach is known as Monte Carlo Localization (MCL) [3].  One 
problem with MCL is that it requires a static map of the environment.  Sensor readings 
are compared with the expected values from the map and the comparison generates the 
probability of the robot’s location.  Errors in the map are partially compensated for by 
increasing the error that is assumed for the sensors.  Another way to compensate for 
map errors is that the number of correct sensor readings will probably overrule incorrect 
ones.  However, because MCL combines sensor error and map error, as map error 
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increases, the allowable sensor error decreases until finally the algorithm fails and the 
map must be rescanned. Each error in the map is usually a minor matter for a localized 
robot; it is the combination of minor errors that can cause problems. 

A localized robot rarely becomes mislocalized due to map errors, but this is not 
true of global localization, where the robot’s initial location is unknown.  Especially 
in symmetric environments, global localization can easily fail due to minor map errors 
that would be ignored by a localized robot. 

The approach described in this article is based on the idea that if a robot is 
localized it may reasonably expect its sensor data to reflect the environment.  If that is 
the case, then it should be possible to update the map according to the sensor data.  If 
a known error in the map is fixed, then the robot will have a greater ability to deal 
with any subsequent errors.  Since global localization may depend heavily on minor 
features, having an updated map can be a great benefit. 

2   Background 

2.1   Recursive Bayes Filter 

Monte Carlo Localization is an implementation of a recursive Bayes filter.  It 
estimates the posterior distribution of robot poses as conditioned by the sensor data.  
The key assumption is the Markovian assumption that, given the present, past and 
future are independent. In terms of localization, it means that if the current location of 
the robot is known, its future location does not depend on where it has been.  
Although this may not be completely true, it is a reasonable assumption to make. 

Bayes filtering estimates the belief, which is the probability over the state space as 
conditioned by the data.  This posterior is represented as: 

),...,,,...,,|()( 0101 uuuzzzxpxBel tttttt −−=  (1) 

xt is the location at time t, zt is the sensor data at time t and ut is the motion data at 
time t.  Sensor data is usually some form of range data, such as laser rangefinder data, 
while motion data is the robot’s odometry readings from time t – 1 until time t. 

Given the definition in (1), MCL uses a recursive Bayes filter to determine Bel(xt).  
In order to determine something recursively we need a recursive formula. Let at = 
at,…,a0, then equation (1) is converted using Bayes rule, the Markovian assumption, 
and integration into: 

),|(),|()|()( 11
11

−−
−−= tt

ttttttt uzxpuxxpxzpxBel η  (2) 

where h is a normalizer constant. 
Obviously, p(xt-1|u

t-1,zt-1) is Bel(xt-1), the prior belief of the robot’s location, so we 
have our recursive equation.  p(xt|ut,xt-1) is the motion model.  It represents the 
probability of moving to a specific location given the prior location and the motion 
reported by the odometers. Finally, p(zt|xt) is the sensor model, representing the 
probability of receiving a specific sensor reading given the robot’s position in the 
environment.  These two models are determined by the hardware of the robot and an 
approximation must be created experimentally. 
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2.2   Particle Approximation 

Although equation (2) allows us to calculate Bel(xt), it is not as straightforward as it 
appears.  The difficulty is that in the localization problem, the state space is 
continuous.  Therefore the integral in equation (2) is over a continuous space and so 
there is no simple way to calculate it.  In MCL the continuous state space is 
approximated by a set of weighted particles.  Bel(xt) ≈ {xt

[i],wt
[i]}i=1,…,N.  Each xt

[i] is a 
sample of the random variable while the wt

[i] values are the importance factor, or 
weight, of the sample.  As N approaches infinity the approximation becomes Bel(xt).  
Let Xt be a set of particles representing the state at time t.  MCL creates Xt from Xt-1 
by choosing random members of Xt-1 and moving them according to p(xt| xt-1

[i], ut).  A 
new weight is calculated for each particle and then the whole set is resampled by 
randomly drawing particles, with replacement, according to their weight.  Resampling 
replaces the weight with the number of particles at a particular location.  The higher 
the weight of a particle, the more times it will occur in Xt.  The number of particles 
representing likely locations for the robot will increase and then in the motion step, 
the robot will not be lost.  More detail on MCL can be found in [6]. 

One problem with the particle approximation is that, as an approximation, it 
introduces error.  In particular, because there are not an infinite number of particles, 
some locations of low probability die out and are no longer considered in the 
algorithm.  If the robot is really at one of these locations it can never be found. 

2.3   Raytracing 

Calculation of p(zt| xt) involves determining the probability of receiving a particular 
sensor reading given the location in the environment.  For a laser rangefinder the 
readings are distance measurements.  A common map implementation for MCL is an 
occupancy grid map with each cell holding the probability that it is occupied.   Given 
a robot’s possible location in the map, the expected distance to the wall is usually 
determined by raytracing from the robot to the nearest wall.  The sensors determine 
the actual distance to the wall and, once the two values are known, the probability can 
be calculated either mathematically or by a table lookup. 

3   Dynamic Maps 

In order to alter the map, it needs to be added to the MCL formula.  Consider each 
cell of the map to be an independent object, which can be either present or absent.  
Although independence is usually not entirely valid, it is an assumption that is often 
made.  Consider yt = {y1,t,…,yK,t} the set of individual cells in the map.  Since we are 
considering these cells to be independent, if the location is known, then p(yt |xt,zt) = 
∏p(yk,t| xt,zt).  

With this background, the new state equation is p(yt,xt|zt,ut).  Unfortunately, it turns 
out that this equation cannot be factored, since the map state is not fully determined 
with only the current location.  However, notice that each sample in MCL represents 
not only a current location, but also the history of locations that lead to that location.  
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Since each particle is only moved according to the motion model, they may be 
considered as xt instead of xt with no change to the algorithm.  If we use the equation 
p(yt,x

t|zt,ut), then it is possible to factor it and we can also use the MCL algorithm 
without significant changes.  The factorization used is similar to the one in [2], which 
was used to add the state of doors into the MCL algorithm. 

3.1   Factoring 

The size of the state space of (yt,x
t) is exponential in the size of yt, so we need some 

way of factoring the posterior in order to reduce the state space. 
First, Bayes rule and the Markovian property give us:  
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Now, consider the 3 parts of equation (3). 
Without any data we assume that all states are equally likely, and also that the 

probability of a random sensor scan is a constant.  Therefore: 
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Remembering that cells in the map change status independently in the model, and 
again using the Markovian assumption, we get: 
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Finally: 
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Recombining these three equations and simplifying we get the factorization:  
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which contains the original MCL posterior and a new probability for the cells in the 
map.  See [2] for more details about the factorization. 

3.2   Binary Object Bayes Filtering 

Since the method for calculating p(xt|zt,ut) is already known in the MCL algorithm, 
the only new method needed is to calculate the probability of each cell in the map.  
These cells are binary objects since they are either present or absent.  Each yk,t can be 
either 0 or 1 with the probability of each summing to 1.  Thus the method for 
calculating the probabilities is the same as in [2].  Let πk,t = p(yk,t = 1|xt,zt,ut).  Then 
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Where  

)1)(0|1()1|1( 1,1,,1,1,,, −−−−
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In equation (8) the only unknown probability is p(zt|x
t,zt-1,ut) in the denominator.  

Rather than trying to calculate it, we exploit the fact that yk,t is binary so (1 – πk,t) can 
be calculated in the same way as πk,t using yk,t = 0 instead of yk,t = 1.  The two 
equations are then divided to cancel the unknown quantities. 
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The result, equation (10), consists entirely of known quantities.  p(yk,t=1) is the 
prior probability that a cell is occupied.  The various p(yk,t|yk,t-1) values are the 
transition probabilities for a cell, πk,t-1 are, of course, the prior occupancy probabilities 
and finally, p(yk,t=1|xt,zt) is the probability of occupancy given robot location and 
sensor data.  To get a useful value from the odds ratio, we use the equality πk,t = 1 – (1 
+ πk,t/(1 - πk,t))

-1. 
The representation of πk,t is actually in closed form, so it requires only a constant 

time operation to calculate.  Since p(yk,t=1|xt,zt) involves sensor values and raytraces 
which are already used for MCL, little additional processing should be required.  It is 
possible to modify the importance factor, as in [2], to take into account the new map 
data, where each cell is not merely present or absent but has a probability of presence.  
Using this data results in a runtime increase at least logarithmic in the number of 
binary objects.  The probability of a location becomes the sum of the probabilities of 
that location for both states of all visible objects, multiplied by the probability of the 
object states.  While that is acceptable if there are only a small number of objects, 
such as doors, if the objects are the cells of a map, the number becomes 
unmanageable.  However, most map data used for MCL is actually represented as 
probabilities in an occupancy grid map, but is thresholded to be either present or 
absent.  I decided to use the same simplification for my algorithm and consider each 
cell as either present or absent depending on a threshold value on its probability.  The 
processing time therefore remains unchanged, since the importance factor is 
calculated in the same way. 

3.3   Cell Correlations 

In order to perform the factorization, it is necessary to assume that map cells change 
independently of each other.  However, this assumption is not entirely accurate.  In 
fact, groups of adjacent cells that represent the same objects are likely to be 
completely dependent. To some extent, ordinary MCL also assumes cells are 
independent, but it only becomes relevant when the cell probabilities are changed in 
dynamic MCL.  It is easy to model correlations by annotating the map with 
correlation probabilities between adjacent cells, however, using this information is 
more difficult.  Methods such as loopy belief propagation or variational methods [11] 
can propagate belief through a connected graph, but they are time consuming and 
sometimes do not converge.  Since dynamic MCL must run in real time without being 
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much slower than ordinary MCL, these techniques are not sufficient.  However, it 
should be noticed that the cell correlations in a map are of restricted types.  Small 
groups of adjacent cells are highly correlated, while being uncorrelated with their 
neighbors.  Because of the limited correlation, it is possible to use a modified 
variational technique in order to implement cell correlations.  When a cell is updated, 
the update is propagated to adjacent cells along the links, but the propagation is not 
permitted to flow back to a cell that has already been modified.  Also, the flow stops 
when the accumulated correlation probability falls below a threshold.  In practice, 
only a few steps occur, but these achieve a significant improvement in the results. 

The key to using cell correlations is to perform operations using two different and 
conflicting sets of assumptions.  Each set of assumptions reduces one part of the 
problem to a solvable operation, but makes the other part intractable.  We have 
already seen that, by assuming cells to be independent, we can factor the belief as: 
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This factorization is used to update the individual cells according to the robot’s 
sensors.  However, once the update is performed, we discard both the assumption and 
the resulting factorization.  Instead, we assume that each cell depends on its neighbors 
and is independent of the robot’s sensors and position.  According to this set of 
assumptions: 
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(12) 

The determination of the robot’s position is unchanged, but the map cells now 
depend on their neighbors and not on the robot.  By making this assumption, any 
changes made to the map can be propagated to the adjacent cells and the weight of the 
cell correlations adjusted.  Separating the algorithm into two phases with different 
assumptions allows the algorithm to consider additional dependencies without having 
to deal with the intractable problems caused by the interaction of the new 
dependencies with the old.  In effect, during the first phase of the algorithm, as 
represented by equation (11), we assume that cells are influenced only by the robot, 
with additional effects coming from some unknown source.  During the second phase, 
shown by equation (12), we assume that cells are only affected by their neighbors, 
with other changes caused by external, unconsidered forces.  Of course, two sets of 
contradictory assumptions cannot possibly be a reflection of reality, however, each 
assumption is a reasonable simplification and using both sets iteratively results in less 
simplification than either set exclusively. 

In dynamic MCL, it is necessary to modify the cell correlation probabilities 
dynamically on each cycle. However, given the nature of the sensors used, it is 
unlikely that adjacent map cells will be observed on a single scan.  The solution to the 
problem is to cache observed changes to each cell until an adjacent cell has also been 
observed.  At that point, the difference in the changes of the cells can be used to 
adjust the correlation between them. 
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Adding cell correlations significantly improves the dynamic MCL algorithm, since 
a correlated group of cells can change together whenever any member of the group is 
observed.  The result is that, although the update of individual cells must be slow to 
allow localization to work, if a group of cells change, they will update very quickly, 
since each observation will correlate them, and as they become more correlated, every 
observation of a member of the group will update the entire group.  Thus, an object 
can appear or vanish more quickly than any single cell. 

4   Algorithm 

The preceding formulae can be used to augment an implementation of MCL in order 
to modify the map dynamically during processing.  The MCL algorithm must raytrace 
along all sensor paths to calculate the probability of a particle.  However, if the 
robot’s position is known with high probability, then any differences between the 
sensor reading and the raytrace are more likely to be errors in the map than in the 
sensors.  In that case, the logical action is to correct the map. 

The method I used is to consider each cell of the map to be present with probability 
πk,t.  On each step of the MCL algorithm, an augmented raytracer is used for the 
robot’s most likely location.  The augmented raytracer follows a ray normally, 
passing through each map cell along the ray.  However, at each cell along the path, 
the probability of that cell is altered according to equation (10).  Although the 
augmented raytracer could be run on all samples, it is more productive to determine 
the most likely location and use the augmented raytracer only on it.  When the robot’s 
location is not known, the new raytracer is not used.   

For calculating the sensor probability of each cell, the simplifying assumption that 
either that cell or the existing wall is correct is used.  The assumption is necessary 
because the normalizer for the sensor probabilities is not known, so some method 
must be used to normalize the values.  In practice, when a new cell becomes 
occupied, it exceeds the threshold before any other cell, and then the assumption 
becomes valid again.  The short period during which it is invalid for some cells does 
not affect the operation of the algorithm. 

In order to find the robot’s most likely location, the sample with the highest 
importance factor is used.  Other locations are possible, including the weighted 
average of all samples.  The algorithm cannot run if the robot’s location is unknown. 

These implementation details do not change the fundamental algorithm, which is 
an implementation of MCL together with the binary object formulae as described 
above.  The only simplification to equation (10) is in the calculation of p(yk,t = 1|xt,zt), 
a value which is at best a numerical approximation to the error in a physical sensor 
device. 

The following pseudocode summarizes the algorithm for dynamic MCL. 

Repeat N times 
 Draw a random particle 
 Move particle according to the motion model 
 Annotate particle with a weight from the sensor model 
Resample a new set of particles from the annotated set 
Find the most probable location (mean of particles) 
For each sensor reading 
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 Raytrace to the nearest occupied cell 
 For each cell on the path 
  Alter the occupancy probability of the cell 
  Alter the occupancy probability of neighboring 
   cells according to influence 
  Mark cell as observed 
  If neighboring cell marked observed 
   Adjust influence between cells 
   Unmark cells as observed 

5   Results 

The dynamic map algorithm was implemented and tested using real data collected in 
our building.  The data was created using a Pioneer 2Dxe robot equipped with a laser 
rangefinder.  The objective of the tests was to show that the map could be updated 
correctly without introducing errors or causing localization to fail.  Since the 
algorithm has an almost constant runtime there is no tradeoff necessary between the 
time required to update the map and the benefit obtained by doing so. 

 
 
 
 
 
 
 
 
 
 

 

 

 

 

Fig. 1. Before and after two passes through the environment 

Figure 1 shows the map of the environment used to generate the test data. Changes 
were made to the environment after the map was scanned by opening and closing 
doors and by placing boxes in the corridors.  After one pass through the changed 
environment the robot has mostly added the new features to the map and has 
correlated the changed objects, allowing them to be completed very quickly. 

After two passes, all changes have been completely added to the map.  The rate of 
update is slower than in [2] because each cell must be observed several times, instead 
of each object.  However, without correlations it takes at least five passes to 
completely adapt the map.  Allowing cells to become correlated permits much faster 
updating without compromising localization.  In [2] the dynamic objects can be 
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updated in a single pass because they are manually defined ahead of time and are 
known to be completely correlated.  Since dynamic MCL has no predefined objects or 
correlations, it is necessarily slower, but because it can discover the correlations it can 
still update very quickly. 

 

 

 

 

 

 

 

 

Fig. 2. Before and after five passes through the environment using a schematic map 

Another test, shown in figure 2, was to use the same data but starting with a map 
consisting of the minimum possible information.  From a schematic map consisting of 
only the walls and partitions, the algorithm was able to adapt it with all the features 
that were missing.  Those portions of the map that were observed were corrected 
properly.  The benefit of being able to start with a limited map is that it may not be 
necessary to scan a map manually with a robot.  Instead, the map could be entered 
using blueprints of the environment and, as the robot passed through, it could correct 
the map until it was accurate.  Usually, MCL uses the most accurate map possible, 
since it will lose accuracy over time, but with a dynamic map the accuracy of the map 
increases as the robot traverses the environment.  Of course, portions of the 
environment that were insufficiently observed were not completely added to the map, 
so the result is not identical to the environment.  However, observed areas have 
become more accurate and the map will only become a better reflection of the 
environment as the robot traverses it over time. 

Another feature noticeable in figure 2 is that some of the objects in the corridor are 
somewhat more diffuse than they appeared in figure 1.  Since the map is less accurate 
to begin with, localization is necessarily less accurate.  As the map is corrected and 
localization becomes better, the location of the objects becomes clearer.  After five 
passes, the objects are almost completely defined in the map, but some of them 
obviously require several more passes to full correct them.  The benefit of dynamic 
MCL is that the robot can operate independently of this process.  As it performs its 
task, the map becomes more accurate.  All other data files tested exhibited similar 
behaviour, with the observed portions of objects being added to the map and no new 
errors introduced. 
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6   Related Work 

Related work in dynamic mapping for MCL involves identifying binary objects, such 
as doors, and tracking their status using similar probabilistic methods [2].  There are 
several benefits of having explicit objects.  Since an object consists of multiple cells 
that have the same probability, each scan provides more information about the object, 
allowing its state to be altered more quickly.  Also, since most of the map is not 
dynamic, the probability of objects can be changed much more rapidly, since changes 
in the objects probably will not be able to change the map to make an invalid location 
match the sensors.  However, explicit objects need to be manually defined before 
execution, adding to the work of defining maps.  Since objects are binary, either 
present or absent, a moving object must be represented explicitly by creating a binary 
object at each possible location.  With the dynamic maps described here, an object 
can appear anywhere without user interference.  Finally, the method in [2] involves a 
different importance factor, which increases the runtime logarithmically in the 
number of objects. 

Members of a set of algorithms for simultaneous localization and mapping 
(SLAM) have the ability to localize the robot and generate the map simultaneously in 
real time [5].  These algorithms are meant to dynamically alter the map in the same 
way as my dynamic map MCL.  Many of these methods use an algorithm which is 
guaranteed to converge to a correct solution.  However, they suffer from the data 
association problem.  On every sensor scan it must be possible to uniquely identify 
which feature of the map is responsible for each sensor reading.  If this is impossible, 
then the guarantee of correctness does not hold. SLAM does not discover and use cell 
correlations, so the rate of update is slower if the map changes, since each cell must 
be considered independently.  Further, SLAM involves significantly more processing 
than MCL, using up computing power that may not be necessary, especially after the 
map is generated.  Dynamic map MCL was created specifically to provide an 
accurately changing map without incurring any significant overhead.  Since it is a 
constant time addition to MCL, the map can be updated without requiring any more 
computing power than ordinary localization.  Of course, the map cannot be generated 
from nothing as it can with SLAM, but once the map exists it can be kept up to date 
almost without cost.  SLAM also, in common with ordinary MCL, makes the 
assumption that the map is static.  Over time, the algorithm becomes more certain of 
the map and any changes will take longer to appear.  Dynamic MCL explicitly makes 
the assumption that the map will change. 

Algorithms that consider dynamic environments typically assume a static map with 
dynamic elements, such as people, which must be eliminated from consideration.  In 
effect, these algorithms assume a static map but allow an additional form of sensor 
noise in the form of moving people.  [13] describes a method for creating a map, 
using standard EM SLAM techniques, which can discover the static map of the 
environment despite dynamic elements.  Similarly, [12] gives an algorithm for using 
MCL in an environment with many moving objects.  Although both these papers give 
a method for handling a dynamic environment, they both assume an underlying static 
map.  The benefit of dynamic MCL is that the static map assumption is no longer 
necessary.  As the algorithm runs, it changes the map to correspond to the 
environment.  Since dynamic MCL is implemented as an augmentation to ordinary 
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MCL, there is no reason that other augmentations could not be used if warranted by 
the problem.  For example, the algorithm described in [12] to discard readings relating 
to dynamic objects during MCL can coexist with my algorithm for modifying the map 
in accordance with changes in the environment.  Dynamic MCL allows fundamental 
changes to be accounted for, as opposed to merely ephemeral objects that are only 
observed once. 

7   Conclusions and Future Work 

This paper describes an augmentation to MCL which allows the map to be updated 
according to the sensor measurements of a localized robot without a serious increase 
in running time.  By considering each cell of the map to be an independent binary 
object and by making some simplifying assumptions, the static map required by MCL 
can be modified dynamically without requiring any user intervention.  Instead of 
becoming less accurate over time, the map becomes more accurate as the robot 
traverses the environment.  Experiments with real datasets show that the map can be 
updated properly without introducing errors.  A change in the environment can be 
reflected in the map after very few passes by the robot.  Since the map is not updated 
incorrectly and the running time is minimal, there is no drawback to using dynamic 
map techniques as an addition to ordinary MCL.  However, the result of the 
algorithm, having an accurate map, will always benefit the accuracy of MCL. 

Future work will involve calculating the rate of change of various cells so that 
more rapid updating of changing objects in the map is possible.  It might be possible 
to generate a graph of important locations in the map marked with transitions between 
them.  Then, when the map was updated, the graph could be modified as well, 
providing a high level abstraction that could be used for planning under uncertainty. 
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Abstract. The distributed constraint satisfaction problem is a general
framework used to represent problems in distributed multi-agent sys-
tems. In this paper, we describe a detailed investigation of handling
over-constrained satisfaction problems in a dynamic and multi-agent en-
vironment. We introduce a new algorithm, Over-constrained Dynamic
Agent Ordering, that treats under and over-constrained problems uni-
formly. While the existing approaches generally only consider a single
variable per agent, the proposed algorithm can handle multiple variables
per agent. In this approach, we use the degree of unsatisfiability as a
measure for relaxing constraints, and hence as a way to guide the search
towards the best possible solution(s). Through an experimental study,
we demonstrate that our algorithm performs better than the one based
on asynchronous weak commitment search.

1 Introduction

A constraint satisfaction problem (CSP) consists of a finite number of variables,
each having a finite and discrete set of possible values, and a set of constraints
over the variables. A solution to a CSP is an instantiation of all variables for
which all the constraints are satisfied. When the variables and constraints of a
CSP are distributed among a set of autonomous and communicating agents, this
can be formulated as a distributed constraint satisfaction problem (DCSP). A
DCSP framework can naturally represent problems in distributed multi-agent
systems. A solution to a DCSP is an instantiation of variables that satisfies all
constraints among the agents in the problem.

Often, many real world problems lead to CSPs that cannot be solved, because
there is no consistent instantiation of variables that satisfies all constraints.
These problems are known as over-constrained satisfaction problems [1]. In a
distributed multi-agent environment, we refer to such problems as distributed
over-constrained satisfaction problems (DOCSPs). In recent years, there have
been a few attempts to address DOCSPs, namely, distributed partial constraint
satisfaction problem framework (DPCSPs) and distributed maximal constraint
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satisfaction problem framework (DMCSP) by [2]; the distributed hierarchical
constraint satisfaction problem framework (DHCSPs) by [3]; distributed con-
straint optimization problems (DCOPs) [8]; asynchronous distributed optimiza-
tion (Adopt) [6]; and optimal asynchronous partial overlay (OptAPO) [4]. All
of these approaches are based on an assumption that each agent has a single
variable. While it can be argued that multiple variable problems can be reduced
to single variables with tupled domains, in many realistic problems this results
in an impractical blow-out in domain size.

In this paper, we describe an algorithm that can handle multiple variables
per agent and efficiently find partial solution(s) to the given over-constrained
problem. This study extends our earlier work on dynamic agent ordering for
under-constrained distributed problems [10] that was an improvement over the
state-of-the-art method, asynchronous weak commitment search [9]. We refer to
the new algorithm as the over-constrained dynamic agent ordering algorithm
(ODAO). Here, we use the degree of constraint unsatisfaction (degreeUnsat) as
a measure of relaxation in the weakened problem. This value not only reflects
how unsatisfied the constraints are in the current instantiation, but also guides
the search by dynamically determining the order in which agents are allowed
to change their particular variable instantiations. This measure can be used to
calculate the degree of relaxation of the global solution. An empirical analysis
demonstrates that the proposed algorithm performs better than the one based
on asynchronous weak commitment search.

In the rest of the paper, we define a DCSP and a DOCSP and examine
the shortcomings of existing approaches to DOCSPs. We then introduce a new
method for finding an optimal solution to a DOCSP using the degree of un-
satisfaction. We then report an experimental study of the proposed algorithm,
and analyse its performance in comparison with asynchronous weak commit-
ment search [9] suitably adapted to handle over-constrained problems. Finally,
we conclude the paper.

2 Distributed Constraint Satisfaction Problems

2.1 Definition

In a distributed constraint satisfaction problem:

1. There exists an agent set A:

A = {A1, A2, ..., An}, n ∈ Z+;

2. Each agent has a variable set Xi and domain set Di,

Xi = {Xi1, Xi2, ...,Xipi
};

Di = {Di1, Di2, ...,Dipi
}, ∀i ∈ [1, n], pi ∈ Z+;

3. There are two kinds of constraints over the variables among agents: Intra-
agent constraints, which are between variables of the same agent. Inter-agent
constraints, which are between variables of different agents.
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4. A solution S, is an instantiation for all variables that satisfies all intra-agent
and inter-agent constraints.

A DCSP with no solution is referred to as a DOCSP. Many real world situa-
tions make DCSPs unsolvable, i.e., there is no instantiation that can satisfy all
constraints. We can only hope for an optimal solution (partial solution) for the
problem at hand. Clearly, the quality of these partial solutions depends on the
heuristic (rationalization) we use for selecting constraints for relaxation.

2.2 Difficulties with Current Approaches

In this section we examine the existing methods to highlight any difficulties
they may have, particularly in relation to handling multiple variables per agent
problems.

Asynchronous Backtracking [7] was proposed to deal with DOCSPs. When
an empty nogood is found, a new related threshold is generated, and the search is
restarted. By iteratively applying this procedure, an optimal solution will even-
tually be found. However, this is not a very efficient approach, as an agent with
a lower priority has to perform an exhaustive search to determine if there are no
solutions for the current threshold. When the number of local variables increases
to more than one per agent, this approach becomes increasingly impractical.

A DOCSP can be formalised as a distributed partial CSP (DPCSP), a dis-
tributed maximal CSP (DMCSP) or a distributed hierarchical CSP (DHCSP).
The DMCSP is actually a subclass of the DPCSP. The difference is that, for
a DPCSP, agents search for variable values that minimize the total number of
constraints relaxed; and, for a DMCSP, agents search for variable values that
minimize the maximum number of violated constraints in each agent. Both meth-
ods use global distance to measure the degree of the relaxation. In a DPCSP,
this value is the total number of constraints relaxed, G =

∑n
i=1 di

1; and, in
a DMCSP, it is the maximal number of constraints relaxed over the agents,
G = max(di).

If we were to adapt these methods to handle multiple variables per agent,
then relaxing an intra-agent constraint would present little difficulty, i.e., it would
cause the agent in charge of that constraint to increase the distance measure by
one. However, if an inter-agent constraint is relaxed, the two related agents would
both add one to their respective distances. Hence, although only one constraint
was relaxed it would be counted twice. This double-counting does not matter
in the single variable problem as all constraints are, by definition, inter-agent
constraints. The addition of intra-agent constraints complicates this situation
and requires a more sophisticated distance measure to be defined.

In a DHCSP, each constraint is labelled with a positive integer called the im-
portance value. The larger the value, the more important the constraint. Agents
search for variable values that minimize the maximum importance value of vi-
olated constraints over all agents. Processing can either start at the top of the

1 Where G is the global distance; n is the number of agents in the problem; di is the
local distance for each agent, and the value of di is the number of constraints relaxed.
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hierarchy (top-down), in which case agents try and satisfy the constraints with
the greatest importance value first. Then the next level down is attempted, and
so on. Alternatively, agents may start by trying to satisfy all levels of constraints
(bottom-up). If this is not possible then the lowest level constraints are relaxed.
If this relaxed problem cannot be satisfied then the next least important layer is
relaxed, and so on. In bottom-up processing, if one agent cannot find a solution
at certain level, all agents have to relax their constraints on that level, even if
other agents’ constraints can be satisfied at that level. Hence, an optimal solu-
tion for a DHCSP would not necessarily be optimal according to the DPCSP or
DMCSP global distance measure. In addition, the efficiency of a DHCSP is poor.
The worst case is that the optimal solution level is far away from the starting
point. For some problems a bottom-up approach is preferable, whereas for others
a top-down would be more efficient. Unfortunately, we cannot tell which starting
point should have been used until the problem has been solved.

The distributed constraint optimization problem framework was developed in
[8]. The aim of solving this kind of problem is to find a minimal or maximal cost
over all constraints. It has been commonly used for distributed over-constrained
satisfaction problems. A cost function relates each pair of variables, whose dif-
ferent instantiation combinations result in different values of the cost function.
Agents cooperatively select values, in order to optimize the cost function.

Multiple variables per agent are common in real-life DCSPs and its variants.
When solving these problems, it is generally necessary to considering inter- and
intra-agent constraints. This is not the case for DCSPs where one variable per
agent is assumed. All variables in one agent can be considered as one virtual
variable. All local solutions can be considered as possible values for the virtual
variable. However, this is impractical in DCOPs, especially when cost functions
are taken into account. When cost functions are involved, it is impossible to view
each agent as having just has one virtual variable. A cost function is directly
applied to each pair of variables—not local solutions. So multiple variables can
not be represented by one virtual variable in distributed constraint optimization
problems. Earlier mentioned approaches (Adopt, OptAPO, etc.) can only deal
with DCOPs with a single variable per agent. When the number of variables is
more than one in per agent, these algorithms can not to be used any more. In
addition, the cost functions have to be pre-processed. The results of each pair
of variables’ instantiations have to be fully listed before problem solving. This
requires large memory storage and extra computations.

The above methods do not describe how problems with multiple variables
per agent could be handled. Some of them even do not have the ability to solve
this kind of problem because of the mechanisms of the methods. Such problems
would cause considerable difficulty, since relaxing an intra-agent constraint and
relaxing an inter-agent constraint can be mistakenly considered as being equal.
Relaxing different kinds of constraints will result in a weakened problem that
has different hardness and structure.

We propose a new approach for measuring and solving distributed over-
constrained satisfaction problems with multiple variables per agent. First of all,
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the concept of distributed constraint density (related to both intra-agent and
inter-agent constraints) will be introduced as part of a new distance measure for
constraint relaxation.

3 Constraint Density in Distributed Over-Constrained
Satisfaction Problems

Constraint density in DCSPs has been introduced and defined in [10]. By looking
at two problem features, intra- and inter-agent constraint densities were fairly
measured. In addition, the dynamic constraint density much more reveals the
current state of each agent during a search. degreeUnsat as the ratio of the
static constraint density to the dynamic constraint density is used to measure
the degree of unsatisfaction in each agent. The degreeUnsat ranges from a value
of zero, if all constraints are satisfied, to one, if all constraints are unsatisfied.
Solving a DCSP is actually a process of minimizing the value of degreeUnsat for
each agent. When all agents’ degreeUnsat = 0, all constraints are satisfied and
the problem is solved. We developed a dynamic agent ordering (DAO) algorithm
by using this technique [10], where Agents autonomously order themselves to
re-instantiate their variables. This improves the search efficiency and requires
less memory usage than other state-of-the-art approaches. We now extend this
technique to measure the degree of relaxation of a DOCSP. The benefit of this
approach is that it combines both intra- and inter-agent constraint relaxations
into a single measure.

Relaxing constraints in DOCSPs is different from relaxing constraints in an
ordinary (non-distributed) over-constrained problem. We should consider not
only the relaxation of constraints, but also the communication cost and the ef-
fects on agents’ relations. For example, we generally treat inter-agent constraints
as more important than intra-agent constraints, because they have a greater im-
pact on the overall problem (i.e. they affect more than one agent). Hence, we
would normally prefer to relax an intra- rather than an inter-agent constraint.

However, inter-agent constraint relaxation should be considered as well. Re-
laxing an inter-agent constraint will loosen the associated intra-agent constraint
problems, providing more opportunities for agents to solve subproblems locally,
and so reduce future communication costs. Relaxing an intra-agent constraint
is easier than relaxing an inter-agent constraint, since only one agent involved.
Relaxing an inter-agent constraint is more efficient than relaxing an intra-agent
constraint, as both agents will directly benefit from it. Hence there is a trade-off
between these two types of relaxation.

From the perspective of the processing cost and the outcome, we may con-
sider that relaxing one inter-agent constraint is equal to relaxing a number of
intra-agent constraints. This kind of equality does not mean that the process of
relaxation is equivalent, but it does mean that the consequences may be the same.

In this context, we use degreeUnsat to guide the search and measure (as a
threshold) the satisfiability of the relaxed DOCSP. Next, we propose a method
for finding an optimal solution to a DOCSP using thresholds:
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Threshold Repair Method: We can use the degreeUnsat as a threshold to
define the degree of constraint relaxation required for each agent in the problem.
If degreeUnsat = 1, then no constraint need be satisfied, and if degreeUnsat = 0
then all constraints must be satisfied. For values between 0 and 1, the number
of unsatisfied constraints depends on the structure of the problem, remembering
that the degreeUnsat takes into account the difficulty of satisfying individual
constraints. If an empty nogood is discovered, (i.e., the threshold is not achiev-
able) the threshold value is increased by an amount that depends on the related
constraints. By iteratively applying this method the optimal degreeUnsat solu-
tion will eventually be found.

If we are uncertain as to whether a problem is over-constrained, setting the
initial threshold to zero will guarantee finding the optimal solution. Otherwise,
setting the threshold at a reasonable lower bound on the optimal solution thresh-
old will reduce the amount of processing required. It should be noted that exist-
ing approaches require that the over-constrained status of a problem is known
in advance, whereas our method can solve both under- and over-constrained
problems without modification. It should also be noted that the threshold has
a different meaning in the different formalisations we have discussed. In DPC-
SPs, the threshold is the number of constraints that can be relaxed in the entire
problem, in DMCSPs, it is the maximal number of constraints that can be re-
laxed for each agent in the optimal solution, and, in DHCSPs, it is the minimal
importance value on the constraints that can be reached. In our algorithm, it
reflects the degree of the relaxation or degreeUnsat of the optimal solution.

For a DOCSP, an optimal solution is found when minimal values are reached
for all degreeUnsat of each agent. The global measure of unsatisfiability can be
represented as

GdegreeUnsat =
∑n

i=1 degreeUnsati
n

where n is the number of agents in the problem. The global degreeUnsat
(GdegreeUnsat) shows the degree of relaxation for the entire problem. Using our
approach, each agent may have a different threshold, whereas the other ap-
proaches we have discussed require a global threshold that is imposed uniformly
on each agent.

4 Algorithm

In this section, we introduce the Over-constrained Dynamic Agent Ordering
(ODAO) algorithm, which uses the threshold repair method to solve DOCSPs,
as follows:

1. A threshold (a value of degreeUnsat) is decided before the search started.
All variables in each agent are alphabetically ordered and assigned a priority
of 0;

2. In the initial state, each agent concurrently instantiates their variables to
construct a local solution, while checking consistency to guarantee the local
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degreeUnsat ≤ threshold. Each agent then sends its local solution to its
neighbouring agents (i.e., those with which it shares at least one inter-agent
constraint);

3. Each agent then starts to construct a local solution which attempts to satisfy
both intra-agent constraints with higher priority variables and inter-agent
constraints with higher priority agents (i.e., agents with lower degreeUnsat).
Each agent attempts to satisfy as many constraints as possible for each
variable such that its degreeUnsat is minimised. If an agent is unable to
instantiate a variable with any value in its domain, a nogood is discovered.
If this nogood is not a repeat and is not empty, it will be recorded and the
priority of the variable will be increased by one. For each constraint involved
in the nogood, the degreeUnsat resulting from relaxing that constraint is
calculated. The minimum value of these degreeUnsat calculations is then
stored as well. If the nogood is empty, this implies the threshold is still too
tight, and threshold repair will be carried out, i.e., the new threshold is the
minimal degreeUnsat, Tmin recorded for the agent, such that Tmin is greater
than the current threshold.

4. The agent calculates the value of degreeUnsat. If degreeUnsat ≤ threshold,
the agent sends messages to neighbouring agents. Each message contains the
degreeUnsat value and the local instantiation of the agent. Otherwise, we
go back to 3;

5. The search will stop when each agent i detects that its degreeUnsati ≤
thresholdi.

In effect, ODAO is using the change in degreeUnsat as a distance measure,
and so is implicitly placing an importance value on each constraint. This impor-
tance value is the amount by which the degreeUnsat will change for an agent,
when a particular constraint is relaxed, i.e., when a relaxation needs to occur,
the constraint that causes the smallest change in degreeUnsat is selected. Put
simply, an agent will relax the constraint it calculates as easiest to satisfy. This
distance measure has two features that distinguish it from the approaches dis-
cussed earlier: firstly, it is local to the agent, and secondly it is dynamic, i.e., it will
change according to which constraints are currently unsatisfied. Also note that
no constraint is permanently flagged as relaxed. Each agent has a degreeUnsat
threshold it is trying to attain, and is free to relax any constraint to attain that
threshold, each time it gets a turn.

Example: To further clarify the details of the algorithm, we use a distributed 3-
colouring problem shown in Figure 1. The goal of the problem is to assign colours
to each node so that nodes connected by the same arc have different colours2. In
Figure 1 (a), Agent 1 has two intra-agent constraints and Agent 2 has three intra-
agent constraints, and they both have four inter-agent constraints. The static con-
straint densities for Agent 1 and 2 are 17

3 and 7 respectively. Before a search is
started, we assume that the threshold is 0, which means the problem is solvable.

2 B = blue, R= red, W = white.
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Fig. 1. A Distributed 3-colouring Problem

In Figure 1 (b), two agents assign colours to their variables, such that their
intra-agent constraints are satisfied, and then send messages to each other. As
Agent 1 has higher priority than Agent 2 (degreeUnsatA1 < degreeUnsatA2),
it will do nothing and just await. In Agent 2, variable 1 has the highest prior-
ity and its value satisfies all constraints. Variable 2 has higher priority, but its
value violates the constraint between Agent 1’s variable 3 and itself. Although
Agent 2 tries to assign a new value to variable 2, it cannot find any colours
that satisfy all constraints. Hence, a nogood is produced, and is recorded as
{A2, v2, {A1, v2,‘B’}, {A1, v3,‘R’}, {A2, v1,‘W’}}, where Agent 2’s (A2) variable
v2 cannot be instantiated with any colour because A1’s variable v2 is instantiated
with ‘B’, A1’s variable v3 is instantiated with ‘R’ and A2’s variable v1 is instanti-
ated with ‘W’. The nogood is also sent to A1 to avoid the same assignment in the
future. A2 assigns a colour ‘W’ to variable v2 to minimize the number of unsat-
isfied constraints, and the priority of variable v2 is increased by 1 as well. Next,
variable v1 detects another nogood {A2, v1, {A1, v2,‘B’}, {A1, v3,‘R’}, {A2, v2,‘W’
}}. Later, Agent A1 will discover another two nogoods for variable v2 and v3,
containing A2’s variable v1 and variable v2. Finally, an empty nogood will be
produced. It reveals the problem is over-constrained and has no solution. The
agent generating the empty nogood then checks its nogood history, and relaxes
the constraint that causes the minimal degreeUnsat. In this case, Agent A2 se-
lects the constraint between variable v1 and v2 to relax. The threshold for the
Agent A2 is 1

21 ≈ 0.04762. Then an optimal solution found in Figure 1 (c).
The pseudo code of the algorithm is detailed Over-constrained Dynamic

Agent Ordering. Note that all variables from a neighbouring agent have higher
priority than any local variable iff degreeUnsat < local degreeUnsat.
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Algorithm Over-constrained Dynamic Agent Ordering
1. while received(Sender id, variable values, degreeUnsat) do
2. calculate local degreeUnsat ;
3. if local degreeUnsat ≤ threshold and all other agents’ degreeUnsat ≤ threshold
4. then the search is terminated;
5. else add (Sender id, variable value, degreeUnsat) to agent view ;
6. if local degreeUnsat > degreeUnsat
7. then Assign Local Variables;

Algorithm Assign Local Variables
1. calculate local degreeUnsat ;
2. if local degreeUnsat ≤ threshold and degreeUnsat < local degreeUnsat
3. then send(Sender id, variable values, local degreeUnsat) to neighbouring agents;
4. else select an inconsistent variable v with the highest priority and assign a value from its

domain;
5. if no value for this variable
6. then if nogood is empty
7. then Threshold Repair ;
8. else if nogood is new
9. then nogood is recorded;
10. the priority of the variable is increased by one;
11. else assign a value with minimal violations to the variables with lower priorities;
12. Assign Local V ariables;

Algorithm Threshold Repair
1. Tmin = 1;
2. temp degreeUnsat = degreeUnsat from first nogood in the nogood set;
3. while not the end of nogood set do
4. if temp degreeUnsat > threshold and
5. temp degreeUnsat < Tmin

6. then Tmin = temp degreeUnsat;
7. temp degreeUnsat = degreeUnsat from next nogood;
8. threshold = Tmin;

In a realistic problem, different agents may arrive at different values for their
local degreeUnsat, meaning that different levels of optimization can be reached
by different agents. Finally, the global degreeUnsat can be used to measure the
degree of relaxation for the entire problem.

5 Experimental Results

We evaluated our algorithm on a benchmark set of 3-colouring problems, using
the problem generator described in [5]. We then added a number of constraints
to make the problem over-constrained. Each agent was also constrained to have
at least one inter-agent constraint. Then, we randomly distributed n constraints
to groups of four nodes from the same or different agents, where each group is
required to be fully connected (each node has three constraints connecting to
the other three nodes). As a result, the problem is over-constrained.

We also implemented our own variant of the AWC algorithm [9], Asyn-
chronous Over-constrained Weak-commitment search (AOWC) to deal with dis-
tributed over-constrained satisfaction problems. This was necessary as there was
no available complete search algorithm that could handle DOCSPs with multiple
variables per agent. We chose AWC as a starting point because it was the only
available algorithm that can handle multiple variables per agent in a distributed
under-constrained environment.
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Table 1. Results for Distributed 3-colouring Over-constrained Problems

A V C Method Constraints Final Checks Nogoods Local Time (s)
Relaxed Threshold Solutions

3 15 43 AOWC 1.65 1198 179 162 0.143091
ODAO 0.0043 611 81 66 0.096632

4 20 58 AOWC 3.71 3145 1021 579 0.471683
ODAO 0.0055 1218 337 192 0.291953

5 25 72 AOWC 4.14 10726 1779 741 2.392564
ODAO 0.0038 6642 853 369 1.210876

6 30 87 AOWC 5.37 42170 5472 2011 10.686257
ODAO 0.0023 17134 1862 758 4.568762

7 35 101 AOWC 5.82 99374 8653 2437 23.561248
ODAO 0.0030 52836 3893 1095 9.498762

8 40 116 AOWC 7.21 473291 31059 3624 94.398217
ODAO 0.0034 116174 9187 1952 21.079638

9 45 130 AOWC 7.96 1087532 417206 8167 171.896542
ODAO 0.0020 459961 13624 2751 76.504976

10 50 145 AOWC 7.49 3963721 119394 18364 564.749568
ODAO 0.0016 1217286 35397 4858 144.126825

AOWC operates in the following way: when an empty nogood is discovered, it
randomly relaxes one of the constraints from the nogood at the bottom of the no-
good stack (i.e., the last non-empty nogood that was discovered). It then restarts
the search on this relaxed problem. If the problem cannot be solved, i.e., it results
in a further empty nogood, then another constraint from the original nogood is
relaxed. If all constraints in the first nogood are relaxed, then this nogood is
removed from the bottom of nogood stack, and the next nogood is selected for
relaxation. Since AOWC cannot recognize an optimal solution, we allow it to re-
peat this process until a solution is found that equals the optimal solution from
our own approach (in terms of a count of the number of constraints relaxed).

Table 1 shows the experimental results comparing AOWC with our new ap-
proach, where A is the number of agents, V is the total number of variables and
C is the total number of constraints in a problem. All data points are averaged
over 100 trials. We set up the initial ODAO threshold to be 0.1% (0.001), with
the final threshold (global degreeUnsat) shown in the table. It should be noted
that the values of Threshold are not the ratios of the number of unsatisfied
constraints to the number of the total constraints, rather they are the averaged
values of the degreeUnsat, when the optimal solutions are found.

From these results it is clear that our algorithm (ODAO) is considerably
more efficient than AOWC in terms of communication cost and execution time.
The number of nogoods and local solutions for AOWC are approximately 2 to
5 times more than for ODAO. As a result, the communication load is much
heavier. In addition, more checks are needed during search. AOWC also spends
a significant amount of time on producing intermediate non-optimal solutions
during a search. This means that AOWC takes much longer than ODAO to
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find an optimal solution. Conversely, ODAO can find an optimal solution in a
reasonable time, and it also allows each agent to find a precise threshold when
an optimal solution is found.

6 Conclusion

This study has addressed the important issue of over-constrainedness in DC-
SPs. We proposed an algorithm that can directly address DOCSPs. In contrast,
existing approaches rely on formalising a DOCSP into a DPCSP, a DMCSP, a
DHCSP, or DCOPs then using the relevant algorithms to solve it. Our approach
also can handle DOCSPs in which an agent may have multiple variables, while
existing approaches allow only one variable per agent. We further conclude that
intra- and inter-agent constraint relaxation cannot be treated identically. When
searching for an optimal solution for a DOCSP, it is easier to relax an intra-
rather than an inter-agent constraint. This is because intra-agent constraints
only have local effects. However, an inter-agent constraint relaxation can make
it easier to satisfy the intra-agent constraints of the agents to which it is con-
nected, i.e., it can make the overall problem easier. Another effect of relaxing
an inter-agent constraint is that it will reduce the communication and external
computation costs for the two agents it connects. Conversely, when relaxing an
intra-agent constraint, only one agent gets the benefit. Hence the question of
the relative importance of inter- and intra-agent constraints is not clear-cut. In
our approach, we allow the autonomous agents to make decisions about relaxing
intra- versus inter-agent constraints, based on the current degreeUnsat measure,
rather than mandating a fixed trade-off. At the same time, this approach acts
as an efficient mechanism to guide the search. Finally, an ODAO agent has the
ability to dynamically adjust the threshold at which it will accept a solution.
This means our algorithm can deal with DCSPs without knowing whether a
problem is under- and over-constrained.
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Abstract. This paper presents a distributed approach to build decision trees in a 
lock step manner with each node proposing an attribute on which to split. A 
central mediator chooses the attribute, among the candidates, with the highest 
information gain. The chosen split is then effectively communicated to the other 
agents to partition their data. The distributed decision tree approach is per-
formed on the agent based architecture dealing with distributed databases. This 
paper mainly focuses on the evaluation of the system performance in distributed 
data mining. Even though there are several trials suggesting algorithms of dis-
tributed data mining, few efforts have made on the definition of the system per-
formance. It is very important to define the performance for the further devel-
opment of distributed data mining. 

1   Introduction 

Computational efficiency and scalability is a very critical issue in data mining [1] 
since the amount of data is rapidly increasing in the real world. Also, it is very impor-
tant in data mining to deal with huge amounts of data located at different sites since 
these data are naturally located at geographically distributed sites, and some of them 
are relevant to each other. In such a distributed environment, a basic approach for data 
mining is to move all of the data to a central data repository and then to analyze them 
with a single data mining system. However, even though it guarantees accurate results 
of data analysis, the approach requires overly expensive computation and communica-
tion costs. It also has a critical security problem in that it reveals private information 
data, although privacy preserving issues [2-7] are major concerns in inter-enterprise 
data mining when dealing with private databases located at different sites. An alterna-
tive approach is high level learning with in-place strategies in which all the data can 
be locally analyzed, and the local results at their local sites are combined at the central 
site to obtain the final result (global data model). This approach is less expensive but 
may produce ambiguous and incorrect global results. To make up for such a weak-
ness, many researchers have spent great efforts looking for more advanced ap-
proaches of combining local models built at different sites. Most of these approaches 
are agent-based high level learning such as meta-learning [8], knowledge probing [9], 
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and mixture of experts [10], Bayesian model averaging [11], and stacked generaliza-
tion [12]. However, these approaches still only have the ability to estimate a global 
data model through the aggregation of the local results, rather than generating an ex-
act correct global model. In particular, they have the critical weakness of not dealing 
with heterogeneous databases located at different sites. 

2   System Architecture and Distributed Learning Algorithm 

This paper presents an agent based distributed data mining approach, in which the 
modified decision tree algorithm on an agent based framework can deal with hetero-
geneous data sets in the distributed environment [13,14] and produce accurate global 
results. The data mining based the algorithm takes full advantage of all the available 
data through a mechanism for integrating data from a wide variety of data sources and 
is able to handle data characterized by geographic (or logical) distribution, complexity 
and multi feature representations, and vertical partitioning/distribution of feature sets. 

Mediator

Web Server

Agent 2

Agent 1 Agent N

 

Fig. 1. System architecture of an agent based distributed data mining 

Fig. 1 shows the architecture of an agent based system, which consists of a web 
server, a mediator, and agents. The web server supports users with a web based inter-
face through which they can access databases located at different sites and manipulate 
data mining facilities. The mediator coordinates the communication between several 
agents with security concerns such as authentication. Each agent is located at each 
heterogeneous data site to achieve coordinated learning through the cooperation of lo-
cal learning and communication with the other agents. The mining engine and the 
communication interface within the agent are implemented in C and Java, respec-
tively (See Fig. 2).  
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Fig. 2. The communication structure between mediator and agents 

The Distributed Data Mining (DDM) component includes a number of Data Min-
ing Agents whose efforts are coordinated through a facilitator. One of the major func-
tions of the facilitator is to collect information from various DM Agents and to broad-
cast the collected information to other Agents involved in the mining process. To this 
end, there is a certain amount of cost associated with the distributed mining process, 
namely that of the communication bandwidth. For very large datasets, the high cost of 
transferring information from one agent to another can become a major hindrance in 
the data mining process. 

The distributed learning algorithm of a decision tree in an agent-mediator commu-
nication mechanism is as follows:  

1. [Mediator] Start the local data mining processes associated with local agents. 
2. [Agent] Find the attribute and its associated value that can best split the data into 

the various training classes during local mining. 
3. [Agent] Send the best local attribute and its associated value to the mediator. 
4. [Mediator] Select the best attribute from the best local attributes of all the agents.  
5. [Mediator] Notify each agent of its role for the next action (splitting or waiting). 
6. [Agent] Split the data, according to the best global attribute and its associated split 

value, in the formation of two separate clusters of data in the selected agent. 
7. [Agent] Distribute the structural information in each cluster and the best attribute 

to the other agents through the mediator.  
8. [Agent] Construct the partial decision trees according to the structural information 

in other agents. 
9. [Agent] Generate decision rules at each agent and notify the mediator for termina-

tion if there is no more splitting. Otherwise, go to step 2. 
10. [Mediator&Agent] Terminate. 
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3   Performance Evaluation of Distributed Mining Process  

This section evaluates the performance of the presented agent-based decision tree al-
gorithm (DDM) with a comparison of a centralized decision tree algorithm (SDM) 
such as C5.0 of Quinlan [15]. In the centralized decision tree algorithm, the entropy 
calculation is very critical in processing huge data. So, the time to find the best en-
tropy from a given table of the database can be defined as a computation cost. In the 
distributed data mining, there are generally two extra main costs such as communica-
tion costs and knowledge integration costs. However, we do not need to compute the 
knowledge integration costs, which is too complicated to define since our approach is 
distributed data mining through the exchange of information during the decision mak-
ing process.  

The presented distributed mining process is evaluated by comparing the response 
times of DDM ( ddmRT ) and SDM ( sdmRT ) for the construction of the simple decision 
tree with two branches under the following assumptions:  

ddmT : Time of decision tree construction by each agent from its own local database. 

comT : Time of the communication between each agent and the mediator.  
p : The number of records selected for analysis from database. 
k : The number of fields selected for analysis from database. 
n : The number of agents participated in mining process. 

trt : Transmission Time (sec/bit) 

cr : Compressed rate for transmitted data.  

cput : CPU processing time for a component. 

The entropy computation time of SDM is as follows:  

       cpusdmsdm tpkTRT ⋅⋅== 2                (1) 

On the other hand, since the given table is vertically partitioned into the same number 
of agents, the entropy computation time of DDM is as follows:  

n

tpk
T cpu

ddm

⋅⋅
=

2

                  (2) 

When considering the communication time ( comT ), the transmission data amount be-
comes crp ⋅  bits for the communication between each agent and the mediator. There-
fore, the communication time is as follows: 

trccom trpT ⋅⋅=                     (3) 

Through Equations of (2) and (3), the distributed processing time of DDM is as fol-
lows: 

trc
cpu

ddm trp
n

tpk
RT ⋅⋅+

⋅⋅
=

2

    (4) 

Here, we get to a point ( 0≥− ddmsdm RTRT ) where the performance of DDM be-

comes better than that of SDM.   
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Suppose that ddmsdm RTRT − is TΔ , we can get Eq. 5 according to Eq. 1 and 4. 

  ⋅⋅+
⋅⋅
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To obtain the table size ( pk * ) when )(kpTΔ >0, we try to find the solution in Eq. 6.  
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Eq. 6 is equivalent to 7,  

0
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n
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Since p > 0, Eq. 7 is equivalent to 8,  

0
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n

n     (8) 

 

Fig. 3. The graph of response time ( TΔ ) in terms of kp 

Fig. 3 represents a graph of Eq. 8 and shows that the performance of DDM be-
comes better at a certain size of data (kp) than that of SDM. We can say there are full 
benefits on the distributed processing if there are huge amounts of data. 

4   Experimentation  

Experimental data sets are synthetic data created by a random value generator spe-
cially developed for the purpose of the construction of decision trees. The software 
can generate any data set with different depths of decision trees and different num-
bers of records and fields in the databases. We vertically partitioned the generated 
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data set into several subsets which correspond on agents located at different sites. 
With such data sets, we evaluate the performance of the proposed distributed data 
mining method under 10 experiments conducted by increasing the number of records 
in its local database, step by step, whereas the number of fields is fixed. Each experi-
ment compares the performance, of the proposed system, altered with a different 
number of agents. Table 1 summarizes the performance of the system with a flexible 
number of agents throughout all experimentation. 

The decision rule set generated in each experiment is exactly the same to that of a 
centralized data mining system, since the proposed algorithm for distributed data min-
ing uses all the available data located at different sites, without moving them to each 
other. These decision rules are revealed simply because geographical data, easily dis-
criminated on aerial images, are used in the experiments. In conclusion, the experi-
mental results show that the distributed version with more agents outperforms the ver-
sion with fewer agents when the rule generation from a large database is not 
complicated with low communication overhead between agents and the mediator. 

Table 1. Experimental results 

Processing Time (seconds) Experiment S
tep 

# of Recor
ds None 2 agents 3 agents 4 agents 

Exp 1. 5103.0 ×   11.7  6.3  3.2  2.1 

Exp 2. 5106.0 ×   23.1 15.8 10.1  4.9 

Exp 3. 6101.0 ×   35.2 23.2 15.4 10.7 

Exp 4. 6102.0 ×   50.5 32.8 23.0 15.8 

Exp 5. 6103.0 ×   62.8 38.8 31.4 21.8 

Exp 6. 6104.0 ×   73.8 44.5 37.2 24.1 

Exp 7. 6105.0 ×   89.6 55.7 42.2 33.8 

Exp 8. 6106.0 ×  101.5 62.5 50.1 37.9 

Exp 9. 6107.0 ×  121.8 71.6 53.8 44.9 

Exp 10. 6108.0 ×  148.2 82.7 61.0 49.8 

 

5   Conclusion and Future Work 

Even though the concept of distributed data mining is very helpful in data analysis, 
there is a limitation for use in the real world due to its low performance. This paper 
presented a new paradigm of distributed data mining and its performance evaluation 
so that this technique can be applied to a specific situation. As hardware techniques 
are improving, this approach will be more useful for data analysis considering infor-
mation security. As a future work, we plan to build a consortium of several agent 
based systems with a mediator-agents communication mechanism for more efficient 
data analysis in a distributed way. An example of the consortium system is presented 
in Fig 4. 
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Fig. 4. Consortium of several agent based (distributed data mining) systems with a mediator-
agents communication mechanism 
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1 Introduction

A topic of recent interest to researchers is designing multiagent systems that allow
agents to reason about adjusting their autonomy, determining when and to whom con-
trol of decision making should be transferred (e.g. [2, 6]). What is lacking, however, is a
method for integrating these individual adjustable autonomy algorithms into a cohesive
solution for the delegation of tasks for the society. In this paper, we first discuss one ap-
proach that employs a central coordinating agent in order to not only adjust the levels of
autonomy, but also ensure that there is coordination of this adjustment across all agents
in the system. Fully autonomous agents elect to have their autonomy adjusted when
faced with unexpected events that they are unable to resolve. The coordinating agent
revokes the autonomy of other agents in the system, temporarily, in order to address
these events. We discuss how this strategy for the adjustment of autonomy of agents is
well suited for multiagent systems operating in soft real-time environments. We then
present a model for agent-initiated adjustable autonomy that reasons not only about
decision-making delegation, but also about interaction in order to make more informed
decisions. Coordination of decision-making delegation amongst agents is addressed by
a locking mechanism, while the provision for interaction allows run-time monitoring of
the degree of bother of a potential resource/entity, resulting in possible refinements to
the selection of entities to which decision making is delegated.

2 Coordinator-Based Adjustable Autonomy

The goal of this research [4] is to allow certain agents in soft real-time multiagent
systems to continue to operate autonomously as much as possible, thereby reducing
the amount of negotiation and communication required to address new tasks in the
environment. We consider a scenario where an overall mission is first assigned to the
multiagent system by a human user and each agent develops a well defined plan in
order to address this mission, for the collective. The autonomy of the worker agents
in the society needs to be adjusted, however, in cases where the worker encounters
unexpected events that cannot simply be ignored, and that the agent cannot address by
itself. In these cases, assistance is solicited from a coordinator agent, who may then
revoke the autonomy of other agents, to address these new events.

In this research, we classify the possible kinds of unexpected events that may be en-
countered and include a definitive strategy for addressing each of these kinds of events

B. Kégl and G. Lapalme (Eds.): AI 2005, LNAI 3501, pp. 33–37, 2005.
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(some suggesting that agents simply continue to operate autonomously and others re-
quiring that the agents defer to a more authoritative coordinating agent). The events
include: opportunities (conditions that are not detrimental but may lead to new goals
and plans being adopted; the worker can inform the coordinator of its new goal or defer
decisions of what to do, to the coordinator); barriers (conditions that may prevent the
worker from progressing with its goals; the worker can inform the coordinator of its
new goal or defer to the coordinator to resolve the barrier); potential causes of failure
(conditions, which, if not corrected, will cause failure in the future; the worker can gen-
erate a plan to handle the problem and inform the coordinator, or send the problem to
the coordinator to handle).

The worker’s control thread iterates quickly to allow fast response to problems. It
must respond to revoke autonomy messages sent to it by the coordinator, must send
notification messages to the coordinator if it adopts a new goal to address unexpected
events, or send a panic message to the coordinator if it is unable to resolve a barrier or
PCF. Workers also send heartbeat messages to the coordinator, at regular intervals, to
register their current activities. The coordinator continuously merges state information
from workers into a global state representation. It revokes the autonomy of agents se-
lected to respond to panics sent by workers requiring assistance and provides new tasks
to these agents. When agents sent to assist with new problems have completed their
tasks, their autonomy is restored.

Overall then, the adjustable autonomy algorithm is one where an agent that cannot
find a solution to a problem will give up its autonomy by asking the coordinator for
assistance; it does not regain autonomy until the tasks assigned to it by the coordinator
are completed. Likewise, an agent selected by the coordinator to assist with a task will
have its autonomy revoked until that task is completed. This centralized method is par-
ticularly effective when agents have limited resources and it is best to offload decision
making to a coordinating agent.

3 Coordinating Reasoning About Decision Transfers

In this section, we discuss a decentralized approach to adjustable autonomy, based on
the Electric Elves (E-Elves) project [6], where agents compute a transfer-of-control
strategy, specifying a sequence of decision-making control transfers to other entities
(agents or humans), and how long the agent should wait for a response before giving
up, and transferring control to another entity.

In our approach [1], we allow an agent to possibly query a user for information,
but still retain decision-making authority. In addition, as in [2], we incorporate a bother
cost factor into the model, to account for the user’s annoyance at being interrupted by
agents. Our agents will follow an interaction strategy that specifies what query to ask
whom, for how long, and depending on the response, what to do next (e.g., ask another
query, or make a decision). Visually, one can imagine a strategy as a tree, with two types
of nodes, query/internal nodes, and decision/leaf nodes. A query node will have several
branches corresponding to the various possible responses, with each branch leading to
a strategy subtree. There are many possible paths of execution through a strategy tree.

The basic idea to determine an optimal strategy is for the agent to use a branch
and bound search to generate all possible strategies containing up to a fixed num-



Adjusting the Autonomy of Collections of Agents in Multiagent Systems 35

ber of queries K, evaluate the generated strategies, and then simply choose the
best one.

The optimal strategy s∗ is simply the generated strategy that is evaluated to have
the highest expected utility (EU ). The expected utility of a strategy s is calculated as
follows:

EU(s) =
∑
LN

[P (LN) × (EQ(LN) − W (TLN ) − BCLN )]

where LN refers to a decision/leaf node, EQ(LN) and W (TLN ) are adapted from E-
Elves[6] and refer to the expected quality of the agent’s decision at that particular leaf
node, and the costs of waiting until the time of the leaf node to finish the interaction,
respectively, and BCLN is the cumulative bother cost incurred by all users queried
along the path to the leaf node LN .

The expected utility of the overall strategy is a sum of the utility of each of the
individual paths in it, factoring in the probability that the particular path will be taken.
We denote this term as P (LN), defined as follows: P (LN) =

∏
rj,k

PUi

Qj
(resp = rj,k)

where we iterate rj,k over all the response branches that lead to the leaf node LN ,
and PUi

Qj
(resp = rj,k) refers to the probability of user Ui responding with rj,k to the

question Qj .
One of the main criteria for querying one user over another is the user’s PUKUi

Qj

value, denoting the probability that user Ui knows the answer to question Qj (as in [2]).
Another criterion is the user’s PRUi

Qj
(t) value, denoting the probability distribution over

time that Ui responds to Qj at time point t (as in [6]). The three possible cases for how
to compute the value of PUi

Qj
(resp = rj,k), are as follows:

[No response]: PUi

Qj
(resp = rj,¬resp) = 1 − ∫ Te

Ts
PRUi

Qj
(t)dt

[“I don’t know”]: PUi

Qj
(resp = rj,?) =

∫ Te

Ts
PRUi

Qj
(t)dt × (1 − PUKUi

Qj
)

[Answer response]: PUi

Qj
(resp = rj,a) =

∫ Te

Ts
PRUi

Qj
(t)dt × PUKUi

Qj
× PA(rj,a)

where Ts is the time point at which the question was asked, and Te is the time point
that the agent will wait until for a response, and PA(rj,a) denotes the probability that

the answer to question Qj is rj,a. Note that
∫ Te

Ts
PRUi

Qj
(t)dt gives the probability of Ui

responding to Qj during time frame [Ts, Te].
In the more general case, an agent will be reasoning not only about interactions with

other entities (termed “partial” transfers of control or PTOCs, since decision-making
control will still rest with the agent who initiates the interaction), but also about transfer-
ring decision making control entirely to another entity (termed “full” transfer of control
or FTOC). This results in what we refer to as a “hybrid” transfer-of-control strategy for
the agent, with each agent selecting the strategy that will maximize the expected utility.

In a multiagent system, we encounter the problem that locally planned optimal
strategies may not be globally optimal. In particular, a major problem is that many
agents may transfer control to the same user for the same time period, leading to exces-
sive user bother and lower user response rate. We now consider a possible mechanism
for coordinating agent strategies as follows. We first of all assume that each user in the
system will have a corresponding proxy agent, and that requests to query a user will go
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through the proxy. Now assume that in response to a request from an agent, the proxy
can impose a lock for a given time period [ta, tb], for its user and can ensure that no new
locks will be provided to other requesting agents within the specified timeframe, until
the lock is released. In addition, for any agent that requires a lock before ta, the proxy
will refuse to grant a lock1. Any agent requiring a lock after tb, will be allowed to, but
with a warning that there may be additional bother generated from earlier interactions
with that user by the first agent.

One challenge is that the agent that locks up the user for a given timeframe may in
fact not make use of that resource at all, if it is successful in a full control transfer to
another entity earlier in its transfer of control strategy. So, other agents that are request-
ing locks on the user for later timeframes will not know for sure whether the user will
have incurred some bother from previous interactions or not.

The locking mechanism for agent strategy coordination then works as follows: (i)
Agent computes an optimal strategy s∗ (ii) Agent tries to acquire from the various prox-
ies all the locks that may be used in strategy s∗. So, for each transfer node in s∗, Agent
will request a lock on the user and timeframe indicated by that transfer node. As part of
the lock request, Agent will inform the Proxy of the probability that Agent will reach/use
that lock. (iii.a) Agent receives all requested locks with no warnings. Then, Agent can
just start executing strategy s∗. (iii.b) Agent receives all requested locks but is given
warnings by one or more of the proxies. Each warning informs the Agent that there is
an earlier lock that may be used with a certain probability. Then, Agent may need to
adjust the strategy s∗ so that Agent will first check with the proxy on whether or not the
user really has been bothered earlier, before transferring control to the user, or to some
other entity. (iii.c) Agent does not receive all the requested locks, due to conflicts with
existing locks. Then, Agent goes back to step [i] and recomputes the next best strategy
that does not involve the conflicts.

With the use of locks and the facility for interaction, it is now possible for an agent
to avoid simply transferring control to another entity that is ill-disposed to reply to its
request. Instead, when an agent plans to transfer control to a user, it will first obtain
a lock on that user, to ensure that the user will be free to respond during the required
timeframe. In addition, an agent can decide to forgo trying to transfer control to a user,
by being sensitive to accumulating bother costs: if the agent is warned by the proxy that
there is an earlier lock that might have been exercised (hence increasing bother cost)
and the agent reasons that the extra bother cost makes it worthwhile for it to change
its strategy (e.g., transferring control to someone else). What this enables, therefore, is
a much more accurate estimate of the expected utility of a transfer-of-control strategy
than is possible in a framework such as E-Elves ([6]). Each agent’s adjustable autonomy
algorithm now considers how other agents may be affecting the resources (i.e., users)
it is competing for; factors such as the bother cost to the user may be monitored to
determine if it is better to transfer to others.

Consider the following scenario: AgentA reasons a strategy sA involving transfer-
ring to John at time [3,10]. AgentA requests a lock on John during time [3,10] from

1 This is to ensure that this second agent does not generate bother for the user that the first agent
cannot anticipate. Less stringent locks are possible; details are omitted here.
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John’s proxy agent (denoted as Proxy). There are currently no conflicting locks on
John, so Proxy grants the lock to AgentA. This guarantees to AgentA that John will
be free at time [3,10] and moreover, that John will have the expected bother cost (ie:
John will not have been bothered earlier than time point 3). Now suppose AgentB
reasons a strategy sB involving transferring to John at time point [15,20]. AgentB re-
quests a lock on John from Proxy. Proxy grants the lock, but warns AgentB that John
may or may not have been bothered earlier with a certain probability (the probability
that AgentA uses the lock). AgentB may then reason that it is good to do a PTOC
at time point around 15 (assuming that proxy agents respond very quickly) and check
with Proxy first before transferring control to John, in case John was already both-
ered. If John was bothered already, then it decides to transfer to others. Note: we say
AgentB may reason to alter its strategy, because depending on the example scenario,
the best strategy for AgentB may still be to transfer control to John anyway, even with
the higher bother cost (in which case, there’s no need for a PTOC).

4 Discussion

Our coordinator-based approach relates well to that of Scerri et al. [5], that employs
proxies to help to allocate new tasks. Our approach of relying on communication to
detect when tasks are completed and to prevent conflicting commands through cen-
tralization is encouraged by the crew proxy approach of Schreckenghost et al. [7]. Our
model for coordinating transfer-of-control strategies to be sensitive to possible bother to
users is motivated by the work of Fleming [2] on modeling bother. Its locking strategy
contrasts with that of Martin et al. [3], proposed as a user-driven method for coordi-
nating agent actions. In short, our research aims to advance the state of research in the
design of adjustable autonomy agents, to consider collectives of agents.
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Abstract. The Agent Rescue Emergency Simulator (ARES) system provides a
simplified rescue scenario similar to Robocup Rescue for use in the educational
or research fields when evaluating multi-agent systems. The environment within
ARES abstracts ideas down to key features while still allowing for a wide range of
scenarios requiring different skills to be presented to the agents. This is achieved
by combining different features together and changing the configuration of the en-
vironmental rules incorporated in ARES. With the simplified environment ARES
can be used for quick evaluations of concepts based upon the results from a range
of different configurations of the system. The results from these tests can be used
as a basis for further experiments when transitioning the work from a theoreti-
cal level to more real world scenarios, where the requirement for a more complex
system is needed. Our newest version of ARES, ARES 2, allows for scenarios that
range from cooperation between all agents to strong competitiveness of agents or
even agent teams.

1 Introduction

The Agent Rescue Emergency Simulator (ARES) system (see [4, 2]) provides a sim-
plified rescue scenario similar to Robocup Rescue (see [5, 6]). The Robocup initiatives
helped to expand the field of multi-agent systems, bringing many different areas to-
gether in a single competition. From this initiative, a set of simulators was produced for
the competitions, allowing the agents to interact without robotic bodies. These simu-
lators also provided a consistent environment for evaluating teams entered in the com-
petition. Slowly these simulators have started to find their way into the research and
educational fields (see [1, 3]), but several problems have surfaced. One such problem
is the fact that the simulators were created for a very specific application, mainly the
environment needed for the competition. As a result, the range of concepts that can be
demonstrated is limited to what the competition required. What is needed now is to
extend upon the success of the simulators from the Robocup initiatives, but with the
main goal of providing a flexible testbed for the research and educational communities,
allowing for the quick evaluation of new concepts in multi-agent systems. Our solution
to this problem is the ARES system, which follows the same ideas as Robocup rescue,
but focuses on providing a very flexible environment that can be tailored to particular
research or educational needs.

The basic ideas realized in ARES 2 are as follows. The environment simulated
within ARES 2 is a city after an earthquake has struck (similar to Robocup rescue).
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The components of the environment have been simplified down to what we consider to
be the basic features relevant for multi-agent systems. As such we do not concentrate
upon providing an environment to simulate real world scenarios, but one that concen-
trates on providing an area for demonstrating a range of different concepts. This allows
us to break some real world rules with the main goal of allowing a range of concepts
that can be demonstrated through the use of the system.

Next for the agents there are two basic tasks, finding survivors and rescuing them,
that emphasize the need for independent exploration, coordination, and cooperation
between agents. Agents have a rather limited set of actions, including the ability to
communicate and they act within a world that is more or less known to them. The agents
acting in a scenario in ARES 2 might be one team or they can be in several teams, thus
allowing various combinations of cooperation aspects and competition aspects.

A key concept in ARES 2 are the so-called world rules that result in configuring
key features of the ARES 2 world scenarios. Selecting a set of world rules essentially
creates basic requirements on the agents and the scenarios using this set of rules. And
if we assume that we want to develop agents and their interactions in such a way as
to optimize their task performance, then different sets of world rules create different
agent goals and different requirements on what is a good behavior. This achieves a high
flexibility for the use of ARES 2 to evaluate teams of agents, since we can target par-
ticular aspects of multi-agent systems by choosing the right set of world rules. Features
that are influenced by world rules include competitiveness between agent teams, cost
of communication, precision of world information and observability of the world, or
fulfilling the basic survival needs of agents.

So far, ARES and ARES 2 have been mostly used in educational settings, although
several researchers have expressed an interest in them for evaluating agent teams using
particular concepts. In the educational setting, the possibility of changing world rules
has proved very useful, since plagiarism essentially is eliminated. With the addition of
world rules influencing the competitiveness and interaction possibilities of several agent
teams acting in the same scenario in ARES 2, concepts like trust and communication
outside of the own team can now also be evaluated with ARES simulations.

2 ARES 2: Basic Ideas

For a more technical explanation of the ARES System, please refer to [4, 2].

2.1 The Environment

The environment simulated within ARES 2 is based upon a city that has been hit by an
earthquake. This is very similar to Robocup Rescue, but the objects within the world
and the actions that can been taken have been simplified down to what we consider to
be the basic features relevant for multi-agent systems. Now depending upon the config-
uration of the system the agents will either have the ability to work with all the agents
currently connected to the system or only with agents that have been declared as part
of their group. This allows for the creation of environmental rules that can push the
interaction between teams of agents from a cooperative scenario to a more competitive
environment. Agents within the system interact within a two dimensional grid environ-
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ment built up of squares. Each square in the grid represents a single point where an agent
can influence the environment directly. The agents ¨jump¨ from square to square as they
move throughout the world. Each square in the world has the following properties:

1. It can be of one of the following types: (1) Normal - agents can safely move onto
the square. (2) Fire - the entire square is on fire. (3) Killer - represents a zone where
agents will die (like holes, etc ...) and finally (4) Charging - a zone that can be used
to regain lost energy

2. It consists of a stack of layers (build up of material), where each layer holds only a
single object. Currently there are only three types of objects in the ARES system:
(1) Rubble - represents material that has to be removed by the agents. Each rubble
object has as associated value the number of agents that are needed to remove this
object. This forces agents to coordinate and come together upon the same square in
the world at the same time to remove the object. (2)Survivor - a single person that
can be saved in the world. When they are saved, the survivors are simply "beamed"
to safety. (3) Survivor Group - this is the same as a survivor, it just allows for
multiple survivors to be located in a single layer on the stack.

3. Each square also has an associated move cost value; this value indicates the cost in
energy for moving onto the square from any direction

In general, the interaction of an agent with ARES 2 consists of the agent sending
messages indicating its actions (including any communication actions to other agents)
to ARES 2 when they are informed that it is their turn to run. Once ARES 2 has given
all agents a chance to run and send an action it then applies all the actions to the current
state of the environment. Next each agent is informed about the results of their actions
(if a reply is expected). This process is repeated until the specified number of simula-
tion steps has been met. For the agents in the environment, each action that they take
has a corresponding consequence based upon the type of action that is being taken. In
the ARES 2 system, agent actions fall into two groups: (1) Actions that influence the
environment directly. These actions include things such as moving around, removing
rubble, etc. With the execution of these actions the agents lose energy, as a result the
agents must manage their energy usage and when they must recharge. (2) Communi-
cation/Observational actions. Actions such as communication and observing squares in
other areas of the world fall into this group. With the execution of these actions the
agents have to deal with things such as communication delays and distortion of infor-
mation.

2.2 World Rules, Environment Features, and Their Connection to Multi-agent
Systems

As already stated, a major goal in the development of ARES and ARES 2 was to provide
a lot of possibilities of how to configure the environment to allow for different foci on
the general problems of multi-agent systems. ARES 2 achieves this by implementing
different so-called world rules that describe how effects in the environment can be or
have to be achieved by the agents. This is possible in ARES 2, because of the rather
simplified worlds that agents are acting in within ARES 2.
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By combining the selected world rules for different world features, the resulting
environment will require rather different strategies by the agents to be successful. And
these strategies will focus on different aspects of the agents, of their implementation,
and of how the agents interact. The world features new in ARES 2 (compared to ARES)
are how to deal with different agent teams interacting in the same simulation run. For
example, by allowing multiple distinct teams to participate in the simulation the agents
are presented with a competitive environment to work in. By changing the way scoring
is done for saving survivors the ways that agents from different teams work together
will change. By giving the point to all who participate it gives the opportunity for all
agents to work together and gain a mutual benefit. If we just change the scoring to
give the point to the team who had the most participants in the save action then the
environment becomes a little bit more hostile for agents from different teams to work
together and always gain a mutual benefit. The main world features influenced by world
rules in ARES 2 are as follows:

1. Score for saving survivors - changes to this feature effect the competitiveness of the
environment.

2. Single or multiple teams in the simulation - cooperative vs competitive environ-
ment.

3. Maximum number of agents required to remove rubble - causes the agents to deal
with resource allocation issues by having to get other agents to help in the removal
of the rubble object.

4. Energy Control - agents need to deal with monitoring their energy level and regain-
ing energy back as it is needed. In some configurations of the system this becomes
a resource allocation issue as the agents may have to move onto a specific square
in the world to regain energy.

5. Communication - changes in how the agents communicate effect everything from
agent models and cooperation concepts to resource allocation. For example, by
limiting the amount of communication an agent can do in one step, the number of
steps needed to get help for a rubble removal can become higher and the general
task more difficult.

It should be noted that individual features can be influenced by several world rules,
which allows us to provide a large variety of feature instantiations.

3 Experimental Evaluation

So far, our experiences with ARES and ARES 2 have been in the educational field.
The ARES system has been used for the past three years at the graduate level –once
at the undergraduate level– for courses on multi agent systems at the University of
Calgary. Feedback from the students has shown a positive image of the ARES system.
The system has provided a consistent way to compare the agents produced by different
teams in the class. Each time the class has been taught different configurations of the
world rules have been used to present the students with a different challenge while
still working in the common rescue environment. Another reason for the change in the
world rules has been to prevent the "reuse" issue of students using everything from
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agents produced in previous versions of the class. The thought behind these variations
is to make an environment where agents that in one year would not work properly in the
newly changed environment. This would mean that they would be slower at finishing
tasks, or would be at a greatly elevated risk of dieing off faster. The students could
look at old designs but would have to develop their own ideas and implementation
to deal with the new environment. Each time the multi-agent course has been taught
there has been a noticeable improvement in the quality of the agents produced by the
students. Students in the latest version of the class were able to take into account faults
and observed problems of the teams from previous years and could improve upon the
concepts successful in previous years in their own way. Overall many positive results
have come from using the ARES and ARES 2 system in the course and not only were
the students rather enthusiastic about applying what they have learned in the lectures to
a scenario where even the instructor did not know exactly what the best concepts would
be, concepts have been developed that have the potential to be used in more realistic
testbeds or scenarios.

4 Conclusion

We presented the ARES 2 system, a testbed for evaluating multi-agent systems that was
motivated by the Robocup initiatives, but aims at providing much more flexibility in
the environments it offers to the agents. ARES 2 in particular introduced the ability of
having scenarios with several competing teams interacting at the same time and allow-
ing for some cooperation between these teams. While this is rather common in the real
world, the known testbeds for multi-agent systems, including the Robocup testbeds do
not offer this possibility. Our use of ARES and ARES 2 as testbed for systems build as
assignments for multi-agent courses showed that the simplified worlds of ARES make
it rather easy to build agents for ARES. In the future, we want to make ARES even
more flexible by adding more world rules, respectively more instantiations of the cur-
rent ones. We also hope to attract other researchers to use ARES not only in educational
settings, but also to evaluate their research results at a higher level.
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Abstract. In this article, we present a design technique that facilitates
the work of extracting and defining the tasks scheduling problem for a
multiagent system. We also compare a centralized scheduling approach to
a decentralized scheduling approach to see the difference in the efficiency
of the schedules and the amount of information transmitted between the
agents. Our experimental results show that the decentralized approach
needs less messages, while being as efficient as the centralized approach.

1 Introduction

In this short paper, we present how a multiagent problem can be modelled
as a task scheduling problem and how this formulation can help to find good
scheduling algorithms. We define scheduling as the problem of assigning limited
resources to tasks over time to optimize one or more objectives [1]. Furthermore,
in multiagent systems, the scheduling can be done in a centralized or decentral-
ized way [2] and in this article we study the impact on the agents’ efficiency and
on the amount of information transmitted when using these two approaches.

2 Modelling of the Tasks Scheduling System

In a tasks scheduling system, we use a set of resources to accomplish a set of
tasks in an order maximizing an optimization criterion [3]. For example, we
could want to accomplish the set of tasks as fast as possible or we could want
to accomplish as many tasks as possible in a given time. This article focuses
on multiagent systems in which the work of some agents can be described as a
tasks scheduling system. So, agents are considered as resources that can complete
tasks. Evidently, not all multiagent systems can be modelled as a task scheduling
system. However, it can be possible in several cases, because in many multiagent
systems, agents have to accomplish tasks and the order of these tasks influences
the efficiency of the system. To structure the modeling process, we present a
methodology with three steps: (1) scheduling problem definition, (2) scheduler
type definition and (3) scheduling algorithm definition.
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2.1 First Step: Scheduling Problem Definition

Firstly, we have to identify the characteristics of the scheduling problem which
consists of defining the set of tasks to execute, the tasks’ parameters (execution
cost, deadline, etc.) and the optimization criterion. When the scheduling problem
has been carefully analyzed, we can formalize it using the following notation [4].
A scheduling problem, with the goal of managing a set of tasks T , is described
with three fields separated with the character ”|”, as in: α | β | γ.

– α : the machines’ environment. This field tells how many machines are
present and what their characteristics are.
1 : Mono-machine environment.
Pm : Multi-machines environment with m machines.

– β : the constraints and the characteristics. This field tells for example, if the
tasks have deadlines or if there is a cost to change from one task to another.
pj : The execution cost of the task j.
dj : The deadline of the task j.
sjk : The cost to change from task j to task k.

– γ : the optimization criterion. This field defines what the scheduler is sup-
posed to optimize.∑

Cj : The sum of completion times of all tasks.∑
Uj : The sum of unit penalty of all tasks where:

Uj =
{

1 if Cj > dj

0 if not

2.2 Second Step: Scheduler Type Definition

The scheduler, in a scheduling system, represents the abstraction level where the
tasks ordering is decided in order to maximize the optimization criterion. We
can create two main categories of scheduler: centralized and decentralized.

In the centralized approach, the tasks ordering is done by only one agent. This
agent has to schedule and distribute the tasks for all the agents. To do that, it
needs a global knowledge of the environment that it can acquire by exploration
or by inter-agent communication.

In the distributed approach, the tasks ordering is not the responsibility of one
agent, but many agents. All agents schedule their own tasks according to what
they know about the environment. However, to stay coordinated, they need to
synchronize themselves using inter-agent communication.

2.3 Third Step: Scheduling Algorithm Definition

In this third step, we have to choose the task scheduling algorithm to solve the
problem defined in the first step. Many optimal and approximation algorithms
already exist in the literature to solve different types of scheduling problems [5].
This shows the advantage of formalizing a multiagent problem in a scheduling
formalism because, by doing so, we can search in the scheduling theory literature
to find good algorithms for our problem.
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3 Application to a Multiagent Problem

In this section, we show how to use our methodology in a multiagent system
(the RoboCupRescue simulation) by explaining all the steps and specially focus
on the scheduler part. This simulation environment consists of a simulation of
an earthquake happening in a city [6]. The goal of the agents (representing
firefighters, policemen and ambulance teams) is to minimize the damages caused
by a big earthquake, such as civilians buried, buildings on fire and roads blocked.

In this article, we focus only on the work of the ambulance team agents. In
the simulation there can be between 0 to 8 ambulance team agents that are in
charge of rescuing civilians. The civilians are wounded when they are buried
in collapsed buildings and they can die if they are not rescued fast enough.
Rescuing a civilian is considered as a task and since the health state of a civilian
is uncertain, the parameters of the tasks could change in time. Also, there are
important constraints on the communications, thus it becomes critical to manage
them efficiently.

3.1 Step 1: Scheduling Problem Definition

To rescue as many civilians as possible, ambulance team agents have to make a
choice about in which order they will try to rescue the civilians. In this context,
the task’s duration is the time needed to save a civilian and the deadline of a
task is the civilian’s estimated death time.

Formally, our problem can be expressed as: Pm|sjk|
∑

Uj . The problem as
it is defined has been proven to be NP-Hard [7]. Thus, we have to relax some
constraints and make some changes to the original problem so that it can become
solvable in polynomial time. First, we have relaxed the sjk constraint by giving
a value of 0 for each sjk and by adding a constant travel time to the rescuing
time. We also modified the scheduling problem definition by setting m = 1. In
other words, it means that we consider that we have only one agent. Since this
is not true, in practice it will result in all agents working on the same civilian
because, for the scheduler, the group of agents is only seen as one indivisible
resource.

Formally, our new problem can now be defined as: 1||∑ Uj , which means
that we consider a centralized execution in which all agents are considered to
be one big resource working on one task at a time and trying to maximize the
number of tasks accomplished in the time allowed.

3.2 Step 2: Scheduler Type Definition

In this step, we must choose between centralized and distributed scheduling. For
this article, we compare both approaches in order to schedule the tasks of the
ambulance team agents in the RoboCupRescue simulation.

In this article, we propose an implementation for each one of the two ap-
proaches and we compare their performance on the efficiency of the schedule
and on the required amount of communication. Both approaches use the same
scheduling algorithm, i.e. EDD (Earliest Due Date) [8]; we will justify this choice
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in section 3.3. This greedy algorithm orders a set of tasks by sorting them in
increasing order of their deadline. An interesting property of this algorithm is
that it is possible to have a distributed version that does not lose any efficiency.

With a centralized scheduler, there is one agent taking alone the decision
about the ordering of the tasks. In brief, the steps of the scheduling process are:

1. All agents send their perceptions about possible tasks to the scheduler agent.
2. The scheduler agent combines all the information received.
3. The scheduler agent applies the EDD algorithm to schedule the tasks.
4. The scheduler agent sends the best global task to all agents.

As we can see, at step 1 all the agents send the information they know about
all possible tasks. These messages can be quite long. Afterwards, at step 4, the
scheduler agent sends the best global task to all agents, which then accomplish it.

In the decentralized approach, the scheduler is an entity composed of many
agents. In brief, the steps of the scheduling process are:

1. All agents build their own list of possible tasks.
2. All agents apply the EDD algorithm to find the best local task to accomplish.
3. All agents broadcast their best local task to all other ambulance team agents.
4. All agents build a list with all the best local tasks received.
5. All agents apply EDD to find the best global task to accomplish.

As we can see, agents send messages only at step 3 and those messages are
quite small because they contain only the information about one task.

3.3 Step 3: Scheduling Algorithm Definition

In the preceding step, we have already identified the scheduling algorithm, which
is EDD. This algorithm can be executed in time O(nlogn) [9]. This type of
greedy algorithm is well adapted to a problem of decentralized decision making
because it is never necessary to reconsider a decision previously made. This
enables us in practice to find the next task to accomplish in time O(n). This
algorithm is interesting because it is optimal if there is no overload, i.e. it is
possible to accomplish all the tasks in the given time. Although some overload
could happen in our environment, the performances of this algorithm stay good
and its simplicity enables us to demonstrate how we can distribute the decision
making in a scheduling system.

4 Results

The goal of these tests is to compare the performances and the communication
burden of the decentralized scheduling approach compared to the centralized ap-
proach. For our experiments, we have created six different simulation scenarios.

Figure 1 presents the comparison between the performances of each approach.
The centralized approach is slightly better in five scenarios out of six. However,
this difference is really subtle and if we consider the 95% confidence interval, the
two approaches can be considered equal.
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However, the diminution of the communication burden is really at the ad-
vantage of the decentralized approach. Figure 2 presents the comparison of the
number of bytes sent by the agents. On average, there is a 30% reduction of the
quantity of information sent. This is mainly because the agents do not have to
send all the information they know, but only the most interesting task.

5 Conclusion

In short, we have presented a methodology that can take advantage of algorithms
developed in scheduling theory and to apply them in multiagent settings. Con-
versely, we have shown how we can use some multiagent ideas to decentralized
a scheduling algorithm and gain on the amount of information transmitted.

We have demonstrated the efficiency of the decentralized approach in a com-
plex environment (partially observable, uncertain and real-time). In brief, the
decentralized approach is able to obtain the same performance with 30% less
information sent. Future work could be to also distribute the execution and thus
enabling the agents to be split on more than one problem at a time.
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Abstract. The AAAI Mobile Robot Challenge requires robots to start from the
entrance of the conference site, find their own way to the registration desk, so-
cially interact with people and perform volunteer duties as required, then report
at a prescribed time in a conference hall to give a talk and answer questions.
These specifications convey some interesting planning problems that appear to
be too complex for some of the most efficient AI planning systems that we an-
alyzed. Based on this analysis, we present a new planning approach that we are
developing to meet the challenge. Preliminary results show that our approach per-
forms much better on robot conference planning problems than any of the other
AI planning systems we tested.

1 Introduction

The AAAI Mobile Robot Challenge, introduced in 1999, is to have a robot start at the
entrance of the conference site, find the registration desk, register, perform volunteer
duties and give a presentation [6]. The long-term objective is to have robots receive no
more information than usually given to human participants attending the conference.
These specifications imply that robots must be able to plan tasks, such as registering,
navigating to the presentation room and making a presentation, while at the same time
interacting with people, ensuring its energetic autonomy and accepting duties.

We plan to participate in the 2005 AAAI Challenge. For this endeavour, we have
been developing a planning system to be integrated with the basic robot behavior-
producing modules to recommend tasks the robot should be working on at a given point
of execution. Planning problems we are dealing with involve metric time constraints
(e.g., the robot has to be on time for it presentation), resource constraints (e.g., complex
robot processes such as navigation, map registration and planning consume more bat-
tery power), safety goals generated reactively at unpredicted times (e.g., charging the
battery whenever it becomes low), preferences among goals (e.g., it is more critical to
charge the battery than doing anything else; or presenting the paper on time has priority
over helping other attendees) and uncertainty in plan execution (e.g., the time it takes
to navigate from one point to another depends on the accuracy of the robot’s navigation
behaviour).

The decisions about which features are to be handled using an automated planning
system and which ones are to be managed by the robot behavior-producing modules
are ultimately a matter of design choice, depending on the capabilities of the planning
system being used. We may choose to ignore uncertainty during the planning phase,
and handle it at the level of the robot architecture, by generating deterministic plans
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that are sequences of actions, and monitoring failures to re-invoke the planner whenever
necessary, as is done with Xavier [4]. It is also conceivable not to involve any automated
planning at all and still manage to make the robot accomplish complex tasks, as did
many teams participating in previous AAAI Challenges [8].

In our case, we have decided to include some form of planning to increase modu-
larity by having automatically behaviors. This should facilitate reconfigurations of the
robot onsite as well as adaptation of the robot to new applications that are similar to
existing ones. Experimenting with existing probabilistic and nondeterministic planners
such as SGP [12] and MBP [1] to handle some degree of uncertainty, we observed that
they do not scale up to the complexity of problems in the AAAI Challenge. Using deter-
ministic planners (SAPA [2], Metric-FF [5] and SHOP2 [9], which are among today’s
most efficient planning systems) and assuming an interleaving of execution monitor-
ing and re-planning for failure situations, the performance observed revealed also to be
insufficient.

A planning problem is in general both an action selection problem (i.e., selecting
actions relevant to the goal) and a scheduling problem (i.e., assigning resources to ac-
tions, include time resource) [11]. The problem of planning to attend a conference is
more biased towards scheduling then towards action selection, whereas the planners we
tested are biased towards action selection or task decomposition. Based on these obser-
vations we designed a planner that has a task scheduling bias (i.e., it more often tries to
assign tasks to time windows than examining alternate task decomposition methods). It
combines HTN decomposition from SHOP2 [9], with plan post-processing ideas from
SAPA [2], to obtain plans with time window execution flexibilities. Preliminary results
show that our algorithm performs much better than the others, with a sufficient level
of performance that will complement other decision modules embedded in the robot’s
decison-making architecture.

2 Robot Platform

The robot platform we intend to use is the U2S robot (see Figure 1a), developed at
Université de Sherbrooke. It will be equipped with autonomous navigation capabilities
using a laser SICK range finder, visual recognition of badges, faces and people, au-
dio sound source localization and separation capabilities, and a graphical tactile inter-
face. The decision-making architecture is based on EMIB [7] (see Figure 1b). EMIB’s
behavior-producing modules (BPM) are essentially processes that produce commands
that directly control the robot’s actuators. Primitive tasks are conceptually similar to
abstract primitive tasks [9] or actions [2] in AI planning, with the key difference that
in EMIB they are not directly executable by the robot. Rather, they are interpreted
as recommendations in determining what BPM are desirable and which ones are not,
and these recommendations compete with recommendations from other recommenda-
tion modules, using an emotion/intentional arbitration metaphore, to produce the actual
robot commands.

From a planning application point of view, many robot architectures have already
integrated task planning and robot execution, including the Procedural Reasoning Sys-
tem (PRS) [3] and Xavier [4]. Our approach differs with these approaches by having



50 E. Beaudry, F. Kabanza, and F. Michaud

Fig. 1. Our robotics platform and decision mechanism

the planner more tightly coupled with the underlying behaviour-based architecture. Our
planner competes with the other robot components that recommend its basic actions,
hence preserving the design principles of behaviour-based robot programming. This in
line with the proposal in [10], but our approach is more general in that EMIB decouples
behavior activation conditions from the corresponding actuators. Therefore, the planner
is not a central component of the architecture, of which all the decisions will be based.
This limitation of the scope of intervention of the planner allows us to use other mecha-
nisms more suitable to handle unpredictable events. Integrating a planner into EMIB is
one issue, and designing the planner itself is another. So far, efforts in the development
have been on implementing the planner. We tested it using a simplified simulator in
which EMIB’s primitive behaviors are directly implemented without going through the
emotion/intentional arbitration.

3 Reactive Planning Process

To deal with uncertainty, a deterministic planning algorithm is invoked in a reactive
loop that combines a plan monitor that monitors the execution of a plan, to update the
current plan by removing completed tasks, inserting new tasks, removing existing tasks
in order to accommodate tasks with a higher priority, (e.g., it changes its mission or
the task turns out to be infeasible), or repairing its plan when failure occurs (e.g., by
inserting new tasks to re-enable a failed task precondition, taking into account its time
execution window). Tasks priorities are handled essentially via plan merging by accom-
modating first tasks with a higher priority. For instance, once the robot has its plan for
the mandatory tasks, it should accept volunteer duties depending on time availability.
This is done by first trying to merge the duties with existing tasks using heuristics. If
unsuccessful, a systematic merger is attempted by planning for a conjunction of manda-
tory and volunteer tasks. If still unsuccessful, the volunteer duties are refused.
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Plans are generated with safety constraints such as maintaining a minimum bat-
tery level. However, at execution time, a plan may violate them if something unex-
pectedly goes wrong (e.g., going to the conference room may take longer than ex-
pected, overusing the battery in the process). This situation can be detected by the plan
monitoring process, causing the introduction of battery-recharge task at an appropriate
time.

4 Conference Planner

Our planner (ConfPlan) is a HTN planner but includes a plan post-processing proce-
dure and a built-in time variable in the state representation of which the planner can
take advantage. Methods that decompose tasks into smaller tasks can add metric time
constraints. With these new constraints, some partial orders of tasks may be discovered.
Since our domain is biased towards scheduling, these partial orders help to reduce the
search space. Like SHOP2, when primitive tasks are introduced in the resulting plan,
we apply effects on the current state. The current-time variable is increased as in SAPA.
Once a valid plan is generated, it is passed to the post-processing phase. This proce-
dure takes as input a total ordered plan and generates a partial ordered plan for more
flexibility at execution time.

Fig. 2. Performance comparaison

Figure 2 compares ConfPlan to SAPA [2], Metric-FF [5] and SHOP2 [9], on plan-
ning problems of different complexities in the conference domain. The results show that
ConfPlan solves more problems in the set than any of the three other planners. These
problems involve goals of registering at the registration desk, making (or assisting to)
one or more presentations at specified periods, presenting posters and taking picture
of interesting posters. SAPA has timed initial literals of which we took advantage. For
Metric-FF and SHOP2, whi ch do not support them, we introduced a metric time vari-
able. Because we need a fast reactive planning engine, plan solutions taking more than
two minutes were rejected.
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5 Conclusion

From a general AI planning perspective, our planner improves SHOP2 algorithm by
adding time constraints and integrating SAPA like post-processing to obtain flexibil-
ity. This flexibility will be crucial when repairing a plan or merging in new tasks. As
mentioned before, the development of ConfPlan is primarily motivated by the need of
a planning system into the EMIB robot architecture with the aim of participating at
the next 2005 AAAI Challenge. We have just iniitiated the integration work. It remains
interesting to see how the planner will behave on problems different to the conference
domain: we are currently in the process of assessing this.
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Abstract. Solving constraint optimization problems is hard because it is not 
enough to find the best solution; an algorithm does not know a candidate is the 
best solution until it has proven that there are no better solutions. The proof can 
be long, compared to the time spent to find a good solution.  In the cases where 
there are resource bounds, the proof of optimality may not be achievable and a 
tradeoff needs to be made between the solution quality and the cost due to the 
time delay. We propose a decision theoretic meta-reasoning-guided COP solver  
to address this issue. By choosing the action with the estimated maximal 
expected utility, the meta-reasoner finds a stopping point with a good tradeoff 
between the solution quality and the time cost. 

1   Introduction 

Constraint optimization problems (COPs) can be very much harder than solving 
constraint satisfaction problems (CSPs), because CSP solving algorithms can stop 
once a solution is obtained; but for COP solving, unless the optimal cost is known 
before hand, an algorithm that optimizes COPs cannot stop until it has proven that a 
solution is optimal. Even problems of modest size can be costly in terms of time. For 
some applications, the time cost may be as important as the solution quality.  

A simple approach to this tradeoff is to spend as much time as is allowed by the 
application.  In effect, this approach amounts to spending the user’s entire budget for 
computation. When time is cheap, this approach may be effective, but when time is 
costly, a user may prefer a good solution sooner than a better solution later. Another 
approach is to search for a solution whose quality is no less than a given quality.  This 
approach may result in solutions whose quality could be improved with a little more 
computation, or as before, solutions whose quality is not justified by the expense of 
the computation. By explicitly considering the costs and benefits of computation, a 
system may be able to optimize the comprehensive value of a solution, namely the 
quality net of computational costs.   

In this paper we present the design of a practical COP solver that uses decision 
theoretic meta-reasoning to control computation. In this approach, computational 
actions are associated with utilities [Horvitz 1989, Russell & Wefald 1991]. The value 
of the computational action is the solution quality that results, and the cost is 
associated with resources used in the solving (e.g., time). We apply this approach by 
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monitoring the status of the solver and deciding to halt when the solver seems trapped 
in a proof of optimality. Since different users have different requirements for time and 
solution quality, we allow for different user preference models.  Our results show that 
the meta-reasoning solver obtains a good trade-off when resource costs are high. 

Our work differs from that of Horvitz et al. [2001], in that the decision problem is 
different. For a satisfiability problem, every solution is equally valuable, and the dec-
ision problem faced by a stochastic local search method is to choose whether to restart 
the search, or carry on from the current location.  In a COP, solutions vary in quality, 
and the tradeoff is more flexible since the value of the solution is part of the decision.   

Many of the issues addressed in the domain of planning under uncertainty (eg, 
[Boddy and Dean, 1994] and [Dean et al., 1995]) arise in constraint optimization and 
soft constraint propagation.  The main difference lies in the information available 
during deliberation, and the extent to which the representation provides structure to 
the meta-reasoner. Our approach does not exploit the structure of the COP as much as 
is done in the planning domain.  

To evaluate our approach, we focus on the problem of finding an assignment that 
violates the fewest number of constraints, i.e., Max-CSP, when all constraints are 
binary. However, our approach generalizes to any COP that can be expressed as a 
Valued-CSP (VCSP), or equivalently, a Semiring-based CSP (SCSP) [Bistarelli et al. 
1996].  The details of these representations are not important for the purposes of this 
paper.  However, we refer the reader to [Zheng and Horsch 2003] for details 
concerning the COP solver used in this study. 

1.1   Decision Theoretic Meta-reasoning 

In problems like CSPs and COPs, there is always uncertainty in the solving process.  
Horvitz [1988] summarizes the sources of uncertainty during computation: the value 
of alternative computed results in a particular situation, the difficulty of generating 
results from a problem instance, and the costs and availability of resources (such as 
time) required for reasoning.  Meta-reasoning refers to the deliberation concerning 
possible changes to the computational state of an agent [Russell & Welfald 1991].  
More concisely, it is the reasoning about computation. 

The uncertain trade-off between the costs and benefits of a computation can be 
modeled with decision theory. A decision theoretic meta-reasoner tries to determine 
the object-level computation that maximizes the agent’s expected utility, considering 
the trade-off explicitly. The comprehensive utility uc refers to the net value associated 
with the commitment to a computation. Comprehensive utility can be decomposed 
into two components: the object-level utility uo and the inference-related utility ui. 
The object level utility uo of a strategy is the utility of the outcome, omitting the costs 
associated with computation. The inference-related utility ui includes the costs that 
are be involved in the computation, such as time cost, memory cost and network cost, 
etc. The relation between these 3 utilities can be represented by: uc = f(uo, ui). In 
many cases, f can be treated as additively separable:  f(uo,ui) =  g(uo) + h(ui) for 
some functions g and h.  We assume that f is separable in this way. 

We make the further simplification of assuming that the on-line cost of meta-
reasoning is negligible, by designing our meta-reasoning to have negligible costs, 
compared to the object-level algorithm. In our approach, there are non-negligible 
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costs off-line in compilation and analysis, which we assume can be amortized over 
the use of a meta-reasoning system, but we ensure that on-line costs are negligible. 

A simple approach to meta-reasoning is due to [Russell & Wefald, 1991]. Suppose 
the system maintains a “current best answer” a, which will be returned if it is 
interrupted during inference. The work of the future computation is to refine a for a 
higher utility. The algorithm is given as follows: 

Step 1.  Keep performing the object-level computation with highest expected net 
value (uc), until none has positive expected net value. 

Step 2.  Return answer a that is preferred according to Step 1. 

More assumptions can be made to simplify the estimated computations [Russell & 
Wefald, 1991].  Meta-greedy algorithms consider only single computational steps, 
estimate their ultimate effect, and then choose the step that appears to have the highest 
benefit.  The single-step assumption assumes the value of a partial computation as a 
complete computation, as if the system only had time for one more complete 
computation step.  This assumption can cause underestimation of the value of some 
computations.  The expensive alternative is to search for an optimal sequence of steps. 

2   A Meta-reasoning COP Solver 

The task of computing the expected utility uc for each action is hard because of the 
uncertainty in the results of computation.  A meta-reasoning agent should select its 
current best action by making explicit numerical estimates of the utilities of action 
outcomes.  Statistical knowledge of the probability distributions over the results of 
computation can be used for future utility estimates of actions. Thus, our meta-
reasoning system consists of  

• branch-and-bound search combined with consistency propagation in VCSPs 
• a statistical model for the outcome of a computational step 
• a user preference model of the costs of computation, and the value of a solution 

2.1   The Branch-and-Bound Search Method 

Recent research has been devoted to building COP frameworks extended from 
constraint satisfaction problem (CSP) frameworks, including valued-CSPs (VCSPs) 
[Schiex et al. 1995] and Semiring-based CSPs (SCSPs) [Bistarelli et al. 1996]. Early 
approaches to COP solving use partial consistency propagation, combined with 
branch and bound search, such as Russian Doll Search [Verfaillie et al. 1996] and 
partial consistency propagation [Schiex et al. 1995]. More recently, Schiex [2000] 
proposed a definition of node and arc consistency in a VCSP framework. 

The constraint propagation we use is based on Larrosa’s variation [2002] of 
Schiex’s approach, as implemented in [Zheng and Horsch 2003]. It consists of the 
systematic repetition of projections of constraint costs from the (binary) constraints in 
C to unary constraints over variables involved in the constraint, and then to a special 
0-ary constraint for the entire COP instance. This method achieves node and arc 
consistency in a VCSP framework, and can also prune the inconsistent values from 
variables’ domains. The 0-ary constraint gathers the projected costs from the binary 



56 J. Zheng and M.C. Horsch 

 

constraints and the unary constraints, and becomes a good lower bound (lb) for use in 
branch-and-bound search. The upper bound in the search is the valuation of the 
current best solution. Furthermore, the unary constraints on each variable provide a 
value-ordering heuristic, which has been shown to be effective [Zheng & Horsch 
2003]. This combination of soft arc consistency, with branch-and-bound search, using 
the value ordering heuristic (BB-SRFL-H) is the object-level solver.  

The solving algorithm is parameterized by a time bound that acts as a hard 
deadline: once the time bound is reached, the solving will stop, reporting the current 
best solution. The solving algorithm can also be interrupted by the meta-reasoner, 
which can halt the solver, and report the current best solution, even if the total time is 
not reached. The solver reports data to the meta-reasoner at regular intervals, as well 
as when the current best solution is updated.  This data is outlined below. 

2.2   The Meta-reasoning Problem 

The objective of meta-reasoning, as mentioned above, is to maximize the expected 
comprehensive utility uc, which is a combination of object-level utility uo and 
inference related utility ui.  In this system, the object-level utility uo is defined as the 
value of the solution quality, and the inference-related utility ui is the cost of 
achieving uo, mainly the required time.  With the assumption that these two utilities 
can be separated additively, the relation is simply uc = g(uo) + h(ui). This equation 
can be expressed in terms of cost.  Suppose cc, co and ci are respectively the cost for 
uc, uo and ui (cc = -uc, co = -uo and ci = -ui).  The objective of maximizing uc is the 
objective of minimizing cc. 
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Fig. 1. An example graph of the combined cost cc from solution cost co and time cost ci.  The 
optimal cc occurs just before the 10 second point 

To compute cc, we have to choose functions g and h.  Here we use “dollar ($)” 
units to describe the costs, just for convenience. For the object-level cost co, ( the 
solution cost), we suppose the violation of any constraint costs $1. The cost function 
for ci will depend on the user.  For example, every 30 seconds of time delay costs the 
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user $1.  These are arbitrary choices that do not affect the design of the meta-reasoner, 
and a later section will give a detailed discussion on user preference models.  

The task for the meta-reasoner is to analyze data at short intervals, to predict or 
observe the point when the minimal cc (maximal uc) is achieved, at which point it 
should make the decision to halt computation.  Figure 1 shows the graph of cc based 
on a solved problem. Initially, the solution improves quickly and the increase of the 
time cost was insignificant, so the combined cost cc decreases with the update of 
solutions. As time goes on, cc will increase if there is no update.  But a new update 
would still reduce cc.  The figure shows the ideal stopping point at the place of the 
minimal cc: the point after an update and before a long “no-update” period was about 
to start.  This long interval would accumulate a high time cost, and even a new update 
to the solution does not pay off. 

This ideal analysis was obtained in retrospect using a solved problem.  However, 
for most problems, the solver cannot be certain if there will be another quick update 
after the update that it just found.  The task of our meta-reasoner  is to predict the stop 
point that achieves the expected maximal comprehensive utility uc.  The meta-greedy 
assumption is used to simplify the situation: the system will consider only one step at 
every meta-reasoning  point. Thus, our system takes the estimation of maximizing the 
next step’s utility instead of directly maximizing the final decision’s utility.  At every 
short interval, say 1 second, the solver will pause and the meta-reasoner will consider, 
as we outline below, whether or not to let the object level solver continue.  

0
Time

Solution Cost

s0 s1 s1'
ub0

ub1'

x' secs
x secs  

Fig. 2. A visualization for the notation that will be used throughout the method 

The following notation is used to derive the meta-reasoning process: 

• s0: the previous state at which the solution was updated most recently; 
• ub0: the cost of the best solution (upper bound) at s0; 
• s1: the current meta-reasoning state; we assume that there is no update from s0 

(from the definition of s0), and the solution cost for s1 is still ub0. 
• x: the number of meta-reasoning decision intervals passed from s0 to s1.  If  meta-

reasoning is performed every second, the time between s0 and s1 is x seconds. 
• s1’: the state that the meta-reasoner  predicts to have the next update after s1. 
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• ub1’: the next update of solution cost, or the solution cost at s1’; 
• x’: the time from the current meta-reasoning  state s1 to the next update state s1’ 
• Uc: the utility function for uc   
• Uo: the utility function for uo 
• Ui: the utility function for ui 

With the knowledge of how much the update will cost the user (from ub0 to the 
predicted ub1’), the task for the meta-reasoner  is to decide whether to continue from 
s1 to s1’, based on the knowledge that it already has, and its prediction of how long s1 
to s1’ will take, and whether it will be less than the cost the user is willing to accept. 

The meta-reasoner will say “continue” if it believes in an increase of uc, and on the 
contrary “halt”. The change of uc brought by the action of “continue” can be 
expressed in Equation 2 (from s0 to s1’).    

( ) ( 1')

( ) ( 0)

( ) ( 1') ( 0)

c c

c c

c c c

U continue U s

U halt U s

U continue U s U s

=
=

Δ = −

 
(1) 

Since state s1’ is unknown, its real utility is uncertain, which we will model in 
Equation 3 by the expected utility EUc(s1’).   

( ) ( 1') ( 0)c c cEU continue EU s U sΔ = −  (2) 

With the knowledge of state s1, we can rewrite this as follows:  

( ) ( ( 1') ( 1)) ( ( 1) ( 0))c c c c cEU continue EU s U s U s U sΔ = − + −  (3) 

Equation 4 estimates the utility change in two periods: from s0 to s1 and from s1 to 
s1’.  Using the additive separation assumption, Uc can be replaced by Uo and Ui. 
Since there is no update from s0 to s1, the change of object-level utility 

( 1) ( 0)o oU s U s−  is 0; the change of the inference-related utility is the function of the 

time spent for this period (x seconds as known), which can be expressed as  ( )iU x .  

From s1 to s1’, the computation is based on prediction.  The expected solution cost is 
ub1’ as mentioned, and the expected time from s1 to s1’ is x’.  Thus the change of 
utility can be expressed as (| 1' 0 |) ( ')o iEU ub ub EU x− + .   

( ) (| 1' 0|) ( ') 0 ( )c o i iEU continue EU ub ub EU x U xΔ = − + + +  (4) 

Equation 5 can be expressed using probabilities and utilities:  

1' '

( ) ( 1') (| 1' 0|) ( ') ( ') ( )c o i i

ub x

EU continue P ub U ub ub P x U x U xΔ = × − + × +  (5) 

Equation 6 is the equation used in the meta-reasoner. If the estimated expected change 
in computing one more step is positive, solving will continue. We assume that the 
user preference model for costs due to time produces a single, global optimal uc.  
Otherwise, the meta-reasoner may halt the system when it detects a local maximum. 
Notice that ui only included the cost of solving; recall we require that the meta-
reasoning costs be negligible. If the probabilities P(ub’) and P(x’), and the utilities Uo 
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are available cheaply during on-line computation, the meta-reasoning costs will be 
negligible.  The probabilities will come from a simple statistical model (Section 2.3), 
and the utility functions will be based on different user models (Section 2.4). 
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Fig. 3. The statistical model for predicting ub0’ and x’ 

2.3   A Statistical Model for Predicting Outcomes of Computation 

To obtain probabilities for ub1’ and x’ in Equation 6, we used a simple model based 
on  a naïve Bayes classifier,  extending it to 3 layers.  The variables ub1’ and x’ are 
considered the classifications, and we used the following features which are easily 
available during the runtime of the solving mechanism: 

1. ub0 : the cost of the current best solution. 
2. nds : the number of nodes in the search tree visited since last solution update. 
3. bproj : the number of binary projections from last solution update. 
4. binccs : the number of binary constraint checks since last solution update. 
5. uproj : the number of unary projections since last solution update. 
6. unaccs : the number of unary constraint checks since last solution update. 
7. ccs : the number of checks since last solution update.  This is a second level 

feature, which is the sum of features 3 to 6. 
8. numBks : the number of backtracks since last solution update. 
9. aveBKDepth : the average depth of search. 
10.frontierSize : the length of the current unvisited node list for the search. 

According to the naïve Bayes model, the features are assumed to be conditionally 
independent given the classifications.  Our modified model puts ub0, the value of the 
current best assignment, as a parent to the classifications, acting as a kind of switch. 
For example, if the input of current solution cost ub0 equals to 5, the probability of 
nextub being larger than 5 will be 0, because they can only be better than the current 
best solution.  The model is shown in Figure 3. 

To generate the training data, we solved randomly generated training problem 
instances using the same object level algorithm (BB-SRFL-H), reporting data at every 
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point where an obvious change is observed. We tried three different strategies for 
reporting runtime data. One alternative was to report at the point where a search node 
was visited; the second reported data when a backtrack occurred.  Experiments 
showed that both of these two options produced too trivial information and very large 
data files, so we used a third option: whenever the solving algorithm found a solution 
which was better than the current best one, it reported the new solution cost, the time 
spent, the number of nodes, checks and all the input features mentioned in above. 

The data are distributed over a wide range, and therefore were “discretized” into 
abstract states by visual inspection of the distribution of the data for each variable.  
This has two consequences.  First, the summations in Equation 6 are feasible with 
discretized values, and second, the computed change in expected value is an 
approximation of the actual change. 

The statistical model was constructed using the maximum a posterior hypothesis 
(MAP) learning rule, as is common in naïve Bayes models.  Problem sets of 2, 5, 10, 
20, 50, 100, 200, 400 and 800 COPs were used to generate training data and smaller 
numbers of testing data were used to test the models. Five statistical models were 
constructed from training data collected by solving COP instances.  The average error 
rate for each set of 5 models was measured by counting correct predictions of ub’ on a 
test set, as well as by computing the predicted error in the expectation of ub’ for the 
test set.  The error rates converged for trials greater than 200 COP instances. 
Specifically, the average prediction accuracy for the 200 instance models was 72% 
(standard deviation: 0.02), and the relative accuracy in the predicted ub1’ for these 
models was 86% (st. dev. 0.004). Therefore, we used one of the five models 
constructed using 200 COP instances as the model to be used in our system. 

2.4   User Preference Models 

We have assumed that time is the main resource cost in this system.  Future work can 
include other costs such as the memory cost. Focusing on the time cost, we introduce 
different user preference models in this section. Several classes of utility functions of 
ui (time) have been examined, including urgency, deadline, and urgent-deadline 
situations [Horvitz 1988]. Section 2.2 demonstrated meta-reasoning  with a simple 
time model wherein 30 seconds costs $1. However, different users may have different 
requirements about urgency and deadlines. To measure how the time delay affects the 
solving and the decisions, utility functions are associated with time delay.   

We focus on urgency models, rather than deadlines. Where there are pure 
deadlines, the utility function Ui has two stages: before the deadline, Ui=0, and after 
the deadline Ui=- . Thus, meta-reasoning is not even useful for pure deadlines. 

An urgency model is a general class of utility functions in which the cost increases 
monotonically as the time delay increases. We focus on the urgency model to convert 
time to utilities for the computation of expected value (see Equation 6).  If the system 
is trapped in a long proof without any solution improvement, the cost will increase 
significantly. Our urgency models are linear with time as examples only; our 
approach is not limited to linear models. 
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3   Experimental Results 

This section reports on the experiments of testing our solver for several different user 
models.  The performance of our meta-reasoner solver is compared with the results 
from the original non-meta-reasoning solver.  

For complete generality, a meta-reasoning system would be able to solve many 
different kinds of COP instances.  However, in this system we focus on a very 
specific class of COP instance: randomly generated Max-CSPs with 17 variables, 8 
values, a constraint density of 0.5, and an average constraint tightness of 0.5.  Our 
implementation is limited to problems from this class, but our design can be extended 
to any class; we are pursuing the open research issue of developing an approach that 
can be used for many classes of COP problems. Our experiments use very small COP 
instances, because of the need to solve them completely to analyze the results.  The 
details of our experimentation follow. 

3.1   Testing the Meta-reasoning Solver 

We tested the meta-reasoner on 50 random problems from the same class as above, 
using the user model from Section 2.3: each 30 seconds delay costs the user $1. 
Figures 4, 5 and 6 are the graphs showing the comparison between using the meta-
reasoning  solver and the same solver without the meta-reasoning.  The graphs show 
the result for each of the problems in terms of the solution costs and the time spent. 
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Fig. 4. Comparison on solution costs on 50 COPs.  The average difference is 1.84 and the 
standard deviation is 1.40, in favour of the non-metareasoning solving 

In Figure 4, the x-axis shows the independent problem instances and the y-axis 
shows the solution costs from the two solvers.  The solution cost for non-meta-solving 
is the cost of the solution at the end of the complete solving, and the solution cost for 
meta-solving is the cost of the current best solution at the point where the solver 
decided to stop. From Figure 4, we can see that using the meta-solver results in 
solutions that are about 2 constraint violations worse on average.  
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Fig. 5. Comparison on used time, on 50 problem instances as above. The average time 
difference is 53 seconds and the standard deviation is 55 seconds 

Figure 5 shows the comparison of the run time of the two methods.  Here, the y-
axis shows the amount of time used.  The meta-solver almost always stops before the 
non-meta-solver does, and on average, about 53 seconds sooner.  In a few cases, the 
two solvers require nearly exactly the same time. 
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Fig. 6. Difference in comprehensive utility between the two solvers. The average difference in 
“dollars” is -0.05 and the standard deviation is 2.17, in favour of the non-metareasoning solver 

Figure 6 compares the comprehensive utility of the two solvers, using $1 per 
violation, and $1 per 30 seconds.  The average uc is –$0.05, which is close to zero as 
one would expect, given that two violations equals one minute’s computation. 

3.2   Testing Different User Preference Models 

To see how our meta-reasoning solver provides different results for different user 
models, 7 user models were tested with 50 COPs.  These 7 models were just examples 
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that show the time cost from expensive to cheap: M1 (1s = $1), M2 (5s = $1), M3 
(10s = $1), M4 (20s = $1), M5 (30s = $1), M6 (60s = $1), and M7 (120s = $1).  
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Fig. 7. Average difference in comprehensive utility using the metareasoning solving on 7 user 
preference models 

Figure 7 shows the average of the saving on these 7 models.  The x-axis is the 7 
models, from expensive to cheap, and the y-axis is the average saving for these 50 
COP instances using these 7 models.  This figure shows that our meta-reasoner  pays 
off when time is expensive, but is comparable to the complete solver if time is cheap. 

4   Summary and Future Work 

We designed and implemented a decision theoretic meta-reasoning COP.  The system 
is able to make run-time trade-offs based on a model of expected comprehensive 
utility.  A traditional machine learning method was used to build a model of the way a 
COP solver improves solutions.  Different user models were used to test the system’s 
adaptability and its advantages or disadvantages according to different time urgency.  
Experiments suggest that this system is useful on expensive time models, but on 
average did not perform badly in cases when time was cheap. 

Currently the meta-reasoner  only provides the solver with the decision to halt or to 
continue, providing no other help during the solving. We are developing a meta-
reasoner to predict the next ub value. This could be used as an expected upper bound, 
which could be used to limit search. This is similar to the binary choice meta-reasoner 
of Carlsson et al [1996]; however, we expect the ub from the meta-reasoner will be 
more accurate than the binary choice algorithm, and thus we should have fewer wrong 
predictions and fewer backtracks. 

The design of the system is not limited to any specific variety of VCSP.  However, 
the implementation that was tested is specific to a class of very small VCSP.  This 
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limitation was imposed by the need to test the solver on problems for which the best 
objective solution (ignoring computational costs) is feasible to compute. We are 
currently working on testing the design on larger problems.  To extend the approach 
to a wider class of problem, the features used to estimate expectations and 
probabilities need to be made independent of the problem class. We do not claim that 
the features presented in our model are optimal in any sense.  A different  set of 
relationships or features may improve the accuracy of the predictions.   

The Bayesian model was designed so that inference in the model would be easy, 
but because it is based on the “naïve Bayes” assumption, the manual construction of 
the network leaves significant space for improvement.  Learning a model structure 
from the data may improve the predictive power of the meta-reasoner, but the choice 
of model has to take on-line meta-reasoning costs into account. 
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Abstract. Creating strong AI forces in military war simulations or RTS video
games poses many challenges including partially observable states, a possibly
large number of agents and actions, and simultaneous concurrent move execu-
tion. In this paper we consider a tactical sub–problem that needs to be addressed
on the way to strong computer generated forces: abstract combat games in which
a small number of inhomogeneous units battle with each other in simultaneous
move rounds until all members of one group are eliminated. We present and test
several adversarial heuristic search algorithms that are able to compute reasonable
actions in those scenarios using short time controls. Tournament results indicate
that a new algorithm for simultaneous move games which we call “randomized
alpha–beta search” (RAB) can be used effectively in the abstract combat applica-
tion we consider. In this application it outperforms the other algorithms we im-
plemented. We also show that RAB’s performance is correlated with the degree
of simultaneous move interdependence present in the game.

1 Introduction

Abstract combat games — also known as combat attrition scenarios in military lit-
erature — have long been a focus of military research [5]. In the area of computer
generated forces these models can be used to predict the outcome of simulated battles
and to compute actions that would for instance maximize the inflicted damage or unit
survival probability. In order to simplify the problem, states are usually abstracted. For
instance, terrain is often represented as collection of convex cells — typically squares
or hexagons — and objects as vectors that describe attack values, health or so–called
hit–points, position, size, maximum and current speed, heading, and sight–range, etc.

The purpose of this research is to design and study fast heuristic decision proce-
dures for abstract combat games that belong to the class of two–player simultaneous
move games with otherwise perfect information. Such algorithms have applications in
popular real–time strategy (RTS) video games — such as Warcraft (http://www.
blizzard.com) — which essentially are real–time battle simulations. For instance,
incorporating abstract combat algorithms in graphical user interfaces relieves human
players from laborious unit micro–management and lets them focus on more strategic
decisions. In extreme cases where hundreds of fighting units have to be managed or
several separate battles are fought, issuing fire commands to units manually in timely
fashion may not even be possible. When delegating local fights to AI modules the tacti-
cal performance could even improve because programs may select targets and concen-
trate fire faster and more accurate than any human. Increasing the playing strength of
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allied or opponent computer players in RTS games to make game playing more chal-
lenging is another immediate application from which military combat simulators can
benefit, too.

The central idea of this research is to go beyond established analytical methods —
that model warfare globally with differential equations [11] — by studying adversarial
heuristic search techniques in this domain. In general terms, such algorithms conduct
look–ahead searches in (abstract) two–player state spaces by repeatedly generating suc-
cessor states, deciding where to proceed, evaluating states, and propagating those values
in the constructed search graph. Minimax–search and its enhancements, for example,
fall into this category. Often, deep search can compensate for less than perfect domain
knowledge. A good example is chess, where PC programs now have reached World-
champion–level performance by combining deep search with relatively simple (fast)
evaluation functions. Using the chess example again, it is a non–trivial task to write
an evaluation function that can statically detect and assess capture sequences. On the
other hand, look–ahead search that makes use of simple material features can find and
evaluate capture sequences quickly. Here, too, the hope is that look–ahead search can
overcome the need for accurate evaluation models — which in general are hard to find
— and that search even under real–time constraints produces high–quality actions.

Video games have been the focus of several AI research projects in recent years.
E.g. in [4] evolutionary algorithms are used to enable AI characters to develop novel
behaviours in an RTS–like combat situations. In [8] complex artificial characters for a
custom designed adventure game are developed based on the Unreal Tournament game
engine and the SOAR AI architecture. Stochastic search has been studied in this area,
too (e.g. [9]). However, to our knowledge, no previous research has applied randomized
heuristic search to two player games with simultaneous moves.

The remainder of the paper is organized as follows: first we define the class of com-
bat games we consider. Next, a number of search algorithms are presented for these
games ranging from an optimal solution based on solving linear programs to a Monte
Carlo algorithm. We then describe a new algorithm for simultaneous move games. Fi-
nally, we present and discuss experimental results and conclude the paper with sugges-
tions for future research.

2 Abstract Combat Games

In abstract combat games two players are in control of teams of units which attack
each other in simultaneous move rounds. In each turn, both players give orders to their
units which then are executed simultaneously. Games start with two groups of units and
end after a sequence of rounds when one group is eliminated. We make the following
simplifying assumptions:

– there are no hidden state variables

– all units have the ability to attack any opponent unit at any time

– units are static objects, they cannot move
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Fig. 1. State transitions in abstract combat games. Arrows indicate attacks, boxes indicate de-
fensive stance. a) non–defensive scenario. b) defensive scenario. When a unit defends, its attack
value is temporarily added to its hitpoints. This decreases the damage the unit receives in case it
is attacked. If a defending unit is not attacked, its hitpoint value remains unchanged

In the games we consider here units have the following numerical properties:

h : Hitpoints — the defensive strength of a given unit
a : Attack value (const.) — the amount of damage a unit can inflict
c : Cool–down period (const.) — how long to wait before next attack

Each unit has one weapon with a specific attack value and cool–down period. If the
weapon has cooled down, i.e. the weapon was last fired at least c + 1 rounds ago, it
can fire again. Before attacking, units have to select their target. In the next turn they
can shoot only at that target. If a unit wants to attack another target it needs to aim.
Aiming costs one time step. When a unit gets attacked its hitpoint value is decreased
by the attackers attack value. If a unit’s hitpoint value drops below 1, it is considered
destroyed and removed from the game. A typical state transition is shown in Fig. 1a).

In the basic set–up despite actions being executed simultaneously we theorize that
the success of a player’s action does not strongly depend on what the opponent chooses
to do. I.e., announcing a move hardly hurts. This is because damage is inflicted regard-
less. To study the performance of the heuristic search algorithms we implemented in
more Rock–Paper–Scissor–like scenarios, where announcing moves is foolish, we add
a defensive action and call games with this additional move option “defensive”. The
defensive action enables the unit to use its attack value for defending rather than for
attacking. Specifically, if a unit decides to defend instead of attacking, a certain pro-
portion (possibly > 1) of its attack value is temporarily added to its hitpoints. When
this unit is attacked the attacker will only cause damage to the unit if its attack value is
bigger than the unit’s proportion of attack value used for defence. If a defending unit is
not attacked its hitpoints remain unchanged (i.e. not increased). In addition, a defending
unit can also cause damage to the attacker. There is a certain benefit to take a defensive
stance. But there is also a degree of risk because a unit taking a defensive action might
not be attacked and is therefore risking to waste its turn. A defensive game scenario is
shown in Fig. 1b).

3 Heuristic Search in Abstract Combat Games

The major challenges in the abstract combat games we just described are large branch-
ing factors, limited decision time, and simultaneous move execution. In the simplest
case — simultaneous move zero–sum — games consist of one start state and n × m
successor states which are reached after executing single simultaneous action pairs.
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Here, player A has n actions to choose from and player B has m. The values of the
terminal states are given in form of a n × m payoff matrix. Optimal (mixed) strategies
for these games always exist [12] and can be computed by solving a pair of associated
linear programs. Abstract combat games can be viewed as multi–step matrix games and
as such can be solved by dynamic programming [3]. Unfortunately, this technique has
no practical relevance because state spaces — even for small scenarios — are huge.

An alternative approach is to trade solution quality for speed by considering heuris-
tic search algorithms. In the remainder of this section we first present the evaluation
function used in all heuristic algorithms we implemented. Then we will describe all
algorithms in turn.

Evaluation Functions for Abstract Combat Games. The heuristic algorithms we
describe below rely on an evaluation function that measures the goodness of a state
in view of player 1 or 2. The following function estimates the differential of the total
lifetime damage two groups of units can inflict:
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where unit attribute superscripts indicate the unit owner and n1, n2 denote the number
of units for player 1 and 2, respectively. Here, hitpoints are used as estimator of the life
expectancy of a unit, while attack value over cool–down plus 1 represents the average
damage a unit will deal during one time step. Evaluation function (1) is monotone in
the h and a values, takes cool–down into account, and can be computed quickly. We
used it for a while in our experiments before a serious weakness became apparent: its
inability to differentiate between hitpoint distributions. In general, it is more beneficial
for a player to have units with a uniform hitpoint distribution than having some units
with low hitpoint values and others with high hitpoint values. This is because units with
low hitpoints values are much closer to elimination. For a fixed average attack value,
evaluation function (1) only considers the sum of hitpoints. Thus, values for widely
varying hitpoint distributions — everything else being equal — could be the same. The
following function fixes this problem at the expense of introducing non–linearity and
departing from modeling the lifetime damage:
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By applying the square root to hitpoints the evaluation function implicitly prefers more
uniform hitpoint distributions. Function (2) was used in the experiments reported in
section 5 after initial tournaments indicated that it performs better than function (1). We
have not tried to optimize the evaluation function further — for instance by introducing
parameters and optimizing them, because the focus of this work is search rather than
evaluation function construction, which is a research topic by itself.

Linear Programming (LP). We have seen that solving abstract combat games by
means of dynamic programming and linear programs is impractical. One idea to com-
pute approximate move distributions in this setting is to stop at a certain search depth
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and to apply a heuristic evaluation function to the end states reached at that depth. Our
LP player searches at depth 1. I.e. it generates all moves for both players, considers all
possible move pairs, evaluates the reached states using the evaluation function (2), cre-
ates a payoff matrix from these values, and solves the linear program associated with
the player to move (see e.g. [3]). It then draws a move with respect to the computed
optimal move distribution. We limit the search depth to one because depth 2 compu-
tations take too much time in our RTS game setting. This figure may change in future
experiments when using better linear program solvers or faster hardware.

Alpha–Beta Search (AB). Minimax search and its enhancements have been proven
effective in perfect information games where two players alternate turns under moder-
ate real–time constraints (e.g. chess). The minimax search procedure traverses a search
DAG in depth–first order until a certain depth is reached. It then evaluates the result-
ing position and propagates values to the parent node according to the minimax rule,
i.e. maximizing scores in MAX nodes and minimizing scores in MIN nodes. The search
continues until the value of the root node has been established, in which case the move
leading to the best result is chosen. Alpha–beta pruning [7] is an enhancement of the the
minimax algorithm which can reduce the search time exponentially in the depth while
still computing the correct minimax values and moves. It is therefore tempting to apply
alpha–beta search to abstract combat games, even though the algorithm originally was
designed for alternating move games. The way we approximate simultaneous moves
is by postponing the execution of the first player’s action until the second player has
chosen a move. This implicitly gives away the first player’s choice, but there is hope
that this approximation can still lead to strong performance because of deeper searches
compares with other methods. There are many ways to improve the performance of
alpha–beta search. For this application we implemented iterative deepening and sorting
moves based on their 1–ply evaluations.

Monte Carlo Sampling (MC). Monte Carlo methods solve problems by executing a
large number of possibly biased random actions and examining the numerical results
such actions generate. The method is used for finding solutions to problems that are too
complex to solve analytically. In game AI research, Monte Carlo approaches have been
successfully applied to Bridge and recently to the game of Go [2]. In our approach we
play out a game until one player is eliminated. For each of the main player’s (i.e. the
player who performs the simulation) moves at the root, a series of simulations is per-
formed given the available resources. After the runs, the average scores and standard
deviations for each move at the top are computed. The move with the “best” average
score and standard deviation combination is selected by the player to be executed. Score
calculation details are presented in Section 5. In each turn the MC player randomly se-
lects one of the the available actions and then executes it. The run continues in this
fashion with both players executing their randomly selected moves, until one of the
players is eliminated. A score is calculated for the position, propagated to the top node,
and then recorded as one of the values for the selected move.

Move Selection. One way to combat large branching factors in search is to forward–
prune subtrees. In some games (e.g. backgammon [6]), limited–depth searches can pro-
duce a subsets of moves that likely contain the best moves available. We use move
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selection for all our search–based methods (i.e. AB, MC, and RAB (described in the
next section). Before the start of each of the proposed methods at each level in the
tree we perform a complete depth one search for each of the successors. After that, the
top N successors are sorted in decreasing order of their scores. Then the search will
concentrate only on those top N successors. Because of the decreased branching factor
the search can go much deeper. For such a move sorting scheme to be successful, it is
important to have an accurate state evaluation function.

Delayed Move Execution. Delayed move execution is required when using algorithms
for alternating move games, such as alpha–beta, in simultaneous move games. In alter-
nating move games, the first player will change the game state by executing a move.
After that the second player will change the state by executing his move. Such a se-
quence of events does not represent the situation accurately, because the state of the
game should have remained the same when the second player decides on its move.
Therefore, in our search algorithms we delay move executions until both players have
committed to an action.

4 Randomized Alpha–Beta Search (RAB)

Our goal when designing the RAB algorithm was to overcome the major disadvan-
tage of the basic alpha–beta algorithm of not addressing possible move dependencies
in simultaneous move games. Alpha–beta is a search algorithm for alternating move
perfect information games in which all actions are observable. Therefore, players have
the advantage of seeing the previous opponent action, which when alpha–beta search
is applied to simultaneous move games results in over– or underestimating the value of
positions. To soften the effect of advance knowledge of opponent’s moves we propose
an algorithm based on alpha–beta search which randomizes the color to move in certain
nodes. Thus, in some nodes in the tree player one will have the advantage of knowing
player two’s move, while in other nodes the situation will be reversed.

The algorithm is quite simple: at even depths the color to move is randomized and
at odd depths the color to move is changed. The only exception occurs at the root of
the tree where the first move always belongs to the player performing the search and its
moves are always followed by opponent moves. A sample RAB tree is shown in Fig. 2.

Our hope is that with RAB the advantage of the second player to move will be re-
duced, because in the whole search tree both players will have equal chances of knowing
the opponent’s moves. In RTS games, however, algorithms need to perform under tight

Fig. 2. Sample RAB tree.
Black moves first at the root,
followed by White. At the
next level, the player to move
is randomly selected. This
player’s move is followed by a
move of the opponent Black to moveWhite to move

randomize

toggle

toggle
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time constraints. RAB, as opposed to AB is non–deterministic, because every run of
the algorithm is likely to produce different results. Being a sampling–based approach,
it requires multiple runs to be performed for every move that is available to the player
executing the search at the root. For every such move, the best scores will be recorded
for every run. Then, for each move the average score and the standard deviation are cal-
culated. Multiple runs are required for drawing valid conclusions about the quality of
moves. The move that is chosen for execution is determined by taking into account the
average scores and standard deviations for each considered move. The move with the
best combination of average score and standard deviation is then executed. Section 5
gives details on score calculation. We think that the score average combined with the
standard deviation for each move simulates the effect of simultaneous move execution
better than a single regular alpha–beta run. However, the main concern with RAB is
the number of runs that it will require to find a good move. Also, if there is very little
advantage of knowing the opponent’s moves in a given game, it is possible that alpha–
beta search can find a good move or possibly the best move in just a single run. It is also
possible that it is more worthwhile to invest the extra resources into deeper searches
than on repeated searches. Fig. 3 shows pseudo–code of the RAB search algorithm.

// compute scores for all moves
void TopLevelRAB(State state, vector<double> &moveScores, int
depth) {

vector<Move> moves;
moveScores.clear();
GenerateMoves(state, moves);
for i = 1..moves.size() { // evaluate all generated moves once

newState = makeMove(state, moves[i]);
score = RAB(newState, -infinity, infinity, depth, 0);
moveScores.append(score);

}
}

// recursive randomized tree search; uses the negamax variant of alpha-beta
void RAB(State state, int alpha, int beta, int depth, int
randGenerate) {

if (terminalNode(state) || depth == 0) return evaluate(state);
if (randGenerate) toMove = random() & 1; // pick 0 or 1 randomly
else toMove = opponent(state); // toggle color to move
randGenerate = 1 - randGenerate; // toggle flag
if (parentPlayerToMove(state) == currentPlayerToMove(state)) {

alpha = -beta; beta = -alpha;
}
SetToMove(state, toMove);
maxScore = -infinity;
GenerateMoves(state, moves);
for i = 1..moves.size() {

newState = MakeMove(state, moves[i]);
// nega-scout alpha-beta variant
value = - RAB(newState, -beta, -alpha, depth-1, randGenerate);
if (value > maxSscore) maxSscore = value;
if (maxSscore > alpha) alpha = maxSscore;
if (maxSscore >= beta) break;

}
if (parentPlayerToMove(state) == currentPlayerToMove(state)) return -score;
else return score;

}

Fig. 3. RAB Pseudo–code
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RAB Implementation and Score Calculation Details. The RAB algorithm is imple-
mented using iterative deepening [10] which is often utilized in environments with
real–time constraints. It performs multiple searches starting with the lowest depth and
increases the search depth at every successive iteration. The rationale behind the tech-
nique is that lower depth searches take only a fraction of the time the next higher depth
search will take and thus not much time will be wasted. The main benefit is that at any
time a reasonable solution is available which makes the search algorithm fit for real–
time applications. At each search depth RAB needs to complete several iterations in
order to gather meaningful statistics. The higher the search depth the more iterations
RAB needs to complete at that depth, because the deeper the search the higher the
variability or standard deviation of the results.

5 Experiments

A tournament environment was set up for performing the experiments and for gather-
ing statistics on the results. A tournament game is a match between two players who
battle with each other until one player is eliminated. At each state both players imple-
ment their respective algorithms to find their best move. Then both moves are executed
simultaneously, the state of the game is updated, and the game continues until one or
both players are eliminated (refer to Section 3 for an example). Given two players A
and B, a win for A(B) occurs when A(B) has unit(s) remaining while B(A) does not. A
draw occurs when both players have no units remaining. Each experiment consists of
200 games. To make the summary of experiments easier to understand and analyze, the
experimental results are presented in terms of the win ratio:

(#wins +0.5·#draws) / (#wins + #losses + #draws)

The number of wins, losses, draws, as well as the average scores achieved in each run is
recorded. To minimize the variance, symmetric starting positions are chosen. The units
in each team are generated randomly within predefined boundaries. There are three
types of units: tanks, marines, and artillery. Each type has the ranges of hitpoints, attack
values and cool–down periods as shown in Table 1.

The node count limits that are used in the experiments were selected in order to
produce acceptable real–time performance on the machines used for the experiments.
Specifically, the experiments are run on Athlon MP/XP 2400+ to 2500+ processors
with 512–1024 MBs of memory. For non–defensive experiments the node limit for
one move in a game for each player when set at 200k nodes results in average game
durations of ≈4.5 seconds, consisting of ≈5-6 moves for each player. For defensive
experiments, when the node limit is set at 300k nodes, each game lasts on average 9
seconds, consisting of ≈6-7 moves for each player.

To calculate the score in both RAB and MC the setting of (average score – 1 ×
standard deviation) is used. This setting was determined in a preliminary set of exper-
iments and will be used in all of our experiments. For all experiments the square root
evaluation function (2) is used as it performed best in a preliminary experiment. The
empirically values for N — the number of considered moves in the move selection
function — were determined in a series of experiments as well. We chose N = 10 for 3
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Table 1. Hitpoint, attack value,
and cool–down period ranges
used in the experiments

Attribute Tank Marine Artillery
Hitpoints 60..90 30..40 20..30

Attack value 30..45 15..25 40..60
Cool–down period 1 0 2

Table 2. Cumulative win ratios
for each algorithm obtained by
a round–robin tournament for
non–defensive and defensive 3
vs. 3 scenarios

Algorithm Cumulative Win % Cumulative Win %
non–defensive defensive

RAB 73% 75%
AB 68% 68%
MC 64% 53%
LP 43% 53%

RAND 2% 2%

Table 3. Round–robin tourna-
ment results. Reported are win
percentages in view of the
player named in the left–hand
column for the non–defensive
and defensive 3 vs. 3 scenarios

Players RAB AB MC LP RAND
RAB — 52%,60% 56%,72% 84%,67% 99%,99%
AB 48%,40% — 53%,67% 75%,66% 97%,99%
MC 44%,28% 47%,33% — 64%,52% 99%,98%
LP 16%,33% 25%,34% 36%,48% — 96%,97%

RAND 1%,1% 3%,1% 1%,2% 4%,3% —

vs. 3 non–defensive and N = 20 for defensive scenarios. In 4 vs. 4 non–defensive and
defensive scenarios N is set to 40 and 60, respectively.

The two types of starting positions examined in all experiments are the 3 versus 3
units and 4 versus 4 units. In the 3 vs. 3 case teams consist of two marines and one tank.
In the 4 vs. 4 case, teams consist of one artillery unit, two marines, and one tank.

Performance of all Methods. The results of the 3 vs. 3 experiments shown in Table 2
and Table 3 suggest that the RAB and AB players are the best performers in two typical
scenarios, with MC coming third. The LP player’s performance is not very close to that
of the best methods, because of its limited search depth. In defensive scenarios LP’s
performance improves significantly, but still is not on par with that of either RAB or
AB. Therefore, the remaining experiments will concentrate only on RAB and AB.

Varying RAB Nodes vs. Constant AB. This experiment, shown in Fig. 4(A,B), is
designed to determine how providing RAB more resources changes its performance.
RAB is playing against the AB algorithm whose maximal node count is held constant,
while the number of nodes assigned to RAB is varied. For 3 vs. 3 defensive and non–
defensive scenarios AB is assigned 50k and 100k nodes, respectively. For both 4 vs. 4
defensive and non–defensive scenarios AB is assigned 200k. The general trend is that
as the number of RAB’s node budget increases, the quality of RAB’s moves increases.
The increase is more gradual in the case of defensive scenarios, as compared to the
non–defensive ones. In non–defensive scenarios there is less interdependence than in
the defensive scenarios, therefore reaching higher depths has more effect on the quality
of the resultant solution.

Strict Constraints Experiment. The results in Fig. 4(C,D) for both defensive and
non–defensive scenarios show that RAB performs better than AB across most of the
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settings. The most surprising finding is that given a very limited number of nodes for
both defensive and non–defensive scenarios RAB outperforms AB. This shows that
even though AB can reach greater depth than RAB given the same node limit, investing
into randomization and extra runs rather than into deeper searches pays off very early
for the RAB algorithm. Another general trend observed is the gradual reduction of
RAB’s improvement over AB. The results show that as the number of nodes increased
for both algorithms, RAB reaches a ceiling in its winning percentage over AB.

Degree of Move Interdependence. The independent variable in the experiment shown
in Fig. 4(E,F) is the degree of dependence of a given scenario. This variable can be eas-
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ily adjusted in our domain starting with a setting with no defensive actions, and finishing
with the setting where there is a very high potential reward for selecting defensive ac-
tions. Specifically, in a scenario with no reward for the defensive actions units are not
motivated to execute such actions since the defensive actions do not benefit them. The
exact settings for labels in Fig. 4(E,F) are as follows: “no defence”: no defensive action
used; “small defence”: 0.5 × attack value is used for defence and 0.1 to hit back at the
attacker; “medium Defence: 1.0 × attack value for defence and 0.2 to hit back at the at-
tacker; “high Defence”: 1.3× attack value for defence and 0.3 to hit back. The results for
both 3 vs. 3 and 4 vs. 4 situations show that as the reward for a defensive action increases
so do the win ratios for RAB over AB. This result underpins our initial hypothesis that
in highly interdependent scenarios the RAB will perform better. Another correlation that
can be observed in both graphs is between the win ratio of RAB and the number of wins
and losses as a percentage of the number of simulations. This is not surprising, since as
the move interdependence increases the success of actions increasingly depends on what
the opponent will choose to do. Therefore, in a highly defensive scenario there is no sin-
gle move that guarantees at least a draw for a player. The opponent can counteract most
moves taken by the player leading to a higher standard deviation of the results.

Sticking to Target Improvement. One of the constraints that can significantly reduce
the branching factor is not allowing re–aiming. It means that if a unit has picked a
target it should keep shooting (stick) at that target. That is, from the time the unit has
picked a target until the target elimination, that unit has only one action available to it.
We would like to see whether not allowing units to re-aim could lead to a better real–
time performance. The results in Fig. 5 show a small advantage when units implement
the sticking to the target policy. Because of the reduced branching factor when no re-
aiming is allowed it is more advantageous to stick to the target when the number of
nodes is small. As the node budget increases, the performance of the method that does
not stick to its target slowly increases to over 50% in the 3 vs. 3 case. We can conclude
that sticking to a target is especially useful when there are strict real–time constraints,
however when the node limit is increased the performance of the no-sticking algorithm
improves.
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6 Conclusion and Future Work

One of the goals of our research was to examine whether search–based methods can
be used effectively in real–time domains with simultaneous move execution. We have
shown that heuristic adversarial search can be successful in small–scale abstract com-
bat games with real–time constraints. Moreover, experimental evidence suggests that
non–deterministic search methods perform better than traditional minimax algorithms
in games with higher simultaneous move dependence. This result shows that search
depth is not a crucial feature when designing algorithms for simultaneous move games,
as opposed to alternating move perfect information games, where search depth strongly
correlates with the quality of the found solution.

The best overall performer in the field of algorithms we have considered was a
naive implementation of RAB which is based on the idea of combining deep alpha–
beta searches with sampling to robustly compute actions in case of simultaneous move
dependencies. This result is very promising and encourages us to look at RAB improve-
ments that make better use of gathered sample data and would allow the algorithm to
return better estimates of the current state value. Scalability to larger problem instances
should also be addressed in order to make RAB truly suitable for handling close–combat
scenarios in RTS games. Another interesting line of future research could address more
theoretical aspects of generalized abstract combat games such as their computational
complexity and how to define the degree of simultaneous move interdependence rigor-
ously. Our next step will be to incorporate our methods into an ORTS [1] client, either as
part of a stand–alone RTS game AI or as a helper module in the graphical user interface
to alleviate the burden of manually micro–managing units in RTS game combat.
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Modelling an Academic Curriculum Plan
as a Mixed-Initiative Constraint
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Abstract. This paper describes a mixed-initiative constraint satisfac-
tion system for planning the academic schedules of university students.
Our model is distinguished from traditional planning systems by applying
mixed-initiative constraint reasoning algorithms which provide flexibil-
ity in satisfying individual student preferences and needs. The graphical
interface emphasizes visualization and direct manipulation capabilities
to provide an efficient interactive environment for easy communication
between the system and the end user. The planning process is split into
two phases. The first phase builds an initial plan using a systematic
search method based on a variant of dynamic backtracking. The second
phase involves a semi-systematic local search algorithm which supports
mixed-initiative user interaction and control of the search process. Gen-
erated curriculum schedules satisfy both academic program constraints
and user constraints and preferences. Part of the challenge in curriculum
scheduling is handling multiple possible schedules which are equivalent
under symmetry. We show to overcome these symmetries in the search
process. Experiments with actual course planning data show that our
mixed-initiative systems generates effective curriculum plans efficiently.

1 Introduction

The curriculum planning problem is defined as constructing a set of courses for
each semester - over a sequence of semesters - in order to satisfy the academic
requirements for an undergraduate university degree. There are many academic
constraints including course availability, prerequisites, breadth requirements, el-
igibility rules, and so forth. In addition, there are student imposed constraints
and preferences regarding which major to pursue and which courses to take in a
particular semester and which electives to choose. Thus curriculum planning is
a mixed-initiative (MI) constraint satisfaction problem (CSP) with preferences.
Traditional constructive algorithms for solving CSPs do not support MI reason-
ing well. In this paper, we explore a two phase approach. An initial schedule is
constructed using constructive backtrack search, which satisfies all the academic
constraints. Then a second semi-systematic local search algorithm is applied to
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the initial solution. This algorithm supports MI interaction by allowing the user
to modify the current course plan directly through the GUI while maintaining
consistency of the academic constraints.

Figure 1 illustrates a plan produced by the system with semesters as rows
and courses as columns. Each cell of the plan can be seen as a variable, whose
domain is the set of all available courses. The number of columns in the table is
the number of semesters required to fulfill an academic degree. The maximum
number of rows is the maximum number of courses that a student may take in
each semester. When an initial plan is constructed and posted to the user (Figure
1), the user can directly modify the plan by changing the content of cells in the
table. For example, if the user plans to be on-leave for a term, he or she simply
changes the course load to zero and then clicks the “Make a New Plan” button.
The system will produce a new plan with zero courses assigned in that term
and then wait for the user to perform further verification and modification. Plan
construction, revision, and improvement proceed iteratively within a decide and
commit cycle until the user is satisfied with the result.

Fig. 1. Curriculum Planning System User Interface

Academic regulations used to construct system constraints handled in our
model are listed as follows. They forms the system constraints.

- All-different constraint: students should not take the same course twice.
- Prerequisite constraint: some courses must have other courses or a number

of credits as prerequisites. For example, in Figure 1, ‘cmpt300’ can not be
planned for a semester unless ‘cmpt201’ and ’macm201’ have been planned
in previous semesters.

- Mandatory-requirement constraint: some courses must be taken in order to
obtain an academic degree, e.g., ’cmpt300’ and ’cmpt354’ must be taken in
order to obtain a bachelor’s degree in computer science.



Modelling an Academic Curriculum Plan 81

- Equivalent-course constraint: a course is equivalent to another course and,
thus, students can not take both courses for credits. For example, ‘ensc250’
is equivalent to ‘cmpt250’. Therefore, only one of these should be included
in a feasible plan.

- Breadth constraint: courses offered in a department are divided into different
academic levels and different areas. The school usually requires students to
take a number of courses in certain levels from several academic areas to
ensure students breadth knowledge coverage. For example, undergraduate
courses in computer science are numbered from 100 level up to 400 level.
Courses numbered 300 or higher are divided into six areas such as AI, net-
works, and so on. Students have to take five 300-level courses from five areas
among the six.

- Depth constraint: a number of courses in a higher academic level from the
same subject chosen to satisfy breadth requirements have to be taken, so
that students can gain a deeper knowledge in these subjects.

- Maximum-load constraint: a student’s course load can not exceed the max-
imum course load stated in the student handbook.

Symmetry occurs in many scheduling, assignment, and routing problems [12]
and in the curriculum planning problem as well. Courses in a semester are in-
distinguishable and can be freely permuted in a semester. In order to break
this symmetry and prune the search tree more efficiently, we add a partial-order
constraint to the model, which prevents to search equivalent schedules.

The rest of the paper is organized as follows: Section 2 discusses works in related
areas. Section 3 defines the system and system constraints; Section 4 describes
scheduling techniques used in the system; In section 5, we present the experimental
results of using different techniques; We conclude the paper in section 6.

2 Background

The curriculum planning problem is not a timetabling problem. The timetabling
problem is to fix a sequence of meetings between teachers and students in a pre-
fixed period of time with a set of constraints satisfied[1]. The curriculum planning
problem discussed in this paper is about producing curriculum plans for univer-
sity students to fulfill their academic career. Few works have studied curriculum
planning. Most university students still perform their planning manually, which
is error prone. Castro et al. [2] proposed a CSP model on solving curriculum
problems, which only handles prerequisite and maximum load constraints. Com-
pared with their model, our model manages higher number of general constraints
in the curriculum planning and also it integrates mixed-initiative reasoning into
the system.

A mixed-initiative (MI) system is one in which both the system and the
user have an active role to play in a dialogue or problem-solving process[5]. The
earliest investigations into the design of mixed-initiative dialogue systems were
presented in the paper of Whittaker and Walker [3] in 1990. At the early stage
of MI research, researchers usually designed MI systems with a concrete model
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of initiative [3, 4, 5]. They believed that initiative should be equated with the
control over the flow of conversation so that the metaphor of conversation is
important in designing MI systems. Recently, Miller and Traum [6] questioned
- whether it is necessary to model initiative in order to design an MI system.
They ultimately argued that a MI system can be designed effectively without a
concrete model of initiative. Our model supports their view. It shows that when
the application domain is in a task-oriented collaborative planning environment,
it is not important for participants to realize who has the initiative. Thus, it is
not necessary to model initiative explicitly, but view it narrowly as controlling
how a problem is being solved.

Constraint programming techniques are widely used to model and solve plan-
ning and scheduling problems. Various efficient algorithms have been proposed
during the past few decades. They usually fall into three main categories: sys-
tematic algorithms, local search algorithms, and hybrid search algorithms. Sys-
tematic searching algorithms are built upon various backtracking mechanisms
[7]. They are complete and guaranteed to find a solution if one exists [7]. Local
search algorithms (e.g., min-conflict, tabu search) perform an incomplete ex-
ploration of the search space by repairing infeasible complete assignments and,
thus, they are incomplete and cannot guarantee a solution. Cooperation between
local and systematic search algorithms has been studied [9, 10, 11]. These hybrid
methods have led to good results on large scale problems. In this paper, we take
a systematic approach and take a hybrid approach in the second phase. Indeed,
our goal was to show that modelling the curriculum planning problem in differ-
ent ways at different processing stages using different methods is a good strategy
to produce high quality solutions.

3 Modelling

In this section, we describe the structure of the system first, and then give the
formal definitions of the system and system constraints.

3.1 The Curriculum Planning System

The model contains two components: a system agent and a user agent. The sys-
tem agent is responsible for maintaining system constraints and a current set of
feasible solutions, propagating the consequences of decisions, and constructing
the final solution incrementally. The role of the user agent is to make choices
among alternative plans and retract requests that have proved unsatisfactory.
The system agent has higher priority than user agents. System constraints de-
rived from academic regulations are registered with the system agent but not
shared with the user agent. Requests from a user are transformed into user con-
straints, which are registered with the user agent and shared with the system
agent. User constraints are unary and retractable as well.

The system uses a two-phase approach to solve the problem. It models the
first phase as a search problem and uses a modified DBT method with value
ordering heuristics to find an initial solution and then posts it to the user. In
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the second phase, a user specifies requirements by directly changing the con-
tent of cells in the plan (Figure 1). These assignments will be registered as user
constraints with the user agent. These newly added user requests may make the
problem over constrained. For example, because of not being familiar with course
regulations, a user requests to take two courses that are equivalent. In this case,
no solution can be found to satisfy all system constraints and the user requests
simultaneously. Thus, the system models the phase two into an optimization
problem based on the requests from the user, which includes creating new vari-
ables and posting new constraints if necessary. A systematic local search method
that combines min-conflicts local search with conflict-directed backjumping [10]
is applied. The system returns an optimal solution found in a given time frame
and takes the initiative to ask the user for further assistance.

3.2 Definitions of the System and Its Constraints

The problem is solved using constraint programming techniques. A Constraint
Satisfactory Problem (CSP) is a triple of (V,D,C), where V is a set of or-
dered variables, domain D is a set of possible values associated with a variable
v, where v ∈ V , and C is a set of constraints that restrict value assignments of
variables. In our model, every cell in the table contains a variable. V is organized
as a matrix of variables with p columns and r rows (Figure 1). Here, p is the
number of possible semesters that the user may take to finish an academic de-
gree, and r is the maximum course load per semester. The collection of available
courses is the domain D. We use m to represent the size of D. An assignment pair
(vij , dj) for ∀vij ∈ V indicates that the value dj is assigned to the variable vij .
A solution is denoted as the matrix of variable assignment pairs that satisfy the
set of constraints. System constraints managed in the system are defined below.

Here we give formal definitions of the system constraints described informally
in Section 1 as follows:

All-different constraint: For any two variables vij , vst, where 1 ≤ i ≤ r, 1 ≤
s ≤ r, 1 ≤ j ≤ p and 1 ≤ t ≤ p, if vij �= vst, and then for the corresponding
variable assignment pairs of (vij , d) , (vst, d2) , d and d2 ∈ D in the solution, it is
always true that d �= d2.
Prerequisite constraint: Case 1: D′ : {dr, . . . , ds} ∈ D and a value d ∈
D but d /∈ D′, where 1 ≤ r ≤ m and 1 ≤ s ≤ m. Consider variables at
column i, V ′ : {v1i, . . . , vri}, where 1 < i ≤ p, for a variable v ∈ Vi may have a
variable assignment pair of (v, d), if and only if, it is true for ∀dk ∈ D′ where
r ≤ k ≤ s that ∃vxy ∈ Vj , where Vj : {(v11, . . . , vr1) , . . . , (v1y . . . , vry)} with
1 ≤ y < i ≤ p , there exists a variable assignment pair (vxy, dk) in the solution;
Case 2: For a value d ∈ D, related to a threshold ε, whenever ε is reached
after a variable assignment (vij , di), the value d can be assigned to a variable
vxy ∈ V where y > j.
Mandatory-requirement constraint: A subset of values D′ : {d1, . . . , dj} ∈
D with j < m, for ∀dk ∈ D′, ∃v ∈ V , such that a variable assignment pair
(v, dk) exists in the solution.
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Equivalent-course constraint: In a subset of values D′ : {d1, . . . , dj} ∈ D, if
∃d, d ∈ D′ , such that there exists a variable assignment (v, d), v ∈ V and then
for every other variable x ∈ V and x �= v, the variable assignment (x, dx) with
dx /∈ D′.
Breadth/Depth constraint: A subset of domain values D′ is divided into
k groups, s.t. D′ = {D′

1, D
′
2, . . . , D

′
k}. For ∀D′

i ∈ D′,∃d ∈ D′
i, s.t. there is a

variable assignment (v, d), v ∈ V in the solution.
Maximum-load constraint: Let c1, . . . , ci represent the number of credits for
d1, . . . , di, respectively. Let Max represent the constant defined in the system,
it is always true that

i∑
r=1

cr ≤ Max

4 Planning Techniques

In this section, we first present the two algorithms and then discuss other tech-
niques used to speed up the performance of the model.

4.1 Searching Methods

Due to the characteristics of the problem, a systematic search method is used
in the first phase. A university freshman always starts with an empty academic
record. The record will be filled out semester by semester after the student starts
to take courses. Hence, it is proper to choose a search method that generates
a curriculum plan in the way of mimicking the procedure of a student’s taking
courses gradually. Many students in a department graduate with different aca-
demic records, which indicates that there are many feasible solutions. Hence,
a systematic searching method, which starts from a zero variable assignment,
fills out the plan chronologically and guarantees a solution, is used to solve the
problem in this phase.

The method is based on Ginsberg’s DBT [8] with two changes. One change is
not to perform variable reordering when a backtrack occurs during the search and
the other one is to add forward checking. Modifications are made because of the
characteristics of the partial-order prerequisite constraints. These constraints
propagate in one direction from earlier semesters to later ones. Thus, when
all cells in previous semesters have been assigned, the prerequisite constraint
posed on variables in the current semester can propagate properly. It cannot
propagate backwards to prune the domain of variables in previous columns.
Thus, it is desired to assign variables in a lexicographical order and not change
the ordering, hence, we remove the step of reordering variable when backtracking
occurs. However, adding forward checking [7] is to take advantage of the one-way
propagation of prerequisite constraints and reduce the number of backtracks.

The algorithm is listed in Figure 2. It starts from an empty variable assign-
ment with each variable having the full domain D (Line 1) as the live domain.
The loop starting at line 2 is repeated until all variables have been assigned
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vi : represents a variable ∈ V at position i according to the variable ordering.
A : the set stores all variables that have been assigned a consistent value.
U : the set stores all variables that have not been assigned a value.
Ci: the set of constraints on variable vi.
D : the live domain of variables. Di represents the live domain for variable vi.
R : the set of elimination explanations. ∀Ri ∈ R, Ri is associated with vi. Ri re-

members all reasons for eliminating certain values from the live domain Di for vi.
Each reason is represented as a pair composed of a value and a list of variables
d, (vx, . . . , vy), where d ∈ D, vx ∈ V, and vy ∈ V . The intended meaning is that vi

can not take the value d because of the current assignments of variables vx, . . . , vy.

1. Set A = φ, U = V, and then set Rx = φ, and Dx = D for ∀vx ∈ V
2. Begin loop
3. if U = φ, returnA.
4. else
5. Select a variable vi ∈ U according to the variable ordering,
6. Set Ri based on Ci and A and update live domain Di of i based on Ri.
7. if Di �= φ
8. if ∃d ∈ Di s.t. Dx �= φ for ∀vx ∈ U , then
9. Update live domain Dx for ∀vx ∈ U and vx �= vi.

10. Add (vi, d) to A,
11. Remove vi from U , go back to Line 3.
12. else
13. if R = φ, return no solution.
14. else
15. find (vj , dj) be the last entry in A, s.t. vj ∈ Ri.
16. Remove (vj , dj) from A and add vj to U
17. Update Rj , and Rx for every variable vx assigned after vj .
18. Set i = j, go back to Line 6.
19. End loop

Fig. 2. Modified dynamic backtracking algorithm

and U becomes empty and then a solution is returned (line 3). While U is not
empty, a variable vi is chosen from U based on the variable ordering rule (line
5); Update the live domain Di of vi, and remember the eliminating explanations
Ri for vi (line 6). Ri remembers reasons of pruning values out of the live do-
main Di for vi(See the definition of Ri in Figure 2). If the live domain Di is not
empty, forward checking is performed on the future variables, which are those
unassigned variables in U . Forward checking is performed at line 8 by trying
to instantiate vi repeatedly until a trail instantiation is found, which ensures
no annihilation of the live domain of every future variable. With a successful
instantiation of vi, vi is removed from U , the assignment of vi is added into A
(line 10 and 11). If a domain-wipe-out occurs when pruning live domain Di of vi

or when performing forward checking on the future variables, then backtracking
from vi to vj is performed, where vj is the last assigned variable that occurs in
Ri (line 16). If backtracking is needed while the set of eliminating explanations
becomes empty then the algorithm returns a failure (line 13).
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In the second phase, Optimization is needed. Therefore, we use a system-
atic local search algorithm (see Figure 3), which is based on the search method
described in [10]. The algorithm extends the problem from a CSP to an opti-
mization problem. It looks for maximal solutions. A solution is maximal if all
variables are chosen maximal assignments. A variable v has a maximal assign-
ment d if the defined evaluation function f , not ∃a ∈ D, s.t.f(d) ≤ f(a). D
is the live domain of v. Every time the algorithm reaches a maximal solution,
it checks if the solution satisfies all constraints. If so, it returns the solution.
Otherwise, it keeps looking for the next maximal solution. It remembers the one
with the best quality. Because the system is an interactive system, the response
time is crucial. Once the predefined search time is up, the current best solution
is returned.

uc: the set of user constraints that currently registered with the user agent.
R : a collection of noGood.
A: the list of variable assignment pairs, initialized with the assignments from the GUI.
B: the best inconsistent solution that has found so far, initially B = A.

1. initialize A, and set B=A
2. loop
3. pick v from V ;
4. assign a value d to v;
5. if an empty noGood is derived or predefined searching time is exceeded,

return B
6. end loop when (A is a maximal solution)
7. if A is consistent with all C and uc, return A
8. else
9. let B to be the better one between A and B, set A as a noGood , add it to R;

10. go back to line 3

Fig. 3. Systematic Local Search Algorithm

The algorithm operates as follows. It initializes the current solution A and
the best solution B with variable assignments obtained from the GUI. The loop
starting at line 2 is repeated until A is a maximal solution. Then it checks to
verify if A is consistent (line 7), if so, it returns A, otherwise it remembers the
better one between A and B, fails A as a noGood (line 8). Then it goes back to
line 3 to look for the next maximal solution (line 9). While A is not maximal,
a variable v is chosen based on the variable ordering rule (line 3). Then v is
assigned based on the value ordering heuristics and the maximal assignment
rule (line 4). Whenever an empty noGood1 is derived or the predefined search
time is exceeded, the current best solution is returned (line 5).

1 noGood is a list of variable assignments, whose partial assignment of variables is
precluded from any global solution.
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4.2 Symmetry Breaking

The curriculum planning problem, like many scheduling problems, encounters
the symmetry problem as well. We handle the problem with a partial-order
constraint. Courses are grouped into classes according to their subjects. Each
class has an associated value, which determines if it has a higher order than
another one. For example, all mathematics courses belong to the class of ’math.’
All computer science courses belong to the class of ’cmpt.’ The system defines
that the ’cmpt’ class has a higher order than the ’math’ class. The symmetry-
breaking constraint that enforces the partial ordering on variables in a column
evaluates the ordering on variables by class values rather than domain values.
This is because the later case is too strict and may hinder the search by causing
unnecessary backtracks in the second search phase.

For example, suppose that the symmetry-breaking constraint directly uses
domain values to evaluate the ordering on those variables. There are three vari-
ables in the column i (v1i, v2i, v3i), four domain values with d1 < d2 < d3 < d4,
and three classes A1 < A2 < A3, where d1 ∈ A1, d2 ∈ A2, and d3, d4 ∈ A3. The
three variables have the assignment pairs of {(v1i, d1) , (v2i, d2) , (v3i, d3) , . . .}
for a column i, where 1 ≤ i ≤ p . When the user changes the assignment of
the variable v2i from one course d2 to d4, provided no system constraints are
violated by the change, the partial order on the three variables evaluated by
domain values (d1 ≤ d4 > d3) is broken. Thus, the constraint is violated after
the change, and then backtracking has to be performed. However, the ordering
among class values still exists (A1 ≤ A3 ≤ A3), and this backtracking can be
avoided if class values are used to evaluate the partial ordering on variables.
Hence, symmetry-breaking constraints check the ordering on variables in a col-
umn using class values, by which the efficiency of pruning the search space is
ensured. Meanwhile, unnecessary backtracks are avoided.

4.3 Variable and Value Ordering

It is known that, when using symmetry-breaking constraints, the variable and
value ordering are very important[13]. In particular, if variable ordering moves
from a direction that increasing conflicts with the symmetry-breaking constraint,
we can expect to gain from both the lower complexity and increased pruning [13].
Hence, variables are grouped by semesters, ordered from top to bottom within
a semester, and chronologically among semesters.

As for value ordering, courses loaded into the system are divided into different
classes. If two courses are in a same class, two courses are ordered by the value
of their integer representations; otherwise, a course that has a lower class level is
less than the one having a higher class level. Values in a live domain are chosen
based on value ordering heuristics. Value ordering heuristics simulates what a
human advisor would suggest. When students make their plans manually, they
usually choose courses under the guidance of an academic advisor. These rules
are transformed into value ordering heuristics stored in the system to guide the
search. Through the experimental results given below, we found that it can speed
up the search efficiently.
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5 Experimental Results

We implement the proposed model on top of a Java-based Constraint Program-
ming (CP) framework called ConstraintWorks [14]. The experimental data are
from the computing science department at Simon Fraser University, BC, Canada.
The number of available courses are from 60, 80 to 120 courses. Experimental
results presented in Table 1 are based on the configuration of 39 variables and
40 system constraints. We compare the performance of different search methods
as the domain size changing from 60, 80, up to 120 in the first stage. We use the
number of backtracks and the number of iterations, which is the iteration num-
ber that the loop has repeated during the search, to evaluate the performance of
the method. Table 1 shows that as domain size increases, the number of back-
tracks and the number of iterations of both the local search method and the
systematic search method with no heuristics increase dramatically. In contrast,
the systematic search with heuristics can find a solution without backtracking in
all 3 cases. It maintains good performance as the domain size increases. Hence,
the results confirm that a systematic search method needs good heuristics to
have good performance, especially when the size of the domain becomes large.

Table 1. Performance comparison with 39 variables and 40 system constraints

Search method size of domain number of backtracks number of Iterations
Systematic search 60 7189 4435
with no heuristic 80 32991 8997

106 99760 31216

60 740 10
Local search 80 6740 983

120 11811 5585

Systematic search 60 0 39
with 80 0 39

heuristics 120 0 39

For the second stage, we study the performance when the user’s requests
break numbers of constraints at different positions in the schedule. We define
the position in a plan as follows: for a plan with p number of columns, a slot
S is at column c with c/p < 30%, then we say S is at an early position of the
plan; if 30% < c/p < 70%, then S is at a middle position, otherwise it is posted
at a late stage of the schedule. In order to compare the performance of the sys-
tematic local search method, we also ran the second phase using the systematic
search algorithm. In this case the systematic method solves the second phase as
a CSP. It returns a solution satisfying all constraints including newly added user
constraints if indeed a solution exists. Otherwise, it returns the old solution and
discards all newly added user constraints.
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Table 2. Performance comparison between the systematical Local search and the mod-
ified DBT search

Systematic Local Search Modified DBT search
# of breaking Position in

# of time used # of time used
constraints the plan iterations (seconds) iterations (seconds)

Early 222 39 1222 1711
Middle 31 44 910 79
Late 10 16 62 10

early 1838 151 1638 1932
Middle 40 13 379 64
Late 194 25 70 11

early 13 9 93 293
Middle 2024 180 8324 6478
Late 3 2 3 4

Table 2 shows the performance of local search and systematic search at the
second stage when the posted user requests break one, two, or three system con-
straints respectively at different places in the schedule. The number of courses
is 120. Maximum course load is 12 credit hours and the number of total con-
straints is 40. The search time limit is three minutes. We test a special case:
the user requests posted in the middle and breaking 3 system constraints are
taking two equivalent courses. In this case, the systematic method takes a very
long time and returns a failure. The local search method halts with one user
constraint satisfied when the predefined search time is up. The results show
that the systematic local search method usually is able to solve the problem
within a minute and overall has better performance with respect to the response
time. The local search method can return a better solution in the given time
frame.

6 Conclusion

We have presented a mixed-initiative curriculum planning model. Due to the di-
versity in the characteristics and the needs of different users, we have integrated
mixed-initiative into the planning system, which provides a direct-manipulation
environment for the efficient communication between a user and the system.
Through a cycle of plan construction, revision, and improvement, the system
serves various users effectively. The solving process is split into two phases. A
backtrack-based systematic search method is used in the first phase to pro-
duce an initial solution. A systematic local search method is employed to con-
struct the final plan gradually under the interactive guidance from the user.
Partial-order constraints are added in order to break the symmetry arising in
the model. Value ordering heuristics are used as well to speed up the search.
Experimental results shows that the system generates effective curriculum plans
efficiently.
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Abstract. The rapid growth of the World Wide Web has complicated
the process of web browsing by providing an overwhelming wealth of
choices for the end user. To alleviate this burden, intelligent tools can do
much of the drudge-work. This paper describes the SWAMI system. It
combines multiple aspects of adaptive web technologies into a framework
for an intelligent web browsing system. It uses a multi-agent system to
represent the interests of the user dynamically and takes advantage of the
active nature of agents to provide a platform for parallel look-ahead eval-
uation, page searching, and cooperative link recommendation swapping.
The collection of agents reflects the user’s interests by self-organizing into
a hierarchicy according to the evidence of apparent interest demonstrated
by the user. Example results of the functioning prototype are presented,
demonstrating its ability to infer and react to a user’s interests.

1 Introduction

The continual growth and complexity of the World Wide Web has impacted
its effectiveness in a negative way. An individual user must sift through a vast
number of pages that are of little or no interest to them to discover pages that
address his or her interests. Tools have been developed to assist in this process,
one of the most successful being the keyword-based search engine, such as Google
[1]. However, keyword-based search engines require a user to carefully craft his
or her query to be an accurate statement of information desires, which is often
difficult to perform.

Another approach is to build web sites that are adaptive. Adaptive web sites
allow users to describe themselves (specifically including information desires and
form factors) and use this information to modify their responses to suit each user
(or group of similar users) individually.

This paper introduces SWAMI, a client-side, multi-agent-based approach to
personalizing the user experience of web browsing. Section 2 describes the do-
main of the problem, as well as describing other approaches, including other
agent solutions. Section 3 briefly describes the architecture of the SWAMI

B. Kégl and G. Lapalme (Eds.): AI 2005, LNAI 3501, pp. 91–102, 2005.
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system. In Section 4, preliminary results gathered from experimental data are
included. Finally, Section 5 presents a summary of the benefits and drawbacks
of the SWAMI approach, and discusses future directions for research.

2 Background and Related Work

The web is a relatively new phenomenon, and has elevated certain problems to a
critical level. In this section, the two most prominent problems of web navigation
and web personalization are discussed, and a short summary of current solutions
is presented.

2.1 Navigation

Because of the large size, dynamic nature and inconsistent structure, the web is
difficult to navigate. “Traditional”, direct navigation approaches depend on an
evaluation of the relevance of the currently viewed page as the best indicator of
the value of pages pointed to by it. This approach relies upon the benevolence
of the creator of the link [2], and the hope that by following a series of related
links the user will end up at another cluster of useful pages.

The traditional strategy closely resembles a depth-first graph search, where
leaf nodes are represented by pages of interest. Effectively, however, the user must
go “one page too far” in such a scheme, and travel deeper and deeper distances
from the original page they were browsing into possibly uninteresting areas. This,
intuitively, is the opposite of the desired result as pages directly connected to the
current page are most likely to be the most relevant pages to it [3].

An alternative approach is to use a search engine, which, in effect, recon-
structs the graph of the Web, reconnecting all the distant pages together into a
single layer. In this way, more relevant pages become more likely at an earlier
stage of browsing. In the case of Yahoo [4], this rearrangement is done explicitly
through a hierarchical, soft categorization of web site links. In contrast, Google
[1] builds a response page (effectively the top-level of a tree or entrance to a
graph) dynamically around a set of initial keywords in a query.

Once the user has selected a link from a search engine, however, they are out
of the arena of that technology and browsing returns to the traditional strategy.
Thus, this technology produces only a one-shot or one-level navigational benefit,
not ongoing navigational support.

An additional criticism of search engine approaches is that the criteria for
the evaluation of results is very specific: the keywords of the request are the
only measure of relevance to the user that the system can use, although there
are additional measures of the relative importance of a page (some partially
dependant of the particular request made) [2].

Adaptive web sites take a highly personalized approach, using knowledge
about the specific user to modify both the presentation [5] of individual pages
and/or the navigation from one page to another [6]. In this way, they can be
seen to either add additional links between pages of relevance to the user or do
a similar rearranging of the graph to the search engine, although beyond just
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a single level of rearrangement and navigational support. Prominent examples
of adaptive web systems include WebWatcher [7], AHAM [3] and AVANTI [8].
Each of these systems provides server-side adaptive navigation or presentation
based on perceived user characteristics.

Server-side adaptive web solutions are generally limited to a single web site or
set of close web sites operated by the same people, something to which the search
engine approach is not limited. Client-side personalized approaches, on the other
hand, can work across all websites, but do not have the benefit of an internal
view of the website (to allow adaptations based on non-disclosed information) or
collaborative recommendations (because there is no common place for all users).
Client-side solutions include Letizia [3] and Personal WebWatcher [9], and to a
certain degree the proxy-based system PVA [10].

SWAMI is primarily a client-side solution, but it allows interaction with peers
and with internal sections of web sites by allowing parts of its representation to
be mobile, and move to a location to interact with the mobile parts of other
users’ SWAMI, or with representatives of an SWAMI-aware website.

2.2 Personalization and User Representation

Personalization on the Web means to modify the contents in or navigation on
a web page to reflect the particular user who is viewing it. It is adaptive to the
user’s characteristics or behaviour, responding in a way to enhance the user’s
experience.

SWAMI models the user’s apparent interests in order to make forward eval-
uations, user-centric web searches and navigation suggestions about pages to
visit. Interests are roughly characterized into three kinds: long-term inter-
ests, which are stable and rarely changing, although at a particular instant may
be unexpressed; short-term interests, which are sudden and strong, but van-
ish quickly, never to return; and periodic interests, which have the qualities
of both long- and short-term interests, in that they are strong for short periods
of time and relatively unimportant for the rest of the time.

Because specifying interests is difficult (perhaps even impossible) for a user to
express, the approach in SWAMI is to infer interests from the browsing behaviour
of the user. This has proven to be effective in other cases [11, 12, 13]. By having
the system continually learning about interests from the user’s ongoing browsing
behaviour, the problem of following interest changes is also addressed.

A similar approach to [14] has been taken in SWAMI for interest modelling,
but with a significant difference: where in [14] an externally organized hierarchy
was used and the user’s apparent interests mapped over it with pages placed
into nodes in that hierarchy, in SWAMI the hierarchy is developed entirely from
scratch, allowing it to be a customized size to reflect the user’s interests.

3 The SWAMI Architecture

SWAMI consists of a front-end interface, a user representation, and components
which perform page searching. It is implemented using a (custom) multi-agent
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Fig. 1. A high level view of SWAMI

system (see Figure 1. This section describes each of these three components in
more detail.

3.1 The Interface

The user interacts with the system using the SWAMI interface agent. The in-
terface agent is currently integrated into a simple browser, allowing the agent to
observe user activity easily and report the search and evaluation results of the
user representation to the user. The browser also allows the user to display the
agents currently representing them.

3.2 The User Representation

The user is represented by a hierarchically-arranged collection of agents. Each
representation agent represents a cluster of pages the user has viewed, with the
hierarchies representing the relationships between clusters.

The hierarchies of agents are created using an online, dynamic clustering
technique. An agent collects pages as they are viewed by the user that are similar
to the pages it has already gathered. The agent continually checks the tightness
of its cluster, and if it is too loose (beyond a threshold), it will attempt to split
the collection of pages up into tighter subgroups. If it is successful, it creates
(or “hires”) new agents to represent the subgroups. These agents are positioned
below the original agent, so that incoming pages are first examined by the original
agent, and then may be passed down to the more specialized sub-agents, and so
on, until the best match has been made.

Initially, the interface agent collects all pages until a distinct group is discov-
ered, forming the first representation agent. If no current agent is representative
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of a given page, the interface agent holds on to it until a new group manifests
itself. Each of these top level groups is referred to as a “corporation”, and rep-
resents a major interest of the user.

Each agent has a measurement of “wealth”, which reflects the importance
and relevance to the user of the cluster the agent represents. The wealth com-
bines the agent’s size, the success the agent has had in finding new pages for
the user, the success the agent has had in having found pages accepted by
the user and a history momentum which allows an agent to rest on its laurels
briefly.

When an agent’s wealth falls below a threshold, the agent is removed from
the hierarchy and moved into a holding area. In this way, agents which are
not useful are pruned from the hierarchy. However, to represent periodic in-
terests, these agents are not immediately deleted, but rather they remain in
the holding area, continuing to decay until one of three conditions is satis-
fied: either they are the best representative for a new page the user views, they
represent a newly discovered subcluster better than a blank agent or they de-
cay to a point where they are considered truly unimportant and are removed.
In the first case, they become the head of a new corporation; in the second
case they are simply added into the hierarchy at the appropriate point. This
also allows subclusters to migrate to the most appropriate place; for exam-
ple, a “Mexican cooking” agent might be retired from beneath the general
“cooking” agent, but later be rehired under a “Mexican culture” agent. (Note
that agents are not labelled in this way; this is merely for illustrative pur-
poses.)

3.3 The Search Components

When a representation agent reaches a sufficient level of wealth and experience,
it may create search agents to work for it. Search agents take criteria from the
representation agent (the set of word features the representation agent has used
to form its cluster, for example) and attempt to find and evaluate pages on its
behalf.

Four types of search agents have been considered for the system: link-following
search agents, search-engine based search agents, topic expert consulting search
agents and colloborative search agents.

The link-following search agent follows links from pages the user has
already viewed and evaluates them based on its criteria. The agent acts similarly
to a user in its browsing pattern, but has more capacity to remember pages closer
to the original page and backtrack immediately to any page it has previously
viewed (rather than following a linear retreat strategy like a user.)

The search-engine based search agent can submit different combinations
of word features to a search engine and evaluate the results. It can take advantage
of the massive database of knowledge available to a search engine but provide
the personalization that the search engine lacks.

The topic expert consulting search agents are mobile agents which can
travel to SWAMI-aware web sites and interact with topic expert agents rep-
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resenting the web page owner. These topic expert agents may have access to
information that cannot be gathered from simply browsing the pages, and may
be in a better position to provide recommendations. For example, the topic ex-
pert agents may know about arbitrary groupings of pages that do not have labels
on the pages themselves.

The collaborative search agent seeks to take advantage of the browsing
behaviour of people with similar interests. It travels to a host (referred to as the
“rendezvous server”) where it can interact with agents representing other people.
There, they can swap recommendations based on how similar the agents are to
each other. Agents of another type, rendezvous hosts, remain in the rendezvous
server at all times, interacting with all the visiting search agents and collecting
all recommendations that they have. The rendezvous host becomes a “memory”
for the rendezvous server, so that not all interactions between agents need be
synchronized.

3.4 Implementation

SWAMI was implemented from scratch in approximately 18000 lines of pure
Java code. The implemented system included a specialized agent implementa-
tion, page representation and comparison techniques, and a simple, integrated
browsing environment (see Figure 2) . The interface allowed traditional user
navigation (jump to URL, back button, follow a link) as well as providing a
list of recommendations provided by the system that the user could follow. The
interface also allows the user to inspect what agents have been created on their
behalf, what pages those agent have taken ownership of, and what features those
agents have extracted from the given pages.

Display

Navigation
URL Input Field

Recommendations

Window
Message

Controls

Page

Fig. 2. A snapshot of the SWAMI interface
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4 Evaluation

The evaluation of the SWAMI system consists of verifying that it can detect the
growth and shift of user interests, provide a usable model of the user, and act
upon that model on behalf of the user.

To perform this evaluation, test data was generated that represents a web
of pages that are interconnected and that have localized coherence. From this
test data, numerous trial runs were conducted in order to demonstrate that all
of the key events expected of the system were observed, and that the system
was behaving as expected. Two illustrative example runs are highlighted here in
detail.

Because the test data was generated offline and never made available to a
search engine, no examination of the search-engine-based search method could be
attempted, without implementing a specialized search engine, which was beyond
the scope of this initial research.

4.1 Results

The following sections describe the results from two particular trial runs in detail.
These trial runs were chosen to clearly illustrate the performance of the system,
but are otherwise typical.

To describe the life-cycle of an agent, a chart showing the agents’ wealth
over time is used. This chart is calibrated in absolute terms, meaning that while
an individual’s age is calculated relative to when they were born, it has been
adjusted to the appropriate real outside age relative to the age of the Interface
Agent. The age also describes the number of unique pages viewed. Where a
line begins on the graph indicates when an agent was born; if the line ends
prematurely, that agent was removed from the system.

The lower threshold for an active agent’s wealth before being retired is 0.2;
only the Interface Agent cannot be retired. If their wealth continues to drop, an
agent will be removed when it falls below 0.15.

Pages within a particular group are known to be similar to each other, and
thus represent a topic. This is used both to train the system and to interpret
its results. Also, as the agents search, they discover pages in other page groups
that are relevant to the topic, thus forming a virtual topic group based on the
user’s demonstrated interests.

4.2 Example 1: Interest Shifts

This example demonstrates SWAMI’s ability to follow a user’s changing interests
and react accordingly. The page groups that the user visited can be seen in
Figure 3. On the weight track in Figure 4, five agents (in addition to the Interface
Agent) are shown.

Each agent was created when the system detected a cluster of similar pages.
The set of pages initially chosen all came from pre-generated group 40, fol-
lowed by a number of pages selected from group 38. Charlie 0 was created
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Fig. 3. The page groups visited by the user on the first example test run

when the subset of pages from group 40 were detected as distinct, at age 4.
At age 11, a second agent (Charlie 1) was created to take control of the sec-
ond subcluster discovered (for group 38). Note that while the pages were cho-
sen from the pre-generated group, the system itself has no knowledge of these
groups.
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Between ages 14-36, links were followed semi-randomly from existing pages,
but not corresponding to any previous page. These pages were similar enough
to existing agents that Charlie 0 rose in wealth during this time period, and
Charlie 1 maintained a high wealth. Concentration by the user on a single pre-
generated page group again from age 36-43 resulted in the creation of a new
agent, Charlie 2, to handle a newly-discovered cluster formed out of those pages.
Another agent, Charlie 3 was created at the same time, as the new pages high-
lighted some previous cluster in the previous pages.

Between ages 53 and 77, recommendations made by Charlie 0 were followed,
resulting in that agent’s consistent wealth, while other agents diminished. At
age 77, a new topic was focused on, and a new agent, Charlie 4 was created in
response.

Note that when the user concentrated on a particular topic, the system re-
sponded by creating a new agent to handle this new topic when it detected it.
As the user drifted away from that topic (by not visiting again), the agents that
had been responsible for it waned in wealth.

The longevityof bothCharlie 0 andCharlie 1 indicate long-term interests.Char-
lie 0, in particular, has received a lot of attention from having suggestions followed.

Charlie 2 and Charlie 3 accurately map to short-term interests. In the case
of Charlie 3, no recommended pages from that agent were viewed, leading it
to degrade in wealth very quickly and disappear within about 5 page views.
Charlie 2 was a short-term interest which the user paid a little attention to.

Finally, Charlie 4 is a new interest to which the user is paying attention and
good recommendations have been found. The system responds quickly to the
newly discovered cluster, and it becomes the most influential among them.

This example has shown that the system creates new agents to handle new
user interests, and the wealth of those agents reflects the ongoing interest in the
topic they represent.

4.3 Example 2: Interest Specialization

In stark contrast to the previous example, this example demonstrates the cre-
ation of specialized agents for sub-topics discovered within the context of a larger
topic. While the page group activity shown in Figure 5 seems to be chaotic (par-
ticularly after age 57), the corresponding location on Figure 6 shows relatively
stable behaviour.

Charlie 0 represents a long-term interest (page group 42) which was concen-
trated on for a considerable period of time. Two sub-topics were detected from
within this one, represented by Charlie 0 0 and Charlie 0 1. The second of these
was pursued momentary, but was forgotten for a period of time. Note that Char-
lie 0 1 was retired but brought back instantaneously when the user returned to
that topic. At that point, it actually triggered a split, creating the very short
term topic represented by Charlie 0 1 0.

At approximately age 45, the system has detected that the user has decided to
view another topic intensely for which good suggestions could be found. This is
represented by Charlie 1, whose continued strength is due to its suggestions being
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followed. The return of a peak in Charlie 0 at approximately age 72 was due to
following a link on a page suggested by Charlie 1 which led off to an older topic.

The relative stability of the wealth track of Charlie 1 after age 45 despite the
apparent randomness of the page group activity for the same time period is due
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to the agent having found pages within multiple groups which are similar to the
topic at hand. In this way, it has created a virtual group of pages centred around
the user’s interests.

5 Discussion and Conclusions

This paper describes a framework for a multi-agent system for providing per-
sonalized web page recommendations to users. The SWAMI framework features
a sophisticated user model using a social multi-agent system with a cost-driven
and time-variable interaction model organized into hierarchies of related topics.
Agents representing particular topical interests in this system can search for rec-
ommendations for the user with one of multiple strategies. Among those search
strategies is the ability of the search agents to become mobile. Mobile search
agents can travel to particular, SWAMI-aware web sites and interact with local
topic experts, or they can travel to SWAMI “rendezvous servers”, where they
can interact with user-independent collaborative recommendation agents and
with other search agents representing users.

Key features of this framework include local representation of a user’s inter-
ests (allowing the system to “learn once, apply everywhere”), the integration
of local, site-based and collaborative recommendations, and an active user pro-
file representation which takes into account short-term, long-term and recurring
interests, as well as the specialization of interests.

This holistic approach to web search represents a more realistic solution to
the problem of web search than site-specific or user-agnostic approaches.

Several trial runs were performed, from which typical examples were chosen
to examine in detail. These trial runs demonstrate that the agents do grow to
mirror the user activities and change over time to reflect changes in the user
intentions. Short-term, long-term and recurring interests have been detected by
the system, as well as specialization to accommodate a particularly important
interest. Recommendations could be gathered successfully by using a link-search
algorithm, by consulting with site experts or through interacting with a commu-
nity. Recommendations in the community were successfully distributed between
members of that community.

This work has demonstrated that a system of organized agents can represent
a user’s multiple, changing interests. Future studies will examine automatic pa-
rameter setting, alternative approaches to agent hierarchy reorganization, more
sophisticated page models and page comparison mechanism, “lazy” cluster up-
dates, standardized local expert and rendezvous interfaces and different search
mechanisms that can be integrated into the system.

Acknowledgments

This work was funded by the Atlantic Canada Opportunity Agency (ACOA)
through the Atlantic Innovation Fund (AIF) to Dr. Ali A. Ghorbani.



102 M. Kilfoil and A. Ghorbani

References

1. Google: Google search engine (2004) http://www.google.com.
2. Kleinberg, J.M.: Authoritative sources in a hyperlinked environment. Journal of

the ACM 46 (1999) 604–632
3. Lieberman, H.: Letizia: An agent that assists web browsing. In: Proceedings of the

Fourteenth International Joint Conference on Artificial Intelligence, San Mateo,
CA, USA, Morgan Kaufmann Publishers Inc (1995) 924–929

4. YAHOO!: Yahoo! search engine (2004) http://www.yahoo.com.
5. Kobsa, A., Koenemann, J., Pohl, W.: Personalized hypermedia presentation tech-

niques for improving online customer relationships. The Knowledge Engineering
Review 16 (2001) 111–155

6. Brusilovsky, P.: Methods and techniques of adaptive hypermedia. User Modelling
and User-Adapted Interaction 6 (1996) 87–129

7. Joachims, T., Freitag, D., Mitchell, T.: WebWatcher: A tour guide for the World
Wide Web. In: Proceedings of the Fifteenth International Joint Conference on
Artificial Intelligence, Morgan Kaufmann (1997) 770–775

8. Fink, J., Kobsa, A., Nill, A.: Adaptable and adaptive information access for all
users, including the disabled and the elderly. In Jameson, A., Paris, C., Tasso,
C., eds.: User Modeling: Proceedings of the Sixth International conference, UM97,
Vienna, New York, Springer Wien New York (1997) 171–173

9. Mladenic, D.: Personal WebWatcher: design and implementation. Technical report,
Department of Intelligent Systems, J. Stefan Institute, Slovenia (1996)

10. Chen, C.C., Chen, M.C.: PVA: A self-adaptive personal view agent. Journal of
Intelligent Information Systems 18 (2002) 173–194

11. Pazzani, M.J., Billsus, D.: Learning and revising user profiles: The identification
of interesting web sites. Machine Learning 27 (1997) 313–331

12. Chan, P.: Constructing web user profiles: A non-invasive learning approach. In:
KDD-99 Workshop on Web Usage Analysis and User Profiling, San Diego, CA,
USA (1999) 7–12

13. Schwab, I., Pohl, W., Koychev, I.: Learning to recommend from positive evidence.
In: Proceedings of the 2000 International Conference on Intelligent User Interfaces,
New Orleans, LA, USA (2000) 241–248

14. Godoy, D., Amandi, A.: A user profiling architecture for textual-based agents.
In: Proceedings of the 4th Argentine Symposium on Artificial Intelligence (ASAI
2002) in the 31st International Conference on Computer Science and Operational
Research (JAIIO 2002), Santa Fe, Argentina (2002)



Queuing Local Solutions in Distributed
Constraint Satisfaction Systems

Ronnie Mueller and William S. Havens

Intelligent Systems Laboratory,
School of Computing Science,

Simon Fraser University,
Burnaby, B.C., Canada V5A 1S6
{rmueller, havens}@cs.sfu.ca

Abstract. When solving Distributed Constraint Satisfaction Problems
(DCSP), it is desirable that the search exploits asynchronism as much
as possible so that the employed agents can perform much of the work
in parallel. This allows to utilize the processing power available in a
distributed environment. However, in many of todays DCSP algorithms,
only a few agents are working at any given time and the others are
idling. This is caused by the fact that once an agent is consistent with
its neighbors, it becomes idling until it is forced by other agents to choose
a different assignment for its local variables.

In this paper we propose a method that utilizes the idling time of the
agents to increase the efficiency of a distributed backtracking algorithm
where agents have complex local problems and share variables among
them. An agent computes solutions to its local problem in advance while
it is waiting for incoming messages. This means that when an agent
finds a solution to the local problem that is consistent with higher order
agents, it not only informs lower order agents but continuous to search
for further solutions which then are stored in a queue. When the current
local solution becomes invalid due to a nogood received from a lower
order agent, the agent does not have to search for a new local solution but
can retrieve a precomputed one from the queue. This approach increases
the amount of work the agents can perform in parallel since higher order
agents search ahead for local solutions while lower order agents are trying
to expand the current partial solution.

Our experiments show that some increase in performance can be
gained by queuing local solutions in distributed backtracking.

1 Introduction

A Constraint Satisfaction Problem (CSP) is defined as a set of variables X =
{x1, x2, ..., xn} and a set of constraints C = {c1, c2, ..., cm}. The variables take
their values out of finite, discrete domains D1, D2, ..., Dn, respectively. Each
constraint c involves a set of variables Xc = {xc1, ..xck}. A relation Rc specifies
the allowed tuples for c over the Cartesian product Dc1,..,Dck. A constraint c
is satisfied if the values assigned to the variables in Xc are allowed by Rc. A
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solution to the CSP is found when all variables are assigned a value and all
constraints are satisfied. A CSP is binary if each constraint involves exactly two
variables. From here on, we will consider only binary CSPs.

A distributed constraint satisfaction problem (DCSP) is a CSP where the
variables and constraints are distributed among a finite set A = {a1, a2, .., am} of
autonomous processes called agents. The agents have to coordinate their search
by message passing to find a solution to the DCSP that is globally consistent. In a
DCSP the constraints are partitioned into two categories, the ones involving two
agents are called inter-agent constraints and the ones within one agent are called
intra-agent constraints. In the simple case, each agent has exactly one variable
and all constraints are inter-agent constraints. A DCSP where the agents have
more than one variable is called a DCSP with a complex local problem. In a
DCSP with a complex local problem each agent ai has a local CSP which is
defined by the variables belonging to ai and its intra-agent constraints. In this
paper we call solution to the local CSP which is consistent with higher order
agents a local solution.

Some research has been done on how to solve DCSPs. Yokoo et al. [1, 2]
present Asynchronous Backtracking (ABT), a backtracking algorithm that al-
lows the agents to work concurrently and make decisions asynchronously. Dis-
tributed Dynamic Backtracking [3] avoids adding permanent links between un-
related agents as ABT does. The distributed backtracking algorithm [4] uses the
given constraint structure for its backtracking. In all of the mentioned algorithms
so far, the agents have a static order among them. Armstrong and Durfee [5],
Yokoo and Hirayama [2], and Yokoo [6] have proposed algorithms that reorder
the agents dynamically to avoid bad assignments of higher order agents. In most
of the algorithms an agent only has one local variable, Armstrong and Durfee [5],
Silaghi and colleagues [7] and Yokoo and Hirayama [2] address the case where
agents have to deal with complex local problems.

In most of the algorithms mentioned above, only a few agents are working
at any given time while the others are idling. This is caused by the fact that
agents only change the values of their variables when they are forced to by other
agents. For constructive algorithms this means, that once an agent finds an as-
signment that is consistent with higher order agents, it becomes idling and waits
for the higher order agents to change or a nogood to be reported by a lower
order agent. When a agent receives a nogood message , it tries to find a dif-
ferent local solution that satisfies the nogood and is compatible with the same
values of variables shared with higher order agents that were used to compute
the previous local solution. This gives us the opportunity to compute local so-
lutions in advance, so an agent can respond quickly once a nogood message is
received.

In this empirical study we propose the novel idea for queuing local solutions
to increase the performance of a distributed backtracking algorithm. The basic
idea is that once an agents finds a local solutions, it continues to search for
additional local solutions and stores them in a solution queue, so that they are
available quickly in case a nogood message is received and the agent has to
backtrack.



Queuing Local Solutions in Distributed Constraint Satisfaction Systems 105

2 Queuing Local Solutions in Distributed Backtracking

We developed a backtracking algorithm based on Asynchronous Backtracking
(ABT) [1] but extended it so it can handle DCSPs with complex local problems.
Instead of choosing a value for its single variable as in ABT, the agents have to
search for a solution to their local CSP that is consistent with values of variables
shared with higher neighbors.

A queuing mechanism can easily be added to the backtracking algorithm de-
scribed above. Each agent employs a local solver which continuously searches for
solutions to the local CSP that are compatible with variables shared with higher
agents. The agent maintains a solution queue where the additional local solu-
tions are stored. All the local solutions kept in the solution queue are compatible
with variables shared with higher agents.

The agents start their local solver and react to incoming messages and events
from their solver. There are four events that are handled by the following pro-
cedures.

ok message. This procedure is called whenever an ok? message is received. The
agent signals the new values of the shared variables to the local solver. The agent
clears the solution queue since the ok? message changes the agent view, which
makes the local solution in the solution queue invalid.
nogood message. The agent tries to dequeue the next local solution from the
solution queue and informs the lower neighbors. If the solution queue is empty
and the local solver has not reached bottom then no action is taken since the
local solver is still searching and will respond with a solution found or a bot-
tom reached event eventually. If the solution queue is empty and the solver has
already reached bottom then there are no local solutions left and a nogood is
created and sent to the culprit agent.
solution found. When the local solver reports a new local solution, it is ap-
pended to the solution queue. If there is space left in the solution queue, the
local solver is forced to search for further local solutions.
bottom reached. When the local solver reaches bottom, a nogood is sent to
higher order neighbors if the solution queue is empty. Otherwise the local solver
is stopped and the sending of the nogood is delayed until the solution queue
becomes empty.

3 Experimental Results

To study the effects of queuing local solutions we randomly generated graph
3-coloring. Our DCSP generator takes the four parameters (n,k,x,y) where n is
the number of agents, k the number of variables per agent, x the total number
of inter-agent links (shared variables) and y the total number of intra-agent
constraints.

We compare the performance by counting the number of total backtracks
needed by all agents to arrive at a global solution without counting work which
is done in parallel by multiple agents multiple times. Further, we do not count the
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number of backtracks an agent uses to search ahead to find local solutions that
are stored in the solution queue during its idling time. We call these backtracks
blocking backtracks.

In our experiments each agent is running on a separate computer. We tested
several problem classes with a various number of agents and inter-agent links. We
generated 100 DCSP instances of each problem class and compared the number
of blocking backtracks for maximum solution queue sizes of 0, 1 ,5, 10, 20 and 100.

Figure 1 shows the relative amount of blocking backtracks in relation to the
maximum solution queue size. For each problem instance we recorded the number
of blocking backtracks used to find the first solution to the DCSP for different
solution queue sizes. Then we calculated the ratio of the number of blocking
backtracks used with a particular queue size limit to the number of blocking
backtracks used without a solution queue (queue size limit 0) for each instance.
Every data point in the diagram shows the median of 100 problem instances. We
kept the number of agents, variables and intra-agent constraints constant and
show multiple graphs for various numbers of inter-agent links x.
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Fig. 1. Blocking backtracks (5 agents, 10 variables each, 40 intra-agent constraints)

We can see that queuing local solutions can help to increase the performance
of distributed backtracking. In some cases a reduction in blocking backtracks
can be achieved by more than 50%.

The increase of the performance is related to the maximum size of the solution
queue. When a small limit on the solution queue size is used, the chance that a
valid solution can be retrieved from the queue when a nogood message arrives
is smaller then when a larger limit is used.
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Increasing the maximum solution queue size beyond a certain size (for our
problems around 20) does not reduce the number of blocking backtracks any
further. We think that this is caused by the limited time an agent has available
to search for additional local solutions before a lower order agent sends a nogood
message.

When only a small number of variables are shared among agents, the increase
in performance is generally smaller then when more variables are shared.

4 Conclusion

We presented the new idea of queuing local solutions to increase the performance
of a distributed backtracking algorithm. Our approach uses the time an agent
waits for incoming messages to search ahead for additional local solutions which
are stored in a solution queue and retrieved when a nogood message is retrieved.

The results from our experiments are promising, they show that queuing
local solutions increases the performance of distributed backtracking. We found
that the performance gain depends on the structure of the DCSP. Queuing local
solutions performs well for tightly coupled agents, but is less effective when
agents only share few variables among them.
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Abstract. Cursor prediction is the problem of predicting the future
location of a user’s mouse cursor in a distributed environment where
network lag is present. In general, cursor prediction is desirable in order
to combat network jitter and provide smooth, aesthetically pleasing ex-
trapolation. Gestures can also be difficult to interpret if network jitter
becomes too severe.

This paper proposes a Bayesian network model for addressing the
problem of cursor prediction. The model is capable of predicting the fu-
ture path of the cursor while drawing a gesture, in this case an alphabetic
character. The technique makes use of Bayesian learning techniques in
order to obtain realistic parameters for the proposed solution. The model
is then implemented and tested, yielding substantial improvements over
previous methods. In particular, the model is at least twice as accurate as
a simple linear dead reckoning algorithm run on the same dataset. Fur-
thermore, a by-product of the model is its ability to correctly recognize
the alphabetic character being drawn 84% of the time.

1 Introduction

Cursor prediction is an interesting problem that has received some amount of
recent attention ([7, 6]). In general, cursor prediction is desirable in order to
combat network jitter and provide smooth, aesthetically pleasing extrapolation.
This problem primarily arises in the domain of networked groupware, and gesture
interpretation. However, the challenges in thus far finding a suitably accurate
prediction method have been daunting.

This paper proposes a Bayesian network model for addressing the problem of
cursor prediction. The model is capable of predicting the future path of the cursor
while drawing a gesture, in this case an alphabetic character. The technique
makes use of Bayesian learning techniques in order to obtain realistic parameters
for the proposed solution. The model is then implemented and tested, yielding
substantial improvements over previous methods [7]. In particular, the model is
at least twice as accurate as a simple linear dead reckoning algorithm run on
the same dataset. The model is also able to correctly recognize the alphabetic
character being drawn 84% of the time.

B. Kégl and G. Lapalme (Eds.): AI 2005, LNAI 3501, pp. 108–119, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



A Bayesian Model to Smooth Telepointer Jitter 109

Section 2 provides an outline of the problem of predicting cursor movement,
and some previous work in this area. Section 3 presents a brief introduction to
Bayesian networks, as well as techniques used for learning Bayesian networks.
Section 4 describes the proposed Bayesian model for smoothing telepointer jitter,
while Section 5 describes the results of this model. Section 6 discusses future work
to be done in this area, and Section 7 concludes the paper.

2 Cursor Prediction

The problem of cursor prediction primarily arises in distributed groupware en-
vironments. In such applications, participants are typically represented by some
form of cursor, which they may move around the screen and, depending on the
application, may use to draw symbols and characters which can be viewed by
other participants in the networked environment.

Interpretation problems of these movements and gestures can arise, however,
when there is jitter present in the network. Jitter is defined as variable network
latency. Sometimes, due to external factors such as heavy network traffic, cur-
sor update packets from remote participants can be delayed or even lost in the
network. As a result, the local side of the application may have to wait up to
several hundred milliseconds for an update, only then to receive all of the delayed
packets in a single ’burst.’ The visual artefacts of jitter will be a ’freezing’ of the
cursor for some amount of time, before it ’skips’ to the new location in a very
jerky and unnatural manner. The longer the jitter period, the worse this effect
is. In general, this effect is aesthetically displeasing to users [7]. Furthermore,
accurate gesture interpretation begins to become more difficult once jitter peri-
ods reach 200ms [6]. Ideally, a smooth and accurate gesture-prediction technique
would help to address both of these issues.

Gutwin, Dyck and Burkitt [7] investigated solving this problem using a very
simple linear dead-reckoning algorithm. The gestures being predicted were all
reasonably complex, for the most part consisting of alphanumeric characters.
Jitter of varying lengths was introduced into the system to ’delay’ the receipt of
cursor update messages. In the event of missing data at a cursor-update timestep
(generally, every 20 ms), the cursor’s next position would be extrapolated using
the equation:

xi+1 = xi + Vxi
+ Axi

(1)

Vxi
represents the cursor’s velocity in the x-direction at time i, while Axi

represents the cursor’s average acceleration in the x direction. The equation is
similar for the y-coordinate. This equation is presented here exactly as it appears
in Gutwin, Dyck and Burkitt [7].

The problem with the dead reckoning algorithm, according to Gutwin, Dyck
and Burkitt [7], is that its error rate seems to grow faster than the visual
discontinuities caused by network jitter that make interpretation difficult. They
also found that omitting the acceleration term from the dead reckoning model in
fact increased the predictive performance. Although the authors do not discuss
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this finding, it likely arises because over a long jitter period, adding a constant
acceleration to the cursor’s velocity will cause it to reach highly unrealistic speeds
that would never result from a real user. They also set a bound on the accuracy
a prediction algorithm would have to achieve in order to significantly improve
gesture interpretation. For a jitter period of 320ms, this bound is a Maximum
Mean Error (i.e. the largest error per jitter period) of 40 pixels for their particular
data set. The error of dead reckoning is over four times this, at 188 pixels, on
this same data [7].

Clearly, what is required is a prediction algorithm that can maintain its
accuracy for a much longer interval than dead reckoning. In search of such a
model, we present the following section as an overview of Bayesian networks and
Bayesian learning as background for the solution that is proposed.

3 Bayesian Networks

In this section, we briefly review our terminology used to discuss Bayesian net-
works. A Bayesian network (sometimes also called a Bayes net) is a Directed
Acyclic Graph (DAG), consisting of a set of nodes, which represents random
variables, and a set of arcs which represent conditional dependence between
variables. Associated with each node is a Conditional Probability Table (CPT),
which lists the probabilities that the node will take on a given value, given the
possible states of its parents in the graph. Taken together, the CPTs are suf-
ficient to specify the full joint probability distribution (JPD) of the network.
Probabilities of interest are calculated by summing over unobserved values and
multiplying the CPTs of the network together.

The major strength of Bayesian networks is their ability to compactly repre-
sent conditional independence. Unless the graph is very dense, this can result in
an exponential savings in space requirements over the pure JPD.

Working directly from such a JPD, probabilistic inference is also exponential.
It has been shown that in the general case, inference in a Bayesian network is
also NP-hard. However, quite often this inference can in fact be very efficient,
depending on the network structure. Again, this is because the graph takes
explicit advantage of conditional independence which is present, but not always
obvious, in the full JPD. In Section 3.2, we will examine restricted classes of
Bayesian networks for which inference is known to be tractable.

3.1 Learning Bayesian Networks

There are several ways in which Bayesian networks can be constructed. Often,
the structure of the network is constructed manually by domain experts. The pa-
rameters of the network, namely the CPTs, can be assigned manually, or learned
from data. In the case of complete data, this task is trivial and involves little
more than book-keeping. When data is incomplete, approximation algorithms
such as Gibbs’ sampling [8] and Expectation-Maximization [4] must be used to
average over the missing data. Such approximations usually suffer from the limi-
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tations that they require an exponential amount of run-time for accurate results,
or run the risk of being fooled by local maxima.

The above algorithms for parameter learning assume that the structure of the
network is known. Automatically learning the structure of the network from data
is a considerably more difficult proposition. This difficulty arises from the fact
that the number of possible network structures will be worse than exponential
in the number of nodes. This problem is discussed in the literature ([8, 9]), but
in this paper, we chose instead to focus on tractable, restricted network models
in order to circumvent this problem. It is these models that are presented in the
following section.

3.2 Restricted Classes of Bayesian Networks

A simple but surprisingly effective restricted network is the so-called Naive
Bayesian Classifier. This is a Bayes net for which the variables are divided be-
tween Attribute nodes and a single Class node. The only arcs allowed in the
network extend from the class node to each of the attribute nodes. This means
that all of the attributes are assumed to be conditionally independent, given
the class. Of course, this assumption may not be very realistic, and hence the
“naivete” of the model. As their name implies, Bayesian classifiers are typically
used for classifying objects of interest into distinct categories or classes. In this
regard, the CPTs of the of the attribute nodes represent the probability that
a particular attribute will be present, or take a certain value, for each possible
class.

Most often in such networks, we are trying to infer the class variable given an
observation of the attributes, or perhaps a subset of them. It is a simple matter
to show that this calculation is always polynomial in the number of attributes
and classes. Let C be our class variable, c a possible value of the class variable,
and a1, . . . , an our attributes. By Bayes’ Rule we have:

p(C = c|a1, . . . , an) =
p(a1, . . . , an|C = c)p(C = c)

p(a1, . . . , an)
(2)

p(a1,. . . ,an) is simply the normalization constant. By the structural restric-
tions placed on Bayesian classifiers, we also know that the attributes a1, . . . , an

are conditionally independent given the class, C. Therefore, the above can be
simplified as follows:

p(C = c|a1, . . . , an) = αp(C = c)
∏

p(ai|C = c) (3)

All of the probabilities on the right-hand side of this equation can be read
directly from the network. Thus, calculating the desired probability requires
only the multiplication of n terms from the network. This calculation must be
repeated once for each possible class (both to determine the most probable class
and to obtain the normalizing constant), assuming m classes, then the time
complexity of this operation is O(nm).

Friedman, Geiger and Goldszmidt [5] propose a Bayesian network model that
partially eliminates the strong assumption of conditional independence between
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attributes of Naive Bayes, while maintaing polynomial computation properties.
This model is termed Tree-Augmented Naive Bayes (or TAN). TANs are simi-
lar to Naive Bayes except that a limited number of interactions are permitted
between the attribute nodes. Specifically, leaving aside the class variable, the
attribute nodes must form a tree. A directed acyclic graph, such as a Bayes net,
is a tree if and only if each node has exactly one parent in the graph, with a
single exception that has zero parents which we refer to as the root node. In
the context of a TAN, we temporarily omit the class node, and construct a tree
from all the attributes. Once this is done, we simply add the class variable to the
network, and designate it as a parent of every other node. Thus, every attribute
node will have as parents the class node and at most one other attribute node.

Intuitively, it does seem that the increased expressive power of TANs should
result in better prediction accuracy than Naive Bayes. Friedman, Geiger and
Goldszmidt [5] show this is indeed the case with some empirical results. Other
results which compare TAN with Naive Bayes confirm this [1, 2]. Furthermore,
not only is inference polynomial in a TAN, but they maintain the highly desirable
property of Naive Bayes that they can be induced from data in polynomial time,
the reason being that the in-degree of each node is bounded. The method to do
so is based on a much older result by Chow and Liu for constructing Bayesian
network tree structures [3]. Friedman et al. [5] show the details of how to use
this result to achieve the polynomial-time learning algorithm.

4 A Bayesian Network for Cursor Prediction

As mentioned in Section 2, it seems that what is required for the problem of
gesture prediction is a model with higher long-term accuracy. In particular, the
model must be able to capture the long-term direction and velocity changes of
the cursor, which dead reckoning fails to do. Tree Augmented Naive Bayes seems
to provide the framework we need in the following manner.

As in the study by Gutwin, Dyck and Burkitt [7], we will restrict our at-
tention to gestures consisting of a discrete set of characters. In particular, these
characters will be the lower-case letters of the English alphabet. For each such
character, we have a set of data consisting of cursor positions at regular inter-
vals (roughly every 20 ms). This data all stems from a single user, and thus
represents the manner in which this single user habitually draws these charac-
ters (ramifications of this will be discussed later). We use this data to build a
Tree Augmented Bayesian network that can predict the general shape of these
characters.

Several model structures were considered in the design of this network. The
principal problem is in determining exactly what the attribute nodes of the
network will represent. Absolute position has far too many values, and is not
independent of where the character is being drawn on the screen. One possible
model we considered assumed each attribute node xi to be the cardinal direction
of the cursor’s travel at time i. Actual velocities were calculated using a simple
modified version of dead-reckoning, with provisions to account for change in



A Bayesian Model to Smooth Telepointer Jitter 113

cardinal direction as predicted by the model. This model was later modified to
include the prediction of both direction and velocity in a single Bayesian network.

The final proposed structure of the network is as follows. The attributes
nodes of the network represent cursor velocities at each time-step. There will
be one set of such nodes for velocity along the x-axis, and another for velocity
along the y-axis. If node Xi represents the cursor’s x-velocity at some time t,
then node Xi+1 represents the cursor’s x-velocity at time t+20 (in milliseconds).
Each node Xi has an arc in the direction of node Xi+1. Thus, each such node will
have exactly one parent except for node X0, fulfilling the structure requirements
for Tree Augmented Bayes. The set of nodes representing y-velocity follow an
identical structure to that just described. The classnode of the network is the
character being drawn, and thus has 26 possible values.

It is worth noting than in this model, the Xi nodes are conditionally inde-
pendent of the Yi nodes, given the class. We considered the model in which node
Xi +1 depends on both Xi and Yi (and similarly for Yi +1), but decided against
it in order to maintain the guaranteed computational advantages of the TAN
structure.

This representation still poses some challenges, however. The first is devising
a scheme to reduce the number of values that the velocity nodes may take.
In order to keep the CPTs to a manageable size and to keep the network as
general as possible, it was decided to use discretized velocity categories as the
values for the velocity nodes. The velocity nodes in the network, then, only
represent the cursor’s velocity at the given time-step. Each node may take up
to 11 values; each such value is a discretized velocity range, measured in pixels
per timestep. The granularity of the discretization is 10 pixels per timestep.
Thus, the 11 value categories range from less than -50 pixels/timestep to greater
than +50 pixels/timestep. This keeps the number of rows in each conditional
probability table to a ’mere’ 286. Note that there is no claim of this discretization
being optimal; the discretized ranges were determined based solely on manual
examination of the general range of the data. Optimizing this process could lead
to improved performance of the resulting network.

Another issue is the question of how many velocity nodes to include in the
network. The problem arises from the fact that different characters take different
amounts of time to draw. One potential solution would be to build a different
network for every different character. Such multinets are discussed briefly in
Friedman et al. [5]. However, even for individual characters, the time will vary
from case to case, and thus it was decided to simply build a single network with
a number of nodes sufficient to handle the character with the longest average
draw time. Characters that took fewer time-steps to draw would simply have
’missing’ data values for the later velocity nodes.

With these questions resolved, we have finalized the TAN structure of the
proposed network. All that remains is to learn the probabilities for each of the
nodes from the data. Figure 1 is a diagram of the structure of the completed
network.
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Letter

X0 X1 X2

Y0 Y2Y1

Fig. 1. The structure of our Bayesian network for cursor prediction. The class node,
denoted ’letter,’ represents the character that the user is drawing. The attribute nodes
represent velocity along the x and y axis respectively

5 Results

The proposed Bayesian network was implemented, using a dataset of 21 of the 26
letters of the English alphabet, with approximately 25 samples for each character,
all obtained from a single user. Characters that required more than one mouse-
stroke to be drawn on the screen were omitted from the data for reasons of simplic-
ity. This is in fact only a very small amount of data for a Bayesian network of this
size, and it is possible that better results could be obtained with a larger dataset.

The data was then randomly split into 80% training data and 20% testing
data, which was then used to compare the proposed Bayes’ net approach against
dead reckoning and linear extrapolation. The process was then repeated several
times to obtain different random splits of the data.

The conditional probabilities for the model were learned from data using the
maximum a posteriori (MAP) learning rule (as implemented in Norsys Netica
[10]). Netica was also used to perform the experimental inference in the model.
Given that inference in Bayesian networks can often incur severe computational
costs, a major concern was the feasibility of an 161 node network with 236
row entries at each node. However, the proposed TAN structure seems to have
resulted in a practically efficient network structure. Even on a simple desktop
PC with an AMD-K63 450Mhz processor and 512MB of RAM running Windows
XP, inference in the network took no noticeable amount of time. Learning the
required probability tables also took no more than 2 seconds for this small data
set. In our case, there was no need to learn network structure.

The principal error metric used to measure the results of the proposed model
was Mean Maximum Error, which is the same metric used by Gutwin, Dyck and



A Bayesian Model to Smooth Telepointer Jitter 115

Table 1. Results of the three different model approaches as applied to our dataset. All
values are given in units of number of pixels

MME MSD
Dead Reckoning 572 754
Linear Extrapolation 300 329
TAN 197 145

Burkitt [7] in their earlier study. This metric is defined as the average of the
maximum distance between a predicted point and the temporally corresponding
real point in each jitter period. A simple dead reckoning prediction algorithm
run on our data set resulted in a Mean Maximum Error of 572 pixels. Gutwin,
Dyck and Burkitt [7] postulate that simple linear extrapolation (i.e. leaving
out the acceleration term from the dead reckoning algorithm) can lead to better
results, and we found this to be the case here, yielding an MME of 300 pixels.
The Bayes net representation significantly outperforms both, achieving an MME
of 197 pixels. Gutwint, Dyck and Burkitt [7] report a Mean Maximum Error of
188 pixels for dead reckoning in their earlier study; however, this study was done
using a different data set than what was used in this paper. With an absolute
scale such as a pixel count, different size and timing of the gestures used could
quite possibly account for this discrepancy. For instance, the gesture displayed
by Gutwin, Dyck and Burkitt [7] in their study took at least 1440ms to draw,
whereas the very same character in our dataset took no more than 800ms. One
would expect that gestures drawn more quickly would be more difficult to predict
- this could be a potential area for future investigation.

However, the Bayesian model displays even better results when we consider a
different metric which we will term Maximum Spatial Displacement (MSD). We
define this metric to be the maximum distance in pixels between each predicted
cursor point and the spatially closest point on the cursor’s true path. This is in
contrast to the Mean Maximum Error, which measures the distance between a
predicted cursor location and the cursor’s corresponding true temporal location.
In our opinion, the MSD is an important metric to consider, since it is a better
indicator than the MME of whether or not the actual shape of a gesture is cor-
rectly predicted. Although the speed at which a gesture is drawn may vary from
the prediction to the actual data, it seems reasonable that gesture interpretation,
one of the major concerns of Gutwin, Dyck and Burkitt [7] would improve if the
predicted cursor position stayed within some boundary of the actual gesture.
This is a factor that MME does not take into account. It is quite conceivable
that a given prediction may have a poor MME score, even though when visually
plotted it looks extremely similar to the actual gesture being predicted. In our
experiments, the MSD for dead reckoning is 754 pixels, which is even worse than
its MME. Linear extrapolation does better, with an MSD of 329 pixels. However,
for the Bayesian model, the MSD is only 145 pixels, substantially less than its
MME. This result would seem to indicate that the Bayesian model does very well
at predicting the true path of the gesture, but is less successful in predicting the
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Fig. 2. Original data of a hand-written lower-case e. Each point represents the cursor’s
x-y coordinates at 20 ms. intervals

speed at which it will be drawn. However, we must be careful when considering
this metric, as it tends to reward ’conservative’ prediction algorithms - that is to
say, algorithms that do not in fact move the cursor very far in between updates
and thus do not stray far from the true path of the character.

Key to the Bayesian network approach is the model’s ability to predict
which character is currently being drawn. It does this implicitly every time
inference is performed to predict the next position, but it can of course also
be queried explicitly. After 8 positional updates (with each such update corre-
sponding to roughly 20 ms of real time), the model predicts the correct char-
acter 52% of the time. After 24 updates, the correct prediction ratio rises to
74%, and after all updates (which varies from about 30 to 80 updates de-
pending on the character) reaches 84%. Since dead reckoning makes no at-
tempt at such prediction, it is impossible to compare the two methods in this
regard.

The following images depict the output of the prediction algorithm, as com-
pared with a dead reckoning approach very similar to that used by Gutwin, Dyck
and Burkitt [7]. For these images, we assumed a jitter period of 320 ms. Each
plotted point indicates a pixel coordinate, and the time interval between each
point is 20 ms. In the two predicted figures an expected velocity is calculated
(using dead reckoning in figure 3 and the Bayesian model in figure 4) to predict
the position of the next point. When an update is received, we immediately plot
the true location and begin the prediction process again. In these examples, it
seems visually clear that the Bayesian model provides more accurate long-term
prediction than simple dead-reckoning, in accordance with the analytical results
above.
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Fig. 3. Dead reckoning prediction with jitter period of 320 ms. Each point represents
the predicted x-y coordinates of the cursor at 20 ms. intervals. Every 320 ms., the
cursor’s position is instantly corrected to the true location
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Fig. 4. Bayesian network prediction with jitter period of 320 ms. Each point represents
the predicted x-y coodinates of the cursor at 20 ms. intervals, as determined by our
TAN model. Every 320 ms., the cursor’s position is instantly corrected to the true
location
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6 Future Work

One shortcoming of the discussion above is the metric used to measure error in
the prediction. In this paper, a Mean Maximum Error measured in absolute pix-
els was used so as to be consistent with the previous work in this field; however,
it seems very likely that such a method is highly sensitive to differences in scale
and cursor speed of the data. In this paper we propose another error metric,
Maximum Spatial Displacement, to be used in conjunction with MME, but it
suffers from the same problem of being measured in absolute pixels. It would be
preferable to devise a metric that takes into account both the average velocity
at which the gesture is being drawn, and possibly the size of the gesture itself.
Both of these factors would affect the error measurements of any algorithm, when
measured in absolute pixels. Devising a more general error metric would make
comparisons between different methods much simpler and more meaningful.

In this paper, we compare our Bayesian method against dead reckoning,
which was used in the previous work but may not be the most suitable baseline.
Other general curve-fitting methods may provide a more realistic bottom line
for the effectiveness of our algorithm. Furthermore, a hybrid approach in which
dead reckoning or some other simple means is used when the Bayesian model
is unable to recognize the character with sufficient confidence may yield better
results in a realistic setting.

Another issue arises in dealing with characters that consist of more than a
single stroke, which as previously mentioned were omitted from the dataset used
in this paper. Accurate prediction was difficult for these characters, since the
model breaks down when the cursor can effectively ’teleport’ from one place to
another. Furthermore, there is no easy way to identify when a new stroke by the
user indicates the beginning of a new character, or the continuation of an old
one. The study by Gutwin, Dyck and Burkitt [7] uses only continuous characters
as gestures, and does not consider this problem. In the future, optical character
recognition (OCR) techniques may be examined address this shortcoming.

It was previously mentioned that the data used to build this network all came
from a single user. In general, for a gesture prediction program, it seems that it
would be the required procedure to have an individual and personalized model
for a given user. This is because cursor gestures, like hand-writing, are likely to be
highly individualized. As an example, consider the simple character of lower-case
‘c.’ The user in this paper always draws their c’s counter-clockwise, starting from
the upper horn. However, there is no reason to assume that another user might not
start from the bottom horn and draw clockwise. This matter may well be worth
further investigation, but it seems likely that a model that averaged data from
both users would result in less predictive accuracy for either user individually.

A final issue to consider is how well this TAN-based method can be gen-
eralized. Can we go from predicting alphabetic characters to predicting general
cursor movement in a distributed groupware application? What other techniques
may be necessary in order to make this move? The question certainly does not
seem to be an easy one, but Bayesian methods provide a promising framework
for future investigation in this area.
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7 Conclusion

We provide a Bayesian network model to solve the problem of cursor prediction.
This method uses real data in order to learn accurate parameters of the model,
resulting in twice the accuracy of previously used methods in this field, such as
dead reckoning. The model is also capable of predicting alphabetic gestures being
drawn by the user in 84% of cases. We also propose a new error metric, Maximum
Spatial Displacement, to be used in conjunction with the Mean Maximum Error
metric, in order to more accurately compare solutions in this field.
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Abstract. Spatial clustering is an active research area in spatial data mining 
with various methods reported.  In this paper, we compare two density-based 
methods, DBSCAN and DBRS. First, we briefly describe the methods and then 
compare them from a theoretical view. Finally, we give an empirical 
comparison of the algorithms. 

1   Introduction 

A spatial database system is a database system for the management of spatial data. 
Rapid growth is occurring in the number and the size of spatial databases for 
applications such as geo-marketing, traffic control, and environmental studies [3]. 
Spatial data mining, or knowledge discovery in spatial databases, refers to the 
extraction from spatial databases of implicit knowledge, spatial relations, or other 
patterns that are not explicitly stored [9].  

Finding clusters in spatial data is an active research area, with recent results 
reported on the effectiveness and scalability of algorithms [4][10][12][13].  Based on 
the techniques adopted to define clusters, clustering algorithms can be categorized into 
four broad categories [11], hierarchical, partitional, density-based, and grid-based. 

Hierarchical clustering methods can be either agglomerative or divisive. An 
agglomerative method starts with each point as a separate cluster, and successively 
performs merging until a stopping criterion is met. A divisive method begins with all 
points in a single cluster and performs splitting until a stopping criterion is met. The 
result of a hierarchical clustering method is a tree of clusters called a dendogram. 

Partitional clustering methods determine a partition of the points into clusters, 
such that the points in a cluster are more similar to each other than to points in 
different clusters. They start with some arbitrary initial clusters and iteratively 
reallocate points to clusters until a stopping criterion is met. They tend to find clusters 
with hyperspherical shapes. 

Density-based clustering methods try to find clusters based on the density of points in 
regions. Dense regions that are reachable from each other are merged to formed clusters. 
Density-based clustering methods excel at finding clusters of arbitrary shapes.  
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Grid-based clustering methods quantize the clustering space into a finite number of 
cells and then perform the required operations on the quantized space. Cells 
containing more than a certain number of points are considered to be dense. 
Contiguous dense cells are connected to form clusters. 

Spatial clustering aims to group similar objects into the same group based on 
considering both spatial and non-spatial attributes of the object and a regular 
clustering algorithm can be modified to account for the special nature of spatial data 
to give a spatial clustering algorithm [11].  

In this paper, we compare two spatial clustering algorithms, DBSCAN and DBRS, 
theoretically and empirically. Both are density-based spatial clustering algorithms, but 
they each perform best on particular types of datasets.  

The paper is organized as follows. In Section 2, we briefly discuss the two 
algorithms. In Section 3, we compare DBSCAN and DBRS from a theoretical 
viewpoint. Section 4 presents an empirical evaluation of the effectiveness of 
DBSCAN and DBRS. Section 5 presents our conclusions. 

2   Algorithms 

2.1   DBSCAN 

DBSCAN was the first density-based spatial clustering method proposed [4]. To 
define a new cluster or to extend an existing cluster, a neighborhood around a point of 
a given radius (Eps) must contain at least a minimum number of points (MinPts), the 
minimum density for the neighborhood.  

Figure 1 gives the DBSCAN algorithm. DBSCAN starts from an arbitrary point q. 
It begins by performing a region query, which finds the neighborhood of point q.  If 
the neighborhood is sparsely populated, i.e., it contains fewer than MinPts points, then 
point q is labeled as noise.  Otherwise, a cluster is created and all points in q’s 
neighborhood are placed in this cluster.  Then the neighborhood of each of q’s 
neighbors is examined to see if it can be added to the cluster. If so, the process is 
repeated for every point in this neighborhood, and so on. If a cluster cannot be 
expanded further, DBSCAN chooses another arbitrary unlabelled point and repeats 
the process. This procedure is iterated until all points in the dataset have been placed 
in clusters or labeled as noise.  For a dataset containing n points, n region queries are 
required.  

Given a dataset D, a distance function dist, and parameters Eps and MinPts, the 
following definitions (adapted from [4]) are used to specify DBSCAN. 

Definition 1. The Eps-neighborhood (or neighborhood) of a point p, denoted by 
NEps(p), is defined by NEps(p) = {q∈ D | dist(p,q) ≤  Eps}. 

Definition 2. A point p is directly density-reachable from a point q if  (1) p∈ NEps(q) 
and  (2) |NEps(q)| ≥ MinPts. 

Definition 3. A point p is density-reachable from a point q if there is a chain of 
points p1,…,pn, p1=q, pn=p such that pi+1 is directly density-reachable from pi for 1 ≤ i 
≤ n-1. 
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Definition 4. A point p is density-connected to a point q if there is a point o such that 
both p and q are density-reachable from o. 

Definition 5. A density-based cluster C is a non-empty subset of D satisfying the 
following conditions: (1) ∀p, q: if p∈C and q is density-reachable from p, then q∈C; 
(2) ∀p, q∈C: p is density-connected to q. 

Algorithm DBSCAN (SetOfPoints, Eps, MinPts) 
ClusterId = nextId(NOISE); 
For i = 1 to SetOfPoints.size 
  { Point = SetOfPoints.get[i]; 
    If (Point.ClId == Unclassified)  
 If ExpandCluster(SetOfPoints, Point, ClusterId, Eps, MinPts) 
  ClusterId = nextId(ClusterId); 
  } 
 
ExpandCluster(SetOfPoints, Point, ClId, Eps, MinPts) : Boolean 
Seeds = SetOfPoints.regionQuery(Point, Eps); 
If (Seeds.size < MinPts) 
  SetOfPoint.changeClId(Point, NOISE); 
 Return False; 
Else 
 {  SetOfPoints.changeClIds(Seeds, ClId); 
    Seeds.delete(Point); 
    While (Seeds != Empty) 
  {  CurrentP = Seeds.first(); 
     result = SetOfPoints.regionQuery( currentP, Eps); 
     If (result.size >= MinPts) 
       {  For i = 1 to result.size 
             { resultP = result.get[i]; 
               If resultP.ClId  In {UNCLASSIFIED, NOISE} 
      { If (resultP.clId == UNCLASSIFIED) 
                  Seeds.append (resultP); 
                SetOfPoints.changeClId(resultP, ClId);  
      } 
         } 
     } 
   Seeds.delete(currentP); 
  } 
  Return True; 
 } 

Fig. 1. DBSCAN Algorithm (Adapted from [4]) 

2.2   DBRS 

DBRS is a density-based spatial clustering algorithm [13]. Given a dataset D, a 
symmetric distance function dist, parameters Eps and MinPts, and a property prop 
defined with respect to a non-spatial attribute, the following definitions are used to 
specify DBRS. (Extension to multiple non-spatial attributes is straightforward.)  

Definition 6. The matching neighborhood of a point p, denoted by N’Eps(p), is 
defined as N’Eps(p) = {q∈ D | dist(p,q)≤ Eps and p.prop = q.prop}.  
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DBRS handles non-spatial attributes in the neighbor finding function and uses a 
minimum purity threshold, called MinPur, to control the purity (or consistency) of the 
neighborhood. A core point is a point whose matching neighborhood is dense enough, 
i.e., it has at least MinPts points and over MinPur percent of its neighbors are 
matching neighbors. A border point is a neighbor of a core point that is not a core 
point itself. Points other than core and border points are noise. 

Definition 7. A point p and a point q are directly purity-density-reachable from each 
other if (1) p∈ N'Eps(q), |N'Eps(q)| ≥ MinPts and |N'Eps(q)| / |NEps(q)|  ≥ MinPur or (2) 
q∈ N'Eps(p), |N'Eps(p)| ≥ MinPts and |N'Eps(p)| / |NEps(p)| ≥ MinPur. 

Directly purity-density-reachable is a reflexive relation. It is symmetric for two 
core points as well as for one core point and one border point, but it is not symmetric 
for two border points. Directly density-reachable used in DBSCAN is only symmetric 
for two core points, but not symmetric for one core point and one border point, or two 
border points. 

Definition 8. A point p and a point q are purity-density-reachable (PD-reachable) 
from each other, denoted by PD(p, q), if there is a chain of points p1,…,pn, p1=q, pn=p 
such that pi+1 is directly purity-density-reachable from pi  for 1 ≤  i ≤ n-1. 

Algorithm DBRS(D, Eps, MinPts, MinPur) 
ClusterList = Empty; 
while (!D.isClassified( )) 

{ Select one unclassified point q from D; 
   qseeds = D.matchingNeighbors(q, Eps); 
   if ((|qseeds| < MinPts) or (qseeds.pur < MinPur)) 
       q.clusterID = -1; /*q is noise or a border point */ 
   else 
       {  isFirstMerge = True; 

         Ci = ClusterList.firstCluster;  
/* compare qseeds to all existing clusters */ 

          while (Ci != Empty)  
           { if ( hasIntersection(qseeds, Ci) ) 
       if (isFirstMerge) 
       { newCi = Ci.merge(qseeds); 
         isFirstMerge = False; } 
       else 
       { newCi = newCi.merge(Ci); 
        ClusterList.deleteCluster(C);} 
              Ci = ClusterList.nextCluster; 
         }  // while != Empty 
               /*No intersection with any existing cluster */ 
          if (isFirstMerge)  
           { Create a new cluster Cj from qseeds; 
               ClusterList = ClusterList.addCluster(Cj); 
                }  //if isFirstMerge 
            }  //else 
       }  // while !D.isClassified 

Fig. 2. DBRS Algorithm (Adapted from [13]) 

Definition 9. A purity-density-based cluster C is a non-empty subset of D satisfying 
the following condition: ∀p, q∈D: if p∈C and PD(p, q) holds, then q∈C. 
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The intuition behind DBRS is that a cluster can be viewed as a minimal number of 
core points (called skeletal points) and their neighborhoods. In a dense cluster, a 
neighborhood may have far more than MinPts points, but examining the 
neighborhoods of these points in detail is not worthwhile, because we already know 
that these points are part of a cluster.  If an unclassified point in a neighbor’s 
neighborhood should be part of this cluster, we are very likely to discover this later 
when we select it or one of its other unclassified neighbors.  

To find a cluster, it is sufficient to perform region queries on the skeletal points.  
However, identifying skeletal points is NP-complete (see Section 3.2). Instead, we 
can randomly select sample points, find their neighborhoods, and merge their 
neighborhoods if they intersect. If enough samples are taken, we can find a close 
approximation to the cluster without checking every point. The sample points may not 
be the skeletal points, but the number of region queries can be significantly fewer than 
for DBSCAN for datasets with widely varying densities. 

Figure 2 represents the DBRS algorithm. 

3   Theoretical Comparison of DBRS and DBSCAN 

In this section, we compare DBRS and DBSCAN from two theoretical viewpoints, 
including the neighborhood graphs they construct and the heuristics they provide for 
the skeletal points decision problem. To simplify the discussion, we assume all points 
have the same property. 

3.1   Comparison from the Viewpoint of Neighborhood Graphs 

First, three definitions are introduced. Then we describe the neighborhood graphs 
relevant to DBSCAN and DBRS. 

Definition 10. The neighborhood graph for a spatial relation neighbor is a graph G = 
(V, E) with a set of vertices V and a set of edges E such that each vertex corresponds 
to a point and two vertices v1 and v2 are connected iff neighbor(v1, v2) holds [3]. 
Depending on the neighbor relation, a neighborhood graph can be directed or 
undirected. 

Definition 11. A neighborhood (sub-)graph is connected iff for any pair of vertices in 
the (sub-) graph there is an undirected path joining the vertices. 

Definition 12. A directed neighborhood (sub-)graph is strongly connected iff for any 
two nodes p, q with neighbor(p, q) holding, there is a directed path from p to q. 

Lemma 1. A density-based cluster corresponds to a connected neighborhood sub-
graph with density-reachable used as the neighbor relation. 

From Lemma 1, given n points, the clustering process of DBSCAN can be viewed 
abstractly as constructing neighborhood graphs. Each time a core point is found, the 
algorithm finds the directly density-reachable relation between the core point and 
each of its neighbors. The directly density-reachable relation holding for the two 
points can be viewed as the directed edge between the two corresponding vertices in 
the neighborhood graph. Each cluster in the dataset is constructed as a connected 
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neighborhood sub-graph. Without considering noise, if a dataset has k clusters, then 
its corresponding neighborhood graph will have k connected sub-graphs.  

For example, suppose the nine points in Figure 3(a) are in one cluster. We assume 
MinPts is 3. DBSCAN is applied with Point 1 arbitrarily selected as the initial point.  
The region query for Point 1 finds that Points 2, 3, 4, 5 and 6 are Point 1’s neighbors. 
These points are shown inside the circle centered on Point 1 in Figure 3(a). So edges 
from 1 to its neighbors are inserted in the neighborhood graph. Points 2, 3, 4, 5 and 6 
are organized in a list and checked for neighbors one by one, and so on for their 
neighbors. When DBSCAN terminates, the neighborhood graph is connected, as 
shown in Figure 3(b).  

Lemma 2. If the density-reachable relation is the neighbor relation, DBSCAN’s 
clustering process corresponds to constructing the strongly connected neighborhood 
graph. 

In Figure 3(b), for any two points if one point is density-reachable from the other, 
then a directed path connects them. So, Figure 3(b) shows a strongly connected 
neighborhood graph. 

Lemma 3. A purity-density-based cluster correspond to a connected neighborhood 
graph with PD-reachable used as the neighbor relation. 

1 2 

3 

4 

5 

6 

7 

8 

9 

 

1
2

3
4

5

6

78
9

 

1 2 

3 5 

6 

7 

1

9 

2 

9 

1 

3 
4 

5 

6 

7 8 

(c1) (c2) (c3) 
 

(a)   (b)   (c) 

Fig. 3. (a) Example Cluster; (b) Strongly Connected Neighborhood Graph; (c) Connected 
Neighborhood Graph 

Since PD-reachable is a symmetric relation, the neighborhood graph corresponding 
to DBRS is an undirected graph. Suppose we apply DBRS to the points in Figure 3(a), 
with Point 2 arbitrarily picked as the initial point. After calling the 
matchingNeighbors function, DBRS finds that Points 1, 3, and 9 are Point 2’s 
neighbors and generates the neighborhood sub-graph shown in Figure 3(c1). 1-2-3-9 
becomes the first sub-cluster. Then DBRS randomly picks Point 6 and generates the 
neighborhood sub-graph shown in Figure 3(c2) for sub-cluster 1-5-6-7. This 
subcluster intersects existing sub-cluster 1-2-3-9 at Point 1. After merging, the sub-
cluster includes 1-2-3-5-6-7-9. Next, suppose DBRS picks Point 4.  1-3-4-5-8 is 
generated and merged into the existing cluster.  The final neighborhood graph is a 
connected neighborhood graph, as shown in Figure 3(c3).  
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In the worst case, i.e., all points are noise points, the costs of constructing the two 
types of neighborhood graphs are the same, because no directed or undirected edges 
are generated. Otherwise, constructing a strongly connected neighborhood graph (as 
DBSCAN does) is more expensive than constructing a connected neighborhood graph 
(as DBRS does). In the simplest case, two core points are directly density-reachable 
from each other. In a strongly connected neighborhood graph with directly density-
reachable as the neighbor relation, we need to check both nodes to find two directed 
edges to connect them. In the other words, with DBSCAN, for any two directly 
density-reachable core points, two directed edges are required to connect them. In the 
connected neighborhood graph generated with PD-reachable as the neighbor relation, 
if the two core nodes are directly PD-reachable from each other, we only need to 
check one of them because after checking one, the undirected edge connecting them is 
generated. In a strongly connected neighborhood graph, the number of directed edges 
required is greater than or equal to the number of undirected edges required in the 
corresponding connected neighborhood graph. Thus, constructing a strongly 
connected neighborhood graph requires making region queries for more points than 
constructing a connected neighborhood graph.  

For the clustering process, regardless of whether the connectivity is directed or 
undirected, all connected points should belong to the same cluster. It is irrelevant 
whether two points are density reachable via a directed neighborhood path or via an 
undirected path. So, in most of the cases, DBRS can obtain the clusters more cheaply 
than DBSCAN. 

3.2   Comparison from the Viewpoint of Skeletal Points 

Definition 13. Given a cluster C, a set of S ⊆ C is a set of skeletal points S for C if 
and only if  

(1) S = {x | CxN
Sx

Eps =
∈

)(' and |N'Eps(x)| ≥ MinPts} and 

(2) there is no other set of points S' ⊆ C that satisfies condition (1) but |S'| < |S|. 

Informally, the skeletal points are a minimal set of core points, whose 
neighborhoods cover the cluster.  Every point in a cluster is a skeletal point or a 
neighbor of a skeletal point. Therefore, to find a cluster, it is sufficient to perform 
region queries on the skeletal points. Although skeletal points are defined for a 
cluster, the skeletal points for a dataset can be viewed as a union of the skeletal points 
for each cluster in the dataset. 

The skeletal points can also be used to represent a clustering result, which saves 
space. Additionally, when a new point is added to a cluster, we can avoid running the 
cluster algorithm again if the new point belongs to the neighborhood of a skeletal 
point. 

A relevant question to address concerns whether it is possible to identify the 
skeletal points for a cluster in polynomial time. 

Definition 14. Given a cluster C, the skeletal points decision problem is to determine 
whether there is a set of skeleton points S for C of size J or less.  

Theorem. The Skeletal Points Decision Problem is NP-complete. 
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Proof Sketch. Proof of the theorem is based on transforming the skeletal points 
decision problem for a cluster to the minimal cover decision problem for its 
corresponding neighborhood graph. The detailed proof is shown in [14]. 

First, given a neighborhood graph, we can simply guess a cover with size J or less 
for the neighborhood graph and check in polynomial time whether the cover and the 
neighborhoods of every point in the cover include all nodes of the neighborhood 
graph. So the problem belongs to NP. 

Then, we reduce a known NP-complete problem, the dominating set decision 
problem [5], to the minimal cover decision problem. The dominating set decision 
problem is defined for a general graph, but the minimum cover decision problem is 
defined for a neighborhood graph. We transform any general graph to a neighborhood 
graph with MinPts = 3, that is, where one vertex of every edge has a degree of at least 
3. Vertices with degrees of 1 or 2 in the general graph are added to the neighborhood 
graph along with dummy vertices sufficient to ensure MinPts = 3. All other vertices 
and edges are transferred directly to the neighborhood graph. This transformation can 
be done in polynomial time. 

Since the skeletal point belongs to NP and one subproblem (when MinPts ≥ 3) can 
be reduced from a known NP-complete problem, the skeletal point decision problem 
is NP-complete.♦ 

From the above theorem, we can conclude that no algorithm is known that obtains 
skeletal points in polynomial time. The next question is whether a heuristic method 
can find an approximate solution for the skeletal points decision problem in 
polynomial time. As explained below, DBSCAN and DBRS can be viewed as two 
kinds of heuristic methods for the skeletal points decision problem, where given the 
points of a single cluster, we need to select the skeletal points. 

DBSCAN can be viewed as a heuristic method that uses a depth-first local 
spanning search. It randomly selects the first point, saying p, finds its neighborhood, 
and checks whether p and its neighbors cover the whole cluster. If not, it picks a 
neighbor of p, called it q, adds it to the set, and checks its neighbors. If q is a border 
point, the next selected point is another neighbor of p. If q is a core point, the next 
point will be one of q’s neighbors. The process continues until the whole cluster has 
been covered. The selected points may not be skeletal points, but together they form a 
cover for the corresponding neighborhood graph. 

DBRS can be viewed as a heuristic method that uses a random search. The 
algorithm randomly selects one point, finds its neighborhood, and checks whether the 
selected point and its neighbors cover the whole cluster. If not, another point is 
randomly selected and added to the set. After checking for overlap and merging as 
necessary, the algorithm checks whether the two points and their neighbors cover the 
whole cluster. If not, the process is repeated until the whole cluster has been covered. 
As with DBSCAN, the selected points may not be skeletal points, but together they 
form a cover for the corresponding neighborhood graph. 

4   Performance Evaluation 

In this section, we give a series of results from applying the two clustering methods to 
cluster both synthetic and real datasets. Each synthetic dataset includes x, y 
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coordinates and one non-spatial property for the attributes and 2-10 clusters. The 
clusters in the datasets have different shapes and densities. Each result reported in a 
table or graph in this section represents the average of 10 runs. All experiments were 
run on a 500MHz PC with 256M memory.  

Since the original DBSCAN implementation, which is based on R*-trees, cannot 
handle duplicate points in datasets and also mistakenly removes some points from 
large datasets, we re-implemented DBSCAN using SR-trees, and called the result 
DBSCAN*. DBRS is implemented using SR-trees. 

4.1   Scalability 

Figure 4 shows the scalability of DBSCAN* and DBRS on synthetic datasets when 
the Eps is 5, MinPts is 10 and MinPur is 0.98 for DBRS.  
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Fig. 4. Scalability of DBSCAN* and DBRS 
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Figure 4 (a) shows that the running time for DBSCAN* ranges from 268 seconds 
for 25 000 points to 3038 seconds for 225 000 points. In Figure 4 (b), the number of 
region queries of DBSCAN* is almost equal to the size of the dataset, ranging from 
24348 queries for 25 000 points to 224870 queries for 225 000 points. The running 
time for DBRS increases with the size of the datasets in an almost linear fashion, 
going from 17 seconds in the case of 25 000 points to 209 seconds for a dataset with 
225 000 points. The numbers of region queries for different datasets increases from 
3167 times for a 25000 point dataset to 33919 for a 225 000 point dataset. 

4.2   Scalability with Respect to the Number of Noise Points 

The most time-consuming part of density-based algorithms is the region query 
operation. Since CLARANS is a partitional clustering algorithm, it does not have the 
region query operation. In Sections 4.3 and 4.4, we will study the region query 
operation for the two density-based algorithms, DBSCAN and DBRS. First we show 
the number of region queries with respect to the percentage of noise points.  

Figure 5 shows the number of region queries for various percentages of noise for 
dataset sizes ranging from 10 000 to 100 000 points for the two algorithms. For 
DBSCAN, it makes the region query for every point in the dataset. The number of 
region queries only depends on the size of the dataset. Thus, the number of region 
queries is equal to the number of points in the datasets, which is same as the number 
of region queries of DBRS with 100% of noise. For DBRS, as the percentage of noise 
increases, the number of region queries needed for DBRS increases. For example, for 
100 000 points, when a dataset has 0% noise, it takes approximately 3000 region 
queries to finish the clustering, but when the percentage of noise reaches 100%, it 
takes exactly 100 000 region queries. For every dataset, when the percentage of noise 
reaches 100%, DBRS requires the same number of region queries as DBSCAN*. In 
every case, this number is equal to the number of points in the dataset.  
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4.3   Eps and Number of Region Queries 

The second factor affecting the number of region queries for the two density-based 
methods is the value selected for the Eps parameter. Figure 6 shows the number of 
region queries required for a dataset of 10 000 points with clusters of varying 
densities.  With DBSCAN, the number of region queries does not change as Eps 
increases, while with DBRS, it decreases. For our data, increasing Eps is equivalent to 
reducing the density of the overall cluster.  Thus, for higher-density clusters, DBRS 
can achieve better performance than DBSCAN because for DBRS denser clusters take 
fewer region queries to find than for DBSCAN.  
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Fig. 6. Eps Vs. Number of Region Queries (10k Dataset) 

4.4   Real Dataset 

The two algorithms were also tested on the real datasets. The dataset is from the 
North American Breeding Bird Survey (BBS). The BBS is a long-term, large-scale, 
international avian monitoring program initiated in 1966 to track the status and trends 
of North American bird populations [7]. Each year during the height of the avian 
breeding season, which is June for most of the U.S. and Canada, participants skilled 
in avian identification collect bird population data along roadside survey routes. Each 
survey route is 24.5 miles long with stops at 0.5-mile intervals. Over 4100 survey 
routes are located across the continental U.S. and Canada. Among the BBS data, we 
picked data for the Canada goose to test DBRS. There are 2091 survey routes 
reporting Canada goose populations. We set Eps to 1 and MinPts to 10 for the two 
density-based methods. Figure 7 shows the clustering result of DBRS.   DBSCAN* 
made 2066 region queries, had a running time of 12 seconds, and found 5 clusters. 
DBRS made 892 region queries, had a running time of 3 seconds, and found 6 
clusters. The biggest cluster is in eastern North American.  
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Fig. 7. Canada Goose Data (in DBRS) (in color) 

The reason that DBRS has more clusters is because it missed joining certain 
clusters.  For example, for the points shown in Figure 8, all points are close together 
and should be placed in the same cluster. However, if the algorithm picks Point 1 and 
then Point 5, all points will be clustered, and no unclustered point will remain that can 
be picked to merge the two sub-graphs. 

5   Conclusion  

Clustering spatial data has been extensively studied in the knowledge discovery 
literature.  In this paper, we compare two spatial clustering methods. DBSCAN gives 
extremely good results and is efficient in many datasets. However, if a dataset has 
clusters of widely varying densities, DBSCAN is not able to handle it efficiently. If non-
spatial attributes play a role in determining the desired clustering result, DBSCAN is not 
appropriate, because it does not consider non-spatial attributes in the dataset.  

DBRS aims to reduce the running time for datasets with varying densities. It scales 
well on high-density clusters. As well, DBRS can deal with a property related to non-
spatial attribute(s), by means of a purity threshold, when finding the matching 
neighborhood. One limitation of the algorithm is that it sometimes may fail to 
combine some small clusters. 

Fig. 8. A Difficult Case 
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Abstract. We propose a technique for use in supply-chain management
that assists the decision-making process for purchases of direct goods.
Based on projections for future prices and demand, requests-for-quotes
are constructed and quotes are accepted that optimize the level of in-
ventory each day, while minimizing total cost. The problem is modeled
as a Markov decision process (MDP), which allows for the computation
of the utility of actions to be based on the utilities of consequential fu-
ture states. Dynamic programming is then used to determine the optimal
quote requests and accepts at each state in the MDP. The model is then
used to formalize the subproblem of determining optimal request quan-
tities, yielding a technique that is shown experimentally to outperform a
standard technique from the literature. The implementation of our entry
in the Trading Agent Competition-Supply Chain Management game is
also discussed.

Keywords: supply-chain management, Markov decision process, dy-
namic programming, purchasing.

1 Introduction

With the dramatic increase in the use of the Internet for supply chain-related
activities, there is a growing need for services that can analyze current and
future purchase possibilities, as well as current and future demand levels, and
determine efficient and economical strategies for the procurement of direct goods.
Such solutions must take into account the current quotes offered by suppliers,
likely future prices, projected demand and storage costs in order to make effective
decisions on when and from whom to make purchases. Based on demand trends
and projections, there is typically a target inventory level that a business hopes
to maintain. This level is high enough to be able to meet fluctuations in demand,
yet low enough that unnecessary storage costs are minimized (see Shapiro [13]
for example). The focus of this paper is to provide an algorithm for purchase
decision-making that strives to keep inventory close to its optimal level, while
minimizing total cost.
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In a perfect world, the best strategy for keeping inventory as close to the
optimal level as possible would be to delay ordering to the last moment. That is,
if demand trends indicate that a new shipment will be needed on some particular
day, it would be best to delay ordering as long as possible so that the quantity
needed can be assessed with the most certainty. An accurate estimate of the
optimal quantity is critical since an inventory shortage may result in lost sales,
while excessive inventory could result in unnecessary storage costs. Because of
the variance in demand, the quantity needed a few days from now can usually be
more accurately assessed than the quantity needed several days from now. Thus
by delaying ordering the expected utility of future demand levels is increased.
On the other hand, one may want to order earlier if current prices are low, if
there will be more selection (i.e. many quotes from which to choose), or simply
to ensure timely delivery. Thus there can be incentive to bid both early and late.

In this paper, we propose a decision-theoretic algorithm that advises the
buyer when and from whom to buy by looking at possible future decisions. The
buyer is advised to take an action if and only if there is no present or future
alternative that would yield greater overall expected utility. We consider the
request-for-quote (RFQ) model where the buyer requests quotes from suppliers
by specifying the quantity needed and the desired delivery date, receives quotes
a short time after which specify the price and quantity that can be delivered
by the specified date (if not the entire order), and has a fixed period of time
to decide whether or not to accept each quote. Factors that are of concern in-
clude the projected demand for each day (or whatever time period granularity
is desired), current and projected sale prices each day for each supplier, storage
costs, and RFQ costs. While there might not be direct costs associated with re-
questing quotes, indirect costs such as the time taken to compute optimal RFQs,
as well as the possibility of being neglected by suppliers if we repeatedly fail to
respond to their quotes, must be considered. To compute optimal decisions, we
model the problem as a Markov decision process (MDP) [12] and use dynamic
programming [3, 9] to determine the optimal action at each decision point. Ac-
tions include submitting RFQs to the various suppliers and accepting/rejecting
quotes. With this model, the value (i.e. expected utility) of future consequential
decisions can be taken into account when determining the value of choices at
current decisions. Based on this model, the subproblem of determining optimal
quantities to request in an RFQ is formalized and results are presented.

The new Trading Agent Competition-Supply Chain Management game (TAC-
SCM) [1, 2] now provides a vehicle for testing various techniques related to
supply-chain management in a competitive environment. While the theory in
this paper deals with supply chain management in general, we briefly discuss
how the techniques can be implemented for our entry in the competition, NaRC.

The paper is organized as follows. In section 2 we give a formal description of
the problem. In section 3, we formulate the problem as an MDP and define the
dynamic programming model. The subproblem of determining optimal request
quantities is presented in section 4, and results of a few experiments are given. In
section 5 we discuss the TAC-SCM game and describe how the research discussed
in this paper fits. Finally, in section 6 we offer a few conclusions and outline plans
for future work.
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2 Problem Formalization

We consider the model where the buyer wants to purchase multiple units of
a single good for resale (perhaps first being assembled with other items). Let
SUP = {sup1, . . . , supm} be the set of suppliers from whom the good can be
obtained. Let d = 0, 1, . . . n denote the days over the procurement period (e.g.
the next fiscal year, etc.). These could instead be hours, weeks, etc., depending
on the desired granularity of time. Also, let k ∈ Z be an integer denoting the
inventory on a particular day d, and let h be the holding cost per unit per day.
That is, if k′ units are left over at the end of the day, they are held at a cost of
hk′. Also, let uk(k, d) be the utility of holding k units at the start of day d. This
is a function of the expected income for d, taking into consideration the expected
demand on d and the expected cost of holding the leftover inventory at the end
of the day. This function will be maximized with higher k during high-demand
periods and lower k over low-demand periods.

Our research is placed in the context of the request-for-quote (RFQ) pro-
curement model. At any time, the buyer can send an RFQ to various suppliers.
A subset of those suppliers will then respond to the request by offering a quote
which specifies the terms of the offer. Let each RFQ be a tuple 〈supi, q, ddel〉
specifying the supplier supi, the quantity q needed and the day ddel on which to
deliver. Let each quote be a tuple 〈supi, p, qdel, ddel, dr〉 specifying the supplier
supi, the price p of the order, the quantity qdel that can be delivered on ddel (in
case the entire order cannot be filled by that day), and the day dr on which the
quoted price will be rescinded if the buyer has not yet responded. Let c be the
small cost associated with each RFQ. Payment for the order is assumed to be
made when the quote is accepted.

Also, for the purposes of projecting future outcomes, assume we have three
probability distribution functions that are used to predict future outcomes: the
demand distribution function, the supply distribution function and the price
distribution function. The demand distribution function df(d, q) takes a day d
and a quantity q and returns the probability of selling q units on d. The supply
distribution function sf(sup, d, d′, q) takes a supplier sup, days d and d′ and
a quantity q and returns the probability that sup can (and will agree to) to
deliver q units on day d′ if they were ordered on day d. We assume that if
the supplier does agree to this delivery, then all q units will arrive on d′ with
certainty. The model could, however, be extended to allow for late deliveries by
using a probability measure over all possible d′. Finally, the price distribution
function pf(sup, d, d′, q, p) takes a supplier sup, days d and d′, a quantity q and
a monetary amount p and returns the probability that sup will quote a price
of p for q units ordered on d to be delivered on day d′. Each of these functions
can be constructed by examining market history, supplier history, or by using
statistical projection techniques.

The problem is to decide each day 1) which quotes that have already been
obtained to accept, and 2) whether to request new quotes, and if so, how the
RFQ’s should be formulated. That is, we must decide on which days we will likely
need new shipments, and also what the optimal quantity is. The goal is to make
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decisions that maximize the overall inventory utility (i.e. keep the inventory close
to optimal each day), while minimizing the total amount spent on orders over
the duration of the purchase period.

3 Modeling the Problem as a Markov Decision Process

In this paper we capitalize on the idea of examining exactly what information
will be known at future choice points when determining the optimal actions. For
example, consider two suppliers sup1 and sup2. If we choose to request a quote
for k units from each of them on some future day d, at the time we receive the
quotes we will know the exact price being offered by each supplier. Based on
this knowledge, plus the knowledge of the expected utility of not ordering at
all, we can choose either to accept the cheaper quote or pass altogether. While
the expected utility of any course of action on day d may not be as high as the
expected utility of any action at the current decision point (i.e. current quotes),
it is possible that the overall expected utility of waiting until day d to take action
is higher. This is due to the fact that more information will be known on d than
is known now, which will allow the decision-maker to make a more informed
decision, thus increasing expected utility.

To determine the optimal quotes to accept and RFQs to submit, the problem
is modeled as a Markov decision process (MDP) [12]. An MDP is a mathematical
tool used to aid decision-making in complex systems. In an MDP, the possible
states S that the decision-making agent can occupy are defined, as well as the set
of actions A that the agent can take in each state. If action a is deterministic in
state s, then the transition function maps (s, a) to a new state s′. Otherwise the
action is stochastic, and the transition function maps (s, a) to states according
to a probability function Pr, where Pr(s′|s, a) is the probability of occupying
s′ given that a is performed in s. Also, some or all of the states may have
an associated reward. The purpose of modeling a problem as an MDP is to
determine a policy function π : S → A, which takes any state and specifies the
action such that the expected sum of the sequence of rewards is maximized.
Dynamic programming is used to determine the optimal action in each state.

3.1 States

Each state s in the MDP for our problem is a tuple 〈I, Q,C, d, k〉 where

– I is the set of incoming orders. That is, I contains the orders known to be
coming in on the day specified in s or on some future day. Each i ∈ I is a
tuple 〈q, d〉 where d is the day of the shipment and q is the quantity.

– Q is the set of currently open quotes.
– C is the total amount spent on purchases thus far.
– d is the day.
– k is the current inventory.
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3.2 Actions

Actions consist of accepting quotes and sending RFQs. Since quote rescind times
are always known (i.e. quotes are not pulled without warning), we assume that
decisions on whether or not to accept a quote are delayed to the last possi-
ble moment, to allow decisions to be as informed as possible. Thus quotes are
only accepted the day before they are to be rescinded. We also assume that
at most one RFQ is sent to each supplier each day. This assumption is put
in place merely to reduce the number of possible actions at each state, and
could easily be lifted if desired. Let req(rfq) represent the act of submitting
a request-for-quote rfq, and let acc(qu) represent the act of accepting quote
qu. For a state s with quotes Qs and day ds, let {req(〈sup, q, ddel〉) | sup ∈
SUP, qmin ≤ q ≤ qmax, ds < ddel ≤ dn} be the set possible quote requests,
where qmin and qmax are the minimum and maximum quantities that can be
ordered, respectively, and dn is the final day of the procurement period. Also let
the set {acc(〈s, p, q, ddel, dr〉) | 〈s, p, q, ddel, dr〉 ∈ Qs, dr = ds + 1} be the set of
possible quote acceptances. The set A of actions is then the union of these two
sets. Any subset A′ of the actions in A for a state s can be performed with the
restriction that at most one RFQ is submitted to each supplier. Let the set of
these valid subsets for a state s be denoted by As.

3.3 Rewards

The value of a state in an MDP is equal to the reward for that state plus the
expected rewards of future states. The optimal action at each state is then the
one defined to yield the highest expected value. Our technique aims to optimize
the utility of the inventory held each day, and minimize the total cost over the
entire purchase period. Thus there are two types of rewards given in the MDP.
To assess the reward to be assigned to each state, two utility functions are used:
the inventory utility function uk and the cost utility function uc.

The inventory utility function uk : Z ×Z → � takes an inventory level k and
a day d and returns the utility of holding k units on d. This utility is determined
by measuring the ability of meeting the expected demand for day d with k
units against the expected costs associated with holding the leftover units. For
example, if k′ is the optimal number of units to hold on d (thus maximizing uk
for d), then for k < k′ inventory may not be high enough to meet the demand
so money may be lost, and for k > k′ inventory may be too high and too costly
to be worth holding.

As an example, let the demand function be such that either 1 or 2 units will
be sold, each with 0.5 probability, on day d. Also let the sale price of each unit be
10, and the inventory holding cost be h = 1/unit/day. The expected net income
(revenue - minus inventory cost) E(x, d) for x units on day d is 0 if x = 0 (since
no units are sold and no units are held), 10 if x = 1 (the one item will be sold
with certainty, since the demand function says that 1 or 2 units will be sold
today), and 16.5 − x if x ≥ 2 (taking into account losses incurred by possible
leftover inventory). The utility function uk is then a function of E(x, d) (perhaps
concave to indicate aversion to risk).
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The cost utility function uc : Z → � is a monotonically decreasing function
that takes a cost c and returns the utility of spending c. It is typically a concave
function reflecting the risk-averseness of the decision-maker.

For each state s, the inventory reward is given. That is, if k is the inventory
for s and d is the day, then the inventory reward for s is uk(k, d). For each
terminal state a cost reward is given, which is the utility uc(C) of spending a
total of C over the duration of the procurement period.

The value of each state is then a function of the expected cost reward and the
expected inventory rewards for the remainder of the procurement period, given
that the state is reached.

3.4 The Transition Function

The transition function specifies which states can follow from an action in a
given state in the MDP. Let T (s, a) be this function which takes a state s ∈ S
and action a ∈ As, and returns the set of states that can be occupied as a
result of performing a in s. Let Pr(s′|s, a) be the transition probability function,
which specifies the probability of occupying state s′ ∈ T (s, a) directly after a is
performed in s. These two functions are computed as follows.

Let s = 〈I, Q,C, d, k〉 be a state and a ∈ As an action where a is a valid
subset of requests and acceptances that can be performed in s. Then s′ =
〈I ′, Q′, C ′, d′, k′〉 ∈ T (s, a) if

– I ′ contains the incoming orders from I, minus those offers that arrived on
day d, plus new incoming orders that result from the quotes accepted in a.
More formally, let Iold = {〈q, ddel〉 | 〈q, ddel〉 ∈ I, ddel = d} be the orders
that came in on d, and let Inew = {〈q, ddel〉 | acc(〈sup, p, q, ddel, d〉) ∈ a}
be the new incoming orders that arise as a result of accepting quotes. Then
I ′ = I \ Iold ∪ Inew.

– Q′ contains the quotes from Q, minus those that were rescinded on day d,
plus those that are received as a result of the requests in a. Let Qold =
{〈sup, p, q, ddel, dr〉 | 〈sup, p, q, ddel, dr〉 ∈ Q, dr = d′} be the orders that are
rescinded on d′, and let Qnew = {〈sup, p, q, ddel, d+1+ql〉 | req(〈sup, q, ddel〉) ∈
a} be the quotes received in response to the requests in a, where ql is the
quote length (i.e. the number of days for which the quote is valid). This could
be assumed to be constant over all suppliers. Thus Q′ = Q \ Qold ∪ Qnew.
Note that there may be several possible values for the price p and the deliv-
erable quantity q in the quotes in Qnew. The transition probability function
will consider the probability of each outcome in determining the probability
of the state as a whole.

– C ′ is the amount spent C by day d, plus the amount spent on accepted quotes
in a, plus the RFQ costs. Thus C ′ = C+

∑
p+creq over all acc(〈sup, p, q, ddel,

d + 1〉) ∈ a, where creq is the cost of requests in a.
– k′ is the starting inventory k for day d, minus the units sold td on d, plus

those received via incoming orders in Inew. Thus k′ = k − td +
∑

q for all
〈q, ddel〉 ∈ Inew. Note that there may be several possible values for td, each
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with some probability of occurring. The probability of any td greater than
k +

∑
q is 0.

– d′ = d + 1.

Let s be a state and let T (s, a) contain the states that can follow from per-
forming a in s. Then for each state s′ ∈ T (s, a), the probability P (s′|s, a) of
occupying s′ after a is performed in s is the probability of receiving the new
quotes in s′ given the requests in a, multiplied by the probability of the sales
realized in the transition from s to s′. Let d be the day specified in s, let Qnew

be the set of new quotes received on day d + 1 (i.e. the quotes that are in s′ but
not in s), and let td be the number of units sold on day d, which is the inventory
in s′ minus the sum of the inventory in s and the units received (i.e. in Inew).
Let the demand distribution function df , supply distribution function sf and
price distribution function pf be as defined in section 2. Then the probability of
getting the quotes in Qnew is

Prob(Qnew) =
∏

qui∈Qnew

sf(supi, d + 1, ddeli , qi) · pf(supi, d + 1, ddeli , qi, pi)

(1)

where qui = 〈supi, pi, qi, ddeli , dri
〉. Note that there must be a qui for every

request in a. Unanswered or rejected requests should have a corresponding quote
qui = 〈supi, 0, 0, ddeli , dri

〉 in Qnew. Since the probability of selling td units on d
is df(d, td), the probability of s′ occurring given that a is performed in s is

P (s′|s, a) = Prob(Qnew) · df(d, td) (2)

3.5 The Dynamic Programming Model

The value iteration method of dynamic programming is used to determine the
optimal action at each state. Let v : S → � be the value function that assigns
to each state its value (i.e. utility), let π : S → Q be the optimal policy and let
s = 〈I, Q,C, d, k〉 be a state. Then

v(s) =

⎧⎨
⎩

fd(uk(k, d), uc(C)) if d = dn

max
a∈As

∑
s′∈T (s,a)

fd(uk(k, d), v(s′)) · P (s′|s, a) otherwise

π(s) =

⎧⎨
⎩

null if d = dn

arg max
a∈As

∑
s′∈T (s,a)

fd(uk(k, d), v(s′)) · P (s′|s, a) otherwise

(3)

where fd is the function for computing the value of the state in terms of the
inventory reward of the current state and the expected value of the following
states, and arg is the operator that returns the maximizing a. This function may
be constant or variable and can be constructed to factor in the decision maker’s
relative importance for optimizing either cost or inventory level.
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4 Using the Model to Determine RFQ Quantities

4.1 Modeling the Subproblem

While the Markov model presented in the previous section laid a framework for
all decision-making involved in optimizing target inventories, in several situations
the model may be too complex to solve in a reasonable length of time. In this
section we show how the model can be used to solve a more manageable piece of
the puzzle, and formalize the subproblem of determining the optimal quantity
to request in a given RFQ.

In this case, elements such as quoted costs are not considered, and thus
decision-making does not depend on the onerous task of enumerating all out-
comes for price. Instead, an acceptance rate is used, which is a static measurement
of the likelihood any quote will be accepted based on its price. For example, if it
is found that the quotes are accepted 55% of the time (or in the case when mul-
tiple quotes are solicited simultaneously for purpose of comparison, that some
quote is accepted), then the acceptance rate is 55%. While demand typically
changes each day, we assume that the acceptance rate is the average taken over
the procurement period. The only dynamic factor under consideration here is
the current inventory. The question is then, based on the current inventory, how
many units should be requested?

The problem is stated more formally as follows: Given a current inventory
level k, shipping time st (in days), daily inventory utility function uk(k, d), daily
demand function df(d, k) indicating the probability that k units are sold on day
d, and acceptance rate α, if an RFQ were to be submitted, how many units
should be ordered? The MDP for this problem is then a portion of the MDP for
the general problem. Each state s is a tuple 〈I, d, k〉 where

– I is the set of incoming orders
– d is the day.
– k is the current inventory.

An action is an RFQ rfq = 〈q, d + st〉 for a particular quantity q to arrive on
day d+ st. Every state has an associated reward equal to uk(k, d) where k is the
starting inventory on day d. The optimal action π(s) then specifies the optimal
RFQ given state s.

4.2 Testing the Performance

To assess the potential performance of using this model, the method was tested
against a method from the literature that uses a Monte Carlo algorithm [13].
With this method, a reorder point r and a quantity q are randomly chosen
from some distribution. Market behaviour is then simulated within the specified
parameters, where an order for q units is placed each time the inventory falls
below r. This process continues for several (r, q) pairs, and the optimal result is
noted.

Tests were run over a 150 day procurement period, with an inventory utility
function uk(k, d) = max{0, 15−|15−k|} (utility maximized at k = 15, minimized
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Fig. 1. (a) Utility achieved using our method (MDP) and Monte Carlo (MC) using
a constant utility function over all 150 days in the procurement period, (b) Utility
achieved using our method (MDP) and Monte Carlo (MC) using a decreasing utility
function where 0 inventory is desired on day 150
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Fig. 2. The increase in utility achieved by our method over Monte Carlo for a constant
and decreasing utility function

at k = 0, k ≥ 30) for all d, and a quote acceptance rate of α = 50%. Shipping
time was varied throughout the tests. A summary of the results is demonstrated
in Figure 1(a).

The Monte Carlo method is quite rigid, since at any given time either q
or 0 is ordered. Even though the optimal quantity and the optimal times at
which to order are utilized, it still does not perform as well as our method,
which adapts to the situation and determines the appropriate amount. Notice
that both methods perform worse as the shipping time is lengthened because of
increased uncertainty. To further demonstrate the advantages of our technique,
Figure 1(b) shows results of tests where the utility function is not constant. In
particular, this test utilized a decreasing utility function over time. This models
the situation where no inventory is desired at the end of the procurement period.
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Our method performs even better, since order quantities can be adjusted to
accommodate a changing utility function, where the Monte Carlo method uses
a static q and r values. Figure 2 demonstrates the overall increase realized by
our method for each of the constant and dynamic utility functions.

5 The TAC-SCM Game

5.1 Game Description

The Trading Agent Competition has occurred annually since 2000. The com-
petition was designed to encourage research in trading agent problems, and it
provides a method for direct comparison of different approaches, albeit in an
artificial environment. The original competition focused on acquiring a pack-
age of items in set of auctions, but in 2003 the ”Supply Chain Management”
(SCM) [1, 2] game was introduced. The TAC-SCM game charges the competing
agent with the task of successfully managing a computer dealership: acquiring
components from suppliers, assembling these components into complete PCs, and
selling these PCs to a group of customers. Starting with an initial bank balance
of 0 and unlimited borrowing capabilities, the agents’ goal in the competition is
to make the most profit. To compete successfully, agents must be quite complex
and able handle different purchasing models. To win contracts with customers,
agents must win a first-price sealed-bid auction. To acquire goods successfully
from suppliers, agents must be able to effectively judge pricing trends. At the
same time, they must also consider that supply is limited, and thus rejecting an
offer could result in inability to acquire goods. Several other stochastic factors
such as customer demand, customer reserve values and delivery delays must also
be handled for the agent to be successful.

The procurement model of the TAC-SCM game loosely reduces to our MDP
model. Each day, an agent receives quotes from suppliers based on the previous
day’s requests, as well as quote requests from customers. From the procurement
point of view, the goal is to determine which quotes from suppliers to accept
and what new quotes to request, to optimize inventory and cost. Quotes and
RFQs take the same form as those described in this paper. Based on the bidding
strategy used in response to customer requests (we do not focus on bidding in
this paper, only procurement), the agent can judge the demand function by
assessing how likely it is to sell certain quantities each day. Based on previous
dealings with the various suppliers, the agent can also model the supply and
price distribution functions, and build the MDP. Dynamic programming is then
used to determine the optimal accepts and requests.

5.2 Our “NaRC” Agent

NaRC [7] competed in the 2004 TAC-SCM competition in New York. While we
qualified for the tournament (top 24 teams out of about 35), we were elimi-
nated in the quarter-final round (the first of three days of competition). Aspects
of NaRC utilized the MDP model described in this paper. In particular, the
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purchase decision-making engine modeled the sequence of subsequent purchase
decisions as an MDP in order to determine the value of current quotes. While
thus far untested in the TAC-SCM competition, the technique of using an MDP
to compute optimal RFQs has been shown above to be quite promising. We plan
to implement the method in our agent for future installments of the competition.

6 Conclusions and Future Work

In this paper we present a mathematical model for determining when to request
quotes from suppliers, how to construct the RFQs, and which of the resulting
quotes to accept. Decisions are made in such a way as to optimize the level
of inventory each day, while lowering total cost. The problem is modeled as
a Markov decision process (MDP), which allows for the computation of the
utility of actions to be based on the utilities of consequential future states. Each
action is considered to be a set containing quote requests and accepts. Dynamic
programming is then used to determine the optimal action at each state in
the MDP. The model is then used to formalize the subproblem of determining
optimal request quantities, and experiments show that the technique performs
better than a standard technique from the literature. The TAC-SCM game is
also discussed, and the implementation details for own agent, NaRC, are briefly
described.

The idea of modeling problems similar to this as an MDP has been done
before. Boutilier et al. [4, 5], Byde [8], and Buffett and Grant [6] have previously
used MDPs for auction decision-making. However our model differs from these
works in two ways: 1) we consider the request-for-quote model rather than the
auction model, and 2) we buy items for resale with the extra aim of maintaining
a certain level of inventory, in addition to cost minimization. Other techniques
have been presented by Priest et al. [10, 11] for purchasing items for resale;
however, these works do not attempt to measure the value of current choices
based on the value of consequential future decisions.

For future work, we intend to test the technique against other strategies to
determine under what conditions and situations the technique performs well
and not so well. Such strategies range from the more näıve where quotes are
requested simply when inventories reach certain levels and the cheapest quote
is immediately accepted, to the more sophisticated where massive amounts of
inventories are built up (regardless of overhead costs) and intelligent selling
methods are employed to maximize profit. We believe that the latter type of
strategy, which was employed by several agents in the TAC-SCM game in 2003,
might not yield as much profit per unit as our technique, but could surpass our
technique in total profit because of the higher volume of transactions. As far the
potential success of using our technique in the actual TAC-SCM game, we believe
that while these high-volume agents may monopolize supply early in the game,
in the long run our agent will perform better, especially in low-demand games.
Only after experimentation with real-world examples as well as the TAC-SCM
will these questions be answered.
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Abstract. The intensive use of the Web, email and instant messag-
ing for inter- and intra-business communications has resulted in rapid
increase of electronic business communication, including negotiations.
Simulated electronic negotiations have become an important tool in the
study of “real world” electronic negotiations. We explore negotiation
strategies by applying Statistical Natural Language Processing and Ma-
chine Learning methods to the text data of simulated electronic negotia-
tions. We derive conclusions about strategies in successful and unsuccess-
ful negotiations. We support our claims by extracting information about
strategies and representing data through this information. We classify
data and analyze classification results with respect to learning abilities
of the classifiers and the data representation.

1 Electronic Negotiations

The intensive use of the Web, email and instant messaging for inter- and intra-
business communications [8] has resulted in commonly practised electronic busi-
ness communication, including negotiations. Electronic negotiations present new
tasks for text classification, information extraction, statistical and symbolic nat-
ural language processing (NLP) and machine learning (ML) methods. This paper
presents results obtained on one of such tasks - classification of the negotiation
outcomes based on the text representation of negotiators’ strategies.

Electronic negotiations, e.g., negotiations conducted through electronic means,
are more dynamic than traditional face-to-face negotiations. Electronic means
allow participation in several negotiations simultaneously, simplify direct links
between businesses, and connect people globally regardless of their cultural and
social differences [4, 25]. On the negative side, e-negotiations have time, pre-
diction, judgement and competition biases [26]. The biases make the positive
outcome more difficult to achieve than in face-to-face negotiations.

Currently electronic means enable either quantitative automated negotia-
tions, where the system makes decisions, or non-automated negotiation support,
where decisions are made by negotiators [21]. The former — electronic auctions
and intelligent software agents — are outside the scope of our research. The lat-
ter comprise process-oriented communication systems and negotiation support
systems. Figure 1 shows the relations among e-negotiation means.
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Fig. 1. Types of electronic means in e-negotiations

The data obtained through e-negotiations depend on the features of the elec-
tronic means that support negotiations. The electronic means can have only com-
munication functions that allow the exchange of unstructured, free-form written
messages, or structured information – negotiation offers and messages. Another
type of electronic means are negotiation-support systems (NSS) with communi-
cation and decision-support functions. If an NSS supports the pre-negotiation,
negotiation and post-negotiation stages, the resulting data are a combination of
the corresponding three types of data.

This study continues the work on e-negotiation data presented in [22, 24, 23]
where ML and NLP methods analyzed how the language of negotiators affects
the outcome of negotiations. We aim to devise methods that would work on
any data gathered through negotiation, regardless of the specific conditions of
negotiations such as the means, environment or goals [7]. That is why we analyze
the characteristics common to (almost) all negotiations. We combine textual and
non-textual data to discover how the language reflects the negotiation strategies.
We propose two ways of extracting the strategy-related information.

Our empirical approach is based on a bootstrapping procedure of information
extraction from corpora, our analytical approach – on combining the negotiation
theory and linguistic properties. We compare the results in both cases, perform
feature selection by comparing classification results for different data represen-
tation, and analyze the classification results with respect to the learning ability
of the classifiers and the data representation. The obtained empirical results are
useful in the design of knowledge-based negotiation systems, to be able to warn
negotiators that their language use suggests failure.

Section 2 of the paper reviews previous research relevant to our studies. Sec-
tion 3 introduces the procedure of learning strategies from corpora and reports
on the results of learning. Section 4 explains how the negotiation strategies and
the influence strategies are reflected in language. Section 5 reports on the use
of strategies to represent data for classification of negotiation outcomes and the
analysis of classification results. Section 6 lists conclusions and directions for
future work.
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2 Electronic Business Negotiations

The strategic approach to negotiations states that the outcome of negotiations
is the result of the negotiators’ strategic choices. In language, these strategies
are exhibited in the exchange of offers, agreement, refusal, questioning, answer-
ing [18]. During negotiation, participants employ influence strategies intended
to make the counterpart concede. Such strategies can be direct or indirect, ex-
pressed by various types of appeal [2]. The direct influence strategies are used
when the participant says what she wants the other party to do. In the indi-
rect influence strategies, such requests are implied and often masked by ask-
ing for sympathy. The influence strategies are exhibited in such negotiation
moves as argumentation, persuasion, threats and substantiation, and
in general behaviour such as questions, reactions, offers, exchange of informa-
tion [2, 7].

A negotiator uses influence strategies to express personal power. The absence
of face-to-face situations, e.g., in phone or electronic negotiation, results in lower
use of pressure tactics, less impasse, and achievement of higher joint profit.
This corresponds to showing less personal power [25]. The sources of power
used in negotiations are: resource control, information power, personal power
(attractiveness, emotion, integrity, persistence and tenacity).

The general assumption for highly transparent markets, including electronic
markets, is that both parties always have the same level of information, so none
can benefit from excessive information power. The sources of personal power are
not present in an electronic exchange, except for texts of messages. Ströbel [25]
claims that the avoidance of threats, positional statements and other messages
related to personal power promotes integrative solutions. Cellich and Jain [4]
draw the opposite conclusion: competitive behaviour prevails in electronic nego-
tiations. They also emphasize that personal power increases due to the reduced
risk of personality conflicts and the absence of face-to-face discussions.

In order to reach a goal, negotiators apply negotiation strategies and influ-
ence strategies. The effect of the strategies depends on the style of their delivery
[7]. We will show how the delivery of the strategies is related to and reflected in
the language of negotiators. We concentrate our studies on the analysis of parts
of speech (POS). We look for POS whose employment corresponds to agreement,
refusal, exchange of information, argumentation, persuasion, and substantiation.
We seek to find out how the negotiator’s indirect and direct influences on the
counterpart are implemented in the language. Threats can be real (to end nego-
tiations) or imaginary (to find another supplier if only one is possible).

A word of caution: although we investigate strategies that negotiators im-
plement, we do not support the assumption that all participants in interper-
sonal communications are rational agents, that is, always choose actions that
will satisfy their goals. This assumption has been relaxed in current studies on
negotiations [1, 6].
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3 Learning Strategies from Corpora

The textual e-negotiation data bear all the structural and style characteristics
of the computer-mediated communication data; for a detailed overview see [22].
The following characteristics are important for this study: short and dense sen-
tences, simplified grammar, and restricted lexicon.1 We use those characteristics
to establish the basic parameters of a learning procedure.

In the first hypothesis we suggest that the strategies employed in success-
fully completed (henceforth, successful) negotiations differ from the strategies
used in incomplete (henceforth, unsuccessful) negotiations. Our second hypoth-
esis is that we can learn differences in strategies by comparing corpora of texts
that accompany successful negotiations with those for unsuccessful negotia-
tions.

To support the hypotheses, we perform empirical studies on the data of sim-
ulated electronic negotiations supplied by NSS Inspire. Inspire is a research and
training tool with the largest available collection of e-negotiation data [11, 22].
We have worked with transcripts of 2557 negotiations conducted in English.
The number of the data contributors is over 5000, 72% of them non-native En-
glish speakers. The data contains 1,514,623 word tokens and 27,055 word types.
The Inspire system identifies the outcomes of 1427 negotiations as an agree-
ment (successful) and the outcomes of the remaining 1130 negotiations as no
agreement (unsuccessful). We build corpora of texts that accompany successful
negotiations, concatenating all messages, and the same for unsuccessful negoti-
ations.

Obviously, there are many ways of comparing corpora. We chose to use N-
grams ranks where N-grams are ranked by their occurrences in corpora. The
reliability of word frequencies makes the statistical results a trustworthy mea-
sure [12]. For each corpus we rank N-grams according to their frequencies; the
lowest rank indicates the highest frequency. We look for N-grams that show
the negotiators’ goal (win by any means, reach a compromise, do away with
the assignment), their attitude to partners (friendliness, aggressiveness, indiffer-
ence), and behaviour in the negotiation process (flexibility, stubbornness). The
same N-grams must be noticeably present in either successful or unsuccessful
negotiations. Two major elements that affect N-gram selection are the words it
contains and its rank. The idea behind finding N-grams representative of each
corpus is quite simple. It is a bootstrapping procedure [10] with the seeds corre-
sponding to the basic negotiation moves, such as agreement, refusal, negotiating
issues.

It is a bootstrapping procedure [10] which learns from a small number of
words corresponding to the basic negotiation moves, such as agreement, refusal,
negotiating issues. These words are called seeds. The procedure allows us to learn
differences in corpora of successful and unsuccessful negotiations.

1 This is also supported by the unusually low type-token ratio of the data.
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A bootstrapping procedure of building the lists of representative
N-grams for successful and unsuccessful negotiations

Input: text data of all negotiations, text data of successful negotiations, text
data of unsuccessful negotiations, seeds.

1. Build the list L of unigrams for all negotiations
2. Build the lists of N-grams (N = 1, 2, 3) for successful negotiations (NS).
3. Build the lists of N-grams (N = 1, 2, 3) for unsuccessful negotiations (NU).
4. In L find unigrams of seeds among k most frequent unigrams (k is a prede-

fined cut-off point). Build the list W of such seeds.
5. For each w ∈ W :

– Find its rank r1
s in the list of the unigrams of NS.

– Find its rank r1
u in the list of the unigrams of NU.

– Calculate d1
w = r1

s − r1
u.

6. Delete from W all w such that d1
w < d (d is a predefined distance).

7. For each w ∈ W :
– Find its bigrams among m most frequent bigrams on the list of bigrams

of NS (m is a predefined cut-off point).
– Find its bigrams among m most frequent bigrams on the list of bigrams

of NU.
– • Find the rank r2

s of the i − th bigram on the list of the bigrams of
NS.

• Find the rank r2
u of the i − th bigram on the list of the bigrams of

NU.
• Calculate d2

i = r2
s − r2

u.
– Calculate d2

w =
∑m

i=1 d2
i

8. Delete from W all w such that d2
w < d.

9. Find most frequent trigrams containing unigrams from W: repeat steps 7-8
for trigrams instead of bigrams.

10. Build the list LR of trigrams, containing w ∈ W , with their ranks.

Output: LR.
Although it is possible to investigate N-grams with N > 3, the procedure

stops at trigrams because of the data characteristics listed earlier: simplified
grammar, dense and short sentences, restricted lexicon. The only adjustable
parameters are the distance d and the cut-off points k,m. In order not to
overload the procedure, we do not use weights to tune distances between N-
grams, though it seems a natural thing to do. We have tested the procedure
with d = min(100, 2 ∗ ranks), k = 100, m = 700. To find k,m we have cho-
sen the values that guarantee that the procedure works with N-grams covering
the same percentage of texts in both successful and unsuccessful negotiations
and eliminate low-frequency N-grams, thus keeping representative N-grams in
negotiation data. Needless to say, the choice of distance depends on the cut-off
points. For our cut-off points, the distance ensures that the ranks used to calcu-
late it correspond to different N-gram frequencies. Examples from the resulting
list appear in Table 1.



150 M. Sokolova and S. Szpakowicz

Table 1. Examples of Representative Trigrams

word N trigram ranks trigram ranku

have 3 we have to 66 that you have 75
4 that you have 92 that we have 92

accept 2 to accept your 55 to accept your 103
3 you can accept 90 you will accept 132

agree 2 agree with your 395 you will agree 533
3 I agree with 426 agree with you 565

will 3 I will be 69 you will find 44
4 that we will 83 I will be 52

We notice that in the trigrams from unsuccessful negotiations there is a trace
of aggressive behaviour (you will accept, you will agree), which is absent
from the corresponding trigrams in successful negotiations (you can accept,
agree with your). Examining the trigrams with “you”, we found that in suc-
cessful negotiations they correspond to politeness, in unsuccessful negotiations –
to aggressiveness. Expectedly, trigrams with the positive “accept” are more fre-
quent in successful than in unsuccessful negotiations. Among other findings we
note that trigrams indicating negotiation moves (sending or receiving an offer)
are more frequent in successful than in unsuccessful negotiations. The last result
corresponds to the results reported in [11].

4 Negotiation Strategies and Language

In the absence of external sources to validate our conclusions from corpus analy-
sis, we take another approach to the problem. We study how the negotiation and
influence strategies are connected with the language used in e-negotiations. We
take into account the non-standard characteristics of the data listed at the be-
ginning of section 3. Grammar simplification, density and shortness mean that
the language implementation of strategies is straightforward and concentrates
on the expression of the main goal of a strategy. Hence, we have looked for
the parts of speech (POS) that express logical necessity, appeal, intention with
respect to the subject of discussion, intention with respect to continuation of
negotiations. The resulting correspondence between the strategies and the POS
is the following:

– logical necessity - modals, e.g., can, will, have, may, should, would, could,
and not-negations, e.g., cannot, haven’t, shouldn’t, couldn’t, wouldn’t;

– appeal - personal pronouns, e.g., I, we, you, my, your, no-negations, e.g.,
never, neither, no, none, nor, nothing, nowhere, not-negations not, don’t,
aren’t, and superlative adjectives latest, best;

– intention with respect to the subject of discussion - positive volition verbs,
e.g., hope, want, wish, like, prefer, agree, accept, promise, ask, afford, aim,
choose, decide, intend, look, plan, propose, make, made, manage, move, pro-
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ceed, try, and negative volition verbs, e.g., decline, refuse, reject, disagree,
delay, hesitate;

– intention with respect to continuation of negotiations - mental verbs, e.g.,
know, think, understand, consider and adjectives, e.g., new, last, latest.

The modal auxiliary verbs (modals) have both logical and pragmatic mean-
ing. They express permission, possibility and necessity as the representatives
of logic; primary modals can, will, have, may are more direct and less hypo-
thetical than secondary modals should, would, could [13]. One of the indicators
of argumentation is an openness to feedback from the counterpart. The men-
tal verbs used in the positive statements I/we think/know/consider aim to get
feedback from the counterpart [17]. Such statements suggest careful deliberation
and reflective weighing. Verbs expressing volition of a speaker are divided into
positive volition and negative volition verbs with respect to the speaker’s inten-
tions about the subject of discussion and communications with the counterpart
[20]. The viewpoints of the negotiating sides are represented through personal
pronouns [3]. We consider that the viewpoint of a negotiator can be expressed in
positive and negative ways. The negative viewpoint can be expressed explicitly,
through not-negations, which are negations of the primary verbs be, have, do
and the modal can [10], and implicitly, through no-negations, e.g., no, nowhere,
neither, and fuzzy negations any, few [27].

We compared the use of the POS in the data of successful and unsuccessful
negotiations. Positive volition verbs, mental verbs, and no-negations are used
more often in successful negotiations. Negative volition verbs, not-negations and
primary modals are used more often in unsuccessful negotiations. We have run
two-tailed/non-directional t-test on the relative frequencies of these POS in the
data. The null hypothesis is the assumption that the difference between two
samples is due to chance. The null hypothesis was rejected with 5 per cent confi-
dence level for not-negations of the verb be and with 20 per cent confidence level
for primary modals and collocations PersPronoun PrimModal. Table 2 presents
the t-test results. Statistically significant difference between the data from “suc-

Table 2. Statistical difference between samples

Sample Degrees of t value Significance
freedom level

Primary Modals 10 1.435 0.2
Secondary Modals 6 0.180 insignificant
You PrimModal 10 1.7328 0.2
I/we PrimModal 10 1.738 0.2
Positive Volition Verbs 40 0.051 insignificant
Negative Volition Verbs 12 0.452 insignificant
Mental Verbs 10 0.021 insignificant
Negations 8 0.150 insignificant
Be Not 7 2.524 0.05
PersPronoun do/have/can not 12 0.602 insignificant
the latest & is the best 7 0.716 insignificant
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cessful” and “unsuccessful” corpus is shown in bold, followed by the confidence
level with which the null hypothesis was rejected. Be not, do/have/can not cor-
respond to negations of all inflections of the verbs be, do, have, can and their
spelling versions found in the data, e.g., “can not”.

Looking into the context of the use of POS, we conclude that there is a differ-
ence in the strategies employed by different negotiator classes, labelled according
to the negotiation outcomes. We have found that:

1. participants in successful negotiations show different attitude towards con-
tinuing negotiation than participants in unsuccessful negotiations: the former
signal to continue negotiation, the latter signal to stop;

2. participants in unsuccessful negotiations are more demanding than partici-
pants in successful negotiations;

3. negation varies among four data classes; it is more implicit in successful
negotiations than in unsuccessful negotiations.

5 Classification of the Negotiation Outcomes
and Discussion

We want to support experimentally our claim that the language implementation
of strategies differs in successful and unsuccessful negotiations. We represent the
data through the words corresponding to the strategies (“strategic” words) and
run classification experiments.

We have a total of 2557 examples in our data set, of which 1427 are positive
(successful negotiation) and 1130 negative (unsuccessful negotiation).2

The data are represented by bags of “strategic” words, and a bag corre-
sponds to one negotiation. In a bag, attributes have numerical values equal to
the number of occurrences of a “strategic” word in negotiation, and an additional
attribute whose value is equal to the number of other words in the negotiation.

We compare the performance of kernel, decision-based and probabilistic clas-
sifiers on negotiation data. The first class is represented by Support Vector Ma-
chines (SVM) [5], the second by decision trees (C5.0) [19] and the third one by
probabilistic Naive Bayes (NB) [28]. We use tenfold cross-validation to estimate
the accuracy. To make a fair comparison of all classifiers we do not perform any
additional data preprocessing such as scaling. Therefore, we use the sequential
minimal optimization (SMO) implementation of SVM in Weka 3 [28], not the
widely used SVMlight [9]. Note that the SMO’s drawback is a slow convergence
to a solution on noisy data [28].

We use C5.0 [19], a decision tree learner that classifies entries by separating
them into classes according to information gain G(a, y) of the attributes [14]. The
main reason for applying the decision-based classifiers is that their outputs are

2 The class labels are noisy, partially due to the Inspire system’s flaws. Analysis of the
data has shown that 3-5 % of the negotiations that the system records as unsuccessful
ended with the participants agreeing verbally to accept an offer.
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easy to understand. We also justify the use of decision-based classifiers by high
accuracy - up to 75% - on the e-negotiation data [11], although those results
had been obtained on the non-textual data, and on the domain-specific data
representation [22].

In spite of the characteristics of decision-based classifiers, we do not want
to restrict ourselves to only one type of classifiers. Kernel methods, especially
SVM, have been successfully used for text classification. In general, SVM builds
a hyperplane that separates training examples of one class from examples in
another, with the largest possible separation. The search for the hyperplane
is done by solving a constrained optimization problem. This explanation ap-
plies to SMO as well. The accuracy and running time of SMO highly depend
on the polynomial degree and upper bound on polynomial coefficients. We per-
formed the exhaustive accuracy search for both parameters in SMO. The best
accuracy was achieved on the linear version with the upper bound equal
to 1.

We apply the Naive Bayes classifier (NB) because of its high accuracy in
topic and sentiment categorization [16]. The simplifying assumption states that
the feature values are conditionally independent given the class label. In the
experiments, we have modeled numeric values by the normal distribution and
by the kernel density estimators.

To estimate how the classification algorithms work, we calculate the accuracy
(Acc) on the test data. We want to know how the classifiers work on different
data classes, thus we employ the standard text classification metrics: precision
(P ), recall (R) and F-measure (F ) [10]. F is calculated with P and R given
equal weights. Note that P , depending on true positives and false positives, and
R, depending on true positives and false negatives, are antagonistic [10, 14] and
F tends toward results with more true positives.

In order to verify our claim that the data representation using the “strate-
gic” words is necessary and sufficient, we compare the results with the re-
sults of two sets of experiments. In the first set we represent the data using
personal pronouns, modal verbs, the verbs do and be, and their negative ver-
sions. That is, we form bags of words for each negotiation using the num-
ber of occurrences of the words in the negotiation. In the second set of ex-
periments the data are represented by top 500 unigrams including function
words [22].

To justify adding the number of other words in negotiation when bags of
words are built with word frequencies, we evaluate the attributes using the “Se-
lect attributes” option in Weka. For each of the reported data representations
we evaluate the attributes with the Best First, Forward Selection, and Genetic
Search methods. The additional attribute was selected in all cases.

In Tables 3 and 4 we list the classification results, obtained for the equal
costs of misclassification and equal weights of precision and recall. We report
the results of NB with kernel density estimation because it classified negotiations
more accurately than NB with normal distribution.
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Table 3. Classification accuracy, equal costs

Features # NB SMO C5.0
“strategic” words 100 65.25 71.26 74.5
pers pronouns + modals + negations 26 63.57 67.4 71.4
top 500 unigrams 501 63.4 71.7 74.3

Table 4. Classification of negotiations, equal costs

Features # NB SMO C5.0
P R F P R F P R F

“strategic” words 100 58.3 74 65.2 73.2 74.8 74 72.5 87.6 79.25
pers pronouns + 26 54.9 73.2 62.7 66.5 72.7 69.5 69.2 87.91 77.45
modals + negations
top 500 unigrams 501 46.4 71.2 55.83 76.8 70.6 73.6 73.17 85.19 78.54

We report the average multi-fold cross-validation results3 for all the experi-
ments. These results were obtained over the set of parameters for each classifier
that yielded the highest classification accuracy. The baseline Acc equals 55.8%,
when all negotiations are classified as positives. Corresponding P , R, and F are
equal to 55.8, 100, 71.6 per cent respectively. # denotes the number of features
in the representations, or the number of attributes in bags of words.

High values of P and R, and expectedly high value of F , mean that the over-
all good performance of C5.0 is due to the high accuracy of classification of the
positive examples which dominate in the data. C5.0 performs poorly on the neg-
ative examples, which makes its application to the “real world” negotiation data
questionable. With P and R values closer than those in the C5.0 experiments,
SMO has shown more balanced performance. It classifies the positive examples
slightly worse than C5.0, and the negative examples considerably better.

For NB the low precision and moderate recall lead to expectedly low F-measure.
With the number of negative examples lower than the number of positive exam-
ples, this shows that NB classifies negative examples better than positive exam-
ples. This characteristics of NB will be very important when we gain access to
the data of the real world negotiations. Analyzing the learning rules and perfor-
mance results of NB we conclude that the assumption of conditional independence
is not met in successful negotiations and is met in unsuccessful negotiations. The
words are correlated more in successful negotiations and less in unsuccessful nego-
tiations. The fact that the kernel density estimators perform better than normal
distribution shows that the normality assumption does not hold for e-negotiation
data. The latter is consistent with conclusions [14] on natural language texts.

Now we consider three data representations discussed earlier. Performance is
the weakest when negotiations are represented only through personal pronouns,

3 All results on 500 unigrams, except for SVM, were produced with tenfold cross-
validation; the SVM results – with fivefold cross-validation.
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modals and negations. Although there is a statistically significant difference in
their use in successful and unsuccessful negotiations, they do not provide enough
information to separate the two classes.

The addition of mental and volition verbs to personal pronouns, modals and
negations reduces the difference between the precision and recall values and im-
proves the classification accuracy and F-measure for all three classifiers. However,
the representation through 500 most frequent unigrams worsens recall and F-
measure for NB if compared with the representation by “strategic” words. This
means that positive examples are classified more accurately and negative exam-
ples less accurately, when represented by all the most frequently used words. We
attribute this to the fact that words not related to negotiation strategies, such as
greetings, closure, casual words, are similarly correlated in both successful and
unsuccessful negotiations.

We conclude that a reliable classification of negotiations is possible if the rep-
resentation includes elements of logical reasoning (personal pronouns, modals,
negations) and the attitude toward the issues (volition verbs in our case) and
the intention on continuity of negotiation (mental verbs in our case). Represen-
tation only via logical reasoning is insufficient to produce reliable classification
results.

6 Conclusions and Future Work

We have presented the results of research on strategies in electronic negotiations.
We worked on the data supplied by a negotiation support system. The size of
data and a large number of data suppliers provide enough grounds for the gen-
erality of the results. We have suggested two different procedures of studying
the implementation of strategies in language, one based on applying the boot-
strapping procedure to corpora of e-negotiation texts and another based on an
analytical exploration of negotiation strategies and language of e-negotiations.
The results on negotiation strategies produced by both methods correspond. The
results show that different strategies are employed in successful and unsuccessful
negotiations.

In this work we have used the data representation that does not bear the
characteristics of the specific negotiation domain. Thus the approach is rather
general and applicable to data gathered through other negotiation sources. We
have used the parts of speech corresponding to strategies to represent the data
of e-negotiations for classification purposes. We discussed the learning abilities
of the C5.0, SMO and Naive Bayes classifiers. We showed that, although C5.0
achieves higher accuracy than other classifiers, the performance of Naive Bayes
is more reliable if applied to the data from real-world negotiations.

We want to emphasize that although sentiment and emotion analysis is a well-
developed area of DM, ML and NLP research, as well as the planning dialogues
with the application of dialogue act technique, we could not find any other
related research on the strategies in negotiations.
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In our future work we want to consider representation of negotiations through
both textual and non-textual data, e.g., numerical values used in negotiation
offers. This will give us more insight into the strategies of negotiators and the
correspondence of words and actions.
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Abstract. The protein family classification problem, which consists of deter-
mining the family memberships of given unknown protein sequences, is very im-
portant for a biologist for many practical reasons, such as drug discovery, predic-
tion of molecular functions and medical diagnosis. Neural networks and bayesian
methods have performed well on the protein classification problem, achieving ac-
curacy ranging from 90% to 98% while running relatively slowly in the learning
stage. In this paper, we present a principal component null space analysis (PC-
NSA) linear classifier to the problem and report excellent results compared to
those of neural networks and support vector machines. The two main parameters
of PCNSA are linked to the high dimensionality of the dataset used, and were
optimized in an exhaustive manner to maximize accuracy.

1 Introduction

Recently the human, rat, and mouse genomes have been sequenced and many more are
in progress1. For example, Craig Venter is leading the Sorcerer II Expedition on a global
quest to discover millions of new genes. His most recent results provided 1.2 million
new genes [1]. It is important to organize and annotate this massive amount of sequence
data to maximize its usefulness. In this regard, DNA sequences can be translated into
protein sequences by using standard bioinformatics tools. A protein sequence encodes
a protein, which are the primary machines, tools, materials, and messengers of any or-
ganism. An important tool for the sequential analysis of this process is protein sequence
classification which consists of determining the type or group of proteins to which an
unknown protein sequence belongs.

Protein sequence classification is an important problem in the area of bioinformatics.
Protein sequence classification is used to organize the large amount of data produced
by the genome sequencing projects. Once a protein is classified it becomes much more
useful to the general research community. Molecular evolution studies, protein function
and structure prediction are examples in which superfamily classification is important.
This organization aids in the finding of specific proteins for certain tasks, a researcher
would be able to search for a certain type of protein to solve a very specific problem.

1 National Human Genome Research Institute, http://www.genome.gov.

B. Kégl and G. Lapalme (Eds.): AI 2005, LNAI 3501, pp. 158–169, 2005.
c©Springer-Verlag Berlin Heidelberg 2005
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Stated more formally, protein sequence classification consists of determining a su-
perfamily (or class) of an unknown sequence S given a known set of c superfamilies
{ω1,ω2, . . . ,ωc}. A superfamily is defined as a set of sequences with similar global se-
quence similarity and having the same domain architecture [2]. Normally, a sequence
can belong to more than one superfamily, but the datasets tested in this paper contain
only disjoint superfamily sets.

Many methods that deal with the protein classification problem have been proposed.
Approaches used sequence alignment [3] and hidden Markov modelling [4]. Sequence
alignment is fast for two sequences but becomes very slow when aligning a sequence
to an entire superfamily. Hidden Markov model approaches are tied to the quality of a
time consuming task of multiple sequence alignment. Artificial neural networks have
also been applied to the problem [5, 6]. Wang describes a classifier that combines the
three aforementioned methods, and gives a good benchmark of the three methods [6].
Recently SVMs making use of customized string kernels have been applied [7]. These
past results have produced accuracies reaching the 99% range. In this paper, we present
a novel approach for protein classification based on principal component null space
analysis (PCNSA) [8], a recently developed linear classifier. Our results show very high
accuracy, in some cases misclassifying only seven samples of 2,500.

2 A Principal Component Null Space Analysis Based Approach

The classification approach that we provide is based on PCNSA [8]. The latter involves
firstreducingnoise and dimensionalitybyperforming principalcomponentanalysis(PCA)
on the entire training dataset. The second step then finds a null space for each class. The
null space is extracted by taking the dimensions with the least variance of each class
using eigenvalue decomposition. The null space is a subspace of the feature space in
which a given class has very little variance. The classification metric used to classify a
sample is the euclidian distance at unclassified sample to the mean of each class inside
the class null space. The classification rule is based on Bayes’; i.e. the unknown sample
is assigned to the class that minimizes this distance. Both the PCA and the null space
creation steps reduce the dimensionality of the dataset, or at least keep it the same. This
dimension reduction allows for classification of samples with many features, such as pro-
tein sequences. Previous classifiers do not cope well with datasets of such dimensionality
(also known as the “The Curse of Dimensionality”). The main disadvantages are a slow
learning phase and overfitting when the entire feature space is used.

PCNSA has previously been only applied to image and video classification [9]. In
this area, PCNSA has proven itself on datasets that have quite different within-class
covariance matrices, such as object recognition and abnormal activity detection [9].
Datasets of this type are referred to as “Apples vs. Oranges” problems, or stated in a
different way: unequal and non-white noise covariance matrices. Datasets with similar
matrices are referred to as “Apples vs. Apples”. In this case, the resulting null spaces
are very similar and should result in poor results.

The approach that we propose is based directly on the PCNSA algorithm [8]; r
and s are the two input parameters to our algorithm and specify the dimensionality of
the PCA space and null space, respectively. Consider a dataset D = {x1, . . . ,xn} where
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xi = [x(1)
i , . . . ,x(d)

i ]t is a d-dimensional feature vector that represents a protein sequence.
Our modified PCNSA algorithm proceeds as follows:

1. Normalize every data sample on a feature basis. For each feature/dimension and
data sample, xi, perform:

z( j)
i =

x( j)
i − min

1≤q≤n {x( j)
q }

max
1≤q≤n {x( j)

q }− min
1≤q≤n {x( j)

q }
. (1)

2. For the full dataset, compute the sample mean vector and covariance matrix as
follows:

μ̂ =
1
n

n

∑
i=1

zi , and (2)

Σ̂ =
1
n

n

∑
i=1

(zi − μ̂)(zi − μ̂)t . (3)

3. Obtain the PCA projection matrix (an orthogonal matrix that is used in step 4), W ,
by taking the eigenvectors corresponding to the r largest eigenvalues of Σ̂.

4. Project the training samples of each class into the PCA space as below:

yi = Wt(zi − μ̂) , (4)

obtaining a new dataset Dy = {y1, . . . ,yn}.
5. For each class, ωk, compute the estimates for the class mean, μ̂k, and the class

covariance, Σ̂k in the PCA space, using (2) and (3), and a data subset that contains
the samples which just belong to ωk.

6. Obtain the approximate null space (Nk)r×s for each class ωk as the s trailing eigen-
vectors of Σ̂k. The PCNSA classification matrix for class ωk, Wk, is formed from
these trailing eigenvectors.

7. Classify an unknown sample x, by projecting x into the PCA space as follows:

y = Wt(x− μ̂) (5)

Then, assign x to class ωk as per the following rule:

k = min
1≤i≤c {||Wt

i (y− μ̂i)||} . (6)

There are various differences between our algorithm and the versions given by Vaswani
and Chellappa [8, 10]: two filters on the null space eigen vectors are not used, and the
data is normalized. Although it is understood that both of these changes significantly
undermine the assumptions and theoretical basis of PCNSA, the following reasons sup-
port our modifications.

Normalization was originally performed to aid in accurate tracking of feature
weights. This normalization led to the null space failing to check for Σi having a high
condition number or a large range of eigenvalues when computing the null space. Thus,
the filter (eigenvalues λ ≤ 10−4λmax) on the null space vectors was removed. We ex-
perimentally found that higher accuracy resulted from this change. A second check on
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the null space was also removed and a parameter was instead used to limit the number
of null space dimensions, s, as seen in the original PCNSA paper [8]. These changes
result in another variable(s) and removes a variable that was involved in the null space
filtering. These changes made for a simpler, faster and more accurate classifier for the
protein sequence dataset.

3 The Protein Sequence Dataset

The dataset that we used in our experiments was created from the protein sequence
database (PSD) release 79.05 at the protein information resource (PIR) databank [2].
PSD provides fully annotated protein data in XML format for over 280,000 sequences.
For this application, only the sequence, sequence type and superfamily of the entries
were used. Some entries in the databank only have the sequence of a protein fragment,
or are ambiguous in describing the sequence (e.g. GLS(D.G.E)WXQL). All complete
non-ambiguous sequences of the four selected superfamily classes were processed.

The four classes collected and their size are ras transforming proteins (455), kinase-
related transforming proteins (517), globin proteins (672) and ribitol dehydrogenase
proteins (868). Although the PIR-PSD database entries contain one or more superfamily
classifications, none of the selected data subsets intersect. Two datasets were created: a
two-class dataset containing kinase and ras transforming proteins (972), and a second
multiclass dataset that includes all four classes mentioned above (2,512).

The string sequence data of each protein was processed to create an array of 465
numeric features plus the class label. At a high level, the features of a vector x that
represents a sample are:

x(1) = length of sequence
x(2) = isoelectric point (pI)
x(3) = mass

x(4),x(5), . . . ,x(23) = amino acid distribution (20)
x(24),x(25), . . . ,x(423) = two-grams (400)

x(424),x(425), . . . ,x(429) = exchange group distribution (6)
x(430),x(431), . . . ,x(465) = exchange group two-grams (36)

All of these features were generated directly from the sequence string. The pI and
mass features are estimates based on the polypeptide encoded by the sequence. Origi-
nally, the dataset contained only two-grams and exchange two-grams. As the research
progressed, more data was added with the resulting accuracies increasing.

The two-gram features account for the majority of the attributes. They represent the
frequencies of every consecutive “two-letter” sequence in the protein sequence. Two
grams have the advantages of being length invariant, insertion/deletion invariant, not
requiring motif finding and allowing classification based on local similarity [11].

Exchange grams are similar but are based on a many-to-one translation of the amino
acid alphabet into a six letter alphabet that represents six groups of amino acids, which
represent high evolutionary similarity. Exchange groups used for this dataset are:
e1={H, R, K}, e2={D, E, N, Q}, e3={C}, e4={S, T, P, A, G}, e5={M, I, L, V} and
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e6={F, Y, W}. The exchange groups are based on information from the point accepted
mutations (PAM) matrix [12], which statistically describes the probability of one amino
acid replacing another over time.

Given an example sequence “GLALLA” the non-zero two-grams are GL=1, LA=2,
AL=1 and LL=1. Translating “GLALLA” to an exchange group sequence results in
“e4e5e4e5e5e4”, with the resulting exchange two-grams of e4e5=2, e5e4=2, and e5e5=1.
The frequency of the amino acids and exchange groups are also added to the dataset
entry, and result in G=1, L=3, A=2, e4=3, and e5=3. Next, the two-gram counts are
converted to probability estimates by dividing by the total number of one-grams or
two-grams of the sequence. For “GLALLA” the frequencies estimates are: G= 1

6 , L= 1
2 ,

A= 1
3 , e4= 1

2 , and e5= 1
2 , and the two-gram counts become: GL= 1

5 , LA= 2
5 , AL= 1

5 , LL= 1
5 ,

e4e5= 2
5 , e5e4= 2

5 , and e5e5= 1
5 .

The full two-gram encodings result in a very sparse dataset2, with some features
having a zero frequency value for over 85% of the instances. With the example there
are (202−4)+(62−3) = 429 zero-valued two-grams. The shortest protein sequence in
the dataset is 63 amino acids in length, which results in at most 62 non-zero two-grams
out of 400, further demonstrating the sparseness of the dataset. Past work has reduced
the two-grams given to the classifier in order to decrease training time. In this paper all
of the described features are given as input to the PCNSA algorithm.

4 Implementation

The dataset processing was implemented in Java 1.4, using the BioJava bioinformatics
toolkit3. The worst-case time complexity of the dataset creation is O(nl) where n is the
number of sequences matching the selection criteria and l is the length of the longest
sequence. The selection criteria is: complete, non-ambiguous sequences that are clas-
sified as a selected superfamily class. The PCNSA algorithm was also implemented in
Java using the colt high performance scientific and technical computing package for fast
matrix operations [13]. In addition to the core PCNSA algorithm, a feature was added to
produce the attribute weights for the hyperplane used in classification. The worst-case
time complexity of our PCNSA algorithm is O(nd2 + d3) where d is the dimension of
the feature space and n is the number of samples in the training set. Classification is
O(d2) per test. These time complexities can be lowered depending on algorithms used
for matrix multiplication and eigen value decomposition. Computation of the best scor-
ing PCNSA parameter pair (320,297) takes approximately 8.5 minutes for a ten fold
cross validation on a 2.0Ghz, 32bit AMD processor.

5 Experiments and Results

All experiments were performed using ten fold cross validation, at least once and some
data is computed using 5 runs or 10 runs of ten fold cross validation. The accuracy

2 The term “sparse” refers to a matrix with a large percentage of zero valued entries.
3 Available at http://www.biojava.org.
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is computed as the number of correctly classified divided by total number of samples
tested, averaged across the ten folds. When more than one run is performed, the accu-
racy is averaged across all runs and folds, plus or minus the unbiased standard deviation
of the run accuracies.

5.1 Two-Class Scenario

For the two-class case, Figure 1 shows the accuracy of PCNSA by varying the value
of r. The accuracy displayed is an average of all possible values of s for that r value,
where 465 ≥ r ≥ s ≥ 1. Again, ten fold cross validation was used for each test.
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Fig. 1. Effect of PCA space dimension, r, on two-class accuracy averaged across all s values,
using ten fold cross validation for each (r,s) pair

Table 1. Comparison of a SVM to PCNSA, ten runs of ten fold cross validation

Method Options Ras Kinase Average
PCNSA r=80, s=30 99.52% ± 0.20 99.96% ± 0.08 99.75% ± 0.11
PCNSA r=133, s=97 99.98% ± 0.07 99.98% ± 0.06 99.98% ± 0.04
PCNSA r=330, s=280 99.87% ± 0.15 99.94% ± 0.09 99.91% ± 0.10
SVMLight Linear Kernel 99.49% ± 0.15 100% ± 0 99.76% ± 0.07
SVMLight Polynomial Kernel degree 2 99.60% ± 0.09 100% ± 0 99.81% ± 0.04
SVMLight Polynomial Kernel degree 3 99.60% ± 0.14 100% ± 0 99.81% ± 0.07
SVMLight Polynomial Kernel degree 4 99.41% ± 0.15 100% ± 0 99.72% ± 0.07

A high scoring r value of 133 was obtained from results in the Figure 1. Figure 2
expands on that value by showing the effect of s on the accuracy. Additionally charted
are the results of PCNSA given the dataset as two-grams plus exchange grams only, and
unnormalized data. The “standard” line is the normal dataset setup, as described in the
previous section. The unnormalized line skips the first step in the PCNSA algorithm.
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Fig. 2. Effect of null space size and dataset type on two-class accuracy when r=133, based on 5
runs of ten fold cross validation

Five runs were performed and averaged for each value of s. This graph supports earlier
claims that normalizing the data reduces accuracy.

A SVM classifier was setup for comparison purposes. This was performed using
SVM-Light support vector machine version 6.01 [14]. The exact same datasets and
folds were given to SVM-Light and PCNSA. Three top scoring parameter choices for
PCNSA and four for SVM-Light are given. The only options provided to SVM-Light
was the kernel function, all others were left as default. Radial basis function and Sig-
moid kernels did not provide good results using the default kernel parameters. Table 1
shows the resulting accuracies across 5 runs of ten fold cross validation.

5.2 Four-Class Scenario

The four class problem contained proteins from the ras transforming protein (ras),
kinase-related transforming protein(kinase), globin and ribitol dehydrogenase (ribitol)
superfamilies. Figure 4 demonstrates the accuracy across all values of s, where r =
233. The value of 233 was chosen from an exhaustive search of all possible parameter
choices. Again, we can see the results of unnormalized and the two-gram plus exchange
gram datasets for 5 runs of ten folds. In this case, the difference between these datasets
is less clear and the two-gram plus exchange grams dataset actually has the highest scor-
ing result of 99.61%±.05 accuracy. This lessens the hypothesis that the added attributes
of mass, length, pI, amino acid and exchange gram frequencies increase accuracy. Ad-
ditionally, it is seen that the unnormalized performs best for low null space size.

The exhaustive search results was used to find three high scoring parameter combi-
nations which were then further evaluated for ten runs to provide an accurate estimate
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Fig. 3. Effect of null space size and dataset type on four-class accuracy when r=233, based on 5
runs of ten fold cross validation

Table 2. Four class accuracies on three of the top r and s combinations, ten runs of ten fold cross
validation

r s Ras Kinase Globin Ribitol Accuracy
185 150 97.95% ± 0.45 99.48% ± 0.23 100% ± 0 99.75% ± 0.09 99.43% ± 0.10
233 209 98.50% ± 0.17 99.42% ± 0.18 100% ± 0 99.77% ± 0.06 99.53% ± 0.06
320 297 98.54% ± 0.26 99.44% ± 0.14 100% ± 0 99.85% ± 0.10 99.57% ± 0.08

of accuracy. The results of this test are provided in Table 2. Accuracy on a per class
basis is also provided, it is important to note that the globin samples were classified
perfectly on all ten runs and all three parameter pairs.

In Table 3 it is possible to see how the algorithm accurately classifies data. This table
gives the seven highest weighted attributes for each class, from a single run for r=320
and s=297. They are calculated using the PCA projection (W ) and class null space
projection (Wclass) matrices. These are approximate weights as certain variables, such
as class means, are not involved in the computations. Normalization of each attribute
– step 1 of the algorithm, makes these weights more accurate. Every two-gram seen in
the table occurs only once, demonstrating the uniqueness of the null spaces.

Table 4 provides a good comparison to other methods. All of the past work was
tested by the original authors on the PIR–PSD dataset but the class sizes and PSD
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Fig. 4. Effect of null space size and dataset type on four-class accuracy when r=233, based on 5
runs of ten fold cross validation

Table 3. Approximate highest weighted attributes, generated from a single ten fold cross valida-
tion using r=320 and s=297. Every entry is an amino acid two-gram

Ras Kinase Globin Ribitol
VA -7.36 RT -9.24 SR -8.42 PT -10.07
AI +7.13 IE +9.24 TE +7.80 WV +7.85

MV -6.96 DQ +7.77 QK +7.72 FN -7.74
ED -6.91 RE -7.43 NF +7.21 KA +7.46
GE -6.90 WD +7.16 HP +7.09 RP -7.28
FM +6.76 CM -6.93 EG -7.02 RL +6.95
VT +6.50 MF +6.71 YY -6.79 WL -6.78

version varied. All two-class cases used kinase versus ras, and the three class case added
the globin superfamily.

The Combiner method by Wang [6] provides the highest accuracy but there are sev-
eral differences in the experimental setup involved. Primarily, the problem definition used
stated that a protein sequence can be classified into one or more superfamilies. This ef-
fected the dataset used, it contained 5 data subsets. The four sets corresponded to kinase,
ras, globin, ribotol and a fifth set of 1650 negative sequences that did not contain any
samples from the previous four sets. The classification took place in four binary exper-
iments – a superfamily set (positive) versus the 1650 negative sequences. This suggests
an easier-to-classify dataset than the one used in PCNSA experiments. Accuracy shown
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Table 4. Comparison table of past and proposed classifiers on the PIR–PSD database

Method Author(s) PIR–PSD Release Classes Dataset Size Accuracy
Fisher’s Rueda, Ngom[15] 62 2 731 96.54
PCNSA 2-Class French et al. 62 2 731 98.00
SVMLight default Joachims[14] 79.05 2 972 99.81
PCNSA 2-Class French et al. 79.05 2 972 99.98
Multiclass NN Xi Zhang[16] N/A 3 3137 94.10
Bayesian NN4 Wang et al.[6] 62 4 1886 98.08 5

Combiner 4 Wang et al.[6] 62 4 1886 99.64 5

PCNSA 4-Class French et al. 79.05 4 2512 99.57±0.08

for Combiner and the Bayesian NN was computed from the average accuracy of the four
binary classification experiments, weighted by number of test sequences.

It is important to note the complexity of the Combiner method. Combiner is based
on the results of four classifiers: primarily, the Bayesian neural network, and then the
results of classifiers based upon BLAST[3], SAM and SAM-T99 [17]. When compared
to previous methods PCNSA is much simpler, faster and almost equal in accuracy.

Most of these competing methods used smaller training datasets and different ex-
perimental setups. Two of them provide the same experimental conditions under the 2-
class case. First is the SVM using the above-described dataset and experimental setup.
Second is Fisher’s classifier, where a smaller training set was tested, as described in
Rueda and Ngom [15]. This second experimental setup had a 60/40 train and test split
with only 50 features. To assess PCNSA under similar conditions, we tested it using
the same 60/40 training and testing datasets leading to 98% classification accuracy, and
hence demonstrating its superiority over Fisher’s classifier.

6 Conclusion and Future Work

In this paper, we present an approach to the protein classification problem. Our method
is based on the PCNSA linear classifier, which is slightly modified from its original
version by introducing feature based normalization and removing two null space filters.

We have tested our method on four superfamilies for the PSD–PIR databank, and
compared our results to previous methods. The empirical analysis presented shows that
our method is superior to any previous results on the two-class problem, achieving
an accuracy of 99.98%, with a standard deviation of 0.04. In the four-class case, our
method performs at par to Combiner with 99.57%±0.08 accuracy, while possessing the
advantage of higher speed and lowered complexity.

Future work will involve testing this method on a larger dataset with sequences
from SCOP [18] or PROSITE [19]. The protein classification problem definition could

4 Binary classification performed for each of the superfamilies which is a very different experi-
mental setup from this paper.

5 Computed from the average of four binary classification experiments, weighted by number of
test sequences.
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be modified so that a protein sequence can be classified into zero or more superfamilies,
which is a more biologically accurate model for the problem.

Bioinformatics has a large amount of pattern classification problems. Microarray
datasets are very very large in dimension and are often not fully analyzed. Microarray
datasets are a promising match for PCNSA because of their propensity to very high
noise and intuitively fits the description of an “Apples vs. Oranges” problem. Further-
more, the weight tracking module developed for PCNSA would allow output of the
most heavily weighted genes or features in the microarray datasets.

Another avenue of research involves an interesting algorithm, similar to PCNSA
named Multispace KL6 for pattern representation and classification [20]. Since it is
similar to PCNSA, it may perform well on the protein classification problem.

Acknowledgements: This research has been partially supported by NSERC, the Natural
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Abstract. This paper deals with the incremental off-line computation
of diagnosis of discrete-event systems. Traditionally, the diagnosis is com-
puted from the global automaton describing the observations emitted by
the system on a whole time period. The idea of this paper is to slice this
global automaton according to temporal windows and to compute local
diagnoses for each of these windows. It is shown that, under some con-
ditions, the global diagnosis can be computed from the local diagnosis.
This paper presents the formalization used to compute an incremental
diagnosis, relying on the new concept of automata chain. It is then shown
that it is possible to take into account the diagnosis obtained for the pre-
vious temporal windows to incrementally compute the current diagnosis
more efficiently. This work is a first and necessary step before considering
the on-line diagnosis computation. The main difficulty is then to ensure
the correct slicing of the observation automaton and to determine the
appropriate temporal windows.

1 Introduction

It is well-established in the Model-Based Diagnosis community that a diagnosis
is defined as the set of trajectories consistent with the observations. Different ter-
minologies can be used as histories [1], scenarios [2], narratives [3], consistent
paths [4] or trajectories [5]. A diagnosis is then formally defined as the syn-
chronized product of the automaton modelling the system and the automaton
modelling the observations emitted by the system on the considered time period.
In an off-line context, this observation automaton can be huge (especially when
taking into account uncertainties on delays) and its size depends directly on the
length of the time period. This is for instance the case for the computation of
an a posteriori diagnosis from observations collected on a few days, as for alarm
logs in telecommunication networks. In this paper, we present the idea of slic-
ing the observation automaton according to appropriate temporal windows in
order to compute incrementally the diagnosis rather than globally considering
the computation of diagnosis.
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To reach this objective, we propose the concept of automata chain to repre-
sent observations and diagnoses by slices. We then show that it is possible to
compute the global diagnosis from this modular representation of observations.
For each temporal window, a local diagnosis is computed and the global one can
be correctly represented by the automata chain of these local diagnoses. A first
formalization of diagnosis by slices is given. The problem that appears is the
huge size of these local diagnoses when computed in parallel. A second formal-
ization is then proposed to compute incrementally the current diagnosis from
the previous one, elaborated on a past temporal window. This work is a first
and necessary step motivated by the ambitious problem of on-line incremental
diagnosis.

The formalism used to represent the system model, the observations and the
diagnosis is given in Section 2. Section 3 defines the automata chain concept
and shows how the automata chain can be used to compute the global diagnosis.
Two approaches for the incremental computation of the diagnosis are detailed
and discussed in Section 4.

2 Automata and Global Diagnosis

This section deals with the problem of computing a global diagnosis without
considering the problem of incrementality. These definitions are necessary for
the incremental computing of diagnosis discussed in the following sections.

2.1 Automata and Trajectories

The system considered evolves with the occurrence of events and an event can
cause, by propagation, other events (case of reactive systems, see for example
[6]). Consequently, events can occur simultaneously. We denote E the set of
events.

The behaviours of the system are represented as classic automata:

Definition 1 (Automaton).
An automaton is a tuple A = (Q, E, T, I, F ) where:

– Q is a set of states,
– E is a set of events,
– T ⊆ (Q × 2E × Q) is a set of transitions t = (q, l, q′) where t connects the

source state q to the target state q′ on a label l which is a non-empty set of
events (l ⊆ E),

– I ⊆ Q is the set of initial states and
– F ⊆ Q is the set of final states.

We consider that the transition labels are non-empty sets of events. However,
∀q ∈ Q, (q, ∅, q) is an implicit transition of T .

Definition 2 (Trajectory).
A trajectory, denoted traj on an automaton A = (Q, E, T, I, F ) is the couple of
a finite state sequence (q0, . . . , qn) and of a label sequence (l1, . . . , ln) such that:
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– ∀i ∈ {0, . . . , n}, qi ∈ Q,
– ∀i ∈ {1, . . . , n}, ti = (qi−1, li, qi) ∈ T ,
– q0 ∈ I and
– qn ∈ F .

A trajectory is defined as a sequence of states (such that the first state is an
initial state and the last state a final state) and a sequence of labels over the
transitions between each state of the trajectory.

A trajectory can contain implicit transitions of the automaton. We con-
sider that a trajectory is equal to the trajectory from which implicit transitions
have been removed. Let traj = ((q0, . . . , qi, qi+1, . . . , qn), (l1, . . . , li, li+1, . . . , ln))
and traj′ = ((q0, . . . , qi, qi, qi+1 . . . , qn), (l0, . . . , li, ∅, li+1, . . . , ln)). Then traj =
traj′.

Two automata A and A′ are identical if their set of trajectories are iden-
tical. We call simplified automaton of A the automaton A′ = A where all the
states and transitions that do not appear in at least one trajectory have been
removed. In the following, when computing new automata, only simplified ones
are considered.

2.2 Synchronized Automata

Definition 3 (Synchronization of labels).
Let l1 be a label on E1 and l2 be a label on E2. We say that l1 and l2 are
synchronized iff l1 ∩ (E1 ∩E2) = l2 ∩ (E1 ∩E2). Their synchronization, denoted
Θ(l1, l2) is the label l1 ∪ l2 on the set of events E1 ∪ E2.

Two labels are synchronized if the synchronization events (E1 ∩ E2) present
in one label are present in the other label.

Definition 4 (Synchronization).
Let A1 = (Q1, E1, T1, I1, F1) and A2 = (Q2, E2, T2, I2, F2) be two automata.
The synchronized automaton of A1 and A2, denoted A1 ⊗A2, is the automaton
A = (Q, E, T, I, F ) defined by:

– Q = Q1 × Q2,
– E = E1 ∪ E2,
– T = {((q1, q2), l, (q′1, q

′
2)) | ∃l1, l2,

• (q1 = q′1 ∧ l1 = ∅) ∨ (q1, l1, q
′
1) ∈ T1

• (q2 = q′2 ∧ l2 = ∅) ∨ (q2, l2, q
′
2) ∈ T2

• l = Θ(l1, l2)
},

– I = I1 × I2 and
– F = F1 × F2.

Each transition of the synchronized automaton A corresponds to a pair of
transitions on automata A1 and A2 such that the labels of the transitions are
synchronized.
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It can be easily proved that (A1⊗A2)⊗A3 = A1⊗(A2⊗A3) with the following
state renaming: ((q1, q2), q3) → (q1, (q2, q3)). In the following, and to simplify, we
denote: A = A1 ⊗ . . .⊗An = A1 ⊗ (. . .⊗An) = (A1 ⊗ . . .)⊗An = (Q, E, T, I, F )
with Q = Q1 × . . . × Qn. Moreover, we consider that A1 ⊗ A2 = A2 ⊗ A1. In a
more general way we consider that ((q1, q2), q3) = (q1, q2, q3).

2.3 Diagnosis

Definition 5 (System model).
We denote by MOD = (QMOD , EMOD , TMOD , IMOD , FMOD) the system model.
IMOD is the set of possible states at the time t0. The final state may be any of
the states: FMOD = QMOD . The set of observable events is EMOD

OBS ⊆ EMOD .

Let us now consider the observations and diagnosis definitions. Usually, due
to uncertainties on the observations, we do not know the total order of the ob-
servations emitted by the system. Consequently the observations are represented
by an automaton, each trajectory of which representing a possible order on the
emitted observations during the period [t0, tn].

Definition 6 (Observations).
The observations, denoted OBS, are represented by an automaton describing the
observable events emitted by the system during the period [t0, tn].

Definition 7 (Diagnosis).
The global diagnosis, denoted Δn is an automaton describing the possible tra-
jectories on the system model compatible with the observations emitted by the
system during the period [t0, tn].

The global diagnosis of the system can be computed in the following way (see
for instance [7, 8]):

Δn = OBSn ⊗ MOD (1)

3 Automata Chain and Global Diagnosis

3.1 Objectives

At the end of the previous section we have presented a way to compute the
global diagnosis of the system on the period [t0, tn]. Our goal is now to compute
a diagnosis on the period [t0, ti] (i < n) and, given this diagnosis as well as
the observations on the period [ti, ti+1], to incrementally compute the diagnosis
[t0, ti+1]. In order to achieve this goal we introduce the concept of automata
chain and first apply it to the case of global diagnosis. We then extend the
principle to the problem of incremental computation detailled Section 4.

Figure 1 illustrates the principle of slicing an automaton into an automata
chain and conversely (called the reconstruction). The use of automata chain for
the diagnosis is also presented in this figure. Given the observation automaton
OBSn and the model of the system MOD , it is possible to compute the global
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diagnosis by synchronization, as presented Section 2. The idea is to slice the ob-
servations automaton into a sequence of automata OBS i called automata chain,
so that the original observation automaton can be rebuilt from the automata
chain by a reconstruction. Each automaton OBS i is local to a temporal window
Wi. The local diagnosis of the temporal window Wi is computed using OBS i.
Finally, the global diagnosis is obtained by reconstruction of the local diagnoses.

Observation 
automaton

Observation
chain

Global
diagnosis

Diagnosis
chain

reconstruction

reconstruction

slicing

Automaton
synchronization

MOD

Chain
synchronization

MODby by

Fig. 1. Principle of the use of an automata chain

We define below the automata chain and give the properties that enable us
to compute the diagnosis with the automata chain as illustrated on Figure 1.

3.2 Υ -Transition

We define a special class of events called Υ -events (denoted Υi for i ∈ N). An
Υ -event corresponds to a clock tick associated with the date ti. It does not
correspond to an event of the system.

We assume that an Υ -event and a system event e ∈ E cannot occur simulta-
neously: if l is such that ∃k, Υk ∈ l then l = {Υk}. In the following of this paper,
we note l = Υk for l = {Υk}. We call Υ -transition a transition labeled by Υk.

We change the definition of synchronization by adding the following property
to the definition 3. To be synchronized, two labels l1 and l2 should satisfy this
condition: if (∃i ∈ {1, 2}, j ∈ {1, 2}, j �= i), li = Υk, then either lj = li or lj = ∅.
Given this new definition, we ensure that the property on the Υ -event is satisfied
by the synchronization of two labels.

A temporal window Wi is defined as the period between two ticks represented
by Υi−1 and Υi. The period Wi is the period coming after Υ1 and the period Wn

is the period coming after the last tick Υn−1.

3.3 Automata Chain

Definition 8 (Automata chain).
A sequence of automata (A1, . . . , An) with Ai = (Qi, Ei, T i, Ii, F i) is called an
automata chain and denoted EA if ∀i ∈ {1, . . . , n},∀k ∈ N, Υk /∈ Ei.
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The meaning of an automata chain is the following: from a state q1 from I1,
it is possible to reach by the transitions of A1 a state q of F 1 ∩ I2; and then,
it is possible to visit A2 from q, etc. The automaton Ai is associated to the
temporal window Wi. An automata chain (A1, . . . , An) can also be represented
((A1, . . . , An−1), An).

The length of the chain is the number of automata in the chain. A 3-long
automata chain is presented on Figure 2. To simplify the representation the
labels over the transitions are not represented.

1

2 3 3

4

5

4

5

6

Fig. 2. Chain of three automata

Definition 9 (Chain concatenation).
Let EA = (A1, . . . , An) be an automata chain with Ai = (Qi, Ei, T i, Ii, F i). The
chain concatenation of EA, denoted ⊕EA is an automaton A′ = (Q′, E′, T ′, I ′, F ′)
defined by:

– Q′ = (Q1 ∪ . . . ∪ Qn) × {W1, . . . ,Wn},
– E′ = (E1 ∪ . . . ∪ En) ∪ {Υ1, . . . , Υn−1},
–

T ′ = {((q,Wi), l, (q′,Wi)) | (q, l, q′) ∈ T i} ∪
{((q,Wi), Υi, (q,Wi+1)) | q ∈ F i ∧ q ∈ Ii+1},

– I ′ = I1 × {W1} and
– F ′ = Fn × {Wn}.

Since different automata of an automata chain can have states in common,
the knowledge of a state q is not necessary related to a single temporal window.
Consequently, the states q of the automata chain are said relative while the
states (q,Wi) from the chain concatenation are said absolute. The concatenation

Υ 2

Υ 2

Υ1

1,1

2,1 3,1 3,2 5,2

4,2 4,3

5,3

6,3

Fig. 3. Concatenation of the chain of Figure 2
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transforms relative states into absolute states. The automaton obtained by a
concatenation is called an absolute automaton.

The concatenation of the automata chain presented Figure 2 is shown Fig-
ure 3. To simplify, the states (q,Wi) are noted (q, i).

Generally, we note: ⊕EA = A1 ⊕ . . . ⊕ An = (A1 ⊕ . . . ⊕ An−1) ⊕ An.
We introduce now the representation of an automaton by an automata chain.

In order to achieve this goal, we first give some definitions about trajectories.

Definition 10 (Trajectory abstraction).
Let traj′ = ((q′0, . . . , q

′
n), (l′1, . . . , l

′
n)) be a trajectory on absolute states. Then, the

abstraction of traj′ is the trajectory defined by traj = ((q0, . . . , qn), (l1, . . . , ln))
so that:

– ∀i ∈ {0, . . . , n}, ∃k, q′i = (qi,Wk) and
– ∀i ∈ {1, . . . , n}, (∃k, l′i = Υk ⇒ li = ∅) ∧ (�k, l′i = Υk ⇒ li = l′i).

Definition 11 (Automaton abstraction).
Let A′ = (Q′, E′, T ′, I ′, F ′) be an automaton on absolute states and let A =
(Q, E, T, I, F ) be an automaton on relative states. A is an abstraction of A′,
denoted A �abs A′, iff;

– for any trajectory traj of A, there exists traj′ from A′ and a trajectory traj2
from A so that traj2 = traj and traj2 is the abstraction of traj′ and

– for any trajectory traj′ from A′, there exists a trajectory traj from A so that
traj is the abstraction of traj′.

Definition 12 (Reconstruction).
Let EA be an automata chain. Let A = (Q, E, T, I, F ) an automaton so that
∀k, Υk /∈ E. A is the reconstruction of EA (denoted A �rec EA) iff A is an
abstraction of ⊕EA.

Definition 13 (Slicing).
Let A be an automaton and EA be an automata chain. EA is a slicing of A iff A
is a reconstruction of EA.

The links between the automaton, the automata chain and the absolute au-
tomaton are presented on Figure 4.

The automaton presented Figure 5 is the abstraction of the automaton shown
Figure 3. Thus, the automata chain given Figure 2 is a slicing of this abstract
automaton (cf. Figure 5).

Property 1. Let A be an automaton. Let EA be a slicing of A. Let A2 =
(Q2, E2, T2, I2, F2) be an automaton so that ∀k, Υk /∈ E2. Then A ⊗ A2 �abs

(⊕EA) ⊗ A2.

3.4 Synchronization of Automata Chain

Definition 14 (Prefix-closed automaton).
Let A = (Q, E, T, I, F ) be an automaton. The prefix-closed automaton of A,
denoted A+, is equal to the automaton A in which all states are final (F+ = Q).
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Absolute
automaton

Automata
chainAutomaton

reconstruction

slicing

concatenation

abstraction

Fig. 4. Links between the automaton, the automata chain and the absolute automaton
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4
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6
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Fig. 5. Abstraction of the automaton of Figure 3

Definition 15 (Suffix-closed automaton).
Let A = (Q, E, T, I, F ) be an automaton. The suffix-closed automaton of A,
denoted A−, is equal to the automaton A in which all states are initial (I− = Q).

We denote A# the automaton prefix-closed suffix-closed (A# = (A+)
−

=
(A−)

+
).

Definition 16 (Synchronization of a chain by an automaton).
Let EA = (A1, . . . , An) be an automata chain. Let A2 be an automaton. The
synchronization of EA by A2 is the automata chain, denoted EA ⊗ A2, defined
by: EA ⊗ A2 = (A1 ⊗ A+

2 , A2 ⊗ A#
2 , . . . , An−1 ⊗ A#

2 , An ⊗ A−
2 ).

The synchronisation of a chain automata with an automaton A2 consists in
synchronizing each automaton of the chain with the automaton A2. In the
synchronization of an automata chain EA = (A1, . . . , An) with an automaton
A2 = (Q2, E2, T2, I2, F2), all the states of A2 are considered to be initial, during
the synchronization with Ai (i �= 1), since the state q2 of A2 current during Υi−1

is not necessary initial. Thus, we have used the suffix-closed automaton of A2. A
similar reasoning has been applied for the final state and then the prefix-closed
automaton is also used.

Property 2.
Let EA be an automata chain and let A2 = (Q2, E2, T2, I2, F2) be an automaton
so that Υ /∈ E2. Then, ⊕(EA ⊗ A2) = (⊕EA) ⊗ A2.

Proof. This property can be checked by proving that the set of trajectories of
⊕(EA ⊗ A2) and the set of trajectories of (⊕EA) ⊗ A2 are equal.
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Corollary 1.
Let A be an automaton. Let EA be a slicing of A. Let A2 = (Q2, E2, T2, I2, F2)
be an automaton so that Υ /∈ E2. Then, EA ⊕ A2 is a slicing of A ⊗ A2.

3.5 Diagnosis

Let MOD = (QMOD , EMOD , TMOD , IMOD , FMOD) be the model of the system
as presented in Section 2. Let us remark that MOD does not give any information
on the final states of the system (FMOD = QMOD). Thus, we have the following
properties: MOD+ = MOD and MOD# = MOD−.

Let OBSn be the automaton representing the observations emitted by the
system and EA be a slicing of OBSn.

We have:
Δn �rec EOBSn

⊗ MOD (2)

4 Incremental Diagnosis

In this section, we consider the incremental computation of the diagnosis. Our
goal is to compute the diagnosis on the temporal window Wi+1 = [t0, ti+1] from
the diagnosis on the window Wi and the observations on the window Wi+1.

In the following, the diagnosis is formalized as a diagnosis chain. We first
present the interest of using diagnosis chain rather than the complete diagnosis
automata as described previously. We first propose a parallelized computing to
elaborate the diagnosis from the results obtained in the previous section. Finally,
we show that it is possible to take into account the diagnosis obtained for the
previous temporal windows to incrementally compute the current diagnosis in a
more efficient way.

4.1 Diagnosis Chain

As presented Section 2, the diagnosis is defined as a set of trajectories on the
system model and then can be easily formalized by an automata chain.

Definition 17 (Trajectories concatenation).
Let trajk = ((qk

0 , . . . , qk
nk), (l1, . . . , lnk)) be i trajectories so that ∀k ∈ {1, . . . , i −

1}, qk
nk = qk+1

0 . Then, the concatenation of the i trajectories trajk is defined by:
traj = ((q1

0 , . . . , q1
n1, q

2
1 , . . . , qi

1, . . . , q
i
ni), (l

1
1, . . . , l

1
n1, . . . , l

i
1, . . . , l

i
ni)).

Property 3.
Let A be an automaton and let EA = (A1, . . . , Ai) be a slicing of A.

– Let ∀k ∈ {1, . . . , i}, trajk = ((qk
0 , . . . , qk

n(k)), (l1, . . . , ln(k))), i trajectories on
the automata Ak so that traj, the concatenation of the i trajectories, exists.
Then, traj is a trajectory of A.
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– Let traj be a trajectory of A. Then, there exists i trajectories trajk on the
automata Ak so that the concatenation of the i trajectories is traj.

This property is a logical extension of the previous properties. It shows that
an automata chain represents the set of trajectories of the automaton that is
obtained by reconstructing the chain.

4.2 Parallelized Computation

Let EΔi = (Δ1, . . . , Δi) be the diagnosis of the period Wi incrementally com-
puted. Let EΔ(i+1) be the diagnosis of the system during the window Wi+1.
Then, we have:

EΔi+1 = (Δ1, . . . , Δi,Δi+1) with Δi+1 = OBS i+1 ⊗ MOD− (3)

This result comes from the fact that MOD# = MOD−.
The advantage of this approach is that the local diagnoses can be computed

in parallel. However, if the set of states QMOD is huge, then MOD− has a huge
number of initial states, and also Δi+1. The computation of Δi+1 can then be
very expensive. It is thus necessary to limit as much as possible the set of initial
states in the diagnosis on a temporal window Wi. This is the goal of the second
approach uses the incremental synchronization.

4.3 Incremental Synchronization

Definition 18 (Restriction).
Let A = (Q, E, T, I, F ) be an automaton. The restriction of the automaton A by
the set I ′, denoted A[I ′], is the automaton A′ = (Q, E, T, I ∩ I ′, F ).

Definition 19 (Incremental synchronization).
Let EA = (A1, . . . , An) be an automata chain. Let A2 be an automaton. The
incremental synchronization of the automata chain EA and A2 is the au-
tomata chain EB, denoted EA � A2 and defined by EB = (A1

B , . . . , An
B) with

∀i ∈ {1, . . . , n} so that:

– A1
B = A1 ⊗ A+

2 ,
– ∀i ∈ {2, . . . , n − 1}, Ai

B = (Ai ⊗ A#
2 )[F i−1

B ] and
– An

B = (An ⊗ A−
2 )[Fn−1

B ].

The incremental synchronization restricts the automaton Ai
B by the set of

final states of the previous automaton Ai−1
B .

Property 4.
Let EA be an automata chain and A2 = (Q2, E2, T2, I2, F2) so that Υ /∈ E2. Then,
⊕(EA � A2) = ⊕(EA ⊗ A2).
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We note Δi = (Qi
Δ, Ei

Δ, T i
Δ, Ii

Δ, F i
Δ). Let EΔi

= (Δ1, . . . , Δi) be the diagnosis
of the system during the temporal window Wi. It is possible to incrementally
compute the diagnosis Δi+1 on the temporal window Wi+1:

EΔi+1 = (Δ1, . . . , Δi,Δi+1) with Δi+1 = (OBS i+1 ⊗ MOD−)[F i
Δ] (4)

This method enables us to limit the number of initial states of the local
diagnoses.

5 Conclusion

In this paper, we have shown that an automaton can be sliced and represented
by an automata chain. We explain the relations between these two representa-
tions and define the synchronization operation for each of them. Diagnosis is
usually formally defined as resulting from synchronization between the system
automaton and the observation automaton. We propose to replace the observa-
tion automaton by an automata chain, each automaton representing the obser-
vation emitted during the corresponding temporal window. It is then possible
to compute the diagnosis as an automata chain, each automaton representing a
local diagnosis for a given temporal window. We show that it is equivalent to
compute the global diagnosis for the global observation automaton. Moreover,
we show that this computation can be performed in an incremental way, and thus
more efficiently by taking profit of the already computed diagnoses to improve
the computation of the current one.

This work concerns the off-line case. The next step is to study the on-line case.
The incremental approach means computing a diagnosis for a given time, and
then extending it by taking into account the next temporal window. It requires
to be able to build, on-line and incrementally, the observation automata chain.
The main difficulties are to determine the adequate temporal windows and to
ensure that the slicing is correct whenever the future observations are unknown.
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8. Rozé, L., Cordier, M.O.: Diagnosing discrete-event systems : extending the “diag-
noser approach” to deal with telecommunication networks. Journal on Discrete-
Event Dynamic Systems: Theory and Applications (JDEDS) 12 (1) (2002) 43–81
errata 14 (1) (2004) 131.



Integrating Web Content Clustering into Web
Log Association Rule Mining�

Jiayun Guo, Vlado Kešelj, and Qigang Gao
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Abstract. One of the effects of the general Internet growth is an im-
mense number of user accesses to WWW resources. These accesses are
recorded in the web server log files, which are a rich data resource for
finding useful patterns and rules of user browsing behavior, and they
caused the rise of technologies for Web usage mining. Current Web us-
age mining applications rely exclusively on the web server log files. The
main hypothesis discussed in this paper is that Web content analysis
can be used to improve Web usage mining results. We propose a sys-
tem that integrates Web page clustering into log file association mining
and uses the cluster labels as Web page content indicators. It is demon-
strated that novel and interesting association rules can be mined from
the combined data source. The rules can be used further in various ap-
plications, including Web user profiling and Web site construction. We
experiment with several approaches to content clustering, relying on key-
word and character n-gram based clustering with different distance mea-
sures and parameter settings. Evaluation shows that character n-gram
based clustering performs better than word-based clustering in terms of
an internal quality measure (about 3 times better). On the other hand,
word-based cluster profiles are easier to manually summarize. Further-
more, it is demonstrated that high-quality rules are extracted from the
combined dataset.

1 Introduction

Web Mining is an important application of data mining in the web environment.
The problems in this research area became very important due to the immense
size of the web resources and intensive user activity. The general area of Web
Mining is typically divided into the sub-areas of:

– Web Content Mining, which is concerned with the content of Web pages,
– Web Stucture Mining, concerned with the link structure of the Web, and
– Web Usage Mining, concerned with the patterns of user behaviour when

using the Web.
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Table 1. Different Approaches to Web Site Organization

Organized by Server location Examples
(1) Product www.microsoft.com /windows, /games, /sql. . .
(2) Location www.ibm.com /us, /ca/en, /cn, /jp. . .
(3) Person www.cs.dal.ca /˜prof01, /˜stydent03
(4) Other forums.devshed.com /showthread.php?p-2119#post211. . .

The data source for Web Usage Mining are typically web server log files. For
each user access, a log file includes information such as the user IP number,
time of access, file path, user browsing agent, returned status, and the size of
transferred data. Data mining on this data set can discover frequent patter in
user access, but they are mostly content oblivious. The file path may be a content
indicator, but it may not be reliable. Although many Web sites are constructed
according to their content, there are also many others that are not. As shown
in Table 1,1 the directory structure of a web site may be organized in different
ways.

Web site organization can be based on content such as product information ((1)
in Table 1), business locations (2), user space (3), and many other conceptual hier-
archies. If a Web site is organized according to user space, different directories may
contain similar content; e.g., same products or services provided at different places,
professors teaching the same class or sharing similar research interests. Also, with
the development of Web design techniques, more and more CGI programs are used
instead of the traditional static HTML files. In this case ((4) in Table 1), Web pages
are generated according to a set of input parameters. Typical examples would be
BBS/forum systems. In this case, it may be hard to make any inference about page
content based on the URL path.

In this paper we propose and evaluate an approach to integrate the content
of Web pages into mining of the Web server log files. We experiment with two
different clustering approaches to conceptually organize web pages, and then
use cluster labels in association rule mining from the Web log file. The cluster
labels represent content information, which is merged with the log file, giving an
integrated log file.

2 Related Work

Web Mining is categorized into three categories according to what part of the web
is mined [1, 2]: Web Content Mining [3], which focuses on the discovery of useful
information from the Web contents; Web Structure Mining [4], which attempts
to discover the model underlying the link structure of the Web; and Web Usage
Mining [5], which attempts to discover knowledge from the data generated by the

1 For privacy reasons, the user information from the www.cs.dal.ca data is anonymized.

ns
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Web surfer’s activity. Web site servers generate a large volume of data from user
accesses, which is used to mine knowledge about user browsing behaviour.

Web usage mining is still relatively isolated area from other two areas of Web
mining, even though it seems obvious that it is intrinsically related to the page
content. For example, the knowledge about user profiles is considered to be a
part of Web usage mining [3] and it is hard to learn something useful about
user profiles without consulting the content of the visited pages. In analyzing
user interaction and profile data, Web usage mining uses only the URL links
in the log file, for instance, as indication of the Web page contents. Some ideas
of integrating Web content information into Web usage mining have been ex-
pressed in some papers like [6, 7, 8]. However, most of these attempts still do not
use much of information from really looking at the Web pages contents. They
either assume that the URLs strongly indicate the Web page contents [7], or use
information from log files, like user click streams, to build Web page models or
clusters [8]. There are also other attempts to improve the Web server log file
mining by integrating some semantic concepts [9, 10], which requires awareness
of the content of Web pages beforehand.

3 System Design

Figure 1 illustrates the overall design of our system.

3.1 Preprocessing

In the preprocessing step, there are two major tasks: re-formatting the log file and
retrieving Web pages to a local disk-space. Log file re-formatting involves revising
the log file to a suitable format for further steps. Each field in the log access log
file is revised in order to reduce the cardinality of the corresponding domain
set. E.g., the IP numbers are generalized to their sub-net mask consisting of the
first two numbers, the access time is discretized into a 4-valued set {morning,
afternoon, evening, night}, the dates are grouped into the seven days of week
bins, and the numerosity of file paths is reduced by using only their prefix sub-
paths. Web page retrieving involves reading the URL address parts of the log
file, retrieving the associated Web pages, and storing them to the local space.
Only hypertext and plain text files are considered in this phase.

3.2 Document Clustering

Before document clustering, several steps are performed including eliminating
HTML/XML tags, eliminating stop words and word stemming for word-based
clustering, and translating all letters into their lowercase version for character
n-gram-based clustering.

Document clustering requires vector representation of the documents. For
vector components, we use the standard TF-IDF measure, defined in the follow-
ing way [11]:

TFIDF(i, j) = tf(i, j) ·
(

1 + log
N

df(j)

)
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where tf(i, j) is the frequency of feature (term) tj in document di, N is the
number of documents in the collection, and df(j) is document frequency, i.e., the
number of documents in the collection containing the term tj .

In the vector space model, one of the most common measures for similarity
between documents is the cosine measure, defined by [12]

cos(d1, d2) =
d1 · d2

||d1|| · ||d2||
where d1 and d2 are two document vectors. The measure returns values close
to 0 for very dissimilar documents, and high values close to 1 for very similar
documents. The k-means clustering algorithm requires a distance measure which
produces distance close to 0 for very similar documents and higher values for
dissimilar documents, we use the sinus distance measure [12]:

sin(d1, d2) =
√

1 − cos(d1, d2)2

Another obvious option would be simply to use 1 − cos(d1, d2), but a more
detailed analysis shows that the sinus measure is more appropriate since the k-
means algorithm relies on centroid calculation, which is a linear transformation,
and since sin(x)/x → 1 when x → 0.2

The well-known K-means algorithm is used for document clustering and its
pseudo code is given in Algorithm 1. A centroid is calculated as the arithmetic
mean and mass-center of all points in a cluster. There are typically three options
for a stopping criterion: We may stop when clusters settle. Since clusters may
oscillate instead of settling at a fixed point, there is a limit on the maximal
number of iterations. The third option is to observe a clustering quality measure
and stop when this measure reaches a local maximum. We use the fixed point
criterion with a limit on the number of iterations.

Algorithm 1 K-means
Partition object into k non-empty subsets randomly
repeat

Compute the centroids of the clusters
Assign each object to the cluster with the nearest centroid

until some stop criterion is met

The clustering quality is evaluated using either external quality measures,
which rely on some external knowledge such as a gold clustering standard of
a data set, or internal quality measures, which do not rely on any external
knowledge. Since our set of web pages is not labeled, we first use an internal
evaluation function to evaluate clustering. After using clustering results in the
web log association rule mining, we evaluate the final results manually, and this is

2 Another way of presenting the argument is to depict document clustering as clus-
tering of points at the surface of a unit n-dimensional sphere.
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an external evaluation. However, unlike the internal evaluation, it is a qualitative
rather than quantitative evaluation.

For the internal evaluation, we use the internal evaluation function proposed
in [13] and defined as

EI =
1

mN

N∑
j=1

E(tj)
m∑

i=1

Ei(tj) (1)

where E(tj) and Ei(tj) are defined in the following way:

E(tj) = 1 − mj − 1
m − 1

logm

m∑
i=1

Ei(tj)

Ei(tj) =
nij − 1
ni − 1

logfi max+1(fj + 1)

In the equations above, N is the number of documents, m is the number of
clusters, E(tj) is called inter-cluster entropy, Ei(tj) is called intra-cluster entropy,
nij is the number of documents including feature tj in cluster Ci, fi max is the
maximum frequency of feature tj in cluster Ci, fj is the average frequency of
feature tj in cluster Ci, and mj is the number of clusters in which feature tj
appears.

3.3 Integration

The integration step involves integration of the Web document cluster informa-
tion into log files. Two data sets are obtained for further mining: one is log origin
with only the information obtained from the web log file, and the other is named
log integ and it includes information from the web log file, integrated with the
cluster labels. In order to be able to interpret the results of the association rule
mining, the clusters are manually summarized and described by brief descriptive
paragraphs in plain language.

3.4 Association Rule Mining

In this last step, the Apriori association rule mining algorithm [14] is applied to
the two data sets obtained from the above steps.

The number of unique values of each field in the re-formatted log file is
limited, and all the values can be displayed as strings. They are then used as
items in the standard association rule mining terminology. Each different value
either is present or not, so it is treated as a Boolean value. Since the domain sets
of different fields are disjoint, we do not need to present field (attribute) names
when presenting the association rules. The purpose of this association mining
step is to discover the rules of co-occurrence and the implications underlying the
large amount of access records.

After applying association rule mining on the two datasets log origin and
log integ, two sets of rules were obtained from the datasets respectively. These
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two sets of rules are compared. The rules obtained from the dataset log origin
are a subset of the rules obtained from the dataset log integ, so we explore the
rules obtained from log integ but not from log origin to see whether they provide
any useful and novel information.

4 Results and Evaluation

We used an Apache log access file from the graduate Web server of the Faculty
of Computer Science at Dalhousie University, for a one-month period in October
2003. In this period, there were 161,499 access records producing a 230MB log
file. Using a widely used data set in the experiment would be beneficial for
comparative reasons with other published results, however we were not able to
locate such dataset that would involve both web pages and the web log data. In
other published work, this scenario is often seen, were the experiments are based
on a local departmental web server.

All the experiments are executed on a Sun Solaris server at the CS Faculty
of Dalhousie University. The server type is SunOS sparc SUNW, Sun-Fire-880.
The system was implemented using Perl (preprocessing, document clustering,
and integration) and C++ (Association Rule Mining).

4.1 Cluster Summarization

In the document clustering step, after the K-means algorithm is performed, the
frequencies of features in each cluster are obtained. From these, the most fre-
quent key features of each cluster are extracted and used to manually summarize
the major topic of each cluster. In the manual summarization, beside the set of
the most frequent features, some sample Web pages from a cluster are examined
in order to produce a reliable cluster summary. Even though we could not suc-
cessfully use any existing summarization tool, a part of future work is to make
a further attempt to use this option.

The analysis of these summaries produced to following observations:

(1) When the number of clusters k is relatively large (k=12 for k-means) with
word representation, some different partitions share same or similar topics.

(2) When k is relatively small (k=8 for k-means) with word representation,
some of important clusters, which appear when k is larger, were not partitioned
from the others.

(3) The optimal clustering summaries are obtained for k = 10 with the word
representation.

(4) When the character n-gram representation is used, it is very difficult to
summarize clusters manually.

4.2 Internal Cluster Evaluation

The results of the internal cluster evaluation using equation 1 are shown in
Table 2. We can see that k=10 produced the best results for both word and
n-gram representation, which is an interesting result since it coincides with our
analysis based on cluster summaries. Character n-gram representation produced
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Table 2. Comparison of Document Clustering

Word-rep Ngram-rep
K=8 0.00953 0.03478
K=10 0.01183 0.036515
K=12 0.01077 0.03556
K=14 0.01032 0.03427

significantly better results (3 times) than word representation. However, since it
is much harder to summarize character n-gram based clusters than word-based
clusters, so we chose to proceed with the word clusters to the association rule
mining step. An important open question is how to summarize clusters based on
their character n-gram profiles. If this problem could be successfully solved our
hope is that we would obtain even better association rules.

4.3 Association Rule Mining Evaluation

In the association rule mining step, after applying Apriori on both datasets of
log origin and log integ, we got two lists of association rules. Table 3 shows the
number of association rules obtained from the two datasets.

Table 3. Number of rules obtained

[support, confidence] Log origin Log integ
[2%, 30%] 64 203
[2%, 50%] 20 81
[1%, 50%] 37 187
[1%, 60%] 9 58

The integrated log file produce three to four times more rules than the original
log file. As all the attributes in log origin are also included in log integ, it is
obvious that the rules from the latter are also included in those from the former.
Since the number of access records is very large, we mine rule with a support
threshold of only 1 or 2%, however the confidence threshold is kept at higher
levels of 30, 50, and 60%.

Table 4 and Table 5 list some rules obtained from the two datasets, log origin
and log integ respectively. The left side columns display the rules obtained from
program, while the right side columns display the same rules interpreted in the
plain language. Since all the rules obtained from log origin are also included in
the rules obtained from log integ, in Table 5 we show only the rules that are not
obtained from log origin.

We can make interesting observations about the web site usage based on the
extracted rules. According to Table 5, the rules indicate when and from where
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the access queries occurred, who visited, and what kind of information was re-
quested. These rules provide information which can be used in various applica-
tions, including web site organization, Web content distribution, and analysis
of user access behavior. For example, from the rule “/˜prof33 ⇒ ERROR”, we
would conclude that prof33 had changed a lot of his web pages, and we may
suggest an update or creation of redirection Web pages under his domain. The
rules like “cluster5 ⇒ /˜prof11”, “cluster6 ⇒ /˜prof07”, provided information
about the user domains that provide the content of a certain category or certain
topic. The rules such as “24.222 ⇒ cluster7” and “156.34 ⇒ cluster7” tell us
about the topics of interest of visitors from certain internet domains. These rules
are related to the document cluster labels, i.e., the web contents, and were not
included in the results from the conventional data provided in the web log file
(log origin).

Table 4. Association Rules from log origin

K=10 with Word Representation
Support=1% Confidence=50%

Association Rules Rules in plain language
/˜prof12 ⇒ 129.173 [10, 53] A majority of accesses to user prof12 ’s web

pages are from the CS building log-ons
129.173 ⇒ afternoon [20, 51] Over half of the accesses from CS building

were in the afternoon;
/˜prof12 ∧ Tue ⇒ afternoon [2, 56] Accesses on Tue and Wed to user prof12 ’s
/˜prof12 ∧ Wed ⇒ afternoon [2, 52] web pages occurred mainly in the afternoon;

From the original dataset, we obtained the rules that typically describe cer-
tain visitor groups that are interested in certain professors’ web pages. However,
one single professor’s web site may contain different topics. From the integrated
dataset, we obtained the rules that contain information about visitor groups that
are interested in certain kinds of topics. Pages with similar topics may exist in
different professors’ directories, and these rules are not found from the original
dataset.

Therefore, we can conclude that we demonstrated that some useful rules are
obtained from integrating web document clusters and web log files. These rules
are related to the content of web pages, and provide information that can be
further used for user profiling and web site evaluation and improvement.

5 Conclusion and Future Work

In this paper, a novel approach to Web log file mining combined with the in-
formation from automatic Web page clustering is presented. The methods for
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Table 5. Association Rules from log integ

K=10 with Word Representation
Support=1% Confidence=50%

Association Rules Rules in plain language
cluster5 ⇒ /˜prof11 [3, 51] A majority of Java programming pages are

from user prof11.
/˜prof11 ⇒ cluster7 [6, 54] A majority of user prof11’s web pages are

personal or course information pages.
cluster6 ⇒ /˜prof07 [3, 86] User prof07 provides over eighty percent of
/˜prof07 ⇒ cluster 7 [10, 59] administration pages, however more than

half of user prof07’s web pages are
personal or course information pages.

/˜prof33 ⇒ ERROR [4,81] User prof33 has deleted or modified many
of his web pages since Oct. 2003.

/˜prof13 ⇒ cluster1 [5,78] User prof13 has many empty pages.
cluster1 ⇒ /˜prof13 [5,67]
129.173 ⇒ cluster7 [21,51] Over 50% of accesses from outside
142.177 ⇒ cluster7 [3,52] CS building are for general information.
156.34 ⇒ cluster7 [2,55]
24.138 ⇒ cluster7 [1,56]
24.215 ⇒ cluster7 [1,54]
24.222 ⇒ cluster7 [7,55]
24.224 ⇒ cluster7 [3,53]
/˜prof10 ∧ afternoon ⇒ cluster7 [1,53] A majority of accesses to user prof10 ’s

web pages in afternoon are for general
information.

/˜prof12 ∧ cluster0 ⇒ 129.173 [1,60]
/˜prof12 ∧ 24.222 ⇒ cluster7 [1,62]

document clustering are used: word-based and character n-gram based. The K-
means algorithm was used in web page clustering. After manually summarizing
clusters obtained form the web log file, and from the integrated data file, the
Apriori association rule mining algorithm is applied. Several evaluation results
are produced: an “optimal” number of clusters is found based on manual summa-
rization and cluster analysis, and it was confirmed that this number of clusters
is locally optimal in terms of the internal quality measure. Furthermore, it was
demonstrated that some interesting content-related rules can be discovered from
the integrated web log data, while they could not be discovered using only the
standard web log data. These rules provide useful information related to the
web usage mining, and can be useful in tasks of the web site organization, web
content distribution, customer behaviour profile, and similar.
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The designed system is a proof-of-a-concept prototype of the idea of combin-
ing the web content mining and web usage mining, and there are many obvious
aspects in which it can be improved:

– The algorithm should be improved to handle larger data sets.
– More types of files should be analyzed, beside HTML and plain text only.
– Automatic summarization technique should be applied.
– Generating summaries for n-gram based clusters would open the doors of

using better clustering results in rule mining.
– The use of concept hierarchies could improve quality or association rule

mining.
– The data mining functionalities other than association rule mining could be

used in web log analysis.
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Abstract. Privacy is one of the main societal concerns raised by critics of the
uncontrolled growth and spread of information technology in developed soci-
eties. The purpose of this paper is to propose a privacy compliance engine that
takes email messages as input and filters those that violate the privacy rules of
the organization in which it is deployed. Our system includes two main parts: an
information extraction module that extracts the names of the sender and recipi-
ents as well as sensitive information contained in the message; and an inference
engine that matches the email information against a knowledge base owned by
the organization. This engine then applies compliance rules to the information
obtained from the extraction and database matching steps of the process. This
prototype is currently being developed for a university setting. In this setting, it
was shown to obtain a precision score of 77%. The next step of our research will
be to adapt our system to the context of a health organization, where privacy rules
are more complex and more sensitive.

1 Introduction

Privacy is one of the main societal concerns raised by critics of the uncontrolled growth
and spread of information technology in developed societies. On the one hand, the com-
plexity of the modern information systems maintaining our personal data is constantly
growing. On the other hand, these systems are often accessed by personnel who are
not sufficiently sensitive to the issue of personal data privacy. The fact that private in-
formation is in the hands of other people introduces the possibility of human error. To
bring order to this complex privacy landscape, most countries have introduced, in the
last several years, data privacy laws. In Canada, the main law is the Privacy Information
Protection in Electronic Documents Act of 2000. Recently, Ontario has introduced Bill
31 to regulate the issues of privacy and information access in the healthcare sector. This
legal framework is normative, and as such, it addresses privacy violations after they
have been committed. We believe that IT, in general, and AI in particular, can assist in
the development of tools that will detect privacy violations as they happen. Here, we
focus on email exchanges initiated from an organization and worry about information
breaches with respect to the privacy rules of that organization. Several factors contribute
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to the fact that information breaches are very likely. The quick pace of information ex-
changes is the first such factor: lots of information is being exchanged, and emails are
often sent in a hurry. People put less thought into the content of their messages or in
the nature of attachments than they do in the slower, manual correspondence process.
Another factor relates to the complexity of the matter: privacy rules can be numerous,
unobvious (legal vs. lay language) and very specific, and thus hard to interpret for the
variety of staff handling personal information, as is found in a hospital. To illustrate this
point, consider that Ontario’s Bill 31 is 116 pages long.

There is a lot of interest in offering such capabilities, but most solutions do not seem to
go beyond the lexical level for detecting and matching data against encoded privacy rules.
Despite the clear potential, little has been done to employ knowledge-based techniques
in developing privacy-aware solutions. For instance, Vericept (vericept.com) detects the
presence of social security numbers, credit card numbers, and other specific identifiers
in messages, yet it is clear that detection of privacy violations often requires inference.
Privacy rules must be connected with the knowledge about the people and the types of
information involved. It is this added degree of complexity which has motivated our work.

In this paper we describe the research and development of a compliance engine
that would, once installed in an organization, warn employees of the potential privacy
breaches their email messages may cause. The idea is to flag the various violations and
hold the message until the violations are inspected (and potentially corrected) by a hu-
man operator. We give an overview of the various components required for such a system
and discuss some of the technical details related to their interaction. The current proto-
type targets the academic environment, where emails are exchanged between students,
professors, and administrators, each having different access rights to private information.
The final goal of our work is to port this research to the healthcare environment. We are
collaborating with The Ottawa Hospital (TOH) on this application of the research.

2 The Envisioned Engine

As mentioned, the compliance engine described in this paper is conceived for a uni-
versity setting. In such an organization, different people are allowed access to different
pieces of information about other people according to the role they play in the organiza-
tion. These access rules are not always clearly set which can result in frequent privacy
violations. For this reason, languages for the internal privacy practices of enterprises
and for technical privacy enforcement must offer possibilities for the fine-grained dis-
tinction of users, purposes, data categories, purposes and conditions as well as clear
semantics. Our engine offers a solution which is consistent with that of the standard
EPAL language [1] that addresses all of the aforementioned elements. For illustration
purposes, we show that all the elements of the rules addressed in this engine can be
represented with EPAL syntax and can take advantage of the XML representation.

Our system considers some of the rules taken from the University of Guelph Privacy
Policy on the release of student information [2]. The subset of rules implemented in our
system is presented in Section 2 along with an EPAL representation.

The following is an example of an email that violates a student’s (Student B) privacy
in the context of the set rules. The email sender (Professor A), the program’s advisor
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who is entitled to know the student’s personal information such as his home address and
phone number, has cc’ed this information to a professor (Professor C) who will only be
teaching the student a course and is not entitled to view such information.

From: A@uoguelph.ca
To: B@uoguelph.ca
CC: C@uoguelph.ca
Subject: Please Confirm Correct Information

Dear Student name(nameB),
This message is to confirm your enrollment in CIS 2520,
your instructor will be professor name(nameC). Also,
for our records, could you please confirm your current
contact information below:

home_address(address)
home_phone(phoneNum).

Thank you kindly,
program_adviser_name(nameA)

Our system blocks A’s message to C, but it can be sent to B since B owns the personal
information in the message. Furthermore, the system informs A of the fact that his
message was not sent to C and indicates which rules of the policy were violated.

Building such a compliance engine presents a number of challenges. First, the lan-
guage used in the drafting of legal documents is often obtuse and difficult to understand.
It needs to be interpreted with a certain amount of skill, and then translated into a logical
language appropriate for computer processing. Second, the database has to be organized
in a way that allows for efficient access to and processing of data and rules. As well, the
database should be modular enough so that new rules as well as new facts can be added
and removed easily. Finally, the information extraction engine is difficult to implement
given the fact that emails are expressed in free-form text and do not follow the types of
schemas usually relied upon in typical information extraction tasks [3]. Though some
information such as student and phone numbers will be easy to extract, other informa-
tion pertaining to the context in which these simpler types of information occur will be
extremely difficult to assess.

In the final version of the prototype we will incorporate the lessons learned from
earlier work on AI and Legal reasoning [4], as well as Information Extraction [5]. Also,
as we include other information types for extraction, the methods described in [6] and
[7] will become useful.

3 Our Prototype

3.1 Overall Design

The main objective of the prototype is to develop the building blocks necessary to per-
form privacy compliance enforcement in email. The first element to consider is how
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this system, or compliance engine, will interface with its environment. As shown in
Fig. 1, for a given enterprise, the system has three elements as inputs: 1) the email, 2)
the privacy policy and 3) the database. The only output of the system is whether or not
the email conforms to the policy restrictions.

The email is a well-known input type. It is obtained by diverting the flow of emails
handled by a mail server. These emails are segmented into the two major parts: header
and body. Within each email, the headers of quoted reply chains can be used to establish
context and help resolve pronouns.

The privacy policy is the starting point for the compliance engine. The policy can
either be expressed in plain English or using IBM’s XML-based language EPAL. The
benefit to using EPAL is that the privacy policy would be more directly expressed in
terms of rules and therefore more easily interpreted. Once the policy has been expressed
as a set of rules, the component terms can be extracted from a document and violations
detected.

Database

Email

Privacy
Policy

Compliance
Engine Decision

Fig. 1. An overview of the proposed system. The compliance engine is the element of interest

The database is the place where all the domain information is stored. For all types
of domains, a database of items such as employees and customers is usually present.
For the academic domain, this includes information about professors, students, admin-
istrators, courses, etc. This database is used to help in the identification of the entities
extracted by the entity extraction module discussed below.

The core of the compliance engine is composed of two major components. The first
is the entity extraction module and the second is the privacy verification module. Each
will now be discussed in turn.

The entity extraction module is needed to pull the elements required by the privacy
verification module from the email. These elements are delivered to the verification
module in the form of two lists. The first list is composed of the recipients and sender
and the second contains all of the potentially private information in the email.

The privacy verification module uses the entities extracted by the entity extraction
module and verifies their consistency with the database. First, the recipients and sender
are identified. Once they have been identified, the types of information that each has
access to is considered. If there are any elements for which one of the parties involved
does not have access, it constitutes a violation of the privacy rules. If a violation is
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detected then the email is flagged and the compliance engine makes the decision of
whether to bounce, copy, divert or drop the email.

3.2 Detailed Description of the Prototype

In this section we describe the design and scope of the prototype outlined in the previous
section. The focus is primarily on the privacy verification module because it is in this
module where the reasoning (to decide whether an email is in violation of the privacy
policy) is performed. The entity extraction module is essentially a tool which enables its
operation. At this stage in the development, the extracted elements are relatively simple
and will become more interesting as the rules become more abstract. The details of the
extraction module are first presented, followed by those of the verification module.

At present, the system is only concerned with protecting the privacy of the elements
in the database. As such, the task of the entity extraction module is to identify those
items of interest in the source email documents. We are currently working to extend
the system to consider the privacy of more abstract concepts. Although it complicates
the information extraction module, the process is modular allowing more sophisticated
methods to be incorporated as needed. In its current form, the system knows what it
is looking for, and the challenge comes from the fact that the elements can present
themselves in many different forms. The first task it performs is to take from the email
header, the email addresses (and names if available) of the sender and the recipients.
Since this module resides on the same level as the mail server it has access to all email
header information, including bcc. The next step is to extract the information available
from the body of the email. In the academic domain, the types of information found in
the body of the email are for example, names, phone numbers, social insurance num-
bers, student numbers, dates of birth, addresses, etc. In order to extract these elements
from the body of the email, we work backwards from the database, identifying different
possible formats for each type of entity. This extraction can be performed using finite
state automata with high accuracy. In later versions, the data will not necessarily be
available in the database and more evolved information extraction techniques will be
employed. The final step performed generates a series of queries which are then deliv-
ered to the privacy verification module. This module then replies as to whether or not
privacy was compromised for the particular email.

The privacy verification module1 we developed is designed to accommodate the
storage and processing of three layers of information. The first layer is the data whose
privacy the system is trying to protect against privacy breaches. The data here, are the
elements in the university domain described above. The second layer describes the ad-
ditional knowledge needed to assist in the process of determining whether or not a
recipient is granted access to the data in the email. This additional knowledge describes
the ownership and the type of data being released in allowing the email to be delivered.
The third and final layer describes the rules which restrict access to the data being con-
trolled by the system. These rules define the access levels and recipient privileges for

1 The prototype is implemented in Prolog, specifically in SWI-Prolog version 5.2.6 running on
a WindowsXP Professional machine. The database, functions, and rules are implemented as
Prolog facts, predicates and rules.
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the data in the email based on its ownership and information types. Such access rules
are extracted directly from the privacy policy adopted by the university.

In the following sections, we describe the structure of each of the three layers of
the database system with an emphasis on the process of developing information access
rules based on the privacy policy.

The Data Layer. The database contains several tables and entities that describe each
of the following:

1. Personal Details (e.g., ids, names, addresses, etc. of all individuals involved in uni-
versity activities, such as, students, faculty, and staff)

2. Employee Details (e.g., ids, rank, status etc., for employees of the university)
3. Course Details (e.g., codes and titles of courses offered at the university)
4. Program Details (e.g., program code and department offering the program)
5. Academic Details describes how the different database entities relate to each other.

(e.g., what courses a particular student taking or a particular professor teaching)

This database can be implemented to reflect the complete structure of a university;
however, our prototype system is designed as a proof of concept consisting of an imple-
mentation of the essential parts of the database system. The purpose is to demonstrate
the effectiveness of our methods in preserving privacy. Given a comprehensive imple-
mentation of the database, the privacy protection methodology described here can be
extended to a large scale database information system.

Information Types and Ownership Rules Layer. In order to define information ac-
cess rules to a data entity D, we must introduce additional knowledge to assist in the
decision of whether or not to make D accessible to the user. This additional knowledge
must specify the ownership and information type of D.

A data entity D is defined as a primitive Prolog fact or item2 (a Prolog term listed
in the database). For instance, the arguments of the predicate personal_details are each
considered as separate data entities. For each data entity we define Prolog rules to de-
termine a type description and an owner identification number. For example, an iden-
tification number is a data entity of the type employee_id which identifies the person
who owns this personal record. Similarly, the name argument is a data entity of type
personal_name owned by the person identified by the identification number and so on
for the remaining arguments.

Therefore, in addition to storing the data, the database also stores rules about the
type descriptions for each of the data entities and their owners. The privacy policy
description directly affects the definitions of the information types and ownership. Laws
and regulations govern who owns what type of information. In our case, as mentioned
previously, we use the information privacy policy in [2] to extract the following rules to
determine data information type and ownership:

1. Identification numbers, personal names, home addresses, etc. are information types
owned by the individuals who own the particular personal record.

2 We are working to transfer the data to an SQL database.
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2. Employee identification numbers, rank, and status are information types owned by
individuals who are listed as being employed by the university.

3. Employee email addresses, office phone numbers, and names are information types
owned by the university, which provides public access to the list.

4. Course codes and titles, program codes, degree titles, and departments are informa-
tion types owned by the university.

5. Student registration information, listed by student names only, is also information
owned by the university. This ownership setting allows for anyone to verify whether
or not a student is registered at a university.

6. Student email addresses are information types owned by registered students.

Given the above information and ownership types, we can define information access
rules to grant users access to the data based on privileges defined by the privacy policy.

Information Access Rules Layer. While they are extracted directly from the privacy
policy, access rules must be expressed in a form suitable for representation in the
database system. Our database system consists of tables and functions that provide
users access to information stored in it. However, we assume that users may not ac-
cess the general functions of the database directly but rather can only access functions
designed to comply with our access rules. Therefore, given the privacy policy in [2], we
implemented the following rules to control user access to the database:

1. Students registered in a program at the university are allowed access to public e-
mail addresses, phone extensions, and names of employees in the university. In fact,
such information is considered public information released by the university.

2. Active employees of the university who are teaching courses in a particular sem-
ester can be granted access to the identification numbers, names, and email ad-
dresses of only those students enrolled in a course they teach.

3. Student advisers and university staff members are permitted access to any informa-
tion regarding any student (personal or academic).

4. Any information owned by the university is considered public information and can
be released to the public. This rule may not be totally realistic, but given the scope
of our prototype system, we felt it was reasonable. This includes any course or
program related information, student confirmation of registration, and employee
contact information.

5. Any individual has the right to access their own personal or non-personal data.

Please note that the above rules can be easily scripted in EPAL. Following is a transla-
tion of the first rule into EPAL. Similarly, all the other rules are represented and are not
included in this paper due to space limitations.

<rule id = "r1" ruling= "allow">
- <user-category refid = "registered-students"/>
- <data-category refid = "non-personal-email-address"/>
- <data-category refid = "phone-extension"/>
- <data-category refid = "name"/>
- <purpose refid = "any-purpose"/>
- <action refid = "access"/>
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Privacy Breach Detection in a Document. To complete the picture, the database now
contains data entities, their ownership and information types, and rules to restrict their
access. These access rules are consistent with the ownership properties as described in
the privacy policy. Our system can now apply the following process to an email docu-
ment in order to identify the existence of a privacy breach. The first two are provided
by the entity extraction module and the third is performed by the privacy verification
module.

1. Obtain the list IDs = [identification numbers of individuals receiving or sending
the email document]

2. Obtain the list D = [data entities of interest appearing in the document]
3. For each tuple (id, d), where id is in IDs and d is in D, check for the existence of

a privacy violation by applying all appropriate access rules to the tuple (id, d). If
any such rule denies id access to d, then there exists a privacy breach.

Our system reports all privacy violations by indicating the identification of the individ-
ual attempting the access and by stating the data, the information type, and the identifi-
cation of the owner of the data entity D.

A Complete Example. Consider the email example presented in Section 2. The email
was sent from A to B and copied to C. The database stores information about A, B,
and C. For instance, A is a program adviser at the university and has access to all
information regarding the student B. C is a faculty member who teaches a course in
which student B is enrolled. C is not permitted to view any personal information for
student B. In this case, our system will build the two lists:

1. IDs = [idA, idB, idC] using a mapping between identifiers and email addresses
of A, B, and C found in the database.

2. D = [email(A), email(B), email(C), name(nameA), name(nameB), name(name-
C), course(cis2520), address(address), phone(phoneNum)] as extracted from the
email text.

Then, the system will determine the privileges for each identifier in IDs and whether
these privileges enable access to each of the data entities in the list D. Access privileges
are determined once the system resolves the information and ownership types for each
of the data entities in the list D.

Although, idB is enrolled in a course taught by idC, and idC is granted access to
idB and name(nameB), our information access rules identify two breaches of privacy
by idC. He or she is accessing the address(address) and the phone(phoneNum) of
idB. Therefore, the output for the first violation will be:

check_violation(idC,employee_id,phone(phoneNum),
personal_phone_number,idB)

where idC is the user’s id of type employee_id. He or she is attempting to access
phone(phoneNum) which is of type personal_phone_number and is owned by idB.
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Similarly, the output for the second violation is:

check_violation(idC,employee_id,address(address),
personal_home_address,idB)

where idC is the user’s id of type employee_id. He or she is attempting to access
address(address) which is of type personal_home_address and is owned by idB.

4 Experimentation – Semi-automatic Processing

In this section, an evaluation of the system prototype is presented. First we describe the
prescribed methodology and then present the results and analysis.

4.1 Experimental Setting

The following steps describe the experimental setup and methodology.

1. Obtain a set of actual email exchanges from one of the authors. This set is composed
of 407 emails from the incoming mailbox, with 266 containing at least one of the
information types of interest.

2. Extract the potentially private information.
3. Map this information to the non-sensitive elements in our hypothetical database.
4. Automatically generate a set of queries to pose to the system.
5. Report how many of the introduced violations were detected and how many non-

violations were detected.
6. Introduce 20 privacy violations to non-violating emails. Craft these insertions such

that a range of possible privacy violations are covered. Repeat steps 2-5.

4.2 Experimental Results

Here we present the results and analysis for the methodology described above. In the
original 266 emails, 44 violations were detected. Of these, 34 were actual violations and
10 were wrongly identified as violations resulting in an overall precision of 34/44 or
77%. The reason for these 10 errors was due to the extraction process. It had identified
a teaching assistant and a mass-mail list as external entities and was declaring, since
student information was present, that a violation had occurred. Although these errors
could be repaired by adding information to the database, the issue of data consistency
was raised. In other words, by relying on the database to identify the entities present,
we need to ensure that the database has accurate information. Also of note here is the
number and type of violations detected. Although the number of violations was fairly
significant (∼13%), they were primarily of one type. The most common explanation
for a violation was that a professor was allowed to see the student number of a student
he or she was not teaching. This unintentional release of information is considered a
breach of student privacy. Given that the task was performed using emails from a single
individual, it was logical that we only saw one type of violation repeated several times.
This fact led to a recall score of 100%. As more abstract types of privacy violations are
introduced to the system this number is expected to fall. For future experiments, we will
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need to use emails from several people in order to increase the variety and number of
violations.

As for the modified set of emails from step 6, all of the introduced violations were
detected. For each, the correct reason for the privacy violation was identified. This result
was expected as the inserted violations were all in the format expected by both the
extraction module and the privacy verification module.

5 Conclusions and Future Work

The purpose of this paper was to present the prototype we constructed for privacy com-
pliance enforcement in email. We described the intended functionality of our software,
its overall organization, the details of its implementation and we evaluated its perfor-
mance on a set of real and modified emails. The system was shown to perform admirably
well in the real-world setting for which it was created, obtaining a precision of 77%.

Our experience, thus far, suggests several improvements to our design:

1. The information extraction step can be simplified by considering the rules more
closely. Considering the scenarios where proper names should not be disclosed can
reduce the need for this more difficult step. In other words, only do name recogni-
tion if other information types are present to warrant it.

2. The extraction step can be extended to allow for partial matches to be extrapolated
in order for them to match elements in the database. A probabilistic approach is
needed to resolve whether or not partial entity A is the same as entity B described
in the database.

3. The privacy verification module needs to be less tied to the database. This greater
separation will make it easier to augment the system to include items such as stu-
dent grades. As only final grades would be stored in the database, the detection of
these must be done independently of the database. The owner of the grade would
also need to be specified “on the fly” so to speak. The system needs to be able to
handle this situation and would require more sophisticated text processing tech-
niques.

Although our current system was implemented in a university setting, our ultimate
goal is to port the prototype system to a hospital environment. The system would help to
protect the privacy of patients (and personnel) from potential disclosure. As email be-
comes a more and more ubiquitous means of communication, some form of protection
against privacy leaks becomes necessary. Imagine for instance an email message spec-
ifying the treatment of a patient, sent from one physician to another, and copied to the
hospital pharmacy so that specific drugs could be administered as part of the treatment
plan. If, inadvertently, an external pharmacy is copied on this message, a potentially
serious privacy breach will occur, by releasing patient’s name, condition, and treatment
to a commercial organization.
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Abstract. Spatial clustering is an important topic in knowledge discovery 
research. However, most clustering methods do not consider semantic 
information during the clustering process. In this paper, we present 
ONTO_CLUST, a framework for ontology-based spatial clustering. Using the 
framework, spatial clustering can be conducted with the support of a spatial 
clustering ontology. As an illustration, the framework is applied to the problem 
of clustering Canadian population data.   

1   Introduction 

Spatial clustering is an important topic in knowledge discovery research. It can be 
used to find natural clusters (e.g., extracting the type of land use from the satellite 
imagery, merging regions with similar weather patterns), to identify hot spots (e.g., 
epidemics, crime, traffic accidents), and to partition an area based on utility (e.g., 
market area assignment by minimizing the distance to customers).  In spite of the 
importance of spatial clustering, most existing clustering algorithms do not use 
semantic information during the clustering process. Typically, to create clusters, a 
user creates a flat file corresponding to a set of data objects and runs a clustering 
algorithm.  A flat file is a sequence of lines, with each line containing values for all 
attributes for one data object, separated by tabs. The user specifies the parameters for 
the clustering algorithm, such as the number of clusters k for the k-Means method.  
Then the clustering algorithm partitions the data objects into clusters and outputs the 
results.  Current clustering methods do not separate the semantics of the data from the 
clustering method. Thus, clustering occurs at the data level instead of the knowledge 
level, which prevent users from precisely identifying their targets and understanding 
the clustering results. Although some existing clustering methods consider constraints 
[1][4][16][17][19][21], they only consider very limited knowledge provided by users. 
A more sophisticated and systematic framework is needed to support semantics in 
clustering. 

 An ontology is a formal explicit specification of a shared conceptualization. It 
provides domain knowledge relevant to the conceptualization and axioms for 
reasoning with it.  
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 In this paper, we do not discuss how an ontology can be generated from the web 
or other resources. We assume that an ontology already exists and has been 
represented in an ontology language. Based on this assumption, we propose a 
framework ONTO_CLUST for ontology-based spatial clustering. The framework 
provides a template for performing spatial clustering using the following steps.  First, 
the spatial clustering ontology is represented in a web ontology language.  Secondly, 
the user’s goal is translated into queries that perform reasoning on the ontology.  
Relevant algorithms and spatial data sets are selected and instantiated from the 
ontology with respect to the user’s goal.  Thirdly, the selected clustering algorithm 
performs clustering based on the results produced from queries.  Finally, the results 
are explained through the ontology.  

 ONTO_CLUST is a framework to use an ontology to support spatial clustering. 
The purpose of the framework is to guide a user to an appropriate selection of a 
clustering algorithm and an appropriate interpretation of the results. At present, the 
ontology is not used by the selected clustering algorithm. The advantages of the 
framework are as follows. First, the user’s goal is given at the semantic level. The 
user does not need to know details about the clustering algorithm. Secondly, the 
framework combines static knowledge (in the form of an ontology) with problem-
solving methods (for spatial clustering).  Incorporating domain ontologies and task 
ontologies in spatial clustering algorithms can enhance the quality of clusters 
produced for clustering tasks. Thirdly, the ontology is represented in OWL, the 
standard web ontology language, so the whole framework can be extended to find 
clusters in a variety of semantic web environments.  

 This paper emphasizes building the spatial clustering ontology and reasoning 
using the ontology based on the user’s goal.  The remainder of the paper is organized 
as follows. In Section 2, we briefly introduce some related work on spatial clustering 
and ontologies. Section 3 describes the framework for ontology-based spatial 
clustering.  Section 4 describes the application of the framework to the problem of 
clustering Canadian population data.  Conclusions and future work are given in 
Section 5. 

2   Spatial Clustering and Ontologies 

In this section, we briefly introduce spatial clustering methods and ontology research. 

2.1   Spatial Clustering 

In this subsection, we first give a broad categorization of clustering methods. Then we 
describe constraint-based clustering methods in more detail. 

Based on the techniques adopted to define clusters, clustering algorithms have been 
categorized into four broad categories, hierarchical, partitional, density-based, and 
grid-based [14]. 

Hierarchical clustering methods can be either agglomerative or divisive. An 
agglomerative method starts with each point as a separate cluster, and successively 
performs merging until a stopping criterion is met. A divisive method begins with all 
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points in a single cluster and performs splitting until a stopping criterion is met. The 
result of a hierarchical clustering method is a tree of clusters called a dendogram. An 
example of hierarchical clustering methods is BIRCH [24].  

Partitional clustering methods determine a partition of the points into clusters, 
such that the points in a cluster are more similar to each other than to points in 
different clusters. They start with some arbitrary initial clusters and iteratively 
reallocate points to clusters until a stopping criterion is met. They tend to find clusters 
with hyperspherical shapes. Examples of partitional clustering algorithms include k-
means, PAM [12], CLARA [12], CLARANS [13]and EM [22]. 

Density-based clustering methods try to find clusters based on the density of points 
in regions. Dense regions that are reachable from each other are merged to form 
clusters. Density-based clustering methods excel at finding clusters of arbitrary 
shapes. Examples of density-based clustering methods include DBSCAN [3]and 
DBRS [19]. 

Grid-based clustering methods quantize the clustering space into a finite number of 
cells and then perform the required operations on the quantized space. Cells 
containing more than a certain number of points are considered to be dense. 
Contiguous dense cells are connected to form clusters. Examples of grid-based 
clustering methods include CLIQUE [1] and STING [21]. 

Spatial clustering aims to group similar objects into the same group based on 
considering both spatial and non-spatial attributes of the object and a regular 
clustering algorithm can be modified to account for the special nature of spatial data 
to give a spatial clustering algorithm [14].  

To discover interesting knowledge from huge amounts of data, we should support 
ad-hoc data mining, by which a user may provide various kinds of constraints to help 
the data mining tool search for desirable patterns [1].  The constraints for clustering 
can be classified into four categories [1]: constraints on individual objects, constraints 
specifying obstacles and facilitators, constraints specifying parameters for clustering 
algorithms, and constraints imposed on each individual cluster. However, we regard 
the constraints imposed on the clustering algorithm in terms of parameters as too 
specific (or too low-level) for appropriate semantics. A more appropriate way for 
clustering with semantics would take into account high-level semantics, such as user’s 
goal, domain specific concepts, characteristics of data, and available methods. 

2.2   Ontologies and the OWL Web Ontology Language 

As mentioned, an ontology is an explicit representation of knowledge. It is a formal, 
explicit specification of shared conceptualizations, representing the concepts and their 
relations that are relevant for a given domain of discourse [5]. It consists of a 
representational vocabulary with precise definitions of the meanings of the terms of 
this vocabulary plus a set of axioms. 

Hwang introduced a high-level conceptual framework for combining a formal 
ontology with spatial clustering [11]. This framework includes a user-interface, 
metadata, a domain ontology, a task ontology, and an algorithm builder. The 
usefulness of the framework is shown by two examples, one contrasting two task 
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ontologies at different levels of scale, and the other contrasting two domain 
ontologies, one with an on-water constraint and the other without. Apparently no 
formal spatial ontology has been used in specifying the domain ontology. 

Several ontology languages have been proposed to represent ontologies. They are 
based on various underlying paradigms such as description logic, first-order logic, 
frame-based representations, taxonomies, semantic nets, and thesauruses. OWL (Web 
Ontology Language) [10] is based on a description logic. It is designed for use by 
applications that need to process the content of web-based information instead of just 
presenting the information to humans. OWL facilitates greater machine 
interpretability of Web content than that supported by XML, RDF, and RDF Schema 
(RDF-S) by providing additional vocabulary along with a formal semantics [10]. 
Additionally, OWL is reasonably well supported by existing ontology construction 
tools.  For example, the OWL Plugin [7] is an extension of Protégé-2000 with support 
for OWL.   

3   Ontology-Based Spatial Clustering 

The research process can be seen as aspects of three phases: understanding the 
problem, understanding the data, and performing data processing [15]. Right now, 
clustering can be regarded as occurring in the third phase, data processing, which 
purely operates on data. Arguably, the most appropriate clustering algorithm should 
be selected after taking into account factors such as the user’s goal, relevant domain-
specific knowledge, characteristics of the data, and available clustering algorithms. 
However, if queries were posed to the user about those factors in an arbitrary manner, 
it would be confusing. An ontology can provide a systematic way of organizing these 
factors such that they can contribute to the selection process and an orderly 
description of this process to the user.  

Based on the above analysis, we propose a framework called ONTO_CLUST 
for ontology-based clustering, as shown in Figure 1. In ONTO_CLUST, the spatial 
clustering ontology component is used when identifying the clustering problem 
and the relevant data. Within this component, the task ontology specifies the 
potential methods that may be suitable for meeting the user’s goals, and the 
domain ontology includes all classes, instances, and axioms in a spatial domain. A 
domain ontology could be built by users or domain experts, or derived from some 
existing ontologies.  

With the framework, users first give their goals for clustering. The goals are 
initially represented in natural language. The goals are translated into the ontology 
query language (manually at present) and matched with task instances in the task 
ontology. The goals are also used to search the domain ontology. The results of 
these queries identify the proper clustering methods and the appropriate datasets. 
Based on these results, clustering is conducted. The clustering result can be used 
for statistical analysis or it can be interpreted using the task ontology and the 
domain ontology. The final result is returned to the user in an understandable 
format. 
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Fig. 1. The ONTO_CLUST framework of ontology-based clustering 

Let us first describe our high-level spatial clustering ontology. The spatial 
clustering ontology includes five main classes: 

1) SpatialClusteringTask is an abstract class. It is the superclass of all 
possible spatial clustering tasks that users may perform, including 
FindHotSpotsTask and PartitionIntoClustersTask. Each type of 
clustering task is connected to some classes of clustering algorithms.  Based on the 
purpose of the clustering and the domain, domains, an appropriate clustering 
algorithm and dataset is selected. For example, two tasks are finding the best locations 
for shopping malls based on the population density and finding the best locations for 
shopping malls based on transportation convenience. According to our spatial 
clustering ontology, the former task should operate on population data with a density-
based clustering method, and the latter task should operate on transportation data with 
a partitioning clustering method. 
2) SpatialThing is an abstract class. As shown in Figure 2, its subclasses 
provide the basic classes of spatial-related concepts or entities. In our spatial 
clustering ontology, the SpatialThing class includes three subclasses, 
GeometricThing, Place, and Border.  

Because in spatial clustering, all data are represented as geometric shapes for 
processing, the GeometricThing class includes all the kinds of shapes known to 
be relevant to spatial clustering.  Under GeometricThing, two subclasses are 
included: AbstractShape and Angle.   

Under the class Place, we have four subclasses, ContactLocation, 
GeographicalRegion, EcologicalRegion and Planet. Under 
GeographicalRegion, we have the LandBody and BodyofWater 
subclasses. Continent, Country, Province/State, and City belong to 
the LandBody class. Sea, Gulf, Stream, Harbor, and Lake are included 
under BodyOfWater.   
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Fig. 2. A Hierarchical View of the SpatialThing Class 

3)SpatialRelation represents a spatial relation among SpatialThings. The 
three kinds of spatial relations are direction relations, distance relations, and 
topological relations. Some examples of direction relations are north, south, 
up, down, behind, and front. Some examples of distance relations are far 
and close-to (near). Some examples of topological relations are contain, 
overlap, and meet. 
4)SpatialData represents the properties of the spatial data that is registered for 
the web service. Basic properties of the class include the format of the data storage, 
the subject of the data, and the general location described by the data.  Example 
formats are Access database, text file, and XML.  Any datasets used in clustering is 
an instance of SpatialData. 
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5)SpatialClusteringMethod represents a list of all available clustering 
methods and their features. The methods are classified as described in Section 2.1. 
Every method is connected with some spatial clustering tasks.  The attributes of the 
clustering methods, such as the parameters required for the method, and the shape of 
the clusters generated by the method. 

4   Application to Canadian Population Data 

In this section, we first describe how we materialized the above high-level spatial 
ontology to represent knowledge in the application to Canadian population data. Then 
we describe an example on how to reason on the ontology to facilitate spatial 
clustering for Canadian population data.  

The data used in the application is the Canadian populations of geographic areas 
from the 1996 Census of Canada.  The population and dwelling counts are provided 
by individual postal codes. The postal codes were transformed to longitude and 
latitude using GeoPinPoint [8].  

Because OWL can formally represent the meaning of the domain terminology and 
it allows performing useful reasoning tasks on these documents, we used it as the 
language to represent the ontology.  We use the OWL Plugin [7] of Protégé-2000 to 
construct the spatial clustering ontology.   

The current ontology has 51 classes, including the high-level classes mentioned in 
Section 3 and some low-level classes to help building properties or relationships for 
high-level classes. For example, SpatialData is a high-level class with a property 
named DataFormat, which is used to describe potential formats for the data. Since 
the formats cannot be represented by any of the standard data types in OWL, we 
created a low-level class called DataFormat in the ontology. 

Over one hundred instances exist in the ontology. It includes all Canadian 
provinces plus major cities, rivers, and lakes. For example, Saskatchewan is an 
instance of class Province and Regina is an instance of class City.  

Suppose the user’s goal is “to find the population clusters/groups of western 
Canada”. Without geographic knowledge of Canada, the traditional clustering 
algorithm cannot proceed due to the lack of the definition of “western Canada”. In the 
following discussion, we will use this example to explain how the knowledge is 
represented in the ontology and how the reasoning is being done to help find the 
proper databases and clustering methods.  

Since in the spatial ontology, all provinces and major cities are represented as 
instances of the Province and City classes, respectively. Other geographical 
units, such as western Canada, are also defined. Figure 3 shows the OWL 
representation for “Western Canada”, an instance of GeographicalRegion, 
produced by the OWL Plugin in Protégé-2000.  It shows that ‘Western Canada’ 
is a geographical region inside ‘Canada’ (which is an instance of Country). It 
includes four provinces: Alberta, British Columbia, Manitoba, and Saskatchewan, 
each of which is an instance of Province. 

In OWL, the relations among classes can be defined as properties. In this example, 
the properties can be classified into two kinds.  The first kind of properties concerns 
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pure spatial relations, such as eastOf, farAway, and inside. The 
“include” relationship in Figure 3 is defined as a property in OWL. The second 
kind of properties is used to describe the properties or attributes of a class. For 
example, hasName is used to define the names of instances of each class. 

<GeographicalRegion rdf:ID="westerncanada"> 
    <hasName>Western Canada</hasName> 
    <inside> 
      <Country rdf:ID="canada"> 
        <hasName>Canada</hasName> 
      </Country> 
    </inside> 
    <include> 
      <Province rdf:ID="alberta"> 
        <hasName>Alberta</hasName> 
      </Province> 
    </include> 
    <include> 
      <Province rdf:ID="britishcolumbia"> 
        <hasName>British Columbia</hasName> 
      </Province> 
    </include> 

<include> 
      <Province rdf:ID="manitoba"> 
        <hasName>Manitoba</hasName> 
      </Province> 
   <include> 
      <Province rdf:ID="saskatchewan"> 
        <hasName>Saskatchewan</hasName> 
      </Province> 
    </include> 
      </GeographicalRegion> 

Fig. 3. OWL representation for Western Canada 

After building the classes and instances in the spatial clustering ontology, the next 
question is how to reason about the OWL representation of the ontology.  We use the 
above example ontology to illustrate how an ontology query could be processed. In 
the ontology, we have an instance of GeographicalRegion called ‘Western 
Canada’ as shown above. It includes four province instances: Alberta, 
British Columbia, Manitoba, and Saskatchewan.  Each province 
instance is inside of Western Canada, as shown in Figure 4. The ‘include’ and 
‘inside’ relations are defined as inverse properties. For example, as shown in 
Figure 5, Alberta is an instance of Province class. It is inside Western 
Canada and east of British Columbia. It is close to Saskatchewan and 
British Columbia, and it overlaps with the North Saskatchewan River. 
Two cities, Calgary and Edmonton, are inside the province. 

Each instance of the SpatialData class connects to the instance of the 
GeographicalRegion through the property of ‘aboutWhere’ and to the 
instance of spatial format through property of ‘format’. Figure 6 shows that a 
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Fig. 4. Western Canada is an instance of GeograhicalRegion 

 

Fig. 5. Alberta is part of Western Canada 

dataset called ‘abpopdb’ is available in Access database format. It contains 
population data for the province of ‘Alberta’. 

To reason in Protégé, we use a JessTab plug-in [9], which integrates Protégé with 
Jess, a fast rule engine and scripting environment. At present, the translation from the 
user’s goal to the Jess query is performed manually. For the user’s goal given above, 
we create a Jess query (or rule) as follows: 

(defrule query1 

(object(is-a SpatialClusteringMethod)(hasName ?method_name) 
(forGeneralPurpose "Yes")) 

(object (is-a GeographicalRegion) (OBJECT ?gr1)  
 (hasName "Western Canada") ) 
(object (is-a Province) (OBJECT ?pr) (inside ?gr1)) 
(object (is-a SpatialData) (hasName ?name)( 
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Fig. 6. abpopdb is an instance of SpatialData 

 

Fig. 7. The query result from JessTab 

 aboutWhat "population")(aboutWhere ?pr)) 

=> (printout t ""?method_name" can be used on "?name", which is a 

dataset about populations in western Canada" crlf)) 

The result of running the Jess query is shown in Figure 7. The result indicates that four 
databases, i.e., abpopdb1, bcpopdb1, mnpopdb1, and skpopdb1, could be used as 
datasets for the clustering on the populations of western Canada. Five available clustering 
methods, including STING, K-means, DBSCAN, CLARANS, and AUTOCLUST, can 
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be used to accomplish this general-purpose clustering task. Obtaining this type of result is 
a simple form of applying reasoning to the ontology. Thus for the task of finding the best 
locations for shopping malls based on the population density mentioned in Section 3, 
these are the appropriate datasets and methods. 

Figure 8 shows the clustering result when we pick DBSCAN as the clustering 
method. The resulting clusters are matched with the locations of major cities or 
geographical area in the ontology, and then we can explain the clustering results. As 
shown in Figure 8, each cluster is represented by the cities or geographical areas and 
the number of points in the clustering.  

 

Fig. 8. Result of Clustering Population Counts of Western Canada 

5   Conclusion 

In this paper, we presented ONTO_CLUST, a framework for ontology-based spatial 
clustering. In the framework, spatial clustering can be conducted with the support of a 
spatial clustering ontology. The ontology can play an important role in organizing 
information related to the process of clustering.  We presented an example showing 
how the framework could guide the choice of suitable data and clustering method for 
the task of locating shopping malls. 

This paper focused on building the spatial clustering ontology and performing 
some simple reasoning on it.  The existing framework needs to be extended with 
regard to its capabilities and its flexibility. For example, the ontology could be posted 
on the web. Currently, a GUI and a more sophisticated rule generator are under 
development.  
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Abstract. This paper presents an approach for target movement prediction by 
using Genetic Algorithms to generate the population of movement generation 
operators. In this approach, we use objective functions, not derivatives or other 
auxiliary knowledge, and apply probabilistic transition rules, not deterministic 
rules, for target movement prediction. Its performance has been experimentally 
evaluated through several experiments. 

1   Target Movement Prediction 

Target movement prediction can be viewed as the search process for the optimal solu-
tion (probable moving target location). There are three basic movement prediction 
scenarios: 1) Prediction from source to search the movement space defined by a spe-
cific movement representation, in which movements are encoded and controlled by an 
objective function (e.g., formulated by a set of geographical constraints), 2) Predic-
tion from tracking where the initial movement steps represent a tracked portion of the 
whole movement, which may be encoded in the movement representation, and 3) 
Prediction from tracking with the use of domain knowledge where the objective func-
tion (the search space evaluation function) is partially defined (constrained) by the 
background knowledge that incorporates motion and/or behavior patterns (acquired 
and induced from the tracked portion of the movement). These scenarios are depicted 
graphically in Fig. 1. 

Fig. 2 illustrates the main concept behind the search process for prediction from 
tracking with the use of domain knowledge. The search space is defined by the  set  of 
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Fig. 1.  Three basic movement prediction scenarios 
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Fig. 2.  Movement prediction as the search process 

all parameters that describe movement properties (target state, behavior, identity, 
geographical and tactical constraints, etc). An evaluation measure is used to guide the 
search process towards optimal solutions. This measure is composed of two parts - the 
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evaluation function and the background knowledge. An important property of most of 
the search techniques is that they suffer from combinatorial explosion. Various strate-
gies for effective search have emerged from the fields of mathematics and computer 
science over the years. These range from totally uninformed search methods with no 
knowledge of the domain being searched to well-informed techniques in which 
knowledge of the domain is used effectively to speed the search.  

2   Genetic Evolution of Movement 

For movement prediction as a search process, we use Genetic Algorithms (GAs) [1,2] 
to generate the population of movement generation operators. GAs use objective 
functions whereas other search techniques require much auxiliary information in or-
der to work properly. GAs also use random choice as the tool to guide a search to-
wards regions of the search space with likely improvement (i.e., more probable 
movements) by using probabilistic transition rules. The genetic evolution approach 
for target movement prediction was described in a previous work [3]. The six steps in 
genetic evolution approach are 1) movements population seeding, 2) binary encoding, 
3) application of genetic operators, 4) binary decoding, 5) evaluation, and 6) recombi-
nation. Step 5 evaluates movements in the population according to the evaluation 
function defined in Step 1. Each movement in the genetic population has to be evalu-
ated according to an evaluation function. Fig. 3 explains the computation of values for 
this evaluation function.  

3   Experimentation 

We have experimentally evaluated the genetic evolution of movement according to its 
ability to converge the population of movements to the most probable movement in 
the lowest number of genetic cycles. Fig. 3 presents a view of the population of 
movements in the first cycle, where seven movements are displayed in the population 
of movements. After some evolutionary runs of the genetic engine, all movements 
and their corresponding significant points are mostly converged to one movement 
(Fig. 4). Table 1 summarizes the experimental results obtained by changing evalua-
tion functions(Fig. 5). During experiments, a non-convergence result was observed in 
Exp. 4 when the evaluation function is formed for a highly multi-modal initial search 
space. The population of individual movements converged to two separate move-
ments. Such results probably form a highly multi-modal initial search space (defined 
by the function in Eq. 4). In such case, the search process has to start from a larger set 
of initial movements (i.e., search from a larger number of points in the initial cycle of 
GAs). A higher mutation rate can also potentially alleviate this problem. In most 
cases, however, movement convergence results were observed. For an example, after 
eleven evolutionary runs of the genetic engine in Exp. 3, all movements and their cor-
responding significant points are converged to one movement.  
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Fig. 3. The view of the population of movements in the first cycle 

Table 1. Experimental results obtained by changing evaluation functions 

Exp Eval. 
Function Convergence # of Genetic 

Cycles 

1 Eq. 1 A five-step movement converged to a singular 
movement. 8 

2 Eq. 2 A five-step movement converged to a singular 
movement. 8 

3 Eq. 3 A five-step movement converged to a singular 
movement. 11 

4 Eq. 4 F4 scenario did not converge to a five-step move-
ment. It resulted in a two-movement final state. 12 

))99)(80)(60)(30)(3()98)(75)(50)(25)(2(( −−−−−+−−−−−+ yyyyyxxxxxBA         (1) 

))80)(60)(30)(3()75)(50)(25)(2(( −−−−+−−−−+ yyyyxxxxBA    (2) 

 (Simplified version of Eq. 1) 

))60)(30)(3()50)(25)(2(( −−−+−−−+ yyyxxxBA (3) 

 (Simplified version of Eq. 2) 

))30)(3()25)(2(( −−+−−+ yyxxBA    (4) 

 (Simplified version of Eq. 3) 
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Fig. 4. The population is converged to a single optimal movement  

 

Fig. 5. Example of an evaluation function defined over 100*100 (x, y) coordinates plane 
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Abstract. As the Internet became popular, the volume of digital multimedia 
data is exponentially increased in all aspects of our life. This drastic increment 
in multimedia data causes unwelcome deliveries of adult image contents to the 
Internet. Consequently, a large number of children are wide-open to these 
harmful contents. In this paper, we propose an efficient classification system 
that can categorize the images into multiple classes such as swimming suit, 
topless, nude, sexual act, and normal. The experiment shows that this system 
achieved more than 80% of the success rate. Thus, the proposed system can be 
used as a framework for web contents rating systems. 

1   Introduction 

With the fast development of the Internet, we can access much more information than 
any time before. Though the Internet is very useful tool, without which we can not 
live, it also brings another side. Among the millions of Web sites, there are more than 
500,000 web sites that are related with pornography and other X-rated issues that your 
young children should never see [1, 7]. 

The main purpose of this paper is to apply MPEG-7 to adult image filtering 
database systems. By analyzing MPEG-7 descriptors, we create a prototype system 
that can be used for adult image classification techniques under visual environments, 
and introduce effective methodology of image classification via experiments. 

This paper employs neural networks for the image classification. The input value 
for the network is one or a combination of values of visual features extracted by 
MPEG-7 descriptors. 

In the next section, we discuss several methods of the image classification.  Then, 
we propose a Neural Network based adult image classification system in section 3. 
The simulation results are explained in section 4. Section 5 concludes. 

                                                           
* This paper was supported by the New Faculty Research Fund at Konkuk University in 2004 
** Author for correspondence: +82-2-2049-6089 
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2   Image Classification 

Recently a number of adoptions of the image classification techniques that use 
statistical methods have been increased since database techniques have been advanced 
a lot. Especially the field of data mining has been much improved, and a new field of 
study has appeared; image mining. Thus, many research groups study and research 
the field of image classification via the image mining technique. The image 
classification can be categorized as the Neural Network, the Decision-Tree Model, 
and the Support Vector Machine. 

One of the most common methods is the technique using Neural Networks. This 
method concentrates on study of decision-boundary surface distinguishing adult 
images from non-adult images via the computer-based classification rule, called 
perceptron [10, 11]. An Artificial Neural Network (ANN) is an information 
processing paradigm that is inspired by biological nervous systems, such as the 
brain process information. It is composed of a large number of highly 
interconnected processing elements (neurons) working in unison to solve specific 
problems.  

The decision tree model recursively partitions an image data space, using variables 
that can divide image data to most identical numbers among a number of given 
variables. This technique can give incredible results when characteristics and features 
of image data are known in advance [9]. 

The support vector machine technique is a brand-new image classification method. 
The purpose of the method is to find decision lines or surfaces distinguishing data 
from others like the technique using neural networks. The technique using the neural 
networks is just to find decision surfaces classifying the training data. But, SVM is to 
find decision surfaces maximizing the distance of two sets. Jiao et al. experimented on 
adult image classifiers using SVM [5]. 

The nearest neighbor method is one of the simplest and the most effective methods. 
It selects an odd number of images similar to the source image. The class where most 
of the selected images are included is decided for the class of the source image. This 
method is similar to the technique used in [6]. 

In addition to classification techniques mentioned above, there could exist many 
other techniques adding heuristics [2, 3, 4]. Using hybrid methods by mixing many 
classification techniques might be much more effective than applying only one 
specific method [8]. The objective of this paper is to create a new, effective, and 
better algorithm for the multi class adult image classification using MPEG-7 
descriptors. The standard MPEG-7 descriptors extract image features from a given 
image and use them as input values for the proposed neural network. We obtain 
over 80% of the successful classification rate for the adult image classification by 
combining values of the standard feature from MPEG-7 and employing the neural 
network approach. The detail of the proposed system is discussed in the next 
section. 
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3   The Proposed Adult Image Classification System 

The proposed system consists of two modules; the Feature Extraction Module and the 
Neural Network Classifier Module. Features of a given image are extracted using 
MEPG-7 descriptors, and then used as inputs for the classifier module. The neural 
network classifier module can categorize a given images into one of the 5 classes such 
as swim suit images (aa), topless images (ab), nude images (ca), sex images (cb), and 
normal images (d). 

Features of training images are extracted in XML format by executing the MPEG-7 
XM program. This feature information in XML is parsed in the next step and is 
normalized into values between 0 and 1 with respect to values generated by each 
descriptor. These normalized values are used as inputs for the neural network 
classifier.  After the process of extracting input data used in the neural network by 
MPEG-7 XM, each image is grouped as one of 5 classes.  

The neural network classifier learns the relation of the feature values and the 
corresponding class by modifying the weight values between nodes. We use the 
backpropagation algorithm to train the network. The classifier consists of input layer, 
output layer, and multiple hidden layers. The number of input nodes depends on the 
dimension of each descriptor, whereas the number of output nodes is five. The class 
information of each class is (1,0,0,0,0) for swim suit images, (0,1,0,0,0) for topless 
images, (0,0,1,0,0) for nude images, (0,0,0,1,0) for sex images, and (0,0,0,0,1) for 
normal images. In the testing process, as in the training process, the system extracts 
features from query images using MPEG-7 descriptors, and classifies query images 
using the neural network that generated by the training process.  

4   Simulation and Result 

In the simulation, we use MPEG-7 reference software: the eXperimentation Model 
for feature extraction. The eXperimentation Model (XM) software is the simulation 
platform for the MPEG-7 Descriptors (Ds), Description Schemes (DSs), Coding 
Schemes (CSs), and Description Definition Language (DDL). Besides the normative 
components, the simulation platform needs some non-normative components, 
essentially to execute some procedural code to be executed on the data structures. The 
data structures and the procedural code together form the applications [12]. 

4.1   Environments 

The simulation uses a total of 8510 images (1702 images for each class), and the 
experiment uses 5 descriptors; Color Layout (12), Color structure (256), Edge 
Histogram (80), Homogenous Texture (30), and Region Shape (35), where values in 
the parentheses indicate the input dimension. The inputs consist of MPEG-7 
normalized descriptor values. The output layer consists of 5 nodes. The detailed class 
information is mentioned in the previous section. Also the combinations of 
descriptors, such as Color Layout and Homogeneous Texture (12+30), and Region 
Shape and Color Layout (35+12), are used for the image features. The classification 
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module consists of 2 hidden layers, each with 50 nodes. The learning rate is 0.001 and 
the network is trained 100,000 iterations.  

4.2   Results 

Table 1 shows the test results of the proposed classifier with 1700 images that are not 
used in the training process. The Color Layout descriptor performs the best 
classification task, followed by the Homogeneous Texture and the Region Shape. 
Unlike classic adult image classification methods, which heavily depend on skin 
color, the proposed system has to learn not only the dominant skin color, but also 
 

Table 1. Test Results of Neural Network (%) 

descriptors  aa ab ca cb d Total 
aa 69.71 5.00 7.35 10.29 7.65 
ab 6.76 68.24 4.12 12.06 8.82 
ca 3.24 2.65 76.76 9.71 7.65 
cb 1.76 1.18 5.00 87.06 5.00 

Color Layout 

d 1.47 2.06 1.47 5.59 89.41 

Total  = 1700 
Correct= 1330 
Error  = 370 
Per(%)= 78.235 

aa 41.18 13.24 9.12 20.00 16.47 
ab 20.00 36.47 12.35 13.24 17.94 
ca 4.71 15.59 67.94 5.29 6.47 
cb 12.94 11.18 6.76 56.18 12.94 

Color Structure 

d 2.65 2.65 1.47 9.41 83.82 

Total  = 1700 
Correct= 971 
Error  = 729 
Per(%)= 57.118 

aa 45.29 18.82 14.12 12.65 9.12 
ab 11.47 45.29 19.41 12.06 11.76 
ca 7.35 15.59 53.82 12.06 11.18 
cb 6.18 8.82 12.06 61.18 11.76 

Edge Histogram 

d 1.18 3.24 4.71 7.94 82.94 

Total  = 1700 
Correct= 981 
Error  = 719 
Per(%)= 57.706 

aa 67.94 4.12 1.76 10.59 15.59 
ab 5.29 63.24 3.82 9.41 18.24 
ca 0.29 2.65 74.71 7.06 15.29 
cb 2.65 5.88 7.35 72.94 11.18 

Homogeneous 
Texture 

d 1.18 3.24 5.29 15.00 75.29 

Total  = 1700 
Correct= 1204 
Error  = 496 
Per(%)= 70.824 

aa 68.24 1.76 4.71 8.53 16.76 
ab 2.94 69.71 4.12 7.06 16.18 
ca 0.59 1.76 73.53 6.76 17.35 
cb 2.94 4.71 5.00 68.53 18.82 

Region Shape 

d 1.18 1.47 6.76 18.53 72.06 

Total  = 1700 
Correct= 1197 
Error  = 503 
Per(%)= 70.412 

aa 79.41 2.35 3.53 9.71 5.00 
ab 2.35 72.06 5.29 12.06 8.24 
ca 3.24 3.24 75.59 10.00 7.94 
cb 0.88 2.94 6.76 85.00 4.41 

Region Shape 
+ 

Color Layout 
d 0.59 0.88 2.06 6.47 90.00 

Total  = 1700 
Correct = 1367 
Error = 333 
Per(%)= 80.412 

aa 74.71 2.65 4.41 9.71 8.53 
ab 2.35 80.00 3.82 6.76 7.06 
ca 1.76 3.82 78.53 6.76 9.12 
cb 1.18 3.82 2.94 87.65 4.41 

Homogeneous 
Texture 

+ 
Color Layout 

d 0.59 1.76 2.35 3.24 92.06 

Total = 1700 
Correct= 1404 
Error= 296 
Per(%)= 82.588 
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other factors, such as texture and shape in the combination of descriptors. In order to 
investigate this factor, we test the performance of combined descriptors. The result of 
the combination of the Homogeneous Texture and the Color Layout is better than the 
combination of the Region Shape and the Color Layout. 

5   Conclusion 

This paper proposes an adult image classification system using neural networks. The 
selected MPEG-7 descriptors are used as inputs of the network. It classifies the 
images into multiple classes (5 classes) and the simulation shows that the system 
achieved 80% of the true positive rate for the hard tasks. When combined descriptors 
are used, the performance improves since, in case of multi classes, the effective 
feature values are different. The Color layout may be the best feature for adult-normal 
images whereas the Homogeneous Texture descriptor is more suitable for swim suit – 
topless image classification. The proposed system shows that the standard MPEG-7 
descriptors can be used for well defined features and the framework can be effectively 
used as the kernel of web contents rating system. 

References 

1. Will Archer Arentz and Bjorn Olstad, “Classifying offensive sites based on image 
contents”, Computer Vision and Image Understanding, Vol 94, pp293-310, 2004  

2. Margaret Fleck, David Forsyth, and Chris Bregler. “Finding Naked People”, 1996 
European Conference on Computer Vision, Vol. II, pp592-602, 1996  

3. Michael J. Jones and James M. Rehg, “Statistical color models with application to skin 
detection”, Technical Report Series, Cambridge Research Laboratory, December 1998  

4. Yuna Jung, E. Hwang, Wonil Kim, “Sports Image Classifier based on Bayesian 
Classification”, Lecture Note in Artificial Intelligence 3040, 546-555, Springer, June 2004 

5. Feng Jiao, Wen Giao, Lijuan Duan, and Guoqin Cui, “Detecting adult image using 
multiple features”, IEEE conference, Nov. 2001, pp.378 - 383 vol.3. 

6. Sung-joon Yoo, “Intelligent multimedia information retrieval for identifying and rating 
adult images”, Lecture Note in Computer Science 3213, 165-170, Springer, June 2004 

7. Mohamed Hammami, Youssef Chahir, and Liming Chen, "WebGuard: Web based adult 
content detection and filtering system", Proc. IEEE/WIC International Conference on Web 
Intelligence, pp 574-578, 2003  

8. David Forsyth and Margaret Fleck, “Identifying nude pictures”, IEEE Workshop on the 
Applications of Computer Vision 1996, pp103-108, 1996  

9. David Hand, Heikki Mannila, and Padhraic Smyth, “Principles of Data Mining”, MIT 
Press, pp343-347, 2001  

10. F. Rosenblatt, “The Perceptron: A probabilistic model for information storage and 
organization in brain”, Psychology Review 65, pp386-408  

11. D.E. Rumelhart, G.E. Hinton, and R.J. Williams. “Learning representations by back-
propagating errors”, Nature (London), Vol. 323, pp533-536  

12. http://www.chiariglione.org/mpeg/standards/mpeg-7/mpeg-7.htm 



Probability and Equality: A Probabilistic
Model of Identity Uncertainty

Rita Sharma and David Poole

Department of Computer Science, University of British Columbia,
Vancouver, BC V6T 1Z4, Canada

kegl@iro.umontreal.ca, poole@cs.ubc.ca

Abstract. Identity uncertainty is the task of deciding whether two descriptions
correspond to the same object. In this paper we discuss the identity uncertainty
problem in the context of the person identity uncertainty problem – the problem of
deciding whether two descriptions refer to the same person. We model the inter-
dependence of the attributes using a similarity network representation. We present
results that show that our method outperforms the traditional approach for person
identity uncertainty which considers the attributes as independent of each other.

1 Introduction

Identity uncertainty has been studied independently under various names by different
user communities. Within the statistics community, this problem has been studied as
record linkage [2]. The Fellegi-Sunter method [2] is the standard probabilistic method
for solving this problem. In computer science literature the same problem has been
studied under various names, duplicate detection [5], merge/purge problem [4], identity
uncertainty [6], or unsupervised classification [7]. With the exception of [7], in all of the
above approaches, an independence assumption is made: i.e., matching of one attribute
doesn’t depend on other attributes. However, this assumption is often faulty. For exam-
ple, people living in the same household have the same address, phone number and often
the same last name. In this situation, the independence assumption can cause a “false
positive match”. As an another example, when a person moves to a different city, his
address, phone number, and postal code all change together. In this situation, the inde-
pendence assumption can cause a “false negative match”. In this paper we discuss the
identity uncertainty problem in the context of person identity uncertainty. We model the
dependence/independence between attributes using a similarity network representation
[3]. To deal with data entry errors, we use different error models. To test the proposed
approach, as real databases are confidential, we model a reasonably realistic distribution
of attribute values by modelling the people in a set of households.

2 Probabilistic Modelling of Person Identity Uncertainty

X and Y are two records, which refer to the people to be compared and DescX and
DescY denote their corresponding descriptions. There are two hypotheses for records

B. Kégl and G. Lapalme (Eds.): AI 2005, LNAI 3501, pp. 227–231, 2005.
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X and Y given their descriptions: X and Y refer to the same person (X = Y ), or X
and Y refer to different persons (X �= Y ). The odds, Odds, for hypotheses

Odds =
P (X = Y )
P (X �= Y )

× P (DescX ∧ DescY |X = Y )
P (DescX ∧ DescY |X �= Y )

The ratio
P (DescX∧DescY |X=Y )
P (DescX∧DescY |X �=Y ) is a likelihood ratio (LR). The decision can

be made using decision theory [1], given LR and the cost of false positive and negative
matches.

To identify a person we consider the following seven attributes: Social insurance
number (SIN), first name (Fname), last name (Lname), date of birth (DOB), gender (Gen),
phone number (PH), and postal code (PC). We model the inter-dependence between the
attributes using a similarity network representation [3].

2.1 The Model of Attribute Dependence for Hypothesis X �= Y

The statistical dependence among the attributes that we assume is shown in Fig. 1 (a).
Propositions twins, relative, samehousehold, and samelastname represent that X and Y
are twins, relatives, living in the same household, or have the same last name. Attribute
SIN doesn’t depend on the other attributes. However, we cannot assume that the SIN
of two different people is independent. Knowing a different person’s SIN changes our
belief in X’s SIN, because, we expect that they shouldn’t be the same; see [9] for details.

2.2 The Model of Attribute Dependence for Hypothesis X = Y

If records X and Y refer to the same person, we expect that the attributes values should
be the same for both X and Y . However, there may be differences because of errors,
for example: typing errors, nick names, and so on. We model the dependence among
attributes using their actual values, the sloppiness of the data entry person (SloppyX,
SloppyY), and the possibility of movement (move). The dependence between attributes
is shown in Fig. 1 (b). The proposition Afname represents the actual first name. The
proposition EFx represents the error in first name for record X . To make this paper
more readable, we consider only the following errors1 (values of EFx): copy error (ce),
an error where a person copies a correct name, but from the wrong row of a table,
single digit/letter error (sde), and the lack of any errors (noerr). The random variables
Fnamex, Fnamey, and Afname have, as domains, all possible first names. We assume
that we have a procedural way for generating the prior probabilities of the variables
that have very large domains (even unbounded); see [9] for details. For the probability
P (Afname|Sex), we use name lists available from the U.S. Census Bureau2. The
conditional probability P (Fnamex|Afname ∧ Sex ∧ EFx) cannot be represented
in a tabular form because the domains of Afname and Fnamex are very large. To
reason in an efficient manner we need a compact representation for the large CPTs.

1 Although, we consider many more errors in the experiment.
2 http://www.census.gov/genealogy/names/
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Fig. 1. Similarity network representation of attribute dependency

3 Representation of Large CPTs

We can represent the large CPTs in a compact form using both intensional and extensional
representation. For example, the CPT P (Fnamex|Afname ∧ Sex ∧ EFx) can be
represented in a decision tree form by conditioning on the values of EFx as shown in
Fig. 2. The predicate equal tests whether variables Fnamex and Afname have the

EFx

singlet(Afname,Fnamex)

sde

equal(Afname,Fnamex)

noerr
ce

prsing(Fnamex)

no
yes

Sex
femalemaleyes

no

Pnew

yes no yes
no

0

1 0

lookup(Fnamex,male)
Pnew

lookup(Fnamex,female)

intable(Fnamex,male) intable(Fnamex,female)

Fig. 2. A Decision Tree Representation of the CPT P (Fnamex|Afname ∧ Sex ∧ EFx)

same value or not, predicate singlet tests whether the values for variables Fnamex and
Afname are a single letter apart or not, and predicate intable tests whether the value of
Fnamex exist is in the male (or female) name file or not. The function prsing is used
to compute the probability when the data entry person makes the “single digit error”
(sde). For example, if EFx = sde, Fnamex = dave then prsing(dave) = 1

100 . The
function lookup(Fnamex,male) computes the probability of Fnamex by looking in
the male name file. We assume here that we have the procedures that can compute these
predicates and functions in an efficient manner.

4 Inference

To compute the likelihood ratio we need to condition on the observations and marginal-
ize over the unobserved variables in the Bayesian networks shown in Fig. 1. We can
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marginalize over the unobserved variables for Bayesian network shown in Fig. 1(a) us-
ing the Variable Elimination (VE) algorithm. We get the likelihood of the observed data
given the hypothesis X �= Y . The marginalization for the network shown in Fig. 1 (b)
is complicated. The standard inference algorithms do not allow the intensional repre-
sentation. To overcome this, we use the Large Domain VE algorithm [8] that allows
us to make inference with intensional representation. The main challenges of applying
the Large Domain VE algorithm to the “person identity uncertainty” problem are in the
computation of intensional functions and predicates that arise in this problem. Due to
space constraints, we omitted these details from this short paper; for details see the full
version of the paper [9].

5 Experimental Evaluation

To test our approach for the person identity uncertainty (as real databases are confiden-
tial), we model a a small town of 1500 households. Persons living in the same household
have the same address and phone number. The probability that a single person lives in
a house is 0.4. The probability that a person is living with a partner is 0.6. For a single
person there is a 30% chance of having one child3. The chances for a subsequent child
is 10%. The probability that partners have the same last name is 0.5. For partners there
is a 70% chance of having one child. The chances for a subsequent child is 30%. When
both partners have different last names then the probability that the child will have any
of the parent’s last name is the same. Each record of the population contains seven fields
as mentioned in Section 2. Personal first names and last names are chosen according to
the distribution from U.S. census file4.

After creating the true population, we made two datasets, DA and DB . To create
DA we randomly took 600 records from the true population and corrupt them using the
database generator of Hernandez and Stolfo [4] using typographical errors and movement
into the true record. We place these corrupted records in dataset DA. Similarly, we made
DB but we took 1500 records from the true population. We compared each record of
DA with each record of DB . In these comparisons there were 227 duplicate cases. We
compute the likelihood ratio considering both attribute dependence and independence.
After computing the likelihood ratio between all pairs of records, we set the deciding
threshold equal to the maximum of maximum likelihood ratio from both cases. The
pair of records with likelihood ratio greater than the deciding threshold were taken as
duplicates. We compute the precision and recall. We reduce the deciding threshold with
a step of 1 until the deciding threshold is equal to the minimum likelihood ratio from
both cases. For each value of threshold we compute the precision and recall for both
cases. Figure 3 shows the precision versus recall for both cases. The recall/precision
curve shows that with attribute dependence the precision of the prediction is 95% with
100% recall, while with attribute independence precision is 70% for 100% recall. Also,
with attribute dependence 100% accuracy is achieved with more coverage than attribute
independence.

3 For each birth there is a 3% chance that twins will be born.
4 http://www.census.gov/genealogy/names/
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Fig. 3. Recall versus precision for both attribute dependence and attribute independence

6 Conclusion

We have presented a framework for reasoning about identity uncertainty in the context
of “person identity uncertainty”. The probabilistic modelling of identity uncertainty is
difficult, since the domain of some of the variables is very large (even unbounded).
For efficient inference in the Bayesian network we represent the big CPTs using the
intensional and extensional representation. As Figure 3 shows, the proposed approach
considering attribute dependence achieved a high level of accuracy over the standard
approach considering the attribute independence.

References

1. R.O. Duda, P.E. Hart, and D.G. Stork. Pattern Classification. Wiley-Interscience Publication,
John Willey and Sons Inc, second edition, 2000.

2. I.P. Fellegi and A.B. Sunter. A theory for record linkage. In Journal of the American Statistical
Association, pages 1183–1210, 1969.

3. David Heckerman. Probabilistic Similarity Networks, 1990. Ph.D. thesis, Stanford University.
4. M.A. Hernandez and S.J. Stolfo. The merge/purge problem for large databases. In Proceedings

of the SIGMOD Conference, San Jose, pages 127–138, 1995.
5. A. E. Monge and C. Elkan. An efficient domain-independent algorithm for detecting ap-

proximately duplicate database records. In Research Issues on Data Mining and Knowledge
Discovery, 1997.

6. H. Pasula, B. Marthi, B. Milch, S. Russell, and I. Shpitser. Identity uncertainty and citation
matching. In Proceedings of the Neural Information Processing Systems (NIPS-02), 2002.

7. P. Ravikumar and W. Cohen. A hierarchical graphical model for record linkage. In Proceeding
of Twentieth Conf. on Uncertainity in Artificial Intelligence (UAI-04), 2004.

8. R. Sharma and D. Poole. Efficient inference in large discrete domains. In Proceeding of
Nineteenth Conf. on Uncertainity in Artificial Intelligence (UAI-03), 2003.

9. R. Sharma and D. Poole. Probability and Equality: A Probabilistic Model of Identity Un-
certainty, February 2005. Technical Report TR-2005-02, Department of Computer Science,
University of British Columbia.



 

B. Kégl and G. Lapalme (Eds.): AI 2005, LNAI 3501, pp. 232 – 243, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

A Logic of Inductive Implication or Artificial Intelligence 
Meets Philosophy of Science II1 

Ricardo S. Silvestre1 and Tarcísio H.C. Pequeno2 

1 Department of Philosophy, University of Montreal, 
2910 Édouard-Montpetit, Montréal, QC,  H3T 1J7, Canada 

ricardo.silvestre@umontreal.ca 
2 Department of Computer Science, Federal University of Ceará,  
Bloco 910, Campus do Pici, Fortaleza-Ceará, 60455-760, Brazil 

thcp@ufc.br 

Abstract. The general purpose of this paper is to demonstrate through a well de-
fined example how philosophy of science and Artificial Intelligence (AI) can 
benefit from each other by sharing some of their ideas, methods and techniques 
developed to tackle similar problems. The problem we will focus is the expres-
sion of non-deductive inferences, which is performed in AI by the use of non-
monotonic logics, and in philosophy of science by the attempt of constructing 
inductive logics. After analyzing to what extent one of the most wide spread 
nonmonotonic formalisms – default logic – can be taken as a logic of induction 
in the philosophical sense, and carefully considering the similarities and dis-
similarities of the problems faced in these contexts, an expanded version of de-
fault logic, called by us a logic of logic of inductive implication, is introduced. 
It is then shown how this new framework can be used to represent different 
types of inductive calculi that may be of relevance to AI. 

1   Introduction 

In the introduction of a somewhat philosophical book of essays on Artificial Intelli-
gence [4], the editors spouse the thesis that in the field of AI “traditional philosophical 
questions have received sharper formulations and surprising answers”, adding that 
“… important problems that the philosophical tradition overlooked have been raised 
and solved [in AI]”. They go as far as claiming that “Were they reborn into a modern 
university, Plato and Aristotle and Leibniz would most suitably take up appointments 
in the department of computer science.” Even recognizing a certain amount of over 
enthusiasm and exaggeration in those affirmations, the fact is that there are evident 
similarities between some problems faced in AI practice and some classic ones dealt 
with within philosophical investigation. However, although there is some explicit 
contact between AI and philosophy in fields like philosophy of mind and philosophy 
of language, the effective contribution of ideas, methods and techniques from AI to 
                                                           
1 This work is partially supported by CNPq trough the LOCIA (Logic, Science and Artificial 

Intelligence) Project. 
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philosophy is still something hard to be seen. In this paper we continue a project 
started in some previous works [14], [15] and present what we believe to be a bridge 
between these two knowledge fields that, in addition to its own interest, can also serve 
as an example and an illustration of a whole lot of connections we hope to come over 
in the near future.  

In order to make that bridge concrete, let us start with the not so deep observation 
that the study of non-deductive inferences has played a fundamental role in both arti-
ficial intelligence and philosophy of science. While in the former it has given rise to 
the development of nonmonotonic logics [8], [10], [12], in the later it has attracted 
philosophers in the pursuit of a so-called logic of induction [3], [6]. Perhaps in virtue 
of the technical devices used in these two areas were prima facie quite different, the 
obvious fact that both AI researchers and philosophers were dealing with the same, or 
almost the same problem has remained virtually unnoticed. Of course, realizing this 
obvious connection is important because, at least in principle, computer scientists and 
philosophers can benefit from the results achieved by each other.  

It is our purpose here to lay down what we believe to be an instance of (the fruitful-
ness of) such cooperation. From one hand, we pick one of the most wide spread non-
monotonic logics – default logic [12] – and try to find out to what extent it can be 
considered as a logic of induction in the philosophical sense as well as which sort of 
adjustments should we make to transform it into such a logic. This will be done in 
Sections 2 and 3. In Section 4 we make use of the conclusions laid down in the previ-
ous sections to introduce a modified version of default logic which, we believe, has 
interesting properties from the standpoint of AI. In Sections 5 and 6 we try to justify 
this last claim by showing why our logic might be relevant to AI research. Finally in 
Section 7 we present some conclusive remarks.  

2   The Logic of Induction and Default Logic 

Since the time of Rudolf Carnap [3], induction has been conceived (even though not 
uncontroversially) as the class of rational non truth-preserving inferences, being the 
task of inductive logic to represent such sort of inferences. The conception of non 
truth-preserving inference is straightforward, it means an inference whose conclusion 
may be false even when its premises are true. This contrasts with the second key term 
in the definition, “rational,” which philosophers have shown to be a quite problematic 
term both in its characterization and in its operationality.  

Considering single defaults as inferences rules, it is clear that default logic satisfies 
the negative, non truth-preservingness feature of induction: conclusion β of default 
α:ϕ/β may be false even in the case where its premise α is true. But how about the 
hard part in the concept of induction, its rationality? According to Carnap [3] and Carl 
Hempel [6], for example, the purpose of the logic of induction is basically one of 
confirmation, i.e., given a piece of evidence e and a hypothesis h, it should say 
whether (and possibility to what extent) e confirms or gives evidential support to h.  
In this way, the distinction between inductive inferences and fallacies will be 
achieved automatically: despite being non truth-preserving inferences, fallacies do not 
exhibit any sort of premises-conclusion confirmation relation. 
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Now, there is a strong parallel between default rules and the qualitative form of 
these confirmatory sentences. Since α: ϕ / β allows us to infer β only provisionally, 
we can say it means something like “α  might be taken as an evidence for the hy-
pothesis that β is the case with the proviso that ¬ ϕ is not the case.” Taking a well-
known example, the fact that Twenty is a bird confirms or gives evidential or induc-
tive support to the hypothesis that it flies unless we know that it does not fly. In this 
way, we can read α: ϕ / β as “α confirms or inductively supports β, with the proviso 
that ¬ ϕ is not the case,” or, equivalently, “α inductively supports β unless ¬ ϕ.”  

From this perspective, it is clear why the positive side of inductive inferences is not 
taken into account by default logic. While a logic of induction is supposed to function 
as a black box having as input several pair of sentences e-h and as output a smaller 
number of sentences of the form “e inductively supports h,” default logic deals only 
with the output of such box, functioning as a tool for representing such confirmatory 
sentences and detaching their hypotheses from the evidences. As a consequence of 
that, it is aloof from the problem of positively characterizing inductive inferences: 
such task is left to the knowledge engineer, who can use default logic to formalize 
rational non truth-preserving inferences but also any sort of nonsense. In order to 
really deal with both input and output, we would need to have a sort of meta-default 
logic able to automatically “generate” defaults from defaults or from something else 
than defaults as well as to reason about them. In other words, we would have to have 
a sort of calculus of defaults.  

Now, how about if we had such calculus of defaults? What sort of new resources 
we would need to have in addition to the ones provided by default logic? And, which 
is more important, what kind of advantages this logic would give to us? Before an-
swering these questions, let us take a look at another feature of the philosophical pro-
ject of building a logic of induction which happens to be of fundamental importance 
for our comparative study. 

3   Plausibility and Paraconsistency 

If we have that evidence e confirms or supports hypothesis h, it is natural to wonder 
what we can conclude about h when e is true. Despite the diversity of approaches, all 
theorists agree on one basic point: given that e confirms h and that e is true, whatever 
we conclude about h, it should reflect the uncertainty inherent to inductive inferences. 
Almost invariably some probability notion has been chosen to do this job: even 
though from “e confirms h” and “e is true” we cannot conclude that h is true, we can 
conclude that it is probable. This notion of probability can be seen as an epistemic 
label we attach to inductive conclusions in order to make explicit their defeasible 
character. Carnap calls it pragmatical probability; we will use the less problematic 
term “plausibility.”  

It is important to note that characterizing inductive inferences in terms of pragmati-
cal probability or plausibility implies changing our previous understanding of confir-
mation statements. Considering that the truth of evidence e warrants us to inductively 
conclude the plausibility of hypothesis h instead of its truth, what e confirms or evi-
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dentially supports is not the truth of h, but its plausibility. Therefore, rather than say-
ing that e confirms or inductively supports h, we should say that e confirms or induc-
tively supports the plausibility of h. And given that “h is plausible” will be possibly 
inferred, the whole thing might be read as “e inductively implies the plausibility of h.” 
We call such statements inductive implications. 

Turning back to AI, it is pretty clear that default logic embodies the mentioned de-
tachment mechanism. After all, its whole purpose is exactly to find out which conse-
quents of defaults can be concluded. So therefore reading α:ϕ/β as “α inductively 
implies β unless ¬ϕ” as well seems quite suitable. But here we arrive at a breakdown 
in our reading of defaults in terms of confirmation theory. Since original default logic 
provides no means to distinguish nonmonotonically obtained conclusions from deduc-
tively obtained ones, there is no way to represent “β is plausible” and consequently no 
way to represent the statement “α inductively implies ‘β is plausible’ unless ¬ϕ.”   

One might be wondering whether there is some harm in that. Well, it does harm 
from a philosophical point of view, by not representing the epistemological state of 
matters properly and consequently promoting the confusion between well-established 
conclusions and defeasible ones. From the point of view of formal reasoning, this lack 
of terminological precision does also have some problematic consequences, which 
will be centered around the question of whether or not nonmonotonic conclusions 
should be treated in further reasoning upon them in the same way as monotonic ones. 
At this point, precisely, our view departs from traditional nonmonotonic formulations 
[2], [10], even when we concern ourselves with just AI applications.  

As it is well known, one of the most serious problems of default logic, and of most 
of nonmonotonic formalisms, is the so-called problem of anomalous extensions, 
which is due to the arising of contradictions among extensions (we could even say 
that the existence of several extensions is itself already a problem). According to 
some theorists, this phenomenon of appearance of inconsistencies is not simply an 
unfortunate feature of the available formalisms, but in fact an inevitable and essential 
characteristic of commonsense reasoning [10], [11]. By considering seriously that 
point, some AI scientists have tried to account for the inconsistencies that are sure to 
arise from the use of nonmonotonic inferences by embodying some sort of paracon-
sistency, i.e., mechanisms capable of reasoning non-trivially about inconsistent theo-
ries, in their nonmonotonic formalisms [2], [5], [10]. The logics conceived according 
to this view allow the tolerance to contradiction coming from a paraconsistent treat-
ment only to nonmonotonic conclusions. There is no reason why we should tolerate 
every kind of contradiction: in opposition to ontological contradictions, only so-called 
epistemological contradictions arisen from the use of inductive inferences might be 
allowed [10]. Now, calling the conclusions of inductive implications plausible facts, 
we have an automatic way to distinguish monotonic from nonmonotonic or inductive 
conclusions and to know to which sort of formula the paraconsistency should be ap-
plied. In fact, paraconsistency looks like an essential feature of the notion of plausibil-
ity: holding two mutually contradictory propositions to be each one of them plausible 
seems to imply no sort of irrationality and consequently should not lead to logical 
trivialization.  
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4   A Logic of Inductive Implication  

According to what we have discussed so far, any attempt to transform default logic 
into a logic of induction should encompass two things: (1) it must allow us to inferen-
tially obtain defaults or inductive implications, or, which would be even better, to 
represent specific ways according to which defaults are inferred, and (2) mark the 
consequent of defaults with some plausibility symbol as to be able to express its spe-
cial epistemic status and tolerate the contradictions that may arise from their use. 

For the second task, we shall refer to some recent theoretical results pointing to the 
connections between paraconsistent logic and modal logic [1], [2] and use this latter 

as a sort of logic of plausibility. Taking α as meaning “α is plausible,” we shall 

force the consequents of all defaults to be of the form α. As result of that, the con-
tradictions that might arise from the use of defaults will necessarily be of the form 

{ α, ¬α}, being easily manageable by modal logic.  
From a semantic point of view, the possible worlds of this plausibility interpretation 

of modal logic will be taken as plausible worlds. Now the interesting point about this 

kind of possible world is that since the consequent of our defaults will be -marked, 
there will be a close parallel between plausible worlds and the extensions that would 

be generated by the corresponding -less defaults. Given a particular ordinary default 
theory T, the contradictions that may eventually be inferred from it will be accommo-
dated in different self-consistent extensions. If α belongs to all these extensions we 
say that it is a skeptical consequence of T; if it belongs to at least one we say it is a 

credulous consequence of T. Now, by marking the consequent of defaults with  and 
using a modal logic as our underlying monotonic logic, contradictory conclusions will 
be accommodated in the same extension and the set of old extensions will correspond 
to a semantic interpretation to this new modal extension, being each extension an 

individual plausible world. In this way,  will correspond to the credulous conse-

quence relation, being thus called credulous plausibility, and  ( α =def ¬ ¬α) to 
the skeptical one, representing then a sort of skeptical plausibility notion [2]. 

For the first task, we shall consider an expansion of a specific modal calculus (in-
terpreted as a calculus of plausibility) in such a way that inductive implications or 
defaults are added to the logical language and treated as atomic formulae by its axio-
matic machinery. In this way we will be able to make defaults and ordinary formulae 
to interact with the help of standard logical connectives as well as have defaults ap-
pearing as the prerequisite, justification or consequent of another default. This logic 
will be used as the monotonic basis of our meta-default logic. In our representation of 
inductive implications, we shall change Reiter’s notation in such a way as to better 
reflect our new interpretation. We also drop the explicit reference to the normal part 
of the default [2], automatically preventing the so-called abnormal defaults. 

Definition 1. Let ℑ be a language. The inductive language ℑ  built over ℑ is defined 
as follows: (i) If α∈ℑ is such that it contains no one of ℑ’s logical symbols, then 
α∈ℑ ; (ii) If ⊕ is a monadic logical symbol of ℑ along with one of its non-logical 
complements, if there is any, and α∈ℑ , then (⊕α)∈ℑ ; (iii) If ⊕ is a dyadic logical 
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symbol of ℑ and α,β∈ℑ , then (α⊕β)∈ℑ ; (iv) If α,β,ϕ∈ℑ , then (α β ϕ)∈ℑ ; 
(v) Nothing else belongs to ℑ . 

Item (iv) defines our version of Reiter’s defaults, which we shall call from now on 

simply inductive implications. α β ϕ means “α inductively implies β unless ϕ” and 
is equivalent to default α:β∧¬ϕ/β. Right away we see that given propositional lan-

guage L, for example, L  will contain formulae like α (β ϕ λ) φ, 

(β ϕ λ) α φ, α∧(ϕ λ β) and (α β)→((β ϕ)→(α ϕ)). That is to say, besides 
allowing us to represent specific ways according to which defaults are inferred, by 

putting  and  on the same level as the other logical connectives, ℑ  fully explores 
the representational potential of defaults. We call α the antecedent of the inductive 

implication, β its consequent and ϕ its exception. α β is an abbreviation of α β  

and β ϕ is an abbreviation of β ϕ. We call any formula that is not an inductive 
implication an ordinary formula. 

We represent a modal calculus M by a triple <ℑ,Θ,Λ>, where ℑ is its language, Θ 
its set of modal operators and Γ its set of axiom schemas and inference rule schemas. 
If we want to know the real set of axioms of M, for example, we have just to take the 
set of all formulae of ℑ satisfying one of the axiom schemas of Λ. We also say that ℑ 
is based on Θ. Classical logic could be represented in this notation, for example, by 
taking ℑ as propositional or first-order logic, Θ = ∅ and Λ as one of its sets of  
axioms.  

Definition 2. Let M = <ℑ,Θ,Λ> be a modal calculus. The pseudo-inductive modal 

logic M’ based on M is the modal calculus <ℑ ,Θ,Λ>, where ℑ  is the inductive 
language built over ℑ. 

The set of axioms of M’ is simply the set of all formulae of ℑ  which satisfies at 
least one of Λ’s axiom schemas. The term “pseudo-inductive” indicates that the calcu-
lus in question is deductive rather than inductive but nevertheless contains and rea-
sons (deductively) about inductive implications. 

Definition 3. A pseudo-inductive logic of plausibility P is a pair <M’, Θ’> where M’ 

= <ℑ ,Θ,Λ> is a pseudo-inductive modal logic and Θ’⊆Θ is a set of modal operators.  

The difference between P and M’ is that in P we have chosen a subset of Θ to be 
our plausibility modal operators. Because of that we call it a logic of plausibility. The 
definitions below show how Θ’ shall play the role of a plausibility modality. 

Definition 4.  Let ℑ be a modal language based on a set of modal operators Θ and 

θ∈Θ a modal operator. The notion of θ-formula is defined as follows: (i) If α∈ℑ  is 

of the form θϕ, then α is a θ-inductive formula; (ii) If α∈ℑ  is a θ-inductive formula, 

then α∧β, α∨β, α→β and ∀xα are also θ-inductive formulae; (iii) If β∈ℑ  is a θ-

inductive formula, then α β ϕ is a θ-inductive formula; (iv) Nothing else is a θ-
inductive formula. 
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Definition 5. Let P = <M’, Θ’> be a pseudo-inductive logic of plausibility with M’ = 

<ℑ ,Θ,Λ>. The P-inductive language ℑP is defined as follows: (i) If α∈ℑ  is an ordi-

nary closed formulae, then α∈ℑP; (ii) If α∈ℑ  is a closed θ-inductive formula such 
that θ∈Θ’, then α∈ℑP; (iii) Nothing else belongs to ℑP. We call any set A⊆ℑP a P-
theory. 

Bellow we lay down the definitions which make clear how P-theories shall be used 
in order to generate what we have called P-extensions, which in its turn will be used 
to define the concepts of P-inductive consequence relation and inductive basis. The 
explanation of these notions and their use will be given in the following sections. 

Definition 6. Let P = <M’, θ> be a pseudo-inductive logic of plausibility with M’ = 

<ℑ ,Θ,Λ>, A⊆ℑ  a P-theory and S⊆ℑ  a set of closed formulae. Γ(S)⊆ℑ  is the 

smallest set satisfying the following conditions: (i) W ⊆ Γ(S); (ii) If Γ(S) M’ α then 

α∈Γ(S); (iii) If α β ϕ ∈ A, α∈Γ(S) and ¬β∉S and ϕ∉S, then β∈Γ(S). A set of 
formulae E is a P-extension of A iff Γ(E) = E, that is, E is a fixed point of operator Γ. 

Definition 7.  Let P = <M’, Θ’> be a pseudo-inductive logic of plausibility with M’ = 

<ℑ ,Θ,Λ>, A⊆ℑ  a P-theory and α∈ℑ  a formulae. α is a P-inductive consequence 

of A (in symbols: A P α) iff, for all P-inductive extensions E of A, α∈E.  

Definition 8.  An inductive basis L is a pair <P, P> where P is a pseudo-inductive 

logic of plausibility and P is its relation of inductive consequence.  

5   Default Logic, Universal Defaults and Anomalous Extensions 

The first thing we observe about our default logic is its open character. Considering 
the familiar notion of underlying monotonic basis of a nonmonotonic logic, we take 
such logic (under the label of pseudo-inductive logic of plausibility) as a parameter 
rather than a fixed component. This makes the comparison with other default logics 
very straightforward. For instance, a skeptical version of default logic which does not 
allow abnormal defaults and is able to reason about defaults would correspond to an 
inductive basis built upon classical logic (represented as a modal calculus <ℑ,Θ,Λ> 
with Θ=∅) and ∅ as the set of plausibility modal operators Θ’ of its corresponding 
pseudo-inductive logic of plausibility. With this “Reiter inductive basis” at hand, it is 
possible to answer the question as how our logic is related to other default logics.  

Below we show how Reiter’s normal and semi-normal defaults would be translated 
into our notation. Because the test of consistency of the consequent is made inside the 
very definition of extension (6.iii), at the same time that we do not need to write it on 
the exception, we automatically exclude abnormal defaults from the language. 

Example 1.   Reiter’s default α:β/β α:β∧ϕ/β 

   Inductive Implication  α β α β ¬ϕ 
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Another representational feature of our framework concerns the representation of 
universal defaults. Due to our considering inductive implication as a logical compo-
nent of the language, in order to represent default statements such as “typically birds 
fly” we can use ∀ along with an open formula, in this case an inductive implication 

and obtain formulae of the sort ∀x(bird(x) flies(x)). If the pseudo-inductive modal 
logic in question has ∀xP(x)→ P(x) as one of its theorems, then from 

∀x(bird(x) flies(x)) we will able to obtain all particular instances of “typically birds 
fly” which will be processed normally by definition 6. This, one should acknowledge, 
is much more effective than considering schemas of defaults and giving a sort of 
extra-logical account for this type of default statements, which are the very core of 
commonsensical default reasoning. 

About the role of P-theories in our formulation and the use of a modal logic as the 
underlying monotonic basis, the main idea is of course to be able to syntactically 
distinguish between deductive and inductive facts. As we have observed, this ap-
proach, which is our counterpart to the philosopher’s emphasis on distinguishing 
between certain and inductively probable statements, might be quite useful when 
dealing with the problem of anomalous extensions. In order to illustrate why this is 
so, let us define the inductive basis we shall use in the rest of the paper, which will be 
built upon modal logic S5 with  as its primitive modal operator. 

Definition 9.  Let S5’ be the pseudo-inductive modal logic based on modal calculus 
S5. The pseudo-inductive logic of plausibility P  is the pair <S5’,{ }> and the induc-
tive basis L  is the pair <P , P >. 

Now, the inductive implications allowed on the left-side of P  have necessarily to 

be { }-inductive formulae, which means that they ultimately imply a plausible for-

mula. Since then all inductive conclusions will be of the form α, inductive contra-

dictions will assume the form of pairs < α, ¬α>, which are consistently treatable 

inside S5’. Therefore, what in Reiter’s logic would produce two extensions, in L  

there will be only one extension with the two plausible contradictory facts α and 

¬α. Bellow we show how this would work with Nixon diamond example [13]. 

Example 2. The P -theory A = {(1),(2),(3)} bellow has one and only one P -

extension: ThP (A∪{ Pacifist(Nixon), ¬ Pacifist (Nixon)})2.  

1) ∀x(Republican(x) ¬Pacifist(x)) Typically republicans are not pacifists 

2) ∀x(Quaker(x) Pacifist(x)) Typically Quakers are pacifists 
3) Quaker(Nixon)∧Republican(Nixon) Nixon is a Quaker and republican 

Besides dealing with inconsistencies cases like the one above in which the informa-
tion available does not allow us to decide in favor of one of the two contradictory 
conclusions, the taking into account of the logical asymmetry between deductively 
and inductively obtained formulae also helps in the proper representation of other 
                                                           
2 ThP (A) = {α | A P  α}. 
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cases classically taken as instances of the problem of anomalous instances. Take 
Twenty example [9], which might be formalized as follows: 

Example 3. The P -theory A = {(1),(2),(3),(4),(5)} bellow has one and only one P -

extension: ThP (A∪{ Fly(Twenty)}).   

1) ∀x(Animal(x) ¬Fly(x) Winged(x)) Usually animals cannot fly 
2) ∀x(Winged(x)→Fly(x)) Winged animals are exceptions 

to this, they can fly 
3) ∀x(Bird(x)→Animal(x)) Birds are animals 

4) ∀x(Bird(x) Winged(x)) Birds normally have wings 
5) Bird(Twenty) Twenty is a bird 

Since we have here an effective way to distinguish between plausible and certain 
facts, we can, through the exception part of the inductive implication, set priorities 
between inductive implications. By telling in (1) that Winged(x) is an exception to 
Animal(x)’s inductively supporting ¬Fly(x), we set a priority of (4) over (1), for if 
through (4) we conclude Winged(Twenty), we will not be able to conclude 

¬Fly(Twenty) through (1).  

6   A Calculus of Defaults: Cumulativity, And, Or and Rationality 

Perhaps the most singular feature of our approach is its ability to conclude, both 
monotonically and nonmonotonically, not just ordinary formulae but also inductive 
implications, which opens room for the possibility of building what we have called in 
Section 2 meta-default logic or calculus of defaults. What will follow in this section is 
an attempt to illustrate how such sort of calculus can be built inside our framework. 

Since the middle of the eights, AI theorists have spent much of their efforts study-

ing the metatheoretic properties of nonmonotonic logics [7]. Let  be the inference 

relation of an arbitrary nonmonotonic logic L. Among the properties of  usually 
taken as desirable we can list the following (A is a set of formulae, α, β and ϕ are 

formulae, and CL is classical logic’s inference relation): 

Supraclassicality if A CL α, then A  α  

Inclusion A,α  α 

Cautious Monotony if A  β and A  α, then A,β  α 

Cut if A  β and A,β  α, then A  α 

Together, these properties characterize what is known as a cumulative inference re-
lation3. Below we have some more of such metatheoretic properties which, contrary to 
the ones above-listed, make reference to the internal form of the formulas: 
 

                                                           
3 Some authors do not include supraclassicality in their definitions of cumulative inference 

relation. Note that Inclusion follows from Supracl. and, below, And from Cut and Supracl. 
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And if A  α and A  β, then A  α∧β 

Or if A,β  α and A,ϕ  α, then A,β∨ϕ  α 

Rationality if A  α and A  ¬β, then A,β  α 

Thinking in terms of inductive implications instead of , the desirability of these 
properties can be automatically transferred to inductive implications themselves. 
After formally defining the notion calculus of inductive implication or logic of induc-
tion, we present two of such logics inspired in the just described meta-properties of 
defaults. 

Definition 10. Let P = <M’, Θ’> be a pseudo-inductive logic of plausibility with M’ = 

<ℑ ,Θ,Λ>, A⊆ℑ  a P-theory, T⊆ℑ  a P-theory called the set of inductive axioms and 

α∈ℑ  a formulae. α is a T-P-inductive consequence of A (in symbols: A T-P α) iff 

T∪A P α. 

Definition 11. A logic of induction or calculus of inductive implication C is a triple 

<P,T, T-P> where P = <M’, Θ’> is a pseudo-inductive logic of plausibility with M’ = 

<ℑ ,Θ,Λ>, T⊆ℑ  is a P-theory representing the set of inductive axioms and T-P is 

the T-P relation of inductive consequence. We also refer to T-P as C. 

Example 4. Let P be a pseudo-inductive logic of plausibility. The Cumulative axioms 
TC in ℑP is the set composed by all formulae of ℑP satisfying the following schemas of 
formula: 

SCl: (α→β) (α β) ((α↔ )∨( ↔β)) Supraclassicality 

In:  α α Inclusion  

CM: (α β ϕ)→((α φ  ϕ’)→(α∧β φ ϕ∨ϕ’)) Cautious Monotony 

Cut: (α β ϕ)→((α∧β φ ϕ’)→(α φ ϕ∨ϕ’)) Cut  

Let T be the cumulative axioms in ℑP . The Cumulative calculus of inductive implica-

tion CC is the triple <P ,T, T-P >. 

The reason for representing SCl through an inductive implication instead of a mate-
rial implication formula is due to inability of → to capture the relevance aspect re-

quired by such property. If we represent SCl by (α→β)→(α β), we will have that for 

any sentence α and β, α  and β. Below we have the formalization of prop-
erties And, Or and Rationality.  

Example 5. Let P be a pseudo-inductive logic of plausibility. The And-Or-Rationality 
or AOR axioms TAOR in ℑP is the set composed by all formulae of ℑP satisfying the 
following schemas of formula: 

And: (α β ϕ)→((α β’ ϕ’)→(α β∧β’ ϕ∨ϕ’)) And 

Or:  (α β ϕ)→((α’ β ϕ’)→(α∨α’ β ϕ∨ϕ’))  Or  

Rat: (α β ϕ) (α∧φ β ϕ) (α∧φ↔ )  Rationality 
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Let T be the AOR axioms in ℑP . The AOR calculus of inductive implication CAOR is 

the triple <P ,T, T-P >. 

Other interesting axioms we could mention are α∧ β (α∧β) (conjunction of 

plausible hypotheses, which S5 does not allow), α α ¬α (inferring skepti-

cally plausible hypotheses) and (¬ α)  (autoepistemic axiom.) 

7   Conclusion 

In this work we have tried to establish some connections between the field of non-
monotonic logic in AI and the philosophical field of inductive logic. We tried to mate-
rialize our conclusions by proposing a logical system inspired in Reiter’s default logic 
that fulfills the purpose of a logic of induction. We think our work represents a valu-
able contribution to both AI and philosophy in that it shows how AI tools can be use-
ful in treating traditional philosophical problems such as the one of building a logic of 
induction, and on the other hand how ideas traditionally cultivated inside philosophi-
cal fields can throw some light upon AI problems, namely the problem of anomalous 
extensions and the problem of representation of defeasible reasoning.  

About how much our logic departs from traditional default logics, the following 
points can be mentioned: (1) Defaults are represented through α β ϕ, which is 
structurally equivalent to Reiter’s semi-normal default α:β∧¬ϕ/β and is read as “α 
inductively implies β unless ϕ.” (2) Implicit in this notation is the taking into account 
of the consistency of the consequent in the definition of extension and the exclusion 
of abnormal defaults. (3) Rather than using classical logic as our underlying mono-
tonic logic, we suggest that a traditional modal logic be used instead and all defaults 
have their consequents marked with , meaning “is plausible that.” This has the 
advantage that now we are able to keep contradictions in the same extension and 
reason paraconsistently about them as well as to properly represent other cases of 
anomalous extensions. (4) Finally, defaults or, in our terminology, inductive implica-
tions are part of the logical language and treated by the axiomatic machinery more or 
less like atomic formulae. This has important representational consequences. First, we 
are able to represent universal defaults with the help of the logical symbol ∀ and, 
which is more important, represent, both monotonically and nonmonotonically, laws 
about defaults.   

About this last point, we should mention that our work opens the door to some-
thing which has never been done before: the construction of a calculus of defaults or 
inductive implications akin to the calculus of material implication contained in classi-
cal logic. In the same way that MP detaches the consequence from the antecedent of 
material implication sentences and →-axioms set the additional properties of →, we 
can say that the definition of extension acts exactly like MP, being our responsibility 
to lay down the inductive axioms which will effectively set the properties we want 
inductive implications to possess. What we have done in Section 6 was an illustration  
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of how this could be done. The proposal of a definitive calculus of inductive implica-
tion whose inference relation should, for instance, automatically satisfy all the proper-
ties we have shown in Section 6 is something we shall do in a future work. 
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Abstract. Distributing pieces of knowledge in large, usually distributed
organizations is a central problem in Knowledge and Organization Man-
agement. Policies for distributing knowledge and information are very
often incomplete, or conflict with each other. As a consequence, decision
processes for information distribution may be difficult to formalize on
the basis of a rationally justified procedure.

This paper presents an argumentative approach to cope with the
above problem based on Defeasible Logic Programming, a logic program-
ming formalism for defeasible argumentation. Conflicts among policies
are solved on the basis of a dialectical analysis whose outcome deter-
mines to which specific users different pieces of knowledge are to be
delivered.

Keywords: knowledge management, defeasible argumentation, logic pro-
gramming.

1 Introduction and Motivation

Nowadays in modern organizations information and knowledge (IK) have been
identified as valuable assets [1, 2, 3] motivating the development of different
Knowledge Management (KM) techniques. In the context of KM, distributing
customized pieces of IK in large and distributed organizations is a central pro-
cess. This process turns out to be a decision making problem as well, because IK
to be distributed to different users is not the same, so you have to decide which
IK item goes to each user. Organization policies for IK dissemination should be
defined to deliver notifications to specific organization members, according to
management criteria. Such policies, however, are frequently defeasible, as they
may change in the light of new information (e.g. particular interests and/or
information needs of users, exceptional situations, etc.), or even contradictory.

IK is characterized by metadata (such as a content classification in terms
of technical disciplines, intended audience, etc.) and users are characterized by
profiles, which give the user function or position in the organization, rights and
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duties, interests, etc. In this setting organizations typically have different crite-
ria for establishing their information distribution policies, and in practice such
policies are defeasible, compete with each other, and may include several excep-
tions. As a consequence, decision processes for IK distribution may be difficult
to formalize on the basis of a rationally justified procedure.

Defeasible argumentation [4, 5] has evolved in the last decade as a successful
approach to formalize commonsense reasoning and decision making problems as
the ones discussed before. In the last few years particular attention has been
given to several extensions of logic programming, which have turned out to be
computationally manageable for formalizing knowledge representation and ar-
gumentative inference. Defeasible logic programming (DeLP) [6] is one of such
extensions, which has proven to be successful for a number of real-world applica-
tions, such as web recommendation systems [7], clustering classification [8] and
natural language processing [9], among others.

This paper presents an argument-based approach to solve the problem of
knowledge distribution in large organization using DeLP. The proposed approach
can efficiently deal with conflicting policies regarding IK distribution among spe-
cific users by applying a dialectical analysis. The rest of the paper is structured
as follows. First, in Section 2 we present some relevant issues of IK distribution
in large organizations. Section 3 outlines the basics of defeasible logic program-
ming (DeLP). In Section 4 we describe how an argumentative approach for IK
distribution can be defined on the basis of DeLP. We illustrate the proposed
approach with a case study in Section 5. In Section 6 we discuss some imple-
mentation issues concerning DeLP, as well as related work. Finally Section 7
summarizes the conclusions we have obtained.

2 Characterizing Information and Knowledge
Distribution in Large Organizations

As a basis for our analysis we will consider the organization structure and char-
acteristics by means of users profiles. These profiles reflect information like areas
or divisions to which they belong (e.g. marketing, finance department, etc.), as
well as other attributes like rights and responsibilities. In large organizations
we can also detect a number of common features which complicate knowledge
dissemination, namely:

– Many different hierarchies of organization-related concepts:fields,roles,mem-
ber interests, etc. These hierarchies can have exceptions, as sometimes they
may come in conflict with organization policies.

– Members of the organization assigned to different areas or divisions and
one or more roles within the organization structure (e.g. CEO, manager,
supervisor), usually within a personnel hierarchy. Such hierarchies do not
have exceptions, but they assign different decision power or “permissions”
to their members, affecting the ultimate outcome of many decision mak-
ing processes. Each member will also have his/her own personal preferences
about IK delivery.
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– There are different organization policies which prescribe how to proceed
when IK items are to be distributed among different members or users.
Many of such policies are defeasible, specially in the presence of potentially
incomplete information concerning metadata and user profiles. As a result
competing policies usually emerge, including exceptions and special cases at
different levels within the organization structure.

In this context, given a set S of IK items to be distributed among the differ-
ent members (or users) of the organization, the IK distribution problem could
be summarized as sending every IK item s ∈ S to the right user such that (a)
he/she is supposed to receive s according to the policies from the organization
management, and (b) he/she is supposed to receive s according to his/her user
profile. As discussed above, the existence of multiple levels of exception (that is,
exceptions even for the exceptions) cause that decision processes for information
distribution are difficult to formalize on the basis of a rationally justified proce-
dure. As we will see in the next Section, defeasible argumentation will provide
us a sound framework for modeling this situation.

3 Defeasible Argumentation with DeLP

Defeasible argumentation [4, 5] has evolved in the last decade as a successful ap-
proach to formalize defeasible, commonsense reasoning. Defeasible logic program-
ming (DeLP) [6] is a defeasible argumentation formalism based on logic program-
ming. A defeasible logic program3 is a set K = (Π,Δ) of Horn-like clauses, where
Π and Δ stand for sets of strict and defeasible knowledge, respectively. The set
Π of strict knowledge involves strict rules of the form p ← q1 , . . . , qk and facts
(strict rules with empty body), and it is assumed to be non-contradictory. The
set Δ of defeasible knowledge involves defeasible rules of the form p −−≺ q1 , . . . , qk ,
which stands for “q1, . . . qk provide a tentative reason to believe p.” The under-
lying logical language is that of extended logic programming, enriched with a
special symbol “ −−≺ ” to denote defeasible rules. Both default and classical nega-
tion are allowed (denoted not and ∼, resp.). Syntactically, the symbol “ −−≺ ” is all
that distinguishes a defeasible rule p −−≺ q1 , . . . qk from a strict (non-defeasible)
rule p ← q1 , . . . , qk . DeLP rules are thus Horn-like clauses to be thought of as
inference rules rather than implications in the object language. Deriving literals
in DeLP results in the construction of arguments.

Definition 1 (Argument). Given a DeLP program P, an argument A for a
query q, denoted 〈A, q〉, is a subset of ground instances of defeasible rules in P
and a (possibly empty) set of default ground literals “not L”, such that: 1) there
exists a defeasible derivation for q from Π ∪ A; 2) Π ∪ A is non-contradictory
(i.e, Π ∪A does not entail two complementary literals p and ∼ p (or p and not
p)), and 3) A is minimal with respect to set inclusion.

3 When it is clear from the context we will simply refer to a defeasible logic program
as a “DeLP program” or just “program”
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An argument 〈A1, Q1〉 is a sub-argument of another argument 〈A2, Q2〉 if
A1 ⊆ A2. Given a DeLP program P, Args(P) denotes the set of all possible
arguments that can be derived from P.

The notion of defeasible derivation corresponds to the usual query-driven
SLD derivation used in logic programming, performed by backward chaining on
both strict and defeasible rules; in this context a negated literal ∼ p is treated
just as a new predicate name no p. Minimality imposes a kind of ‘Occam’s razor
principle’ on arguments. The non-contradiction requirement forbids the use of
(ground instances of) defeasible rules in an argument A whenever Π ∪ A entails
two complementary literals.

Definition 2 (Counterargument – Defeat). An argument 〈A1, q1〉 is a
counterargument for an argument 〈A2, q2〉 iff (1) There is an subargument 〈A, q〉
of 〈A2, q2〉 such that the set Π ∪ {q1, q} is contradictory; (2) A literal not q1 is
present in some rule in A1.
A partial order � ⊆ Args(P) × Args(P) will be used as a preference criterion4

among conflicting arguments. An argument 〈A1, q1〉 is a defeater for an argu-
ment 〈A2, q2〉 if 〈A1, q1〉 counterargues 〈A2, q2〉, and 〈A1, q1〉 is preferred over
〈A2, q2〉 wrt �. For cases (1) and (2) above, we distinguish between proper and
blocking defeaters as follows:

– In case (1) the argument 〈A1, q1〉 will be called a proper defeater for 〈A2, q2〉
iff 〈A1, q1〉 is strictly preferred over 〈A, q〉 wrt �.

– In case (1), if 〈A1, q1〉 and 〈A, q〉 are unrelated to each other, or in case (2),
〈A1, q1〉 will be called a blocking defeater for 〈A2, q2〉.
An argumentation line starting in an argument 〈A0, Q0〉 (denoted λ〈A0,q0〉 ) is

a sequence [〈A0, Q0〉, 〈A1, Q1〉, 〈A2, Q2〉, . . . , 〈An, Qn〉 . . . ] that can be thought
of as an exchange of arguments between two parties, a proponent (evenly-indexed
arguments) and an opponent (oddly-indexed arguments). Each 〈Ai, Qi〉 is a de-
feater for the previous argument 〈Ai−1, Qi−1〉 in the sequence, i > 0. In order
to avoid fallacious reasoning, dialectics imposes additional constraints (viz. dis-
allowing circular argumentation, enforcing the use of proper defeaters to defeat
blocking defeaters, etc.5) on such an argument exchange to be considered ra-
tionally acceptable. An argumentation line satisfying the above restrictions is
called acceptable, and can be proven to be finite [6]. Given a DeLP program P
and an initial argument 〈A0, Q0〉, the set of all acceptable argumentation lines
starting in 〈A0, Q0〉 accounts for a whole dialectical analysis for 〈A0, Q0〉 (ie.,
all possible dialogues rooted in 〈A0, Q0〉), formalized as a dialectical tree.

Nodes in a dialectical tree T〈A0,Q0〉 can be marked as undefeated and defeated
nodes (U-nodes and D-nodes, resp.). A dialectical tree will be marked as an and-
or tree: all leaves in T〈A0,Q0〉 will be marked U-nodes (as they have no defeaters),

4 Specificity [10] is used in DeLP as a syntax-based criterion among conflicting argu-
ments, preferring those arguments which are more informed or more direct [10, 11].
However, other alternative partial orders could also be used.

5 For an in-depth treatment of DeLP the reader is referred to [6].
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and every inner node is to be marked as D-node iff it has at least one U-node as
a child, and as U-node otherwise. An argument 〈A0, Q0〉 is ultimately accepted
as valid (or warranted) wrt a DeLP program P iff the root of its associated
dialectical tree T〈A0,Q0〉 is labeled as U-node.

Given a DeLP program P, solving a query q wrt P accounts for determining
whether q is supported by a warranted argument. Different doxastic attitudes are
distinguished when answering q according to the associated status of warrant,
in particular: (1) Believe q (resp. ∼ q) when there is a warranted argument for
q (resp. ∼ q) that follows from P; (2) Believe q is undecided whenever neither q
nor ∼ q are supported by warranted arguments in P.6

4 Modelling Hierarchies and Policies with DeLP

In order to solve the problem of IK dissemination within a large organization,
our proposal uses DeLP both for knowledge encoding and for performing a
rationally justified procedure in cases of decision-making involving competing
policies.

ALGORITHM DistributeKnowledgePieces
{Executed by Organization Management to decide which knowledge pieces

are to be sent to different specific users}
INPUT: List L = [k1, . . . , km] of knowledge pieces to be distributed

Organization management knowledge Porg

User Profiles P1, . . . ,Pn

OUTPUT: Distribution of L to Users according to Porg,P1, . . . ,Pn

BEGIN
FOR every User Profile Pi

Check integrity for Porg ∪ Pi

PL := { info(ki), . . . , info(km) } {encoding of ki’s as DeLP fact(s)}
FOR every user Useri with User Profile Pi

FOR every ki ∈ L { Select item ki from L}
Let P = Porg ∪ Pi ∪ PL

IF query send(ki, Useri) is warranted
THEN Send message ki to user Useri

END

Fig. 1. High-level Algorithm for Knowledge Distribution in Organization Management
using DeLP

The organization knowledge concerning corporate rules defining hierarchies
and (possibly conflicting) policies for knowledge distribution among users will
be encoded as a DeLP program Porg. Organization members will have their own
user profiles mirroring their preferences, formalized as other DeLP programs

6 It should be noted that that the computation of warrant cannot lead to contradic-
tion [6]: if there exists a warranted argument 〈A, h〉 on the basis of a program P,
then there is no warranted argument 〈B,∼ h〉.
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P1, P2, . . . , Pn. Given a list L of IK items to be distributed by the Organi-
zation among different users, a distinguished predicate send(I, User) will allow
him to determine whether a particular item I ∈ L is intended to be delivered
to a specific user User. The above query will be solved by the DeLP inference
engine on the basis of a program P which will take into the organization man-
agement knowledge, the information corresponding to the incoming items to be
distributed and the personal preferences Pi of the every one of the different users
involved. This is made explicit in algorithm shown in Fig. 1.7 Solving queries
based on the send predicate wrt the DeLP inference engine will automate the
decision making process providing a rationally justified decision even for very
complex cases, as we will see in the case study shown next.

5 A Case Study: Distributing Memos in ACME Inc.

We will show next how the proposed approach can be applied in a sample case
involving a large organization in which pieces of IK (memos) have to be dis-
tributed to different specific users. We assume a typical corporate environment
called ACME Inc., where people could have different rights and responsibilities
(CEO, managers, supervisors, etc.). These people (users) will belong to different
areas of the organization (production, marketing, etc.), and will have different
personal interests and preferences represented as User Profiles. Periodically the
company ACME Inc. generates a list of memos which have to be delivered to
different users according to the organization policies, taking into account at the
same time personal interests and preferences of the different users involved.

Within our organization, areas and topics are organized in hierarchies. Thus,
for example, a hierarchy of topics of memos could be “computers – hardware –
processors”. It must be noted that managing such hierarchies involves performing
inheritance reasoning to infer consequences related to subareas. Besides, orga-
nization policies could add exceptions to such hierarchies, e.g. by stipulating
that a certain memo is mandatory, and should be delivered without regarding
the user preferences. In our example, memos generated from ACME Inc. will
be encoded with a predicate info(Id,A, L,M, T, S), meaning that the memo
with unique identifier Id is about area A can be accessed by users of at least
level L. Other attributes associated with the memo are whether it is mandatory
(M = 1) or optional (M = 0), top secret (T = 1) or not (T = 0) and source of
origin S. Thus, the fact info(id3, computers,manager, 0, 0,marketing) indicates
that the memo id3 is about computers, it is intended at least for managers, it
is not mandatory nor secret, and it has been produced by the department of
marketing.

7 When considering Porg ∪Pi in the algorithm in Fig. 1, the integrity check performed
amounts to detect that no contradictory literals follow from the strict knowledge in
Porg ∪ Pi. This can be easily enforced e.g. by avoiding clash of predicate names in
heads of strict rules in Porg and Pi. An in-depth analysis of such situations is outside
the scope of this paper.
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5.1 Characterizing Organization Knowledge

Figure 2 shows a sample DeLP code for our example.8 Strict rules s1 to s9

characterize organization permissions and allow to extract specific information
from memos. Rule s1 defines that a user P is allowed access to item I if he/she
has the required permissions. Granted permissions are given as facts (f1, f2

and f3). Permissions are also propagated using the strict rules s4, s5 and s6,
where the binary predicate depends establishes the organization hierarchy, stat-
ing that the first argument person is (transitively) subordinated to the second
one. This predicate is calculated as the transitive closure of a basic predicate

Organization Knowledge for Information Distribution

Strict rules
s1) allowed(I, U) ←info(I, A, L, M, T, S), permissions(U, L).
s2) isAbout(I, A) ←info(I, A, L, M, T, S)
s3) isAbout(I, A) ←subF ield(SuperA, A), isAbout(I, SuperA).
s4) permissions(U, X) ←depends(X, Y ), permissions(U, Y ).
s5) depends(X, Y ) ←subordinate(X, Y ).
s6) depends(X, Z) ←subordinate(Y, Z), depends(X, Y ).
s7) source(I, S) ←info(I, , , , , S).
s8) mandatory(I) ←info(I, , , 1, , ).
s9) topsecret(I) ←info(I, , , , 1, ).
Defeasible rules
d1) interest(I, U) −−≺ isAbout(I, A), intF ield(A, U).
d2) send(I, U) −−≺allowed(I, U), mandatory(I, U).
d3) ∼ mandatory(I, U) −−≺permissions(U, manager), ∼ interest(I, U),

not topsecret(I).
d4) send(I, U) −−≺allowed(I, U), interest(I, U).
Facts
Granted Permissions // People Hierarchy // Field Hierarchy
f1) permissions(joe, manager) ←
f2) permissions(peter, everybody) ←
f3) permissions(susan, ceo) ←
f4) subordinate(everybody, manager) ←

f5) subordinate(manager, ceo) ←
f6) subF ield(hardware, computers) ←
f7) subF ield(processors, hardware) ←

Incoming Pieces of Knowledge – Information Items (facts)

f8) info(id1, computers, everybody, 0, 0, external) ←
f9) info(id2, computers, everybody, 0, 0, techdept) ←
f10) info(id5, processors, manager, 1, 1, techdept) ←

Fig. 2. A DeLP program modelling Organization Knowledge for Information Distri-
bution. Facts f8 to f10 correspond to temporarily available pieces of knowledge to be
distributed

8 Note that we distinguish strict rules, defeasible rules, and facts by using si, di and
fi as clause identifiers, respectively.
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subordinate (defined by facts f4 and f5), which establishes subordinate relation-
ships pairwise. Thus, having e.g. granted permissions as CEO allows the CEO to
have access to every memo corresponding to lower level permissions. Note that
the predicate subordinate uses generic roles as arguments, not specific person
identifiers. Rule s2 and s3 define the predicate isAbout(I,A) as an information
hierarchy among subfields. The basic case corresponds to a subfield for which
specific information is available (rule s2). Note that in our particular example
facts f6 and f7 define the basic relationships in this hierarchy. Finally, rules
s7, s8 and s9 define auxiliary predicates source, mandatory (yes/no) and topse-
cret (yes/no) which allow to extract this particular attributes from the memos
to be distributed that just extract information from info, facts, simplifying the
subsequent analysis.

Defeasible rules characterize organization policies with possible exceptions.
Rule d1 defines when an item I is usually of interest for a specific user U , on the
basis of the user’s personal preferences. Rule d2 and d4 define a policy for memo
distribution in our organization: a) an item (memo) I should be delivered to a
user U if he is allowed to read this memo, and it is mandatory for him to read
it; b) an item I should be delivered to a user U if he is allowed to read it, and
it is interesting for him. Rule d3 provides an exception for mandatory memos:
users which have at least permission as managers are not obliged to read memos
they are not interested in, unless they are top secret ones.9

5.2 Specifying User Profiles

For the sake of example, we will consider two user profiles, corresponding to
Joe and Susan, who are organization members (see Fig. 3). A number of facts
represent Joe’s preferences: which are his interest fields, and his personal belief
about other parts of the organization (e.g. reliability with respect to the source
of incoming memo). Joe can provide also a number of defeasible rules associated
with his preferences. Rule d′1 establishes that Joe is not interested in a memo
coming from an unreliable source. Rule d′2 defines how to handle “negative in-
heritance” within the hierarchy of interests: Joe is not interested in any area A
which is a subarea of another area SuperA, such that SuperA is not interesting
for him. Similarly, we have some personal information concerning Susan: she
is usually not interested in memos from the technical department, and she is
interested in computers.

5.3 Solving Conflicts for Information Distribution as DeLP
Queries

Let us assume that there is a list L=[Memo1,Memo2,Memo5] correspond-
ing to three memos to be distributed to Joe and Susan by the organization
management. Following the algorithm in Fig. 1 this list can be encoded as a

9 Note how this last condition is expressed in terms of default negation not in rule d3.
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User Profiles for Joe and Susan

Defeasible rules
d′
1) ∼ interest(I, joe) −−≺ isAbout(I, A), intF ield(A, joe).

source(I, S), ∼ relies(joe, S).
d′
2) ∼ interest(I, joe) −−≺ isAbout(I, A), intF ield(A, joe),

isAbout(I, SuperA), ∼ intF ield(SuperA, joe).
Facts // User preferences
f ′
1) intF ield(computers, joe) ←

f ′
2) ∼ intF ield(hardware, joe) ←

f ′
3) relies(joe, techdept) ←

f ′
4) ∼ relies(joe, external) ←

Defeasible rules
d′′
1 ) ∼ interest(I, susan) −−≺ source(I, techdept).

Facts // User Preferences
f ′′
1 ) intF ield(computers, susan) ←

Fig. 3. User profiles for Joe and Susan encoded as DeLP programs

number of DeLP facts PL which will be temporarily added to the organiza-
tion knowledge base, as shown in Fig. 2. Note that these facts have constant
names id1, id2 and id5 which identify them univocally. Joe and Susan mirror
their preferences in terms of the DeLP programs Pjoe = {d′1, d′2, f ′

1, f
′
2, f

′
3, f

′
4},

and Psusan = {d′′1 , f ′′
1 }, resp. (Fig. 3). Following our algorithm first the in-

tegrity of Porg ∪ Pjoe and Porg ∪ Psusan will be checked. Afterwards, queries
send(id1, joe), send(id2, joe) and send(id5, joe) will be solved wrt the DeLP pro-
gram Porg ∪Pjoe ∪PL in order to determine which memos are to be sent to Joe.
A similar procedure will be carried out for Susan with queries send(id1, susan),
send(id2, susan) and send(id5, susan) wrt Porg ∪ Psusan ∪ PL.

Example 1. Consider the query send(id1, joe). In this case the DeLP inference
engine will find the argument 〈A1, send(id1, joe)〉, with:10

A1 = {send(id1, joe) −−≺allowed(id1, joe),interest(id1, joe);
interest(id1, joe) −−≺ isAbout(id1, computers), intF ield(computers, joe) }

However, in this case, an argument 〈A2,∼ interest(id1, joe)〉 which is a proper
defeater for 〈A1, send(id1, joe)〉 will be found, with

A2 = { ∼ interest(id1, joe) −−≺ isAbout(id1, computers), intF ield(computers, joe),
source(id1, external), ∼ relies(joe, external). }

Note that in this case, id1 comes from an external source, and according to
joe’s preference criteria, external sources are unreliable. Hence this information
should not be delivered to him. In this case, the dialectical tree T〈A1, send(id1, joe)〉
has two nodes in a single branch (see Figure 4-i). There are no other arguments
to consider, and 〈A1, send(id1, joe)〉 is not warranted.

10 For the sake of clarity, we use semicolons to separate elements in an argument A =
{e1 ; e2 ; . . . ; ek }.
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〈A1, send(id1, joe)〉D 〈B1, send(id2, joe)〉U

|
〈A2,∼ interest(id1, joe)〉U

(i) (ii)

〈C1, send(id5, joe)〉D 〈D1, send(id5, joe)〉U

| |
〈C2,∼ interest(id5, joe)〉U 〈D2,∼ mandatory(id5, joe)〉D

|
〈∅, topsecret(id5)〉U

(iii) (iv)

Fig. 4. Dialectical trees for queries send(id1, joe), send(id2, joe) and send(id5, joe)
(examples 1,2 and 3)

Example 2. Consider now the query send(id2, joe). In that case there is a single
argument 〈B1, send(id1, joe)〉, with

B2 = { send(id2, joe) −−≺allowed(id2, joe), interest(id2, joe) ;
interest(id2, joe) −−≺ isAbout(id2, computers),

intF ield(computers, joe) }
This argument has no defeaters. Hence the corresponding dialectical tree

T〈B2, send(id2, joe)〉 has a single node, marked as U -node (see Figure 4-ii). The
original argument is therefore warranted.

Example 3. Finally consider the query send(id5, joe). There is an argument
〈C1, send(id1, joe)〉, with

C1={ send(id5, joe) −−≺allowed(id5, joe), interest(id5, joe) ;
interest(id5, joe) −−≺ isAbout(id5, computers), intF ield(computers, joe)}

However, in this case, a defeater 〈C2,∼ interest(id5, joe)〉 for 〈C1, send(id5, joe)〉
can be found, with

C2={∼ interest(id5, joe) −−≺ isAbout(id5, computers),intF ield(computers, joe),
isAbout(id5, hardware), ∼ intF ield(hardware, joe). }

As in Example 1, the argument 〈C1, send(id1, joe)〉 is not warranted (see
Figure 4-iii). The DeLP inference engine searches then for alternative arguments
for send(id5, joe). There is another one, namely 〈D1, send(id5, joe)〉, with D1=
{send(id2, joe)−−≺allowed(id2, joe),mandatory(id5, joe)} which in this case is
defeated by another argument 〈D2,∼ mandatory(id5, joe)〉, with

D2 = { ∼ mandatory(id5, joe) −−≺ permissions(joe, manager),
∼ interest(id5, joe), not topsecret(id5)

∼ interest(id5, joe) −−≺ isAbout(id5, computers), intF ield(computers, joe),
isAbout(id5, hardware), ∼ intF ield(hardware, joe) }

which is defeated by a third, empty argument 〈D3, topsecret(id5)〉, with D3 = ∅
(note that topsecret(id5) is logically entailed by the strict knowledge in Porg, and
hence no defeasible information is needed). Argument 〈D3, topsecret(id5)〉defeats
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〈D2,∼ mandatory(id5, joe)〉, reinstating argument 〈D1, send(id5, joe)〉. In this
case, the argument 〈D1, send(id5, joe)〉 is warranted (see Fig. 4-iv).

After solving the different queries as shown in the previous examples, memos
id2 and id5 would be delivered to Joe, but not memo id1. A similar analysis
could be carried out for Susan. In her case, only memos id1 and id5 would be
delivered to her, but not memo id2 (as it comes from the technical department,
and according to her personal preferences should be discarded).

6 Implementation Issues Related Work

Performing defeasible argumentation in the context of real-world applications
is not an easy task, and demands an efficient computational implementation.
To this end, a particular abstract machine called JAM (Justification Abstract
Machine) has been developed for DeLP [6]. The JAM provides an argument-
based extension of the traditional Warren abstract machine for Prolog. On the
basis of this abstract machine a Java-based integrated development environment
was then implemented, which allows not only on-line compilation and query
solving of DeLP code but also visualization of dialectical trees using a graphic
interface [12]. 11 For applying DeLP specifically to IK distribution, we have used
the JITIK 12 system [13, 14], which is intended for disseminating pieces of IK
among the members of large distributed organizations. Before the use of DeLP,
JITIK distribution decision methods were somewhat simple, dealing just with
inheritance in hierarchies, but it was not able to consider conflicting policies,
incomplete information, and in general all the kind of complexities that DeLP
is able to handle. So, DeLP over JITIK gives a much more flexible system than
JITIK alone.

To the best of our knowledge there are virtually no other works in the area of
argumentation-based automated IK distribution. A somehow related research is
reported in [15] aboutmethods for helping indecision-makingprocesses using argu-
mentation. Besides the differences in the intended application of this system there
is also a significative difference in the approach as they use static predefined ar-
gumentation schemas, whereas here we propose a general method for constructing
arguments that is not restricted to a finite number of argument structures. Other
works related to ours involve decisionmaking and negotiation using argumentation
among agents [16, 17]. In contrast, in our system the argumentation process itself
is not distributed, taking always place in a central DeLP inference engine.

7 Conclusions

We have presented a novel argument-based approach for supporting IK-distri-
bution processes in large organizations based on a defeasible argumentation

11 See http://cs.uns.edu.ar/∼ags/DLP/ for details.
12 Just-In-Time Information and Knowledge, see http://lizt.mty.itesm.mx/jitik
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formalism. As we have shown, the main advantage obtained by the use of an
argumentation engine is an increased flexibility, as it is not necessary to explic-
itly encode actions for every possible situation. This is particularly important
in corporate environments with potentially conflicting information distribution
criteria.

Our approach is applicable in general to the distribution of IK that can be
characterized by symbolic metadata expressed as ground terms in predicate logic.
Currently, our experiments regarding this approach only account as a “proof
of concept” prototype, as we have not been able yet to carry out thorough
evaluations in the context of a real-world application, which we intend to do
in the future. We stress that the sample problem presented in Section 5 was
encoded and solved successfully using the methodology presented in this paper.
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Abstract. The Markov condition describes the conditional independence rela-
tions present in a causal graph. Cartwright argues that causal inference methods 
have limited applicability because the Markov condition cannot always be ap-
plied to domains, and gives an example of its incorrect application. We question 
two aspects of this argument. One, causal inference methods do not apply the 
Markov condition to domains, but infer causal structures from actual independ-
encies. Two, confused intuitions about conditional independence relationships 
in certain complex domains can be explained as problems of measurement and 
of proxy selection. 

1   Introduction 

According to certain authors, notably Spirtes, Glymour, and Scheines (SGS) (Spirtes 
et al, 1993), it is a feature of causal graphs that a variable is conditionally independent 
of its nondescendants given its parents. This ‘Markov condition’, they claim, is an 
aspect of the overall relationship between probability distributions and causal graphs.  
Against this, Nancy Cartwright (2003, 1999a, 1999b) argues that the Markov condi-
tion seldom obtains where causes are probabilistic; she contends, moreover, that in 
the ‘macroscopic world’ (as opposed to the world of quantum physics) causality is, if 
not probabilistic, at least for the most part best modeled probabilistically. The Markov 
condition therefore cannot be assumed; it can be invoked only where there is good 
evidence that it applies and she expects this to be rare. Since she regards the Markov 
condition as essential to the causal inference methods of SGS, she concludes that 
these methods are correspondingly limited in their applicability.  

In presenting this argument, Cartwright gives an illustration that, for some readers, 
will confuse the use of the Markov condition as a convenient computational idealiza-
tion with its use as shorthand for describing sets of actual relationships. We show here 
that it is possible for both the supposed actual and the hypothesized ideal relationships 
to hold simultaneously, depending on how the problem domain are measured. Al-
though one might say that directing an arc in a causal graph imposes a set of inde-
pendence relationships on a subset of variables, the arc should only be added if the 
said independence relationships exist in the data in the first place, at least  
approximately. 
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In the sequel, we introduce causal graphs, show the relevance of the Markov condi-
tion, show how causal graphs can be constructed from raw data in a few simple cases 
and then present Cartwright’s criticism of the Markov condition. Her apparently para-
doxical “factory” example can be resolved by considering the practicalities of proxy 
selection when measuring ill-defined variables. We show that different measurements 
acting as proxies for “factory activity”, lead to different conclusions about the rela-
tionships of domain variables. Thus we see the Markov condition as a relationship 
that may or may not obtain, and its presence is an empirical problem that can not 
generally be settled by argument. 

2   Causal Graphs 

A causal graph (Pearl, 1988; 2000) consists of a directed acyclic graph G=(V,E) and a 
set of conditional probability distributions P(Vi |parents(Vi )) for each Vi in V. Nodes 
in V represent random variables and edges in E define the parent relationship. The 
topology of the graph encodes the knowledge that the joint distribution of variables in 
V is the product of the conditional probability distributions stored at each node. This 
can be shown to be equivalent to the Markov Condition (Pearl, 1988).  Although there 
are many examples of informal applications of causal graphs to problems where the 
independence relationships are imposed on the data for convenience, in fact, the struc-
ture of the graph is determined by independence relations actually in the data. 

Causal graphs were originally proposed as a computationally useful way of com-
pactly representing joint distributions of many variables, and of reasoning with them 
efficiently. The efficiencies are obtained by exploiting the independencies in the data. 
There is a significant literature on inference; (Pearl, 1988) is a good place to start.  

However, AI practitioners noticed early on that typical independence assumptions 
in certain domains (e.g., in diagnosis, unconditional independence of diseases and 
conditional independence of symptoms) oriented the arcs in a causal direction. Pearl 
and Verma’s (1991) following definition of potential causality provides philosophical 
justification for this. 

Given variables A, B, C and a context S, Pearl and Verma say that A is a potential 
cause of C if 

1. A and C are dependent in all contexts, 
2. B and C are dependent, and 
3. there is a context S such that A and B are independent. 

To construct a graph from raw data, one begins by placing an undirected edge be-
tween each pair of variables that are dependent in all contexts. Now consider the col-
linear triple A—C—B, with nodes obeying the relationships in the preceding defini-
tion, plus B and C are dependent in all contexts. There is only one way to orient the 
arcs causally without creating logical errors, i.e., A C B. This is called a v-structure 
(Pearl, 2000). All other orientations contradict the third part of the definition. After all 
collinear triples have been considered, construction continues by orienting undirected 
arcs so that no new v-structures and no cycles are introduced. (It may not be possible 
to orient certain arcs unambiguously.) This definition is called potential cause, be-
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cause the possibility remains that there is a hidden (unmeasured) variable L that may 
be a common cause of both A and C. 

Note again that the causal arcs appear after the discovery of certain combinations 
of dependence and independence relations in the data: these relations are not imposed. 

3   Cartwright’s Criticism of the Markov Condition in Causal 
Graphs 

Cartwright considers the Markov condition under two aspects: The first of these con-
cerns temporal relationships between causes. Causes do not operate “across temporal 
gaps” (107), so conditioning on the parents of a variable makes it independent of the 
rest of its ancestor variables. The second aspect affirms the mutual independence, or 
‘screening off’, of variables, given their common parents. Thus, conditioning on the 
parents ‘screens’ their shared effects from each other. It is this ‘screening off’ aspect 
of the Markov condition that is the subject of her argument 

 The SGS position, according to Cartwright, is that the Markov condition holds for 
“causal graphs of deterministic or pseudo-deterministic systems in which the exoge-
nous variables are independently distributed.” (SGS, 1993, p.57) She describes a 
pseudo-deterministic graph as a (correct) indeterministic subgraph of a more complete 
(and likewise correct) deterministic graph – bearing in mind that correctness, not 
completeness, is the achievable goal. Glymour describes a pseudo-indeterministic 
system more precisely as a system without feedback obtained from a larger system by 
“marginalizing out some exogenous causes” (Glymour, 1999, p.71). In any case, that 
the Markov condition holds for deterministic systems as well as for apparently inde-
terministic subsystems of deterministic systems is, she says, “trivially true”. 

When the relationship between cause and effect is deterministic, causes fix the val-
ues of their effects. So, for example, in the simple case of a single cause of two ef-
fects, if I know the value of the cause, I know the value of each effect. The effects are 
independent of each other, given the cause, since knowing the value of one effect tells 
me nothing about the value of the other that I do not already know, if I know the value 
of the cause. Formally, p(E1 | C, E2 ) = P(E1 | C), where C represents the cause and E1 
and E2 represent the effects of C. This means that the joint probability of two effects, 
given the cause(s) of those effects, will factor: p(E1, E2 | C) = p(E1 | C) p(E2 | C). 
However, according to Cartwright, deterministic causality is uncommon and the 
Markov condition does not (in general) hold where causality is probabilistic. 

When a cause operates probabilistically the relationship between the value of the 
cause and the value of the effect is probabilistic: for a given value of the cause, there 
is a probability distribution over the possible values of the effects. (In the determinis-
tic case, there is one possible value for each effect, given the cause, with probability 
1.0; any other values have probability 0.0.) Cartwright argues that the value of one 
effect of a probabilistic cause will almost always provide some information about the 
value of a second effect, even if I know the value of the cause. In other words, there is 
no screening off here, no conditional independence. Likewise, the joint (conditional) 
probabilities will not factor.  
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Why should the fact that relationships between cause and effects are probabilistic 
lead us to draw this conclusion? Here Cartwright points to interactions between the 
operations of a cause to produce its different effects, something that is not directly 
represented in causal graphs. In the case of deterministic causality, these interactions 
need not be considered since a cause infallibly produces all of its effects. But in the 
case of probabilistic causality, we have to consider not only the probabilistic relation-
ships between a cause and each of its effects but also the relationships, likewise prob-
abilistic, between those causal relationships. When a cause can occur and yet not 
produce one or more of its effects, such interactions have to be taken into account 
when calculating the probability of one or another effect, given the cause. Cartwright 
apparently regards the screening-off aspect of the Markov condition as an attempt to 
evade or at least resolve this complexity by positing a “‘split-brain’ model of the 
common cause” (Cartwright, 1999, p. 108), according to which a cause operates inde-
pendently to produce each of its effects. If the causal operations of a single cause are 
independent of each other, we need not consider the relationships between them. The 
heart of her objection seems to be an assertion that this simply is not so, or is very 
rarely so; usually it is a matter of ‘joint operations’, that is, there is a (probabilistic) 
relationship between the operations of a (probabilistic) cause to produce its various 
effects. So, even when we know the value of the cause, knowing the value of one 
effect is likely to tell us something about the value of the other.  

Cartwright concedes the divorce-age-candy example of Blalock as an example that 
is consistent with the split-brain model. In that example, eating candy and divorce 
become conditionally independent, conditional on age; otherwise they have a negative 
association. The aging mechanism is complex and it seems intuitively agreeable that 
change in fondness for candy is governed by a mechanism independent of that which 
causes divorce—especially when compared to the smaller world of colds causing 
fevers and stuffy noses, where it seems almost impossible to imagine that the mecha-
nism by which a cold causes one of these symptoms is independent of the other. How-
ever, given some reflection, it is not hard to imagine a few other variables that are 
comparable to age in complexity—for example, income, gender, nationality, personal-
ity type, height, etc. Each variable reflects an accumulation of inputs from a huge 
number of variables and to some extent hides a good deal of direct causal structure. 
As well, the outputs from the many variables become distilled into a single arc. Many 
features of age are highly correlated—perhaps Blalock’s example is just one where 
many things balance out.  

It is in this context that Cartwright presents her factory example. The main lines of 
this argument are as follows: There are two factories, D and P. Both produce a certain 
chemical, C, that is used immediately in a sewage plant. Factory D produces the 
chemical with probability 1.0, or deterministically. Factory P, on the other hand, pro-
duces the same chemical with probability 0.8, that is, probabilistically. Moreover, 
whenever P produces the chemical, it also produces a pollutant, B, as a byproduct. 
However, the owner of factory P maintains that the pollutant is produced when the 
chemical is used in the sewage treatment plant and, in support of this claim, advances 
an argument that assumes the Markov condition in its screening-off aspect, as fol-
lows:  if the pollutant were a byproduct of factory P, then the probability of the pol-
lutant would be independent of the probability of the chemical, given the factory that 
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produced the chemical. Factory P argues that if it were responsible for the pollutant 
then p C ,B | P( )= p C | P( )p B | P( ). But in fact p C ,B | P( ) is 0.8 while the two factors are 
likewise each 0.8; therefore, argues factory P, it is not responsible for the noxious 
byproduct, since 0.8 ≠ 0.8 · 0.8.  

But factory P’s argument is wrong, says Cartwright.  Factory P is responsible for 
the byproduct. Factory P’s error lies in its screening-off assumption. Because factory 
P produces both the chemical and the byproduct probabilistically, the probabilities of 
C and B are not independent given P and hence do not factor, that is, p C ,B | P( )≠ 
p C | P( )p B | P( ); knowing something about the presence of the byproduct tells us 

something about the presence of the chemical. To pursue the ‘split-brain’ metaphor, 
the mechanisms whereby factory produces B and C are not independent.  

In this example a cause, factory P, has two operations that produce two effects: one 
operation produces the chemical while the other produces the pollutant. The pollutant 
is a produced, apparently with probability 1.0, as a byproduct of the process that pro-
duces the chemical. Because of this relationship, the effects are conditionally depend-
ent: even if we know the value for factory P, knowing the value of, for example, the 
chemical variable provides information about the value of the byproduct variable, B, 
that is not derivable solely from the value of their common cause, P. The value of the 
cause variable doesn’t tell us whether the cause has been effective, whether it has, as 
Cartwright puts it, ‘fired’ and produced the chemical; it tells us only the probability 
that this is so. Knowing the value of the byproduct variable, B, provides this informa-
tion and thereby provides information about the value of the chemical variable, C, that 
we would not know simply by knowing the value for P.  

This example raises a few questions. First, there is a question about the consistency 
of the distribution as described. It would appear from the example that 
p C | D,P( )= 1.0, p C | D ,P( )= 0.8, p C | D,P ( )= 1.0 , and p C | D ,P ( )= 0.0 . Using Jef-

frey’s rule, and a little algebra, 

p C | P( ) =
p C ,P( )

p P( )    (Definition of Conditional Probability) 

=
p C ,D,P( )+ p C ,D ,P( )

p P( )  (Jeffrey’s Rule) 

=
p C | D,P( )p D | P( )p P( )

p P( ) +
p C | D ,P( )p D | P( )p P( )

p P( )   

(Product Rule) 
= p C | D,P( )p D | P( )+ p C | D ,P( )p D | P( ) 
= 1.0 p D | P( )+ 0.8 p D | P( ) 

= p D | P( )+ 0.8 1.0− p D | P( )( ) 

= p D | P( )+ 0.8− 0.8 p D | P( ) 
= 0.8 + p D | P( ) 1.0− 0.8( ) 
= 0.8 + 0.2 p D | P( ). 
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Hence, if p C | D ,P( ) = 0.8 then p C | P( ) must have a value greater than the 0.8 

given in the example. These are equivalent only if p D | P( )= 0.0; that, however, would 
mean that there was a dependency between D and P, which is contrary to the graph 
for the example (Cartwright, 1999, p.23). We could contrive the distribution so that 
p C | P( ) comes out to 0.8, using the above calculation. This would require that a value 

be assigned to p D | P( ) or, effectively, to p D( ) since, according to the graph, D and P 
are unconditionally independent. It would also require the assignment of an appropri-
ate value (less than 0.8) to p C | D ,P( ). However, the same value would have to be 

assigned to p B | D ,P( ) and, equivalently in this case, to p B | P( ), contrary to the exam-

ple. Although we consider this a flaw in the presentation of the problem, it is a rela-
tively minor issue. The next two questions go deeper.  

A second question is related to an objection raised by Glymour (1999) in a re-
sponse to Cartwright. Glymour (1999, p 71) claims that it is very difficult if not im-
possible to find an example of a system that violates the Markov condition, if all 
causes are considered. We observed earlier that a pseudo-indeterministic system, 
where exogenous causes are ‘marginalized out’, does not violate the Markov condi-
tion. But apparent counter-examples, wherein the Markov condition does not hold, are 
possible if causes are left out in other ways. For example, common causes may have 
been overlooked. (Note that the SGS algorithm presupposes the inclusion of all com-
mon causes of measured variables.) Or there may be other problems. Thus, an appar-
ent counter-example may overlook the fact that variable values have been collapsed 
into a reduced set or it may involve a mixture of different systems. Moreover, there 
are physical systems where state descriptions fail to screen off prior state descriptions 
but this violation of what Cartwright describes as the first aspect of the Markov condi-
tion is, according to Glymour, generally taken to indicate some incompleteness in the 
state descriptions. In fact, Glymour maintains that most, if not all, counter-examples 
derive from ignorance of one kind or another.  

It would seem that examples like the factory example might be vulnerable to an ob-
jection of this sort. If, for example, a common cause of a parent cause and one of its 
effects is omitted from consideration, the effects will not be independent, given their 
common parent. But this is because a common cause has been omitted, not because 
the Markov condition does not hold for the causal system the example intends to 
describe. The Markov condition does hold – so this objection goes – if the incom-
pleteness is remedied. If the common cause is included, the two effects will be inde-
pendent, once we condition on all the parents.  

We have two responses to the above. On the one hand, we can interpret Cart-
wright’s claim about the inapplicability of the Markov condition as implying that the 
Markov condition is an impossible ideal, and Glymour’s response as, in some sense, 
confirming this. One can strike a philosophical compromise by saying that the un-
achievable ideal is nonetheless a useful tool, analogous to propositional logic. Very 
little, if any, real world knowledge can be captured succinctly in propositional logic, 
yet it is widely used. The second response is to look seriously at the nature of what we 
call variables, and the ways we devise to measure them. 
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The philosophical compromise already exists in the way science is done, i.e., we 
use logic in the small and large roughly as follows: From experiences, we generalize 
to logical sentences, which we use until new experiences provide counterexamples. At 
that point, we have two choices. One, we can revise or reject the theory. Two, we can 
reject the evidence. Perhaps we have been fooled with false data or our eyes have 
been tricked, or we become convinced that the original evidence was a fluke. This is 
reasonably common in medical diagnosis – a physician may well order tests to be re-
done before rejecting a reasonably strong diagnosis (Pople, 1982).  

Alternatively, we can explain Cartwright’s objection in terms of measurement. 
Measurement is that elusive idea of how we classify and measure the world (Kyburg, 
1984). At the level of discrete measurement (‘natural kinds’), a theory of measure-
ment tells us how to decide when the proposition ‘stone’ is true, and when it is false, 
so that we can count how many stones we have. This information is not perfect: over 
the long run, we will make counting errors with some probability. We may decide to 
weigh the stones, to distinguish stones from rocks and pebbles, but then we have a 
new problem – defining an apparatus that weighs (or measures mass of) objects. The 
conceptualization and implementation of this apparatus is also a process that is sub-
ject to dispute.  

The factory problem can be modeled as a measurement problem. How do we 
measure such events as P and D? A factory is not like a circuit with a switch, a battery 
and a light. Machines must be warmed up, and cooled down. The consequences of 
certain effluents may take considerable time to obtain. The factory may operate at 
different levels of production during different seasons and measuring instruments may 
behave differently at different times. Achieving universal agreement on whether or 
not the factory is ‘running’ on any day is impossible. Of course, a set of reasonable 
observers will likely come up with similar, but not identical definitions. Any particu-
lar definition will provide an approximation, but none will agree exactly.  

In applied statistics, researchers choose proxies for this type of variable. Suppose 
you wish to measure Quality of Computer Science Graduate Program for a set of 
Canadian universities. (A similar variable exists in a study by Rogers and Maranto 
(1989).) There is no way to measure this directly, but a possible proxy might be the 
number of Computer Science graduate students with NSERC scholarships, using the 
reasoning that NSERC scholarships are the most competitive and go to the brightest 
applicants, and the brightest applicants will chose the best graduate programs. How-
ever, some universities might reply that many students choose universities for geo-
graphical reasons, and moreover, NSERC scholarships are not awarded to interna-
tional students. One could then consider counting the number of faculty with external 
research grants. Some universities argue that they have mostly junior members who 
are not well established and only a few senior members with large grants. This leads 
to the possibility of measuring the total value of all research grants. In the end, a 
combination of several variables – class size, perceived reputation – form a figure of 
merit that facilitates comparison. It is generally difficult to get consensus on any par-
ticular figure. 

Although it is possible to model Cartwright’s factories as light bulbs on a simple cir-
cuit, it is more realistic to imagine a more complex model that might make selection of 
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measurement method difficult. So, for example, we can select a certain threshold value 
on a certain output valve, or we can analyze water supplies. Consider the model de-
picted below. M1 is one possible measurement taken to determine whether the factory is 
running. M2 is a different measurement. Moreover, M2 is a common cause of both M1 
and B. Both M1 and M2 are proxies for whether the factory is running, and one is much 
better than the other. The conditional probability tables are as follows: 

 
p M 2( )= 0.1 
p M1( )= 0.15 
p M1 | M 2( )= 0.6 

p M1 | M 2( )= 0.1 

p C | M1( )= 0.8 
p C | M 2( )= 0.72 

p C | M 1( )= 0.6 

p B | M1,M 2( )= 0.8  

p B | M1,M 2( )= 0.8  

p B | M 1,M 2( )= 0.6  

p B | M1( )= 0.8  
p B | M 2( )= 0.72  
p C ,B | M 2( )= 0.528 

 

 
Fig. 1. A Causal Model for the Measurement Example 

These probabilities were obtained using a simple brute force search, constrained to 
report only distributions where C and B are independent given M1 and, dependent 
given M2. We took care to select a distribution where M1 and M2 were otherwise as 
similar as possible. Both co-occur frequently, and both present C and B with ap-
proximately similar frequencies. We also took care to find distributions similar to the 
one in Cartwright’s example. 

From the topology of the graph, it is easy to show that if we condition on M1, the 
two factory outputs are independent, and if we condition on M2 they are dependent. 
The example further shows that there is no hidden independency buried in the condi-

  C   B 

 M2 

 M1 
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tional probability distributions. Assuming that both measurements would be accept-
able to a human observer as reasonable proxies, one implies the conditional independ-
ence relationship associated with the Markov condition, and the other implies the 
dependence shown in Cartwright’s example. 

This gives us a different perspective on Cartwright’s argument. Glymour’s claim 
that the Markov condition always holds given all causes are represented is as difficult 
to defend as Cartwright’s claim that it almost never holds. But given that the MC can 
hold, and the problem is one of choosing the correct metric, then the problem of find-
ing a measurement consistent with the ideal we are trying to measure is a familiar 
one. Deciding the ‘true’ relationship between C and B may be difficult if disputes 
over methods of measurement cannot be resolved. However, this shows that whether 
the Markov condition holds or not in the ideal the proxy was intended to represent is 
an empirical, rather than a theoretical, question.  

Such an argument may seem strange in the case of a fictional example. Someone 
who wants to dispute the example can perhaps claim that a crucial cause has been 
overlooked. But in the case of a fictional example, unless the alleged missing cause is 
implied in the example in the first place, it is difficult to see how such an argument 
can be sustained without begging the question. On the other hand, the one who puts 
forth the example can stipulate that no such cause has been overlooked. Thus, Cart-
wright’s factory example specifically states that all causes of the chemical and the 
byproduct are included. Again, there seems to be an element of question-begging 
here. And therein lies another difficulty, also raised by Glymour: the factory example 
is entirely fictional yet it is intended to refute what Glymour calls a ‘hypothesis about 
nature’ (1999, p.72). Glymour argues that we can always imagine a counter-example 
to a hypothesis about nature but such imagined counter-examples cannot refute the 
hypothesis.  

Glymour makes a similar rejoinder to another argument Cartwright advances. This 
argument, which might be considered a negative conceptual argument, is embedded in 
a kind of ‘what are the odds?’ argument: How likely is it, when we have a joint prob-
ability distribution over the effects of a common cause, that the distribution will be 
such that the effects are conditionally independent? The answer, she says, is “not 
very” and consequently screening off cannot be assumed; there must be good evi-
dence for it in a particular case. This line of argument is buttressed by the claim that 
there is nothing in the concept of causality that implies ‘screening off’, that “nothing 
in the concept of causality, nor of probabilistic causality, constrains how nature must 
proceed” (The Dappled World, p.109). Glymour responds that something may be true 
in nature even though it is not a part of the relevant concepts.  He also argues that it is 
entirely possible that the way human beings think about causes may indeed be insepa-
rable from the Markov condition, whether this derives from hard-wiring or experience 
and whether this is explicit in our concept of causality or no. In fact, Glymour regards 
the Markov condition as a kind of ‘rule of thumb’, an empirical heuristic that is al-
most always valid and gives good results, rather than as a component of a well-
established scientific theory on the one hand or an a priori principle on the other.  

Thirdly, there is the question of the role Cartwright ascribes to the Markov condi-
tion. She argues that, given the situation described in her ‘factory argument’, B and C 
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must be conditionally independent, given P, if the Markov condition holds in this 
case. This intuition corresponds to a graph of the situation, depicted in the Synthese 
paper though not in The Dappled World, wherein P is the sole cause of both B and C. 
The Markov condition as applied to this graph implies the conditional independence 
of B and C, given P. She then points out that the expected conditional independence 
relationship does not hold, given the distribution in the example. Above, we suggested 
that whether or not this kind of intuition of conditional independence turns out to be 
valid can turn on measurement issues. However, measurement issues aside, an expec-
tation of conditional independence can be falsified, as in this example, by the distribu-
tion. In the factory example, factory P’s argument assumes not only the Markov con-
dition but the graph to which it is applied. However, if B and C are not, according to 
the distribution, conditionally independent given P, the ‘true graph’ (as opposed to the 
intuitive model) will have an arc between B and C and therefore the Markov condi-
tion, in its ‘screening off’ aspect, will not, when applied to this graph, imply the con-
ditional independence of B and C, given P. Any graph produced by the SGS algo-
rithm will have an arc between B and C, if this conditional independence relationship 
does not apply. It is difficult to see, then, that the factory example casts doubt on 
‘screening off’. More broadly, it is difficult to see how what she has to say about 
probabilistic causality bears on this issue since a graph generated by the algorithm 
will show ‘screening off’ relationships only where the corresponding conditional 
independence exists.  

The same kind of question arises in connection with the ‘what are the odds’ argu-
ment. It is difficult to see the significance of ‘the odds’ of conditional independence 
for the question of the validity of ‘screening off’ since a graph will display this kind 
of relationship only where the corresponding independence relationships are found in 
the distribution. The likelihood of such an occurrence does not seem to matter. 

4   Conclusions 

It is possible to interpret Cartwright’s example as critical of causal reasoning formal-
isms because, to be effective, they require the imposition of the Markov condition 
prior to the determination of actual conditional independence relations and their de-
piction in a causal graph. We have raised three questions in response to this. The first 
question was minor, regarding the distribution as presented by Cartwright. Our second 
question showed that the presence or absence of the Markov condition is in theory 
arbitrary. Lack of clear intuitions about its presence or absence can easily arise as a 
consequence of different measurement criteria. Finally, we believe that independence 
is not a consequence of the depiction, but rather something inherent in the depicted 
relations.  
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Abstract. “The curse of dimensionality” is pertinent to many learning 
algorithms, and it denotes the drastic raise of computational complexity and the 
classification error in high dimensions. In this paper, different feature extraction 
techniques as means of (1) dimensionality reduction, and (2) constructive 
induction are analyzed with respect to the performance of a classifier. Three 
commonly used classifiers are taken for the analysis: kNN, Naïve Bayes and 
C4.5 decision tree. One of the main goals of this paper is to show the 
importance of the use of class information in feature extraction for classification 
and (in)appropriateness of random projection or conventional PCA to feature 
extraction for classification for some data sets. Two eigenvector-based 
approaches that take into account the class information are analyzed. The first 
approach is parametric and optimizes the ratio of between-class variance to the 
within-class variance of the transformed data. The second approach is a 
nonparametric modification of the first one based on the local calculation of the 
between-class covariance matrix. In experiments on benchmark data sets these 
two approaches are compared with each other, with conventional PCA, with 
random projection and with plain classification without feature extraction for 
each classifier. 

1   Introduction 

Knowledge discovery in databases (KDD) is a combination of data warehousing, 
decision support, and data mining that indicates an innovative approach to 
information management. KDD is an emerging area that considers the process of 
finding previously unknown and potentially interesting patterns and relations in large 
databases [8]. Current electronic data repositories are growing quickly and contain 
huge amount of data from commercial, scientific, and other domain areas. The 
capabilities for collecting and storing all kinds of data totally exceed the abilities to 
analyze, summarize, and extract knowledge from this data. Numerous data mining 
techniques have recently been developed to extract knowledge from these large 
databases. Fayyad in [8] introduced KDD as “the nontrivial process of identifying 
valid, novel, potentially useful, and ultimately understandable patterns in data”. The 
process comprises several steps, which involve data selection, data pre-processing, 
data transformation, application of machine learning techniques, and the interpretation 
and evaluation of patterns.  
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In this paper we analyze the problems related to data transformation, before 
applying certain machine learning techniques. In Section 2 the data transformation 
approaches are seen from two different perspectives. The first one is related to the so-
called “curse of dimensionality” problem [5] and the necessity of dimensionality 
reduction [2]. The second perspective comes from the assumption that in many data 
sets to be processed some individual features, being irrelevant or indirectly relevant 
for the purpose of analysis, form poor problem representation space. Corresponding 
ideas of constructive induction that assume the improvement of problem 
representation before application of any learning technique are presented.  

Feature extraction (FE) for classification is aimed at finding such a transformation 
of the original space in order to produce new features, which would preserve class 
separability as much as possible and to form a new lower-dimensional problem 
representation space. Thus, FE accounts for both the perspectives, and, therefore, we 
believe that FE, when applied either on data sets with high dimensionality or on data 
sets including indirectly relevant features, can improve the performance of a 
classifier. 

We consider different types of feature extraction techniques for classification in 
Section 3, including Principal Component Analysis (PCA), Random Projection (RP) 
and two class-conditional approaches to FE. We conduct a number of experiments on 
20 UCI datasets, analyzing the impact of these FE techniques on the classification 
performance of the nearest neighbour classification, Naïve Bayes, and C4.5 decision 
tree learning. The results of these experiments are reported in Section 4. And then, in 
Section 5 we briefly summarize with the main conclusions and further research 
directions.  

2   Poor Representation Spaces: “The Curse of Dimensionality” 
and Indirectly Relevant Features 

In this section the two main reasons are presented why data transformation might be 
an important step to be undertaken before a certain machine learning technique is 
applied. The first issue is related to the so-called “curse of dimensionality” and the 
necessity for dimensionality reduction. The second issue is related to the potentially 
poor representation of the problem in terms of some irrelevant or indirectly relevant 
features that represent the data and the corresponding necessity to improve the 
representation. 

2.1   Dimensionality Reduction  

In many real-world applications, numerous features are used in an attempt to ensure 
accurate classification. If all those features are used to build up classifiers, then they 
operate in high dimensions, and the learning process becomes computationally and 
analytically complicated, resulting often in the drastic rise of classification error. 
Hence, there is a need to reduce the dimensionality of the feature space before 
classification. According to the adopted strategy dimensionality reduction techniques 
are divided into feature selection and feature transformation (also called feature 
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discovery). The key difference between feature selection and feature transformation is 
that during the first process a subset of original features only is selected while the 
second approach is based on the generation of completely new features [15]. Feature 
extraction is a dimensionality reduction technique that extracts a subset of new 
features from the original set of features by means of some functional mapping 
keeping as much information in the data as possible [10].  

The essential drawback of all the methods that just assign weights to individual 
features is their insensitivity to interacting or correlated features. Also, in many cases 
some features are useful on one example set but useless or even misleading in 
another. That is why the transformation of the given representation before weighting 
the features in such cases can be preferable. However, feature extraction and subset 
selection are not, of course, totally independent processes and they can be considered 
as different ways of task representation. And the use of such techniques is determined 
by the purposes, and, moreover, sometimes feature extraction and selection methods 
are combined together in order to improve the solution. 

2.2   Constructive Induction 

Even, if the dimensionality of problem is relatively low, the problem is that most 
inductive learning approaches assume that the features used to represent instances are 
sufficiently relevant. However, it was shown experimentally that this assumption does 
not hold often for many learning problems. Some features may not be directly 
relevant, and some features may be redundant or irrelevant. Even those inductive 
learning approaches that apply feature selection techniques, and can eliminate 
irrelevant features and thus somehow account for the problem of high dimensionality, 
often fail to find good representation of data. This happens because of the fact that 
many features in their original representation are weakly or indirectly relevant to the 
problem. The existence of such features usually requires the generation of new, more 
relevant features that are some functions of the original ones. Such functions may 
vary from very simple as a product or a sum of a subset of the original features to 
very complex as a feature that reflects whether some geometrical primitive is present 
or absent in an instance. The discretization (quantization) of continuous features may 
serve for abstraction of some features when the reduction of the range of possible 
values is desirable. The original representation space can be improved for learning by 
removing less relevant features, adding more relevant features and abstracting 
features. We consider a constructive induction approach with respect to classification.  

Constructive induction (CI) is a learning process that consists of two intertwined 
phases, one of which is responsible for the construction of the “best” representation 
space and the second concerns with generating hypotheses in the found space [16]. In 
Figure 1 we can see two problems – with a) high-quality, and b) low-quality 
representation spaces (RS). So, in a) points marked by “+” are easily separated from 
the points marked by “–” using a straight line or a rectangular border. But in b) “+” 
and “–” are highly intermixed that indicates the inadequateness of the original RS. A 
common approach is to search for complex boundaries to separate the classes. The 
constructive induction approach suggests searching for a better representation space 
where the groups are better separated, as in c). 
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However, in this paper the focus is on constructing new features from the original 
ones by means of some functional mapping that is known as feature extraction. We 
consider FE from both perspectives – as a constructive induction technique as a 
dimensionality reduction technique. 

 
a) High quality RS  b) Low quality RS  c) Improved RS due to CI 

   –    + – + –  –  + + +   – 

+  + –  – 
+  + + – –  +  + – + – 

 
CI + +     

+ +   – – 
 +       + –   +

 

     – 
+  + +  –  + –  – + –     – – – 

Fig. 1. High vs. low quality representation spaces (RS) for concept learning. Constructive 
induction (CI) aims to improve the quality of the low-quality RS [16] 

3   Feature Extraction for Classification 

Generally, feature extraction for classification can be seen as a search process among 
all possible transformations of the original feature set for the best one, which 
preserves class separability as much as possible in the space with the lowest possible 
dimensionality [10]. In other words we are interested in finding a projection w: 

xwy T=  (1) 

where y is a 1×k  transformed data point (presented using k features), w is a kd ×  
transformation matrix, and x is a 1×d  original data point (presented using d features). 

3.1   PCA 

Principal Component Analysis (PCA) is a classical statistical method, which extracts 
a lower dimensional space by analyzing the covariance structure of multivariate 
statistical observations [12]. 

The main idea behind PCA is to determine the features that explain as much of the 
total variation in the data as possible with as few of these features as possible. The 
computation of the PCA transformation matrix is based on the eigenvalue decomposition 
of the covariance matrix S and therefore is computationally rather expensive. 
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where n is the number of instances, xi is the i-th instance, and m is the mean vector of 
the input data. 

Computation of the principal components can be presented with the following 
algorithm: 
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1. Calculate the covariance matrix S from the input data. 
2. Compute the eigenvalues and eigenvectors of S and sort them in a descending 

order with respect to the eigenvalues. 
3. Form the actual transition matrix by taking the predefined number of 

components (eigenvectors). 
4. Finally, multiply the original feature space with the obtained transition matrix, 

which yields a lower- dimensional representation. 

The necessary cumulative percentage of variance explained by the principal axes is 
used commonly as a threshold, which defines the number of components to be 
chosen.  

3.2   The Random Projection Approach 

In many application areas like market basket analysis, text mining, image processing 
etc., dimensionality of data is so high that commonly used dimensionality reduction 
techniques like PCA are almost inapplicable because of extremely high computational 
time/cost. 

Recent theoretical and experimental results on the use of random projection (RP) 
as a dimensionality reduction technique have attracted the DM community [6]. In RP 
a lower-dimensional projection is produced by means of transformation like in PCA 
but the transformation matrix is generated randomly (although often with certain 
constrains).  

The theory behind RP is based on the Johnson and Lindenstrauss Theorem that 
says that any set of n points in a d-dimensional Euclidean space can be embedded into 
a k-dimensional Euclidean space – where k is logarithmic in n and independent of d – 
so that all pairwise distances are maintained within an arbitrarily small factor [1]. The 
basic idea is that the transformation matrix has to be orthogonal in order to protect 
data from significant distortions and try to preserve distances between the data points. 
Generally, orthogonalization of the transformation matrix is computationally 
expensive, however, Achlioptas showed a very easy way of defining (and also 
implementing and computing) the transformation matrix for RP [1]. So, according to 
[1] the transformation matrix w can be computed simply either as: 
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RP as a dimensionality reduction technique was experimentally analyzed on image 
(noisy and noiseless) and text data (a newsgroup corpus) by Binghan and Mannila in 
[6]. Their results demonstrate that RP preserves the similarity of data vectors rather 
well (even when data is projected onto relatively small numbers of dimensions).  

Fradkin and Madigan in [9] performed experiments (on 5 different data sets) with 
RP and PCA for inductive supervised learning. Their results show that although PCA 
predictively outperformed RP, RP is rather useful approach because of its 
computational advantages. Authors also indicated a trend in their results that the 
predictive performance of RP is improved with increasing the dimensionality when 
combining with the right learning algorithm. It was found that for those 5 data sets RP 
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is suited better for nearest neighbour methods, where preserving distance between 
data points is more important than preserving the informativeness of individual 
features, in contrast to the decision tree approaches where the importance of these 
factors is reverse. However, further experimentation was encouraged.  

3.3   Class-Conditional Eigenvector-Based FE 

In [17] it was shown that although PCA is the most popular feature extraction 
technique, it has a serious drawback, namely the conventional PCA gives high 
weights to features with higher variabilities irrespective of whether they are useful for 
classification or not. This may give rise to the situation where the chosen principal 
component corresponds to the attribute with the highest variability but without any 
discriminating power. 

A usual approach to overcome the above problem is to use some class separability 
criterion [3], e.g. the criteria defined in Fisher’s linear discriminant analysis and based 
on the family of functions of scatter matrices:  

wSw

wSw
w

W
T

B
T

J =)(  (4) 

where SB in the parametric case is the between-class covariance matrix that shows the 
scatter of the expected vectors around the mixture mean, and SW is the within-class 
covariance, that shows the scatter of samples around their respective class expected 
vectors. 

A number of other criteria were proposed in [10]. Both parametric and 
nonparametric approaches optimize criterion (4) by using the simultaneous 
diagonalization algorithm [10]. 

It should be noticed that there is a fundamental problem with the parametric nature 
of the covariance matrices. The rank of SB is at most the number of classes-1, and 
hence no more than this number of new features can be obtained. 

The nonparametric method overcomes this problem by trying to increase the 
number of degrees of freedom in the between-class covariance matrix, measuring the 
between-class covariances on a local basis. The k-nearest neighbor (kNN) technique 
is used for this purpose. 

A two-class nonparametric feature extraction method was considered in [10], and it 
is extended in [20] to the multiclass case. The algorithm for nonparametric feature 
extraction is the same as for parametric extraction. Simultaneous diagonalization is 
used as well, and the only difference is in calculating the between-class covariance 
matrix SB. In the nonparametric case the between-class covariance matrix is 
calculated as the scatter of the samples around the expected vectors of other classes’ 
instances in the neighborhood. 

A number of experimental studies where parametric and nonparametric class-
conditional FE have been applied for kNN [20], dynamic integration of classifiers 
[19] and data with small sample size and high number of feature [11] were 
considered. 
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4   Experiments and Results  

The experiments were conducted on 20 data sets with different characteristics taken 
from the UCI machine learning repository [7]. The main characteristics of the data 
sets are presented in the first four columns of Table 1, which includes the names of 
the data sets, the numbers of instances included in the data sets, the numbers of 
different classes of instances, and the numbers of different kinds of features (binarized 
categorical plus numerical) included in the instances. Each categorical feature was 
replaced with a redundant set of binary features, each corresponding to a value of the 
original feature. 

In the experiments, the accuracy of 3-nearest neighbor classification (3NN), Naïve-
Bayes (NB) learning algorithm, and C4.5 decision tree (C4.5) [18] was calculated. All 
they are well known in the data mining and machine learning communities and 
represent three different approaches to learning from data. The main motivation to use 
3 different kinds of classifiers is that we expect different impact of FE on the 
representation space not only with respect to different data sets but also with respect 
to different classifiers. In particular, for kNN it is expected that FE can produce better 
neigbourhood, for C4.5 – better (more informative) individual features, and for Naïve 
Bayes – uncorrelated features. 

For each data set 30 test runs of Monte-Carlo cross validation were made to 
evaluate classification accuracy with the four feature extraction approaches and 
without feature extraction. In each run, the data set is first split into the training set 
and the test set by stratified random sampling to keep class distributions 
approximately same. Each time 30 percent of the instances of the data set are first 
randomly picked up to the test set. The remaining 70 percent of instances form the 
training set, which is used for finding the feature-extraction transformation matrix w. 
The test environment was implemented within the WEKA framework (the machine 
learning library in Java) [21]. The classifiers from this library were used with their 
default settings. 

For PCA we used a 0.85 variance threshold, and for RP we took the number of 
projected features equal to 75% of original space. We took all the features extracted 
by parametric FE as it was always equal to number of classes-1. 

Main results are presented in the last three columns of Table 1. Each cell contains 
the ordered list of 5 symbols from A to E, which code different FE techniques. A is 
RP, B - PCA, C - PAR (parametric FE), D - NPAR (nonparametric FE), E - Plain 
(case when no FE technique has been applied). At the first position is symbol that 
corresponds to the highest accuracy and the last one – to the lowest accuracy. A 
hyphen, when used instead of comma between the symbols, denotes the fact that the 
difference between the corresponding accuracies is less than 1%.  

It can be seen from the table that for some data sets FE has no effect or deteriorates 
the classification accuracy compared to plain case E. In particular, for 3NN such 
situation is on 9 data sets from 20: Breast, Diabetes, Glass, Heart, Iris, Led, Monk-3, 
Thyroid, and Tic. For NB such situation is on 6 data sets from 20: Diabetes, Heart, 
Iris, Lymph, Monk-3, and Zoo. And for C4.5 such situation is on 11 data sets from 
20: Car, Glass, Heart, Ionosphere, Led, Led17, Monk-1, Monk-3, Vehicle, Voting, 
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and Zoo. It can be seen also that often different FE techniques are the best for 
different classifiers and for different data sets. Nevertheless, class-conditional FE 
approaches, especially the nonparametric approach are most often the best comparing 
to PCA or RP. On the other hand it is necessary to point out that the parametric FE 
was very often the worst, and for 3NN and C4.5 parametric FE was the worst 
technique more often than RP. Such results highlight the very unstable behavior of 
parametric FE. 

Thus as it could be expected different FE techniques are often suited in different 
contexts not only for different data sets but also for different classifiers. 

Table 1. – Datasets characteristics and relative accuracy results of 3NN, Naïve Bayes and C4.5 
classifiers that were applied in different data spaces produced by corresponding FE techniques  

Dataset  inst class feat 3NN NB C4.5 

Balance 625 3 20 C,E,D,B,A C,E,D,B,A C,D,E,A,B 
Breast  286 2 38 E,B,D,C,A C,D,B-E,A C,B,D-E,A 
Car 1728 4 21 D,C,E,B,A D-C,E,B,A E,D,C,B,A 
Diabetes 768 2 8 E,D,B,A,C D-E,A,B,C D,A-E,B,C 
Glass  214 6 9 E,B-D,A,C D,B,E,A,C C-E,D-B-A 
Heart  270 2 13 E,A,D,B,C E,A,D,B,C E,A,D,B,C 
Ionosphere 351 2 33 D,B,E,A,C D,B,A,E,C A-B-D-E,C 
Iris Plants 150 3 4 A-B-D-E,C E-A,D-C,B A,E,B-D,C 
LED 300 10 7 E,B-C-D,A B,C,D,E,A B-C-D-E,A 
LED17 300 10 24 C,E,B-D,A C,E,D,B,A E,C,D,B,A 
Liver  345 2 6 D,E,B,A,C D,B,C,E,A B,E,C,D,A 
Lymph 148 4 36 B,D-E,C,A E,B,D,C,A B,E,D,C,A 
Monk-1 432 2 15 D,E,B,A,C D,B,C-E,A E,D,A,B,C 
Monk-2 432 2 15 D,E,C,B,A D,C,A-B,E D,E,B,C,A 
Monk-3 432 2 15 D-E,B,C,A C-D-E,B,A E,D,A-B,C 
Thyroid 215 3 5 E,A-B,D,C E,A,D-B,C B,E,A,C-D 
Tic 958 2 27 B-E,D,A,C B,D,C,A-E B,E,D,A,C 
Vehicle 846 4 18 D,E,A,B,C D,C,B,A-E E,D,A,B,C 
Voting 435 2 48 A,B-D-E,C D,A-B-E,C E,D,A-B,C 
Zoo 101 7 16 C,D,B-E,A D-E,C,A-B E,B-A,D,C 

Figure 2 summarizes ranking results of the FE techniques according to the 
classifiers performance on 20 UCI data sets. Each bar on the histograms shows how 
many times an FE technique was the 1st, the 2nd, the 3rd, the 4th, or the 5th among the 
20 possible. The number of times certain techniques got 1st-5th place is not necessarily 
integer since there were draws between 2, 3, or 4 techniques. In such cases each 
technique gets the ½, 1/3 or 1/4 score correspondingly. 

It can be seen from the figure that there are many common patterns in the behavior 
of techniques for 3 different classifiers, yet there are some differences too. So, 
according the ranking results RP behavior is very similar with every classifier, PCA 
works better for C4.5, parametric FE is suited better for NB. Nonparametric FE is also 
better suited for NB, it is also good with 3NN. However, it is less successful for C4.5. 
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Fig. 2. Ranking of the FE techniques according to the results on 20 UCI data sets 

In Table 2, averaged over 20 data sets, accuracy results are presented for each 
classifier. It can be seen from the table that among the FE techniques the 
nonparametric approach is always the best on average for each classifier, the second 
best is PCA, then parametric FE, and, finally, RP shows the worst results. 
Classification in the original space (Plain) was almost as good as in the space of 
extracted features produced by the nonparametric approach when kNN is used. 
However, when NB is used, Plain accuracy is significantly lower comparing to the 
situation when the nonparametric FE is applied. Still, this accuracy is as good as in 
situation when PCA is applied and significantly higher in situations when RP or the 
parametric FE is applied. For C4.5 the situation is also different. So, Plain 
classification is the best option on average. With respect to RP our results differ from 
the conclusions made in [9], where RP was found to be suited better for nearest 
neighbor methods and less satisfactory for decision trees (according to the results on 5 
data sets). We can see from the two last columns of Table 2 that on average RP suits 
better for kNN than to C4.5 (Plain-RP) indeed (however the difference is only 0.5%). 
However, if we take into consideration PCA (PCA-RP), as in this context RP is often 
seen as an alternative for PCA, we can see that in fact RP produces new spaces that 
are better suited for C4.5 than to kNN (1.6%). It is interesting also to analyze these 
differences for NB. It can be seen that for PCA-RP the difference is the greatest while 
for Plain-RP the difference is the least. We believe that this is due to the poor 
performance of NB comparing to kNN and C4.5. 

 



 The Impact of Feature Extraction on the Performance of a Classifier 277 

 

Table 2. Averaged over 20 data sets accuracy results 

 RP PCA PAR NPAR Plain 
PCA-

RP(%) 
Plain-
RP(%) 

kNN .725 .774 .733 .808 .804 4.9 7.9 

NB .704 .767 .749 .799 .769 6.3 6.4 
C4.5 .741 .775 .761 .806 .825 3.3 8.4 

Fig. 3. The decrease/increase of accuracy due to the use of FE techniques, averaged over 20 
data sets  

In Figure 3 decrease/increase of accuracy due to the use of FE techniques is 
presented averaged over 20 data sets. It can be seen from the figure that on average, 
for 20 datasets analyzed FE has no effect on or deteriorates the classification 
accuracy. The only exception is combination of nonparametric FE and the NB 
classifier. In this situation averaged accuracy increases by 3%. In can be seen also that 
the nonparametric FE is the best among considered approaches from the accuracy 
perspective. 

5   Conclusions  

FE techniques are powerful tools that can significantly increase the classification 
accuracy producing better representation spaces or resolving the problem of “the 
curse of dimensionality”. However, when applied blindly, FE may have no effect for 
the further classification or even deteriorate the classification accuracy. Moreover it is 
also possible that some data sets are so easy to learn that classification without any FE 
gains already the maximal possible accuracy and therefore it is hard to get any 
improvement due to FE. 

In this paper, the experimental results show that for many data sets FE does 
increase classification accuracy.  

We could see from the results that there is no best FE technique among the 
considered ones, and it is hard to say which one is the best for a certain classifier 
and/or for a certain problem, however according to the experimental results some 
major trends can be recognized. 
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Class-conditional approaches (and especially nonparametric approach) were often 
the best ones. This indicated the fact how important is to take into account class 
information and do not rely only on the distribution of variance in the data. At the 
same time it is important to notice that the parametric FE was very often the worst, 
and for 3NN and C4.5 the parametric FE was the worst more often than RP. Such 
results highlight the very unstable behavior of parametric FE. 

One possibility to improve the parametric FE, we think, is to combine it with PCA or 
a feature selection approach in a way that a few principal components or the most useful 
for classification features are added to those extracted by the parametric approach. 

Although it is logical to assume that RP should have more success in applications 
where the distances between the original data points are meaningful and/or for such 
learning algorithms that use distances between the data points, our results show that 
this is not necessarily true. However, data sets in our experiments have 48 features at 
most and RP is usually applied for problems with much higher dimensionality. 

Time taken to build classification models with and without FE is not reported in 
this study, we also do not present here the analyses of number of features extracted by 
a certain FE technique. These important issues will be presented in our further study. 

A volume of accumulated empirical (and theoretical) findings, some trends, and 
some dependencies with respect to data set characteristics and use of FE techniques 
have been discovered or can be discovered. In particular, it was shown that FE 
techniques are beneficial for data sets with highly correlated features [12]. The 
nonparametric FE was found to be successful especially for data sets with very 
limited sample sizes [11]. On the other hand, there are certain assumptions on the 
performance of classification algorithms under certain conditions. 

Thus, potentially the adaptive selection of the most suitable data mining techniques 
for a data set at consideration (that is a really challenging problem) might be possible. 
We see our further research efforts in this direction. 

We would like to emphasize also the possibility to conduct experiments on 
synthetically generated datasets that is beneficial from two perspectives. First, this 
allows generating, testing and validating hypothesis on data mining strategy selection 
with respect to a dataset at hand under controlled settings when some data 
characteristics are varied while the others are held unchangeable.  
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Abstract. The instance-based k-nearest neighbor algorithm (KNN)[1]
is an effective classification model. Its classification is simply based on
a vote within the neighborhood, consisting of k nearest neighbors of the
test instance. Recently, researchers have been interested in deploying a
more sophisticated local model, such as naive Bayes, within the neigh-
borhood. It is expected that there are no strong dependences within the
neighborhood of the test instance, thus alleviating the conditional inde-
pendence assumption of naive Bayes. Generally, the smaller size of the
neighborhood (the value of k), the less chance of encountering strong
dependences. When k is small, however, the training data for the local
naive Bayes is small and its classification would be inaccurate. In the cur-
rently existing models, such as LWNB [3], a relatively large k is chosen.
The consequence is that strong dependences seem unavoidable.

In our opinion, a small k should be preferred in order to avoid strong
dependences. We propose to deal with the problem of lack of local train-
ing data using sampling (cloning). Given a test instance, clones of each
instance in the neighborhood is generated in terms of its similarity to
the test instance and added to the local training data. Then, the local
naive Bayes is trained from the expanded training data. Since a relatively
small k is chosen, the chance of encountering strong dependences within
the neighborhood is small. Thus the classification of the resulting local
naive Bayes would be more accurate. We experimentally compare our
new algorithm with KNN and its improved variants in terms of classifi-
cation accuracy, using the 36 UCI datasets recommended by Weka [8],
and the experimental results show that our algorithm outperforms all
those algorithms significantly and consistently at various k values.

1 Introduction

Classification is a fundamental issue in machine learning. A typical problem
setting for classification is that, given a set of training instances with class labels,
a classifier is trained and used to predict the class of an unseen instance. An
instance is represented by a vector of attributes. In this paper, an instance x
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is described by the attribute vector < a1(x), a2(x), . . . , an(x) >, where ai(x)
denotes the value of the ith attribute Ai of x.

Instance-based learning methods [1] are often used for classification. The most
basic instance-based method is the instance-based k-nearest neighbor algorithm
(KNN). In KNN, an instance of n attributes corresponds to a point in the n-
dimensional Euclidean space �n. The standard Euclidean distance is often used
as the distance between two instances x and y, defined as follows.

d(x, y) =

√√√√ n∑
i=1

(ai(x) − ai(y))2. (1)

When all attributes are nominal, this function can be simplified as:

d(x, y) =
n∑

i=1

(1 − δ(ai(x), ai(y))), (2)

where δ is a function that δ(u, v) = 1 if u = v.
KNN classifies an instance x by finding its k nearest neighbors y1, · · ·, yk,

and then assigning the most common class of the k nearest neighbors to x, as
shown below:

c(x) = arg max
c∈C

k∑
i=1

δ(c, c(yi)), (3)

where c(yi) is the class of yi. Essentially, the classification of KNN is based on
a vote within the neighborhood that consists of the k nearest neighbors of the
test instance.

An obvious approach to improving KNN is to weight the contribution of
each of k neighbors according to their distance to the test instance x, by giving
greater weight to closer neighbors. The resulting classifier is called instance-based
k-nearest neighbor with distance weighted (KNNDW), defined as follows.

c(x) = arg max
c∈C

k∑
i=1

δ(c, c(yi))
d(yi, x)2

. (4)

KNN has been widely used for decades due to its simplicity, effectiveness and
robustness. However, the classification of KNN based on voting is quite simple.
It is believed that a more sophisticated local model within the neighborhood,
instead of voting, would improve classification performance.

Naive Bayes is a simple, but effective classification model [5], in which all the
attributes are assumed independent given the class (the conditional indepen-
dence assumption). It has been observed that naive Bayes performs well when
the training data is small [4]. Thus it is suitable to be a local model within
another model, such as a decision tree.

In KNN, it is a natural thought to train a local naive Bayes for a test instance
using only the k nearest neighbors. Recently, researchers have paid considerable
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attention to investigate the approach to combining KNN with naive Bayes [12, 11,
3]. Although the conditional independence assumption of naive Bayes is always
violated on the training data as a whole, it is expected that the dependences
within the neighborhood of the test instance is weaker than that on the whole
data and thus naive Bayes classifies better. Generally, keeping the size of the
neighborhood (the values of k) small will reduce the chance of encountering
strong dependences. When k is small, however, the probability estimation in
naive Bayes that is based on frequency in the training data, is not reliable.
Thus, its classification would be inaccurate.

In this paper, we propose an method based on sampling to deal with this
issue. For each neighbor, a number of clones are generated and added into the
local training data in terms of its similarity to the test instance. Then, a naive
Bayes is trained from the expanded training data. By that means, a small k
value could be chosen and strong attribute dependences could be avoided. Thus
a better classifier is expected. Our experimental results show that our new model
outperforms KNN and its variants significantly.

The rest of the paper is organized as follows. In Section 2, we introduce the
related work on combining KNN with naive Bayes. In Section 3, we present our
model and the experimental results in detail. In Section 4, we make a conclusion
and outline our main directions for future research.

2 Related Work

Naive Bayes is a simple but effective classifier. Although its conditional indepen-
dence assumption is often violated, it performs surprisingly well in classification
[2]. In addition, it performs well when the size of training data is small [4]. This
feature makes it especially fit to be a local model embedded into another model,
such as a decision tree, a KNN. Kohavi [4] proposes a model, NBTree, in which a
local naive Bayes is deployed on each leaf of a traditional decision tree. An NBTree
classifies an instance using the local naive Bayes on the leaf into which it falls.

KNN has attracted much attention from researchers for decades, due in part
to its age and simplicity [1]. In recently years, researchers have done consider-
able work on combining KNN with naive Bayes [12, 11, 3]. The idea for combining
KNN with naive Bayes is quite straightforward. Like all lazy learning methods,
the training data is simply stored, and learning is deferred until classification time.
Whenever a new (test) instance is classified, a local naive Bayes is trained using
the k nearest neighbors of the test instance, with which the test instance is classi-
fied. The classification of the local naive Bayes is based on the following equation.

c(x) = arg max
c∈C

p(c)
n∏

i=1

p(ai(x)|c), (5)

where x is the test instance of n attributes. The parameters of the local naive
Bayes are the probabilities p(c) and p(ai(x)|c) in Equation 5 that are estimated
from the local training data (the k nearest neighbors of x) based on frequency.
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Frank et al. [3] present an model to combine KNN with naive Bayes, called
locally weighted Naive Bayes(LWNB). In LWNB, each of nearest neighbors is
weighted in terms of its distance to the test instance. Then a local naive Bayes is
built from the weighted training instances. Their experiments show that LWNB
outperforms naive Bayes significantly. Our work is inspired by this work.

Zheng and Webb [12] propose an approach, lazy Bayesian rule (LBR). LBR
does not directly use the k nearest neighbors of the test instance as the training
data for the local naive Bayes. Instead, before classifying a test instance, LBR
generates a rule most appropriate to the test instance. The training instances that
satisfy the antecedent of the rule are chosen as the training data for the local naive
Bayes, and this local naive Bayes only uses those attributes that do not appear in
the antecedent of the rule. In this paper, however, we are interested in learning
the local model directly based on the k nearest neighbors of the test instance.

Xie et al. [11] propose a model, selective neighborhood naive Bayes (SNNB),
in which multiple naive Bayes are learned by using different k values and a local
naive Bayes is trained for each k value. The most accurate one is used to classify
the test instance. In SNNB, a set of naive Bayes are trained. In this paper, we
focus on training a single local model.

In this paper, we use KNNNB to denote the algorithm that directly uses the
k nearest neighbors of the test instance to train a local naive Bayes.

3 Learning Local Naive Bayes Using Instance Sampling

3.1 Size of Neighborhood and Attribute Dependences

Most of the existing research works on combining KNN with naive Bayes are
motivated by improving naive Bayes through relaxing the conditional indepen-
dence assumption using lazy learning. It is expected that there are no strong
dependences within the k nearest neighbors of the test instance, although the
attribute dependences might be strong in the whole data. Essentially, they are
looking for a sub-space of the instance space in which the conditional indepen-
dence assumption is true or almost true. The size of the neighborhood, or the
value of k, is critical. In general, small neighborhood helps to reduce the chance
of encountering strong dependences [3]. Thus, a small k is preferred.

Frank et al. [3] presents a problem that predicts whether an instance belongs to
a black or white square on a checker board given its x and y coordinates. In that
problem, strong dependences between the two attributes exist. They show that
KNN, KNNDW and LWNB performs well at k ≤ 5, and degrade as k increases.
That example shows that small k value is desirable when attribute dependences
are strong. In addition, small neighborhood conforms closer to the data. In fact,
KNN and KNNDW generally degrade in performance as k increases.

When k is small, such as 5 or 10, however, the training data is small. The
parameters of naive Bayes cannot be accurately estimated from the training
data. Thus, the classification of a local naive Bayes would be inaccurate. In
NBTree[4], a threshold on the size of the training data on a decision node is set
to avoid this problem. That is, there should be at least 30 training instances at a
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decision node. In LWNB, Laplace correction has been used to smooth probability
estimation, and a relatively large k, such as k = 30, 40, 50, is chosen.

We believe that keeping the size of the neighborhood small would help reduc-
ing the chance of having strong dependences and thus improving classification
accuracy. We propose to a novel approach to handling the issue of lack of train-
ing data by expanding the neighborhood. We“clone” each neighbor of the testing
instance and add the clones to the training data. Thus, the parameters in naive
Bayes can be estimated more accurately and reliably, and the classification of
the local naive Bayes is more accurate.

There has been similar work on expanding or reducing training data by sam-
pling to deal with the issue of class unbalance in machine learning [9]. When the
class distribution of training data is highly unbalanced, instances in the majority
class are eliminated (under-sampling), or instances are replicated in the minor-
ity class (over-sampling). Either way alters the class distribution of the training
data. Our sampling is similar in the sense that copies of instances are added
into the training data. The difference is that the sampling in dealing with class
unbalance is typically based on a probability distribution, and our sampling is
based on an explicit distance function and does not alter the class distribution.

3.2 A Learning Algorithm Based on Instance Cloning

At first, let us define a function to measure the similarity between two instances
with nominal attributes. Let x and y are two instances, the similarity, denoted
by s(x, y), between them is defined as:

s(x, y) =
n∑

i=1

δ(ai(x), ai(y)). (6)

s(x, y) is a function that simply counts the number of identical attributes of
x and y.

Given a test instance x, we find its k nearest neighbors and put them into
the local training data. For each neighbor y, we use Equation 6 to compute the
similarity s(x, y). Then, s(x, y) clones of y are added to the local training data.
A local naive Bayes is learned from the expanded training data with which x
is classified. We call our method instance cloning local naive Bayes, or simply
ICLNB. The ICLNB algorithm is depicted below.

Algorithm ICLNB(T, k, x)
Input : a set T of training instances, integer k, and a test instance x.
Output : the class of x

1. Use the distance function in Equation 2 to find x’s k nearest neighbors
y1, · · ·, yk, from T.

2. Local training set L = {y1, · · · , yk}
3. For each neighbor yi of x

– Compute s(x, yi) using the similarity function in Equation 6.
– Add s(x, yi) clones of yi to L.
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4. Create a local naive Bayes NB using L as the training data.
5. Classify x using NB and return the class label of x.

It is interesting to notice the similarity and difference between instance sam-
pling (or cloning) and instance weighting [3]. In instance weighting, each training
instance is assigned a different weight and thus plays a different role in classifi-
cation. In instance sampling, each training instance is “cloned” different times.
More clones generated, more important for that instance in classification. Thus,
both change the importance of an instance. However, instance weighting gener-
ally does not aim at helping to improve probability estimation, while instance
sampling does. “Cloning” expands the training data, and thus leads to more re-
liable probability estimation. Specifically, our instance sampling is simpler than
the instance weighting in [3] in that our similarity function is very simple and
there is no need to normalize the instance weights.

3.3 Experimental Methodology and Results

We ran our experiments on the 36 UCI data sets recommended by Weka [10],
which are listed in Table 1. All these data sets come from the UCI repository
[6]. We downloaded these data sets in format of arff from main web of Weka [8].

All the preprocessing stages of data sets were carried out by the Weka system.
They mainly include the following three processes:

1. We used the filter of ReplaceMissingValues in Weka to replace the missing
values of attributes.

2. We used the filter of Discretize in Weka to discretize numeric attributes.
Thus, all the attributes are treated as nominal.

3. It is well-known that, if the number of values of an attribute is almost equal
to the number of instances in a data set, this attribute does not contribute
any information to classification. So we use the filter of Remove in Weka
to delete these attributes. In the 36 data sets, there only exists three this
type of attributes, namely Hospital Number in data set horse-colic.ORIG,
Instance Name in data set Splice and Animal in data set zoo.

In our experiments, we use the Laplace estimation to avoid the zero-frequency
problem. Assume that there are p instances of class c, N total instances, and C
total classes in the training data. The frequency-based estimation calculates the
estimated probability p(c) = p

N . The Laplace estimation calculates the estimated
probability p(c) = p+1

N+C . In the Laplace estimation, p(ai(x)|c) = 1+Nic

Ni+Nc
, where

Nic is the number of instances in class c and with Ai = ai(x), Nc is the number
of instances in class c, and Ni is the number of values for attribute Ai.

We conducted experiments to compare our algorithm ICLNB with KNN, KN-
NDW, KNNNB and LWNB in terms of classification accuracy. We implemented
ICLNB, KNNDW, and KNNNB within the Weka framework [10], and used the
implementation of KNN and LWNB (LWL with a base classifier being Naive
Bayes) in Weka. In all experiments, the accuracy of each algorithm was based
on the percentage of correct classifications on the test sets of each data set. The
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accuracy of each algorithm was measured via the ten-fold cross validation for all
data sets. Runs with the various algorithms were carried out on the same training
sets and evaluated on the same test sets. In particular, the cross-validation folds
were the same for all the experiments on each data set. Finally, we conducted
two-tailed t-test with significantly different probability of 0.95 to compare our
algorithm with other algorithms. That is, we speak of two results for a data set
as being “significantly different” only if the difference is statistically significant
at the 0.05 level according to the corrected two-tailed t-test [7].

Table 1. Description of the data sets used in the experiments

dataset Size Number of Attribute classes missing value Numeric
anneal 898 39 6 Y Y
anneal.ORIG 898 39 6 Y Y
audiology 226 70 24 Y N
autos 205 26 7 Y Y
balance 625 5 3 N Y
breast 286 10 2 Y N
breast-w 699 10 2 Y N
colic 368 23 2 Y Y
colic.ORIG 368 28 2 Y Y
credit-a 690 16 2 Y Y
credit-g 1000 21 2 N Y
diabetes 768 9 2 N Y
Glass 214 10 7 N Y
heart-c 303 14 5 Y Y
heart-h 294 14 5 Y Y
heart-s 270 14 2 N Y
hepatitis 155 20 2 Y Y
hypoth. 3772 30 4 Y Y
ionosphere 351 35 2 N Y
iris 150 5 3 N Y
kr-vs-kp 3196 37 2 N N
labor 57 17 2 Y Y
letter 20000 17 26 N Y
lymph. 148 19 4 N Y
mushroom 8124 23 2 Y N
p.-tumor 339 18 21 Y N
segment 2310 20 7 N Y
sick 3772 30 2 Y Y
sonar 208 61 2 N Y
soybean 683 36 19 Y N
splice 3190 62 3 N N
vehicle 846 19 4 N Y
vote 435 17 2 Y N
vowel 990 14 11 N Y
waveform 5000 41 3 N Y
zoo 101 18 7 N Y
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Table 2. Experimental results for instance cloning local naive Bayes (ICLNB) versus
instance-based k-nearest neighbor (KNN), instance-based k-nearest neighbor with dis-
tance weighted (KNNDW), instance-based k-nearest neighbor naive Bayes (KNNNB),
locally weighted naive Bayes (LWNB) and naive Bayes (NB): percentage of correct
classifications and standard deviation when k = 5

Datasets ICLNB KNN KNNDW KNNNB LWNB NB
anneal 98.66±1.26 96.88±2.15 98.55±1.05 97.33±2.24 98.78±1.11 94.32±2.38
anneal.O 91.2±3.08 87.31±3.35 90.09±2.93 88.09±2.96 91.53±3.04 87.53±4.69
audiology 77.81±9.23 60.57±7.87 75.57±8.92 68.58±6.77 77.37±9.21 71.23±7.03
autos 83.83±6.63 66.29±8.28 83.4±7.61 78.55±9.2 81.4±5.23 64.83±11.2
balance 83.84±4.41 83.84±4.71 83.84±4.71 84.16±4.03 83.99±4.22 91.36±1.38
breast 73.85±8.84 73.78±4.38 75.55±7.2 75.55±3.78 72.09±9.52 72.06±7.97
breast-w 96.85±2 94.99±2.81 95.28±2.79 96.57±2.54 95.99±2.52 97.28±1.84
colic 77.72±3.55 80.68±6.65 82.33±5.35 81.51±7.01 78.56±5.38 78.81±5.05
colic.O 76.09±4.91 70.63±5.06 73.35±5.64 73.08±6 75.81±5.5 75.26±5.26
credit-a 82.61±2.73 85.07±3.62 84.93±2.99 85.22±3.19 82.75±4.24 84.78±4.28
credit-g 73.5±3.03 71.5±2.42 72.6±3.41 73.3±3.33 70.9±5.17 76.30±4.76
diabetes 72.14±4.68 69.14±1.84 70.58±3.33 71.23±3.25 69.15±4.66 75.40±5.85
glass 65.41±8.64 58.92±7.8 62.23±6.79 64.52±7.69 61.21±7.77 60.32±9.69
heart-c 79.14±8.59 81.41±12.7 81.42±11.4 82.75±8.94 80.77±9.36 84.14±4.16
heart-h 82.7±6.35 81.36±6.65 81.34±6.27 81.34±6.3 81.31±5.99 84.05±6.69
heart-s 81.11±5.91 80.74±6 81.48±5.79 81.85±5.64 80.37±7.42 83.70±5.00
hepatitis 84.42±7.61 84.46±6.25 82.54±4.41 83.88±6.2 80.63±8.57 83.79±8.79
hypoth. 93.05±0.93 93.03±0.89 93.05±0.84 93.03±0.89 92.29±0.86 92.79±1.02
ionosphere 92.31±3.31 89.44±3.34 90.02±2.8 90.02±3.11 91.73±3.43 90.89±3.49
iris 95.33±5.49 93.33±6.29 93.33±7.03 94.67±5.26 94±5.84 94.67±8.20
kr-vs-kp 97.97±0.71 96.03±1.19 96.97±0.96 96.9±0.85 97.31±0.86 87.89±1.81
labor 86.33±13.3 91.67±11.8 91.67±11.8 91.67±11.8 90±11.65 93.33±11.7
letter 92.16±0.32 88.02±0.63 90.17±0.55 89.87±0.4 90.8±0.4 70.00±0.81
lymph. 81.67±9.18 82.33±9.81 82.29±10.9 83.62±9.52 82.9±11.18 85.67±9.55
mushroom 100±0 100±0 100±0 100±0 100±0 95.57±0.45
p.-tumor 43.65±3.26 41.26±8.05 42.44±4.98 44.22±5.71 40.38±5.71 46.89±4.32
segment 94.85±0.95 90.74±1.61 93.38±1.55 91.6±1.26 94.63±1.49 88.92±1.95
sick 98.2±0.48 97.51±0.59 97.72±0.49 97.72±0.49 98.01±0.53 96.74±0.53
sonar 80.81±7.38 80.79±10.06 80.79±8.72 81.74±6.72 82.24±10.3 77.50±12.0
soybean 93.11±2.42 90.76±3.76 91.79±3.36 91.94±3.22 92.38±3.02 92.08±2.34
splice 86.18±2.02 79.81±2.81 82.23±2.63 85.86±1.47 82.6±2.3 95.36±1.00
vehicle 72.45±3.78 70.57±3.02 71.27±4.46 72.46±3.41 70.57±5.64 61.82±3.54
vote 95.18±2.51 94.03±2.69 93.81±3.06 94.95±2.37 93.58±4.27 90.14±4.17
vowel 94.14±1.7 81.31±1.73 92.42±3.06 90.1±2.17 94.65±2.52 67.07±4.21
waveform 74.22±1.59 73.42±1.55 73.92±1.86 74.42±1.85 69.98±1.94 79.96±1.92
zoo 97.09±4.69 92.09±6.3 96.09±5.05 95.09±5.18 97.09±4.69 94.18±6.60
Mean 84.71±4.32 82.05±4.68 84.12±4.58 84.09±4.30 83.83±4.88 82.41±4.88

Table 2 and 3 show the accuracy and standard deviations of each algorithm on
each data set, and the average accuracy and deviation over all the data sets are
summarized at the bottom of the table. Table 4 and 5 shows the results of two-
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Table 3. Experimental results for instance cloning local naive Bayes (ICLNB) versus
instance-based k-nearest neighbor (KNN), instance-based k-nearest neighbor with dis-
tance weighted (KNNDW), instance-based k-nearest neighbor naive Bayes (KNNNB),
locally weighted naive Bayes (LWNB) and naive Bayes (NB): percentage of correct
classification and standard deviation when k = 10

Datasets ICLNB KNN KNNDW KNNNB LWNB NB
anneal 99±0.82 95.88±1.97 98.55±1.05 97.1±2.05 98.89±1.05 94.32±2.38
anneal.O 90.98±3.47 84.41±3.3 89.75±3.1 86.64±3.48 91.64±3.04 87.53±4.69
audiology 77.83±7.59 58.79±8.3 74.72±6.74 68.1±6.28 77.79±8.11 71.23±7.03
autos 80.38±6.8 62.52±8.03 82.88±6.63 76.57±8.47 81.88±5.84 64.83±11.2
balance 83.84±4.41 83.84±4.71 83.84±4.71 84.16±4.03 83.99±4.22 91.36±1.38
breast 73.15±8.78 73.09±4.25 75.22±5.58 74.85±4.09 72.8±8.74 72.06±7.97
breast-w 96.99±1.84 93.99±3.42 94.28±3.5 96.57±2.54 96.13±2.45 97.28±1.84
colic 77.98±5.65 83.13±6.29 84.23±5.09 83.13±5.75 80.98±3.82 78.81±5.05
colic.O 76.09±3.57 69.82±3.4 73.09±5.23 73.09±5.54 75.8±4.25 75.26±5.26
credit-a 83.77±2.54 86.09±4.39 85.51±3.74 86.52±4.21 83.33±4.11 84.78±4.28
credit-g 73.5±3.1 71.9±3.28 73.7±3.13 74.4±3.5 72.1±4.18 76.30±4.76
diabetes 72.01±5.47 69.02±2.19 69.27±4.12 72.01±4.5 69.4±4.23 75.40±5.85
glass 67.75±8.15 57.06±8.03 60.82±7.99 64.55±8.76 60.74±5.83 60.32±9.69
heart-c 78.85±7.28 81.09±9.77 81.42±9.55 83.1±7.37 80.11±8.99 84.14±4.16
heart-h 81.33±6.14 82.02±6.06 81.68±5.66 81.67±4.73 82.34±6.06 84.05±6.69
heart-s 80.74±6 82.22±7.37 82.96±6.1 82.59±5.53 80±7.45 83.70±5.00
hepatitis 84.38±7.13 84.5±6.22 83.25±5.35 83.92±6.93 82.54±6.17 83.79±8.79
hypothy. 93.21±0.66 93.08±0.64 93.16±0.58 93.21±0.62 92.37±0.87 92.79±1.02
ionosphere 90.9±4.58 89.74±2.78 89.74±3.37 90.31±3.62 91.44±3.03 90.89±3.49
iris 94.67±6.13 93.33±6.29 93.33±7.03 94±5.84 94±5.84 94.67±8.20
kr-vs-kp 97.59±0.81 95.06±1.34 96.84±0.95 96.46±0.78 97.56±0.76 87.89±1.81
labor 90±14.1 85.67±14.5 89.67±11.9 91.67±11.9 90±11.7 93.33±11.7
letter 92.83±0.33 86.56±0.67 89.68±0.64 89.73±0.55 91.25±0.43 70.00±0.81
lymph. 83±10.8 80.86±12.0 82.86±13.1 85±9.18 82.29±10.92 85.67±9.55
mushroom 100±0 99.91±0.08 100±0 100±0 100±0 95.57±0.45
p.-tumor 43.34±3.7 42.47±5.67 43.03±5.86 46±4.85 40.97±5.6 46.89±4.32
segment 95.45±0.82 89.65±1.84 92.68±1.59 91.6±1.54 94.81±1.43 88.92±1.95
sick 98.12±0.55 97.03±0.73 97.45±0.6 97.56±0.53 98.01±0.53 96.74±0.53
sonar 81.33±9.57 81.33±8.42 80.38±8.44 81.83±9.39 84.14±6.38 77.50±12.0
soybean 93.84±2.39 89.01±2.12 91.94±3.29 91.94±3.06 92.96±2.77 92.08±2.34
splice 91.76±1.45 83.26±2.42 85.2±2.11 90.5±1.25 86.65±1.69 95.36±1.00
vehicle 71.28±4.77 68.68±2.74 70.8±4.48 70.69±3.01 72.46±4.5 61.82±3.54
vote 96.1±2.64 92.9±3.61 93.36±3.28 94.95±2.81 93.57±3.86 90.14±4.17
vowel 93.54±1.73 67.68±4.04 91.62±3.63 89.49±3.02 94.24±2.02 67.07±4.21
waveform 76.76±1.33 76.36±1.15 76.34±1.15 77.2±1.35 72.7±1.86 79.96±1.92
zoo 98.09±4.03 89.18±9.78 96.09±5.05 95.09±5.18 97.09±4.69 94.18±6.60
Mean 85.01±4.42 81.14±4.77 84.15±4.56 84.34±4.35 84.36±4.37 82.41±4.88

tailed t-test between each pair of algorithms, and each entry w/t/l means that
the algorithm at the corresponding row wins in w data sets, ties in t data sets,
and loses in l data sets, compared to the algorithm at the corresponding column.
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The detailed results displayed in Table 2 and 3 show that our algorithm out-
performs all the other algorithms significantly. Now, we summarize the highlights
as follows:

1. ICLNB outperforms the traditional k-nearest algorithms KNN and KNNDW
significantly. From our experiments, KNNDW is significantly better than
KNN. Compared to KNNDW, ICLNB wins in 6 data sets, ties in 30 data
sets and loses in 0 data set, when k = 5; and ICLNB wins in 5 data sets,
ties in 31 data sets and loses in 0 data set, when k = 10.

2. ICLNB outperforms the existing algorithms of combining KNN with naive
Bayes: KNNNB and LWNB significantly. Compared to KNNNB, ICLNB
wins in 6 data sets, ties in 30 data sets and loses in 0 data set, when k = 5;
and ICLNB wins in 7 data sets, ties in 28 data sets and loses in 1 data set,
when k = 10. Compared to LWNB, ICLNB wins in 5 data sets, ties in 31
data sets and loses in 0 data set, when k = 5; and ICLNB wins in 6 data
sets, ties in 30 data sets and loses in 0 data set, when k = 10.

3. In terms of the average classification accuracy, ICLNB is the best among all
the algorithms compared. When k = 5, ICLNB’s average classification accu-
racy is 84.71%, and the highest average classification accuracy of the other
algorithms is 84.09% from KNNNB. When k = 10, ICLNB’s average classi-
fication accuracy is 85.01%, and the highest average classification accuracy
of the other algorithms is 84.36% from KNNDW.

4. ICLNB outperforms naive Bayes significantly, just as KNNNB and LWNB
do. That verifies the idea that there are weaker attribute dependences within
the neighborhood of the test instance.

From our experiments, we have other two interesting observations below,
showing that the probability estimation in naive Bayes could not be improved
by the instance weighting in KNNDW when k is small.

1. The difference between LWNB and KNNDW in classification accuracy is not
significant. When k = 5, LWNB wins in 3 data sets and loses in 2 data sets.
When k = 10, LWNB wins in 2 data sets, and loses in 2 data sets.

2. LWNB does not outperforms KNNNB significantly. When k = 5, LWNB
wins in 4 data sets and loses in 3 data sets. When k = 10, LWNB wins in 6
data sets, and loses in 4 data sets.

In our experiments, we also tested some relatively large k values, and the
experimental results are similar. For example, ICLNB outperforms LWNB in 5
data sets, ties in 30 data sets and loses in 1 data set, when k = 50. We have
not presented the experimental results in this paper due to the limit of space.
In fact, ICLNB consistently outperforms all other algorithms compared in this
paper at all the various k values we tested.
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Table 4. Summary of experimental results: classification accuracy comparisons when
k = 5. An entry w/t/l means that the algorithm at the corresponding row wins in w

data sets, ties in t data sets, and loses in l data sets, compared to the algorithm at the
corresponding column

NB KNN KNNDW KNNNB LWNB
KNN 8/23/5
KNNDW 10/22/4 8/28/0
KNNNB 10/23/3 9/27/0 3/30/3
LWNB 10/20/6 10/24/2 3/31/2 4/29/3
ICLNB 10/23/3 12/24/0 6/30/0 6/30/0 5/31/0

Table 5. Summary of experimental results: classification accuracy comparisons when
k = 10

NB KNN KNNDW KNNNB LWNB
KNN 5/23/8
KNNDW 9/22/5 11/25/0
KNNNB 9/24/3 13/23/0 3/31/2
LWNB 11/20/5 13/20/3 2/32/2 6/26/4
ICLNB 10/21/5 15/21/0 5/31/0 7/28/1 6/30/0

4 Conclusions

In this paper, we have proposed a novel model ICLNB for learning local naive
Bayes within KNN using instance sampling. Instance sampling leads to relatively
large training data for the local naive Bayes, and results in a naive Bayes with
more accurate parameters. Thus, the classification of the local naive Bayes is
more accurate. Indeed, when the neighborhood size is small, ICLNB deals with
the problem of lack of training data effectively. Moreover, ICLNB performs well
for various sizes of the neighborhood.

Although considerable work has been done in combining k-nearest neighbor
with naive Bayes, some questions still remain unknown. Firstly, the basic as-
sumption in combining k-nearest neighbor with naive Bayes is that, within the
small neighborhood, attributes have a less chance to have strong dependences.
However, the underlying reason is not clear. Another interesting direction for
future research is how to apply KNN and its variants to the problems beyond
classification, such as the problems in which accurate probability estimates or
an accurate probability-based ranking of instances are required.
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Abstract. In this research, a systematic study is conducted of four dimension 
reduction techniques for the text clustering problem, using five benchmark data 
sets. Of the four methods -- Independent Component Analysis (ICA), Latent 
Semantic Indexing (LSI), Document Frequency (DF) and Random Projection 
(RP) -- ICA and LSI are clearly superior when the k-means clustering algorithm 
is applied, irrespective of the data sets. Random projection consistently returns 
the worst results, where this appears to be due to the noise distribution charac-
terizing the document clustering task. 

1   Introduction 

Document clustering is a fundamental and enabling tool for efficient document or-
ganization, summarization, navigation and retrieval. The most critical problem for 
document clustering is the high dimensionality of the natural language text, often re-
ferred to as the "curse of dimensionality". While various dimension reduction tech-
niques (DRTs) have been proposed [1, 2], there are two major types, feature trans-
formation and feature selection [2].  Feature transformation methods project the 
original high dimensional space onto a lower dimensional space, while feature selec-
tion methods select a subset of "meaningful” dimensions from the original ones. 

In this research, we compare DRTs in a systematic manner for the text clustering 
task. We investigate the relative effectiveness and robustness of four dimension re-
duction techniques; one feature selection method, Document Frequency (DF) [3], and 
three feature transformation methods, including Latent Semantic Indexing (LSI) [4], 
Random Projection (RP) [5] and Independent Component Analysis (ICA) [6].  

This paper is organized as follows. Section 2 describes our data sets, Section 3 our 
experimental procedure and evaluation methods, Section 4 our results and Section 5 
presents our conclusions and directions for future research.  

2   Characteristics of the Data Sets 

We used five data sets used widely in information retrieval and text mining research. 
The number of classes ranges from 4 to 50 and the number of documents ranges be-
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tween 4 and 3807 per class. The WebKB4 data set consists of WWW-pages. Reuters-
2 and Reuters-10 are derivatives of the Reuters-215781 newswire stories data set. 
Reuter-2 is a collection of documents, each with a single topic label. The version of 
Reuter-2 that we used eliminates categories with less than 4 documents, leaving only 
50 categories. We derive Reuters-10 from Reuters-2, consisting only of the ten most 
frequent categories. 20NG-4 is a subset of the 20-Newsgroup data set, and only in-
cludes 4 categories.  The fifth data set consists of technical reports (CSTR). Details of 
the datasets are found elsewhere [7] 

The data sets were pre-processed to remove tags, non-textual data and stop words1.  
The remaining words were stemmed2 and those stems with low document frequency 
were removed. For example, the cutoff for the Reuter-2 data set is 4. The stem-
weighting scheme used is the most commonly used “ltc” variant of the tfidf function 
[8].The document vectors were then normalized to unit length.  

3   Experimental Procedures and Evaluation 

3.1   Experimental Procedures 

All experiments were conducted in the Matlab 6.5.1 environment. Each data set was 
split into training and test sets in a ratio of 3:1. For each number of experimental di-
mensions, the reduced dimension version of the data was generated as per each of the 
DRTs. This data was renormalized to unit length for each document, and k-means 
clustering was applied, to generate the clusters using only the training set. The choice 
of k is ad hoc, larger than the number of classes in general. Each cluster was given a 
class label using majority voting (using training set) and the classification accuracy 
(only for test set) was determined as described below. 

At each number of reduced dimensions, the seeds for the k-means clustering were 
generated for each data set by sampling the data set and finding the set of points 
around which the rest of the sample are tightly grouped (details in [7]). 

3.2   Evaluation Methods 

To judge the relative effectiveness of the DRTs, we apply them to text clustering tasks 
on different data sets. Based on the quality of their clustering results, we rank them 
accordingly. There are two perspectives to the ranking, the absolute clustering results 
and the robustness of the method. Here, good robustness implies that when using a 
certain DRT, reasonably good clustering results should be found across a relatively 
wide range of dimensions (reduced), i.e., the clustering results should degrade grace-
fully if non-optimal reduced dimensions are used.  

To measure the quality of text clustering, we choose to use Purity as introduced in 
[9]. We modify the calculation of Purity as follows. Each cluster i is assigned a class 
label, Ti, based on a majority vote by its members using only the training set. Then, 
the purity of cluster i is defined as the proportion of points assigned as members of 
cluster i in the test set whose class labels agree with Ti. It is easy to establish that 
                                                           
1 http://www.dcs.gla.ac.uk/idom/ir_resources/linguistic_utils/stop_words. 
2 http://www.tartarus.org/~martin/PorterStemmer/. 
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Purity is the clustering-version of the micro-average of classification accuracy. Here-
after, we refer to the cluster quality measure as classification accuracy (CA). 

To judge the relative robustness of DRTs, we combine a heuristic observation and 
student t test. We first plot the CA curves of the DRTs against the dimensionalities. 
Based on the CA values, it is visually possible to clearly establish the relative effec-
tiveness of the DRTs based on these curves. For situations when more than one curve 
shares very similar CA values over "an interesting range of dimensions" (defined 
later), such that we cannot visually resolve performance levels, we perform a paired 
student t test. For each data set, the relative ranks of the DRTs are determined by the 
combination of visual observation and paired student t tests on the CA curves of the 
DRTs. 

To ensure that the results are representative and systematic, many precautions have 
to be taken in the process of comparison. First, the choice of data sets has to be made 
in such way that a broad genre of text collections is covered in our test. The second 
issue concerns the usage of the clustering algorithm. We choose to use k-means, since 
k-means or its variants are the most commonly used clustering algorithms used in text 
clustering. A well-known problem for k-means is that poor choices of initialization 
often lead to poor convergence to sub optimal solutions. To ameliorate the negative 
impact of poor initialization, we devised a simple procedure, described in Section 3.1. 

4   Experimental Results and Discussions 

4.1   Comparisons of the Four DRTs 

The DRT comparisons over each data set are conducted by the combination of visual 
inspection and paired student t tests. We are only interested in comparing their per-
formance on the most "interesting" dimension range. By "interesting" dimension 
range, we refer to the dimension range within which the methods produced the best 
clustering results. Hereafter, we will use [a, b] to denote the "interesting" dimension 
range under investigation. To detect the "good range of reduced dimensions", we also 
plot the LSI performance against its singular values. Since ICA uses PCA as a pre-
processing stage to "whiten" the raw data and determine the number of components 
(dimensions) to reduce to, we are also interested in the correlation between ICA per-
formance and the number of eigenvectors  (number of reduced dimensions) used in 
the PCA whitening step. This correlation may suggest how to determine the "good 
range of dimensions to reduce to" by ICA. 

Due to space limitations, we cannot present all our results, which can be found 
elsewhere [21]. Since the DRTs show very similar performances over the 5 data sets, 
we only present the results on Reuter-2 in detail (Figure 1). 

From our results we can make a number of observations.  RP is inferior to DF for 
the whole range of dimensions being investigated. DF peaks around a dimension of 
657 with CA of 0.85 and then settles around 0.8 with increasing dimensionality.  ICA 
and LSI achieve their best results with lower dimensionalities ([30, 93]). The result of 
the t-test indicates superior performance of ICA over that of LSI. ICA also maintains 
very good performance over a much larger range of dimensions than LSI and, there-
fore, appears to be more robust. 
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The correlation between singular values and LSI performance (and eigenvalues and 
ICA performance) is not clear. We observe that, both the singular and eigen values 
decrease very rapidly within the first few to few tens of dimensions, after which there 
is general reduction. Hereafter, we refer to the part of the singular/eigen value curve 
that transits from very rapid reduction to slow reduction as the transition zone. This 
transition zone seems to correspond to the best performance of LSI/ICA. In all cases, 
it appears that over the transition zone, the CA curve of ICA reaches its peak and 
keeps at a constant level over a wider range of dimensions than that of LSI, indicating 
less feature sensitivity of ICA. For Reuter-2, considering all the factors, we rank the 
DRTs in the order of ICA > LSI > DF> RP, where ">" denotes better. 

5   Conclusions and Future Work 

In this research, we compared four well-known dimension reduction techniques, DF, 
RP, LSI and ICA, for the document clustering task using five benchmark data sets. In 
general, we can rank the four DRTs in the order of ICA >LSI >DF >RP. ICA demon-
strates good performance and superior stability compared to LSI. Both ICA and LSI 
can effectively reduce the dimensionality from a few thousands to the range of 100 to 
200 or even less. The best performances of ICA/LSI seem to correspond well with the 
transition zone of the eigen/singular value curve. The experiments with DF clearly in-
dicate to us that most of the raw dimensions in the text data are very noisy and mean-
ingless with respect to the document clustering task, which further explains the rela-
tively poor performance of RP.  

 

Fig. 1. DRT performance summary for Reuter-2.a. parallel comparison of four DRTs, x-axis: 
dimensionality, y-axis: CAs for DRTs. b. comparisons between DF and RP with extended di-
mensionality. c. correlation of classification accuracy and normalized singular value for LSI, '+' 
denotes the CA curve and '.' denotes the normalized singular value. d. correlation of classifica-
tion accuracy of ICA and the normalized eigenvalues of its PCA step, '+' denotes the CA curve 
and '.' denotes the normalized eigenvalues 
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Our future research includes comparing the semantic meanings of the latent vari-
ables derived from ICA and LSI, and using DF to pre-screen the raw dimensions for 
LSI/ICA to further reduce the computational cost of LSI/ICA.  
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Abstract. In this paper, we propose that the select operator in relational data-
bases be adopted for incorporating evidence in Bayesian networks. This ap-
proach does not involve the construction of new evidence potentials, nor the as-
sociated computational costs of multiplying the evidence potentials into the 
knowledge base. The select operator also provides unified treatment of hard and 
soft evidence in Bayesian networks. Finally, some query optimization rules, in-
volving the select operator implemented in relational databases, can be directly 
incorporated into probabilistic expert systems. 

1   Introduction 

Bayesian networks [3] are an established framework for uncertainty management and 
have been successfully applied in practice in a variety of problem domains. Process-
ing evidence is a fundamental task in Bayesian networks [2]. Evidence means that 
some information about the values of a set E of variables is obtained. For instance, the 
exact values E = e are known or perhaps that E does not take specific values E ≠ e. 
Given evidence, say E = e, several techniques have been proposed for processing que-
ries of the form p(X | E = e), where X is a set of non-evidence variables. These tech-
niques, however, have two disadvantages. First, the construction of a new probability 
table, called an evidence potential, is required. Second, the evidence potential is mul-
tiplied with the probability tables stored in the knowledge. 

Several researchers, including [4, 5], have pointed out the intrinsic relationship be-
tween Bayesian networks and relational databases [1]. More recently, Wong et al. [5] 
established that the logical implication of probabilistic conditional independence ex-
actly coincides with that of embedded multivalued dependency in relational databases 
for the classes of Bayesian networks, Markov networks, and fixed-context. 

In this paper, we propose that the select operator [1] in relational databases be 
adopted for incorporating evidence in Bayesian networks. We first show that the se-
lect operator can be applied on probabilistic relations and not only traditional rela-
tions. As the name suggests, the select operator selects a subset of rows from a prob-
abilistic relation that satisfy the select condition. Our main result is that incorporating 
evidence with the select operator is equivalent to the approach with evidence poten-
tials. Our approach does not involve the construction of new evidence potentials, nor 
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the associated computational costs of multiplying the evidence potentials into the 
knowledge base. The select operator also provides unified treatment of hard and soft 
evidence in Bayesian networks. Finally, some query optimization rules, involving the 
select operator implemented in relational databases, can be directly incorporated into 
probabilistic expert systems. 

This paper is organized as follows. The select operator and query optimization 
rules are presented in Section 2. In Section 3, we discuss two methods for incorporat-
ing evidence in Bayesian networks. In Section 4, advantages of processing evidence 
with the select operator are provided. The conclusion is presented in Section 5. 

2   The Select Operator 

Wong et al. [4, 5] have shown how probability tables in Bayesian networks can be 
viewed as probabilistic relations, i.e., traditional relations in conventional databases 
[1] can be extended with a probability column. In this section, we incorporate the se-
lect operator [1] into this probabilistic setting. 

Let r(X) be a probabilistic relation on X. Let A be an attribute in X, a ∈ dom(A), 
and op be an operator in {=, ≠, <, ≤, ≥, >}. Then 

σA op a (r) = { t | t ∈ r and t(A) op a }, (1) 

where t(A) is the restriction of tuple t to attribute A. 

Example 1. In Table 1, given the probabilistic relation r(z|h) on the left, σ z=1 ( r(z|h) ) 
and σ z≠0 ( r(z|h) ) are shown in the middle and on the right, respectively. 

Table 1. A probabilistic relation r(z|h) (left). σ z=1 ( r(z|h) ) (middle). σ z≠0 ( r(z|h) ) (right) 

 

 

 
 

 

We now consider the relationship of the select operator with the multiplication and 
marginalization operators implemented in probabilistic expert systems. Here X and Y 
are sets of attributes and the select conditions do not involve probability columns. The 
soundness of these rules follows from the corresponding rules in databases [1]. 

1: The σ operator is commutative. Given select conditions c1 and c2, 

                            
1c

σ (
2cσ ( r(X) )       =     

2cσ (
1c

σ ( r(X) ) ). (2) 

 
 

h z p(z≠0|h) 

1 2 0.123 

1 1 0.456 
0 2 0.111 
0 1 0.333 

h z p(z=1|h) 

1 1 0.456 
0 1 0.333 

h Z p(z|h) 

1 2 0.123 
1 1 0.456 
1 0 0.421 
0 2 0.111 
0 1 0.333 
0 0 0.556 
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2: Given a conjunction of select conditions { 1 2 m, , ...,c c c } involving attributes in X: 

                                 m1 2 ...c c cσ ∧ ∧ ∧ ( r(X) )       =    
1c

σ (
2cσ …(

mcσ ( r(X) ) ) ). (3) 
3: If the select condition c only involves attributes in X, then 

                         XΣ (σ c ( r(XY) ) )      =    σ c ( XΣ ( r(XY) ) ). (4) 

4: If the select condition c only involves attributes in X, then 

                           σ c ( r(Y) ⊗ r(X) )      =      r(Y) ⊗ σc ( r(X) ), (5) 

where ⊗ is a multiplication join for probabilistic relations [4]. 

3   Incorporating Evidence in Bayesian Networks 

Traditionally, evidence in incorporated into Bayesian networks [3] using evidence po-
tentials [2]. We suggest using the select operator. 

3.1   With Evidence Potentials 

In the literature [2], there are two distinct kinds of evidence, namely, hard and soft. 
Hard evidence is an instantiation of a set E of variables, i.e., it is observed that 

E = e. Hard evidence is incorporated into a Bayesian network as follows. First, a find-
ing potential F(E = e) is constructed. The probability column of F(E = e) is set as fol-
lows: for the row with E = e, the probability value is one; for all other rows, the prob-
ability value is zero. Second, F(E = e) is multiplied with the stored CPTs. 

Soft evidence means E ≠ e, i.e., it is known that the set E of variables does not take 
on value e. Soft evidence is incorporated into a Bayesian network as follows. First, a 
likelihood potential L(E ≠ e) is constructed. The probability column of L(E ≠ e) is set 
as follows: for the rows with E ≠ e, the probability value is one; for all other rows, the 
probability value is zero. Second, L(E ≠ e) is multiplied with the stored CPTs. 

Example 2. Suppose we observe hard evidence z = 1. The constructed finding poten-
tial F(z = 1) is shown in Table 2 (left). The product F(z = 1) ⋅ p(z|h) is illustrated in 
Table 2, where p(z|h) is the CPT from Table 1 (left). Similarly, given soft evidence 
z ≠ 0, the CPT p(z|h) is multiplied with the constructed likelihood potential L(z≠0). 

Table 2. Given hard evidence z = 1, the finding potential F(z=1) is multiplied with the CPT 
p(z|h) giving p(z=1|h) 

 
 
 
 
 
 

z F(z=1) 

0 0 
1 1 
2 0 

h z p(z=1|h) 

1 1 0.456 
0 1 0.333 

h z p(z|h) 

1 2 0.123 
1 1 0.456 
1 0 0.421 
0 2 0.111 
0 1 0.333 
0 0 0.556 

⋅ =
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3.2   With the Select Operator 

Here, we incorporate evidence in Bayesian networks using the select operator. 
Consider hard evidence Ai = ai, where ai ∈ dom(Ai). The select condition c is the 

hard evidence Ai = ai. Compute A = ai i
σ ( r(Ai|Pi) ), where r(Ai|Pi)  is the probabilistic 

relation for the CPT p(Ai|Pi) of the hard evidence variable Ai. 
Consider soft evidence Ai ≠ ai, where ai ∈ dom(Ai). The select condition c is the 

soft evidence Ai ≠ ai. Compute A  ai i
σ ≠ ( r(Ai|Pi) ), where r(Ai|Pi) is the probabilistic re-

lation for the CPT p(Ai|Pi) of the hard evidence variable Ai. 

Example 3. Recall the probabilistic relation r(z|h) in Table 1 (left). The hard evidence 
z = 1 is incorporated using the select operator as σ z=1 ( r(z|h) ), as shown in Table 1 
(middle). Similarly, the soft evidence z ≠ 0 is incorporated using the select operator as 
σ z≠0 ( r(z|h) ), as shown in Table 1 (right). 

Theorem 1. Given a Bayesian network, suppose hard evidence Ai = ai is observed. In-
corporating Ai = ai with the select operator is equivalent to using a finding potential. 

Proof: Consider the constructed finding potential F(Ai = ai). There is one row in table 
F(Ai = ai) for each value in dom(Ai). The probability column in F(Ai = ai) is set as fol-
lows: one, for the row with Ai = ai; zero, otherwise. Now consider the product of the 
finding potential F(Ai = ai) with the Bayesian network CPT p(Ai|Pi) for variable Ai. 
By definition, rows of F(Ai = ai) will be multiplied with rows p(Ai|Pi) provided they 
have the same value for Ai. Since the probability value in F(Ai = ai) is zero for all 
rows with Ai ≠ ai, the only rows appearing in the product F(Ai = ai) ⋅ p(Ai|Pi) are those 
with Ai = ai. Moreover, since the probability column of F(Ai = ai) is one when Ai = ai, 
the probabilities of p(Ai|Pi) with Ai = ai and F(Ai = ai) ⋅ p(Ai|Pi) are equal. Hence, the 
result is the selection of those rows of p(Ai|Pi) with Ai = ai. This is the definition of 

iAi aσ = ( r(Ai|Pi) ) = { t  | t∈ r(Ai|Pi) and t(Ai) = ai }, where r(Ai|Pi)  is the probabilistic 

relation for the CPT p(Ai|Pi) of the hard evidence variable Ai. 

Corollary 1. Given a Bayesian network, suppose soft evidence Ai≠ai is observed. In-
corporating Ai≠ai with the select operator is the same as using a likelihood potential. 

For instance, the hard evidence z = 1 can be incorporated either using the select 
operator as in Table 1 (middle) or with a finding potential as in Table 2. 

4   Advantages of Processing Evidence with the Select Operator 

In this section, we give three advantages of using the select operator to incorporate 
evidence in Bayesian networks, namely, (i) there is no need to construct an evidence 
potential, (ii) we can reduce the number of multiplications, and (iii) the select opera-
tor unifies the notions of hard evidence and soft evidence. 

The select operator does not require the construction of evidence potentials. On the 
contrary, the traditional approach [2] requires the construction of finding potentials 
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for hard evidence, and likelihood potentials for soft evidence. See, for instance, 
F(z = 1) in Table 2. It is well known that query optimization in Bayesian networks in-
volves reducing the number of multiplications. While the traditional approach neces-
sarily involves some multiplications to incorporate the evidence potentials into the 
knowledge base (i.e., Table 2), the select operator does not involve constructing evi-
dence tables, nor their associated multiplicative costs (i.e., Table 1 (middle)). The last 
advantage concerns the distinct treatment of hard and soft evidence in the traditional 
approach. Here hard evidence is incorporated with finding potentials, while soft evi-
dence involves likelihood potentials. On the contrary, the select operator readily han-
dles both hard and soft evidence. 

5   Conclusion 

One objective in query optimization is to reduce the number of multiplications [2]. On 
the contrary, the traditional approach to incorporate evidence in Bayesian networks 
constructs new evidence tables simply to multiply them into the knowledge base (see 
Table 2). By adopting the select operator from relational databases, evidence can be 
incorporated without constructing evidence tables and without their associated multi-
plicative costs (see Table 1 (middle)). Moreover, the select operator provides unified 
treatment of both hard and soft evidence. We have also shown how select interacts 
with the multiplication and marginalization operators in probabilistic expert systems. 
Thus, the above analysis suggests that the select operator is a very convenient tool for 
incorporating evidence in Bayesian networks. 
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Abstract. Existing Density-based outlier detecting approaches must calculate 
neighborhood of every object, which operation is quite time-consuming. The 
grid-based approaches can detect clusters or outliers with high efficiency, but the 
approaches have their deficiencies. We proposed new spatial outliers detecting 
approach with random sampling. This method adsorbs the thought of grid-based 
approach and extends density-based approach to quickly remove clustering 
points, and then identify outliers. It is quicker than the approaches based on 
neighborhood queries and has higher precision. The experimental results show 
that our approach outperforms existing methods based on neighborhood query. 

1   Introduction 

The definition of spatial outlier varies with user needs and problem domain etc. Shekhar 
and Lu et al. [1,2] defined spatial outlier as spatially referenced object whose 
non-spatial attribute values are significantly different from those of other spatially 
referenced objects in their spatial neighborhoods. This definition emphasizes 
non-spatial deviation and ignores spatial deviation. In some application, domain 
specialist needs detecting the spatial objects, which have some non-spatial attributes, 
deviate from other in spatial dimension. For example, scientists researched the patients 
with a certain disease lived in different places. They would consider various kinds of 
situations which include abnormity of spatial attribute. We took into account of spatial 
and non-spatial attributes synthetically to define outlier. If the objects that have some 
non-spatial attributes are keep away from their neighbor in spatial relation. We defined 
them outliers. 

There are many outlier-detecting algorithm. Existing approaches can be broadly 
classified into the following categories: Distribution-based approach [3], Depth-based 
approach [4], Clustering approach [5], Distance-based approach [6], Density-based 
approach [7] and Model-based approach [8,9]. There are many advantages in 
density-based algorithm but these approaches have poor efficiency. The grid-based 
approaches that are used to detect clusters of outliers calculate quickly but they have 
“dimension curse” and have poor precision. We absorb the thought of grid-based algorithm 
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to improve the density-based algorithm. The algorithm uses neighborhood expanding 
than divide spatial objects with spatial grid, which doesn’t cause “dimension curse” and 
has high precision and can quickly identify outliers. 

2   Spatial Outliers and Related Notions 

In this paper we suppose the objects in dataset are in two dimensions space, which it is 
easy to extend to multidimensional space. Points in this paper are objects with spatial 
and non-spatial attributes, so the notion of point is equated with the object as following.  

Given a dataset D, a symmetric distance function dist, parameters  and MinPts.  

Definition 1. The square impact neighborhood of a point p(u, v), denoted by SIN (p), 
is defined as SIN (p) = {q  D | |x – u|  , |y – v|   and spatial attributes satisfy C}, u 
and v are point p’s coordinates.  

Definition 2. The near square impact neighbor- 
hood of p, denoted by NSIN, is the square impact 
neighborhoods near SIN(p), i.e., the square impact 
neighborhoods have public point with SIN(p). As 
Fig.1, SIN(a), SIN(b), SIN(c), SIN(d), SIN(e), 
SIN(f), SIN(g) and SIN(h) are NSINs of SIN(p).  

Definition 3. The neighbor of p is any point in 
square impact neighborhood of p except p. |SIN(p)| 
represent the number of neighbors in square impact 
neighborhood of p. 

Definition 4. If a point’s square impact neighbor- 
hood has at least MinPts points, the square impact 
neighborhood is dense, and the point is core point. 

Definition 5. If a point’s square impact neighbor- 
hood has less than MinPts points, the square impact neighborhood is sparse. If a point 
is a neighbor of core point, but his neighborhood is sparse, the point is border point.  

Definition 6. If a point is core point or border point, and it near a border point p, the 
point is near-border point of p. 

Definition 7. The local density of p is defined as  

LD(P) = |SIN(p)|  / 
∈SIN(p)o

o)Dist(p,                                 (1) 

Dist(p, o) is a distance between p and o. |SIN(p)| represents cardinality of Impact 
Neighborhood of p, i.e., the number of neighbors in square impact neighborhood of p. 
Intuitively, the Local Density of an object p is the inverse of the average distance based 
on the neighbors of p. 

Definition 8.  The local deviation factor is defined as  

LDF(p) = |SIN(p)|  / 
∈ )(

))()((
pSINo

oLDpLD                                            (2) 
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Fig. 1. Illumination of NSIN 
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The Local Deviation Factor (LDF) of spatial object p represents the degree that outlier 
is deviating its neighbors. It is the average of the ratio of the local density of p and those 
of p’s neighbors. It is easy to see that the lower p's local density is, and the higher the 
local densities of p's neighbors are, the higher is the LDF value of p. 

Definition 9. Outlier p is the object that its LDF is higher than certain threshold value 
and it is in sparse square impact neighborhood. 

3   DBSODRS Algorithm 

The algorithms based on density have some advantages, but running efficiency is slow; 
grid-based algorithms are quick, but have “dimension curse” and lack precision. Our 
algorithm has absorbed their strong points. Existing density-based algorithm must examine 
the neighborhood of very object to guarantee finding density-based clustering or 
outliers, which operation is quit time-consuming. In our method, the algorithm discards 
these dense neighborhoods in first as grid-based algorithm, because these objects in it 
are impossibly outliers. Our algorithm didn’t calculate the neighborhoods of all objects, 
so it is quicker than existing approaches based neighborhood query. 

We present the Density-Based Spatial Outlier Detecting with Random Sampling 
(DBSODRS) algorithm. DBSODRS is consisted of two segments: selecting roughly and 
refining.  

The first segment (line 1~13) is selecting roughly. In first one point p randomly is 
selected as start, and algorithm calculate its square impact neighborhood. If the SIN is 
density, all points in it are not outliers; otherwise, all points in it are candidate outliers. 
Algorithm selects one NSIN of p and repeats it as far as algorithm can’t find NSIN or all 
points in the SIN are visited, then algorithm randomly select another unvisited object in 
database as start and repeat above all until all points in database are visited. So, 
algorithm partitions all objects into two parts: clustering points and candidate outliers. 

The second (line 14~18) is refining segment. LDFs of all candidate outlier are 
calculated. All objects that their LDF values are higher than threshold are spatial outliers. 

Algorithm DBSODRS(DB, , MinPts) 
1.While (!DB.IsAllVisited( ) ) 
2.   {p = SelectUnVisitedPoint(DB); 
3.    PNB = DB.SquaImpactNeighbors(p, ) 
4.    NextP = PNB 
5.    While ((!NextP.IsAllVisited)or(NextP = Empty)) 
6.        {if ( |NextP| > MinPts )  
7.              DBNB[NextP]= ClusterLabel;          
8.          else 
9.              DBNB[NextP]= CandidateLabel;            
10.        endif; 
11.        NextP = NextSquaImpactNeighborhood(NextP) 
12.        } 
13.   };   
14. For every CandidateLabeled point 
15.     {q = Select_one_point(); 
16.       If (LDF(q) > h) 
17.           OutlierSet = OutlierSet U q; 
18.     }; 
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Line 1 is a repetition, which closes when all points in database are visited. Function 
SelectUnVisitedPoint() in line 2 selects an unvisited point as start, than algorithm begin 
one expanding process(lines 5~12), and algorithm detecting new square impact 
neighborhood while it can’t find NSIN or all objects in all SIN are visited. Function 
DB.SquaImpactNeighbors() in line 3 is used to calculate square impact neighborhood 
of p. Lines 6~10 is used to judge whether the SIN is dense. All points in the SIN are 
clustering points if the SIN is dense; otherwise, they are candidate outliers. Function 
NextSquaImpactNeighborhood() in Line 11 is used to find the next square impact 
neighborhood, i.e., NSIN. Lines 14~18 are refining segment. Function LDF() is used to 
calculate the Local Deviation Factor of object q. the calculation are required in Definition 
8 (Formulas (1)) and Definition 9 (Formulas (2)). If the Local Deviation Factor of object 
q is higher the threshold h that defined by user, the object q is spatial outlier. 

4   Experimental Evaluation 

We have done many experiments to examine the efficiency and effectiveness, but 
limiting to extension we only presented two. In first, we use synthetic data to explain 
effectiveness of our approach. Secondly, we use large database to verify the efficiency. 
Experiment results showed that our ideas can be used to successfully identify 
significant local outliers and performance outperforms the other approach based 
neighborhood query. All experiments were run on a 2.2 GHz PC with 256M memory.  

GDBSCAN [10] is extension of DBSCAN [5]. To compare this algorithm with 
GDBSCAN, we use the synthetic sample databases that are used in [5]. In these dataset, 
the non-spatial property of 
the points is depicted by 
different colors. We add 
many points with different 
non-spatial attributes 
denoted with red color in the 
databases in [5]. Experiment 
focus on blue objects, and 
set q.attrs = blue. The result 
of the experiment shows 
DBSODRS can exactly 
identify all outliers.  

For comparison com- 
putational efficiency of 
DBSODRS and GDBSCAN and LOF, we used synthetic datasets that are consisted of 
points from 2000 to 200,000. The Eps is 5, and MinPts is 10, when DBSODRS query 
the neighborhood. Parameters are the same when GDBSCAN run. We set MinPts = 30 
and LOF > 1.5. Fig. 2 shows the running time for DBSODRS increases with the size of 
the datasets in an almost linear fashion, and the performance is obviously better than 
the other two. 

Fig. 2. Time efficiency comparisons between GDBSCAN, 
LOF and DBSODRS
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5   Conclusion 

We presented a spatial outlier detection approach in spatial databases. This algorithm 
absorbs the thought of the grid-based and the density-based approaches. It does not 
calculate neighborhood of very objects but expands the square impact neighborhood to 
remove clustering objects and then detect outliers quickly. Because the outliers are 
much few than clustering objects, this algorithm discards much region query of clusters 
and gained good efficiency. 
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Abstract. This research project is a contribution to the global field of 
information discovery in digital documents. We aim to provide the user with a 
tool for flexible access to the contents of digital documents: a text browsing 
facility inspired by traditional “back-of-the-book” style indexes. It gives at a 
glance the main topics discussed in the document, and presents certain kinds of 
relationships between these topics. These are captured automatically by 
exploiting certain lexical classes. Previous research on this and similar topics is 
reviewed, followed by the main characteristics of a research prototype, which 
relies on modeling of professionally produced indexes. Experimental results are 
presented, as well as remaining hurdles and potential applications. 

1   Introduction 

This research project is a contribution to the global field of information discovery in 
digital documents. We aim to provide the user with flexible access to the contents of 
large, potentially complex digital documents, with means other than a search function 
or a handful of metadata elements. The type of tool we develop is a text browsing 
facility, akin to traditional “back-of-the-book” style indexes; it suggests semantic 
information based on a fairly superficial linguistic analysis, and judicious use of 
different lexical classes in the data. The tool not only gives at a glance the main topics 
discussed in the document (with direct access via hyperlinks to specific passages), but 
also presents certain types of relationships between these topics. The relations are 
captured automatically by exploiting certain types of lexical classes. The 
methodology relies on modeling of similar hand-crafted indexes. 

Figure 1 shows an example of the type of browsing tool produced by our system; 
underlined numbers signify hypertext links to corresponding numbered passages, 
paragraphs or sentences. The traditional tool which corresponds to this presentation is 
the ‘back-of-the-book” style index (see [8] or [16]). It presents an inventory of the 
main concepts in the document, through structured the entries: under general main 
headings are grouped a number of subheadings which specify different aspects of the 
main headings discussed in a particular passage; all important discussions (or 
                                                           
1 This research is funded by a grant from the Natural Science and Engineering Research 

Council of Canada. 
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passages) are indexed, thus covering all material in the document. In a digital search 
environment, where a user’s query may yield a number of long documents, building 
such a tool automatically would be quite helpful to browse a document’s content 
quickly. 

… 

river 
                                 annual flood of the river, 21 
                                 river Nile, 21 
speed                       rate, 45 
sun 
                                 apparent path of the sun, 20 
                                 cycle of the sun, 1 
                                 summer sun, 21 
                                 sun's motion, 18 
                                 sun's path, 20 
sundial                     principle, 33 
sunrise, 20, 21 
                                 measure, 39 
                                 sunrise and sunset, 5 
… 

 

Fig. 1. Sample result sought 

2   Related Work 

Two types of research are relevant to our own: first, work on tools for browsing 
through collections of documents, and secondly work on automatic book indexing. 
Recent advances in information retrieval produce systems which allow some type of 
document browsing. They typically extract useful phrases and construct a 
representation that allows the user to navigate among related terms or related 
documents (where relatedness is defined in a variety of ways). Among others: systems 
for “interactive information seeking” ([2]), “phrase browsing” ([17]), “text 
exploration” ([21]), “text structure presentation” ([10], etc.), “hierarchical 
summarization” ([13]) and “derivation of concept hierarchies for collections” ([14] 
and [19]). Although the products are useful for browsing the collection, they provide 
little help in accessing the content of a single document. Research in this direction can 
benefit from insights drawn from the information organization tradition. 

Indeed, we believe there is much in the methodology of professional back-of-the-
book indexing that can be usefully incorporated in an implementation for digital 
document indexing. Initial research in automatic book indexing (namely [3] and [7]) 
was met with limited success: extracting words or phrases from documents, counting 
occurrences and alphabetizing a list of high-frequency candidates, produced lists of 
phrases with little information on their relative importance nor their distribution 
throughout the text. One of the most important flaws is the inability to tease apart an 
important discussion of a concept from a mere mention of it. In fact, the top-
frequency phrase in a document will appear in almost every passage; only a few will 

 a
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be useful for the index. Conversely, quite a few fairly rare phrases may constitute 
very interesting index entries. Hence, information derived from frequency is quite 
dubious, when used in this way. This shows an important difference between back-of-
the-book indexing and indexing for information retrieval in databases (see [12] for a 
clear distinction between the two). (Note that our approach does use frequency data, 
but in conjunction with lexical information.) 

Another difficulty lies in the grouping of phrases, to form coherent entries of 
significantly linked topics. Such semantically-based groupings prove very difficult to 
derive automatically. In addition, faced with a number of references on a given topic, 
it is quite difficult to automatically identify the ways in which the corresponding 
passages differ. Finally, the simple extraction of explicit phrases in the document will 
not provide much more than a search function would. Much of the “value-added” 
characteristics of a back-of-the-book style index lies in the semantic structure 
provided by the groupings and subdivisions of entries. The obvious difficulty of the 
task explains its absence in previous implementations. 

3   A Browsing Tool Based on Professional Indexing Methodology 

Our implemented approach hinges on a handful of observations from human indexer 
methodology; it presents interesting results and indicates a number of fruitful research 
directions. It is still however very much in the prototype stage and will benefit from 
many improvements. We sketch here the general approach (and note the independent 
work of [1], which is quite similar to our own). 

3.1   Observing Human Indexers 

This work has evolved out of teaching back-of-the-book indexing to future 
professional indexers (given our academic setting, in a school of library and 
information science). A comparison of indexing methodology with automatic book 
indexing procedures revealed striking differences between the two (in addition to 
revealing the scarceness of research on automatic book indexing). We aim to replicate 
a certain number of characteristics of professional back-of-the-book indexing. 
Indexing requires of course identifying the key concepts in the document. But it also 
involves identifying passages in the document – thematically coherent sections which 
form the basis of subsequent indexing. Indeed, indexers index passages, not words, 
labelling the passage with a limited number of appropriate specific topics; this is in 
sharp contrast with frequency-based automatic indexing which simply favours high-
frequency words or phrases in the document. After this initial passage-tagging, human 
indexers then spot recurring themes in the document and group references to them in 
the index. The methodology described below explains how the modeling of this type 
of professional indexing is achieved in our prototype. In particular, the nature of 
words and phrases in the text is an important factor in devising the index. 

3.2   Three Observations 

Processing hinges on three observations on human indexing. The first regards text 
structure: a document is a collection of passages, which an indexer identifies and 
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describes briefly. In other words, each passage (when delineated) can be treated as an 
independent “document” of a thematically-linked “corpus” (i.e. the whole document). 
Techniques used for indexing a collection, such as statistics regarding term frequency 
and dispersion in the “collection”, can be applied to a collection of passages, to 
discriminate passages from each other. This yields the main topic(s) of the passage. 

The second observation addresses the problem of grouping references into entries 
and distinguishing references to the same topic. Although semantic inference on a list 
of phrases is difficult, it is fairly easy to spot, in the source document, pairs of phrases 
in close proximity that are linked – by a semantic relation such as hypernymy or 
meronymy (part-whole relationship), for instance. They may be linked also because 
statistical analysis reveals an important correlation between the two. Hence we look 
for pairs of words or phrases that become candidates for two-level index terms (i.e. 
heading with subheading). This “two-level” approach has proven to be a simple 
development technique which actually produces much of the index’s structure.  

The third observation is a linguistic one: that, for indexing, not all words are 
created equal. Some expressions are extremely useful; namely, those belonging to the 
specialized vocabulary of the document. Some others are not very good indicators of 
the thematic content; words such as “theory”, “introduction”, “development”, 
“example”, etc. This in true independently of their frequency of occurrence (at least to 
a great extent). This linguistic observation will allow an interesting, yet easily-
implementable type of main/subheading pairs. 

Thus, (automatic) segmentation of the text is crucial to the methodology which we 
have implemented. But it will not be discussed here in great detail (simply put, we 
have our own implementation of a method based on lexical cohesion, similar to  that 
of [9]). Rather, we will illustrate how exploiting different types of words, phrases, and 
pairs of these, can help to create index entries (or phrases for browsing) which are 
semantically suggestive – and thus very helpful for information discovery. 

3.3   Relations in Indexes 

A number of relation types are used by indexers in building book indexes. A 
quantitative analysis of some book indexes is presented in [6]. We retain the 
following relationships (corresponding examples are shown in Figure 2): (a) 
 

a. 
planet 
     Earth 
     Mars 
 
b. 
solar system 
     sun 
     stars  

c. 
globular clusters  
     see globular star clusters  
 
d. 
moonless Earth 
     consequence 

 

e.
telescope 
     Hubble telescope 
     Hubble space telescope 
     space telescope 
 
f. 
moonless Earth 
     thinner atmosphere 

 

Fig. 2. Sample main heading-subheading pairs illustrating types of relationships (page 
references omitted) 
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Hypernymy (general vs. specific term); (b) Meronymy (part-whole relationships); (c) 
Synonymy (i.e. semantic equivalence in the document); (d) Specialized vocabulary / 
basic scientific vocabulary – see explanations below; (e) Phrase factorization; and (f) 
Implicit coordination. 

We review now these relationships by general type, with examples from the 
Stargazers text ([4]– exploring the possibility of life in space), used by [9] for testing 
text segmentation. 

3.3.1   Thesaural Relationships 
Some of the relationships above require external semantic or lexical resources. 
Namely, the first three (a. to c. above) are relations typically expressed in a thesaurus. 
Given a comprehensive thesaurus appropriate for the document’s thematic content, 
one could hope to spot related pairs of phrases in the document and produce 
structured index entries (ex. planet, Mars). Even better, using the thesaurus, single 
specific terms could be spotted and paired with their hypernym or meronym (even if  
the latter is absent from the text), thus producing highly informative indexes which 
exhibit groupings that are impossible to do automatically otherwise. For synonyms, a 
thesaurus can yield two useful results. One is to allow the identification of variants of 
phrases in the document to be grouped in a single entry; the other is to provide cross-
references, in the index, from one variant to the other. These are highly desirable 
characteristics of an automatically-derived index, but absent from our system, given 
the difficulty of acquiring a good domain-specific thesaurus, and the limited use of 
general-language thesauri. We concentrate mostly, for the time being, on other types 
of relations between a main heading and a subheading. Recall that candidate index 
entries will often present a two-level structure, with a heading and subheading (in 
some cases, three levels, as will be explained below).  

3.3.3   Phrase Factorization 
The structure of extracted phrases can be exploited to derive type e. above (see 
examples in Figure 3). Phrase factorization implies simply identifying recurring nouns 
within phrases and factoring them; an extremely simple technique for semantic 
grouping, it is yet not always implemented in indexing systems. In this case, two-level 
index entries are created, where the main heading is the noun, and the subheading is 
the phrase. All phrases using the same noun will be collapsed in the same entry. 

system 
                 binary and t rinary 
systems 
                 stars in our galaxy  
                 single star systems 
                 solar system 
                 solar systems 
                 trinary systems 

galaxy
                stars in our galaxy  
 
star 
                single star systems 
 

 

Fig. 3. Phrase factorization 
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Note that a phrase containing more than one noun can be factored in as many ways. 
This multiplies index entries, adding not quite redundancy to the index, but additional 
“access points” to the information (especially useful when sifting through an 
alphabetical list). Thus phrase factorization achieves more than one purpose. 

3.3.4   Specialized vs. Basic Scientific Terminology 
As mentioned above, some very general words are poor candidates for index terms. 
They include words such as “theory”, “introduction”, “development”, “example”, etc., 
which would be discarded in most human indexing contexts. [20] refers to them as 
“basic scientific vocabulary” (BSV). When used as a subheading, however, and 
paired with a word or phrase belonging to the specialized vocabulary (SV) used in the 
document, they produce quite insightful descriptions of passages, as Figure 4a 
illustrates. 

Our research on BSV suggests that it consists of a fairly stable list of words, used 
in all domains of scholarly writing, including pure and applied science, social 
sciences, humanities, arts, etc. The words are general and abstract in nature. BSV is 
different from Basic English ([18]) in that the latter includes verbs and adjectives as 
well as nouns, abstract or concrete, which describes an adult learner’s basic 
vocabulary; in comparison, BSV corresponds roughly to the nouns of scholarly 
language formally learned in late adolescence. The BSV may be defined on linguistic 
grounds, by a semantic characterization, or it may be derived automatically by 
extraction from a suitably balanced corpus (we currently have other research 
underway on that topic). Our prototype uses a BSV list which has been manually 
constructed based on linguistic criteria, and produces output such as is presented here. 

SV is simply identified in terms of high document frequency. For each passage, 
pairs of SV and BSV can be spotted and proposed as candidate two-level index 
entries. 

Note that this pairing offers advantages over phrase extraction, as each member of 
the pair may not be adjacent in a sentence – indeed, they may occur in different 
sentences (the algorithm which determines which of the candidates end up in the 
index must of course take into account the distance between the SV and BSV terms, 
and favor pairs whose members are not overly distant). This is a first example of 
apparent semantic relationships captured by an association of candidates belonging to 
different lexical classes. It is done using very simple means; it would be quite difficult 
to produce something equivalent by a proper semantic analysis. 

a.  stars in our galaxy 
                     behaviour 
 
     moon's interior 
                     influence 
                     measurement  
 
     living things  
                     development 

b.  average star
          solar system 
 
     binary and trinary systems 
          stars in our galaxy 
 
     mobile continents  
          continental s labs  

  

Fig. 4. Sample SV/BSV pairs (a) and phrase co-occurrence pairs (b) 
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3.3.4   Implicit Coordination 
In typical indexes, a number of index entries are formed of two phrases, without 
explicit mention of the semantic relation between them in the text. Sometimes, the 
relationship is obvious (for example, “Diabetes in children, dietary restrictions”). In 
other cases, presumably, the reader must turn to the passage in question to discover it. 
In a system which automatically extracts phrases and calculates occurrence and co-
occurrence statistics, it is fairly easy to identify whether the co-occurrence of two 
phrases is statistically significant (even with simple measures such as tf•idf). In that 
case, the pair may yield candidate pairs of phrases, such as those shown in Figure 4 b. 
In this fashion, the actual relation observed by statistical co-occurrence is never 
characterized. However, this is not necessary, as the main/subheading pair provides 
an evocative concept cluster. 

3.4   Lexical Classes 

Our system knows a number of lexical classes: first, single words, then phrases. Both 
words and phrases can potentially become index entries. However, among single 
words extracted from the document, a subset, those belonging to the BSV, will be 
excluded from the index as single one-level entries and reserved for subheadings of 
two-level index entries, such as the example below.  

advanced civilisations existing at the same time 
   possibility 

As for phrases, they may undergo two types of processing. First, those considered 
salient for a passage will be identified and factored according to each noun in the 
phrase, thus yielding one or more two-level index entries (see example below).  

tide 
   enormous gravitational tides from a nearby moon 
  moon 
   enormous gravitational tides from a nearby moon 

Secondly, pairs of phrases whose co-occurrence in a passage is deemed statistically 
significant will produce two-level index entries, which will further be factored 
according to each noun in the top-level phrase, thus producing three-level entries. 

life     space 
   life in space    life in space 
    images of Mars    images of Mars 

More complete examples below will show how these locally constructed two- and 
three-level entries jointly produce a structured, semantically suggestive index. 
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4   The Prototype 

4.1   Overview of Processing 

The working prototype (in French and English) implements the three observations 
described above. Processing involves four main steps: identification and frequency 
counts of words and phrases (so-called “concept extraction”); automatic text 
segmentation; candidate term weighting; and index compilation. A brief description 
of some of these steps is outlined below; more details are given in [5]. 

Phrase extraction: lemmatization and part-of-speech (POS) tagging is performed, 
with the use of a dictionary; phrases are recognized by a simple algorithm which spots 
sequences of up to four non stop words (breaking on punctuation) and filters out 
impossible POS sequences. It gathers only noun phrases, as other types of phrases are 
generally not included in indexes. A frequency count is kept of all lemmatized words 
and phrases, which are used in subsequent processing. 

Text segmentation: automatic segmentation is performed, based on lexical cohesion. 
The result is a complete segmentation into disjoint thematic units. Each thematic unit 
is assigned candidate index entries, of which only the most highly weighted ones will 
be retained in the final index. 

Candidate term weighting: within each thematic unit, candidate terms receive a 
weight which is a function of their frequency and of their form (phrases are weighted 
more highly than single words, for instance). The distribution of words and phrases 
throughout the document is also a factor; the weighting thus uses a version of tf•idf, 
taken from [15], where tf = term frequency, N=number of text segments, d=term 
dispersion among segments and n=normalisation factor.  

tf•idf  = ((1 + log(tf)) * log(N / d)) / n  

Index compilation: a limited number of candidates for each segment are transferred to 
the final index (the number is proportional to the size of the segment). This achieves 
keeping only the most salient or discriminative concepts for each segment, thus 
discarding non-salient (and probably uninformative) mentions of topics. Candidates 
are distributed unequally among candidate types: around 30% are drawn each from 
SV-BSV pairs, co-occurrence pairs and phrases, and 10% are single words 
(percentages were suggested on the analysis in [6]). Entries for all segments are 
placed in alphabetical order; entries with identical main headings are collapsed into a 
complex entry containing two or more subheadings.  

4.2   Sample Results 

We show below excerpts from an index for the Stargazers text. It illustrates how 
candidate terms of different types and different segments are brought together in the 
final index. Among the 20 most frequent words (see Figure 6), only a handful will 
make it to the final index. The others are either too rare (single occurrences) or too 
frequent (evenly spread out in the document) to be salient for any given passage. Or 
they belong to the BSV and are only included as subheadings. A last case is words 
appearing exclusively within a phrase: only the phrase is retained in the index. 
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earth          29
moon         28 
star            25 
system       20 
life             19 
planet        15 
solar           12 
astronomer  7 
continent     7 
galaxy          7 

solar system        6
trinary systems       5 
solar systems           4 
single star                 4 
binary and trinary 
    systems                4 
advanced life           3 
living things              3 

 

form             7
crust            6  
universe       6  
surface         6  
year              6  
time             6  
scientist       6  
cluster         5  
telescope     5  
material       5  

life in space               2 
moon's interior          2 
lunar surface              2 
star cluster                  2 
star systems               2 
lava lakes                    2 
single star systems   2 

 

 

Fig. 6. Most frequent words and phrases extracted from the Stargazers text 

Type of 
entry 

Segment 1 Segment 7 Segment 8 

Phrase co-
occurrence 

star,  
  average star,     
      solar system 

system, star systems,  
     single star solar system 
star, star systems,  
     single star solar system 

gas, giant balls of gas,  
    solid surface 
ball, giant balls of gas,  
     solid surface 

Factored 
Phrase 

space,  
   life in space 

system,  
     trinary systems 
system,  
    binary and trinary systems 

system, trinary systems 
system,  
    binary and trinary 

systems 
system, single star systems 

SV / BSV planet,  
  average planet,  

       assumption 

system, planets in binary and 
trinary systems, data 

planet, planets in binary and 
trinary systems, data 

galaxy, stars in our galaxy, 
behaviour  

star, stars in our galaxy, 
behaviour 

Word universe astronomer century 

Fig. 7. Candidate index entries for segments 1, 7 and  8 of the sample text 

astronomer, 7 
ball,  
     giant balls of gas,  
          solid surface, 8 
century, 8 
life, 
     life in space,  1 
galaxy, 
     stars in our galaxy, 
          behaviour, 8 
gas, 
     giant balls of gas,  
          solid surface, 8 
planet, 
     average planet,  
          assumption, 1 
     planets in binary and trinary systems, 
          data, 7 

space,
     life in space,  1 
star, 
     average star,  
          solar system, 1 
     stars in our galaxy, 
          behaviour, 8 
     star systems, 
          single star solar system, 7 
system, 
     binary and trinary systems, 7, 8 
     planets in binary and trinary systems, 
          data, 7 
     single star systems, 8 
     star systems, 
          single star solar system, 7 
     trinary systems, 7, 8 
universe,  1   

Fig. 8. Result of collapsing entries from Figure 7 
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Similarly, some of the most frequent phrases are excluded from the index whereas some rare 
ones are included, based on statistically measured salience.  

Figure 7 show, for three segments, index entries with the highest weight (above a 
specified threshold). During the index compilation phase, all these candidates are 
brought together (Figure 8). Following classic index presentation usage, entries from 
different segments that share the same main heading are collapsed under that shared 
heading; gathering two- and three-level entries thus performs some groupings as a 
side effect. Lemmatization increases the chance of such collapsing. Since phrases are 
factored under each noun they contain, topics which are similar but not identical can 
nonetheless be grouped in the index. 

4.3   Advantages of a Browsing Tool 

Each index entry is followed by a number, which is a hyperlink to the relevant 
document passage (the segment). The index thus provides an easy-to-use navigational 
tool to access specific passages dealing with a given topic. It differs from a summary 
in its non narrative format and hierarchical display of salient concepts. It should be 
clear that the resulting index is aimed at a human reader, as a reading-aid tool, and is 
not meant for further automatic processing. 

This type of tool offers interesting advantages for information discovery over a 
classic search function. First, the fact that entries are structured allows the 
representation to suggest to the user concepts which are related to his or her search 
(other than actual keywords that may be submitted to a search function, but must be 
supplied by the user). Secondly, the structure of the index entries suggests some of the 
semantic relationships present among the concepts in the document, despite limited 
semantic knowledge in the system. In fact, the only linguistic knowledge stems from 
(i) the definition of the BSV list and (ii) the phrase extraction algorithm. The 
association of  phrases with BSV, and of phrases amongst themselves, is performed 
by statistical analysis. Another key piece in the puzzle is the text segmentation, which 
relies on lexical cohesion, that is the degree to which adjacent sentences share 
vocabulary items. It is possible to add linguistic knowledge to the system (namely 
thesaural relationships). But even as it is, we consider this approach to have great 
potential for producing a useful browsing tool.  

4.4   Current Limitations 

The resulting index depends heavily on two crucial operations: term identification and 
text segmentation. Given the limitations of our part-of-speech tagger, our ad hoc limit 
of 4 content words and our lack of word sense disambiguation, inappropriate 
sequences are sometimes proposed as noun phrases. Since the term weighting which 
eliminates some candidate entries relies mainly on statistics, an ungrammatical 
sequence sometimes outweighs a better one, yielding a less than useful index. As for 
text segmentation, it has a great impact on the index, namely on the calculation of 
tf•idf of words or terms, which is determined the by the lexical content of each 
segment. 
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5   Conclusion and Future Prospects 

Our approach to producing a tool for document browsing uses insights from 
professional indexing: automatic text segmentation produces a set of thematically-
coherent passages, to each of which is attached a limited number of highly weighted 
index term candidates; the candidates may be isolated words and phrases, but 
preference is given to pairs of words or phrases, perceived to entertain semantic links 
within each segment. In this fashion, limited linguistic knowledge on lexical classes is 
used to produce an index structure which suggests semantic relationships. 
Relationships holding across segments are obtained by factoring, then joining, the 
entries. The resulting index is a structured list of concepts, which is more evocative 
than flat list of words or phrases.  

We have yet to perform a proper quantitative evaluation. This presents important 
methodological difficulties (even humans have difficulty agreeing on index quality); 
but our future plans include an evaluation phase based on human judgements (similar 
to [11]). In any case, a number of significant improvements to the prototype are 
planned in the immediate future, including improved term extraction and use of XML 
mark-up to guide segmentation. Also, we note that no word sense disambiguation is 
attempted for polysemous BSV items such as “application”. All occurrences of it will 
be considered either SV or BSV throughout (depending on its frequency) even though 
the two meanings can co-exist in a given text. 

For this research, we foresee applications not only for indexing (such as a browsing 
tool for large documents found on the Web, including multiple-document indexing, 
computer-assisted book indexing, and a test-bed for theories on indexing), but also for 
producing abstracts, based on the segmentation and on the thematic description of 
each passage; however, more work needs to be done to transform the index entries 
into a coherent summary.  
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Abstract. This paper addresses the task of finding acronym-definition pairs in 
text. Most of the previous work on the topic is about systems that involve 
manually generated rules or regular expressions. In this paper, we present a 
supervised learning approach to the acronym identification task. Our approach 
reduces the search space of the supervised learning system by putting some 
weak constraints on the kinds of acronym-definition pairs that can be identified. 
We obtain results comparable to hand-crafted systems that use stronger 
constraints. We describe our method for reducing the search space, the features 
used by our supervised learning system, and our experiments with various 
learning schemes. 

1   Introduction 

Acronym identification is the task of processing text to extract pairs consisting of a 
word (the acronym) and an expansion (the definition), where the word is the short 
form of (or stands for) the expansion. For instance, in the sentence, “The two nucleic 
acids, deoxyribonucleic acid (DNA) and ribonucleic acid (RNA), are the 
informational molecules of all living organisms,” there are two acronyms, “DNA” and 
“RNA”, along with their respective definitions, “deoxyribonucleic acid” and 
“ribonucleic acid”. In this work, we do not discriminate between acronyms (short 
forms of multiword expressions) and abbreviations (contractions of single words). We 
use the term acronym to include both cases. 

The acronym identification task can be extended in many ways. It is possible to try 
to resolve acronyms even when there are no explicit definitions in the text. For 
instance, the familiar acronym “HIV” will often appear without being defined. 
Another extension to the task is to try to disambiguate polysemous acronyms (e.g., 
“CMU” means “Carnegie Mellon University” but also “Central Michigan 
University”). The task requires identifying the intended sense of the acronym even 
when its definition is absent. Ambiguous acronyms are particularly problematic for 
information retrieval. 

*  The opyright of this paper is held by the National Research Council Canada. c
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In this paper, we tackle the core task only. That is, given an input text, our 
algorithm will attempt to extract all explicit acronym-definition pairs. Our goal is to 
create a dictionary of acronym-definition pairs specific to a single text. An algorithm 
that addresses the core task can be used, for example, to enhance a list of author 
keyphrases by resolving acronyms. More importantly, such an algorithm is a key 
component in systems that handle the various extended tasks, such as co-reference 
resolution for named-entity recognition or automatic query expansion for information 
retrieval. The literature on automatic acronym identification presents many attempts 
to solve the core task, and our contribution is to present a supervised learning 
approach with weak constraints on the forms of acronyms and definitions that can be 
identified. Our results are comparable to what is achieved (on the same testing data) 
by human-engineered rule systems with stronger constraints.  

The next section presents a detailed summary of related work. Section 3 presents 
our supervised learning approach to acronym identification and Section 4 discusses 
the training and testing corpus we used. At least three other papers use the same 
corpus for evaluating their systems (Pustejovsky et al., 2001; Chang et al., 2002; 
Schwartz and Hearst, 2003). The remaining sections discuss our experimental results 
and conclude the paper. 

2   Related Work 

In this section, we present previous work on the acronym identification task. We 
focus on the constraints that these systems use to extract valid acronym–definition 
pairs.  

One of the earliest acronym identification systems (Taghva and Gilbreth, 1999) is 
AFP (Acronym Finding Program). The AFP system first identifies candidate 
acronyms, which the authors define as uppercase words of three to ten letters. It then 
tries to find a definition for each acronym by scanning a 2n-word window, where n is 
the number of letters in the acronym. The algorithm tries to match acronym letters 
against initial letters in the definition words. Some types of words receive special 
treatment: stopwords can be skipped, hyphenated words can provide letters from each 
of their constituent words and, finally, acronyms themselves can be part of a 
definition. Given these special cases, the longest common sequence (LCS) between 
acronym letters and initial letters in definitions is computed.  

Yeates (1999) proposes the automatic extraction of acronyms-definitions pairs in a 
program called TLA (Three Letter Acronyms). Although the name suggests that 
acronyms must have three letters, the system can find n-letter acronyms as well. The 
algorithm divides text into chunks using commas, periods, and parentheses as 
delimiters. It then checks whether adjacent chunks have acronym letters matching one 
or more of the initial three letters of the definition words. Further heuristics are then 
applied to each candidate, ensuring that the acronym is uppercase, is shorter than the 
definition, contains the initial letters of most of the definition words, and has a certain 
ratio of words to stopwords.  

Larkey et al. (2000) developed Acrophile. They compared various strategies and 
found their Canonical/Contextual method to be the most accurate. First they force 
candidate acronyms to be in upper-case, allowing only embedded lower case letters 
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(internal or final), periods (possibly followed by spaces), hyphens (or diagonal 
slashes) and digits (at most one, non-final digit). They allow a maximum of nine 
alphanumeric characters in acronyms. They search for expansions in a window of 20 
words, adjacent to the given acronym. Stopwords can contribute to an inner letter, but 
only once for the entire acronym. Furthermore, an expansion is only valid if it fits a 
given pattern, such as being surrounded by parentheses or preceded by a cue phrase 
(e.g.,“also known as”).  

Recently the fields of Genetics and Medicine have become especially interested in 
acronym resolution (Pustejovsky et al., 2001, Yu et al. 2002). Pustejovsky et al.,
present an approach with weak constraints, designed to capture the wide range of 
acronyms that are abundant in medical literature. For example, “PMA” stands for 
“phorbol ester 12-myristade-13-acetate” and “E2” stands for “estradiol-17 beta”. 
Pustejovsky et al.’s acronym resolution technique searches for definitions of 
acronyms within noun phrases. Acronym-definition candidate pairs must match a 
given set of regular expressions, designed to be very general, and the final decision 
about whether a pair is valid relies on counting the number of acronym characters and 
definition words that match. 

Another strategy, also developed for the medical field, is from Schwartz and Hearst 
(2003).1 Their approach is similar to Pustejovsky et al.’s (2001) strategy and the 
emphasis is again on complicated acronym-definition patterns for cases in which only 
a few letters match (e.g., “Gen-5 Related N-acetyltransferase” [GNAT]). They first 
identify candidate acronym-definition pairs by looking for patterns, particularly 
“acronym (definition)” and “definition (acronym)”. They require the number of words 
in the definition to be at most )25min( ×+ A,A , where A  is the number of letters 

in the acronym.2 They then count the number of overlapping letters in the acronym 
and its definition and compare the count to a given threshold. The first letter of the 
acronym must match with the first letter of a definition word. They also handle 
various cases where an acronym is entirely contained in a single definition word.   

Byrd and Park (2001) combine mechanisms such as text-markers and linguistic cues 
with pattern-based recognition. The same combination was used by Larkey (2000). 
This removes some constraints on the acronyms that can be identified. The reason for 
these mechanisms is to cope with the growing popularity of acronyms that diverge 
from the tradition of using only the first letter of each word of the definition. They use 
cue expressions (e.g., “or”, “short”, “acronym”, “stand”) to reinforce the confidence in 
acronym-definition pairs. They also allow acronyms to include a digit at the beginning 
or the end; thus, “5GL (Fifth Generation Language)” would be a valid candidate. 

Adar (2002) presents a technique that requires only four scoring rules for acronym-
definition pair evaluation: (1) add one to the score if an acronym letter begins a 
definition word, (2) subtract one for each extra word that does not match acronym 
letters, (3) add one if the definition is next to a parenthesis and (4) the number of 
definition words should be less than or equal to the number of acronym letters; 
therefore, subtract one for each extra word.  

Chang et al. (2002) present a supervised learning approach to acronym 
identification. In order to circumscribe the learning, they impose a strongly restrictive 

1 The Java source code for their system is available at http://biotext.berkeley.edu/software.html. 
2 This formula is borrowed from Byrd and Park (2001). 
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3   Supervised Learning Approach 

The acronym identification task can be framed in terms of supervised learning. The 
concept we want to learn is a pair DA,  made of an acronym A  (a single token) and 

a definition D  (a sequence of one or more consecutives tokens). Given a sequence 
T of  n  tokens, nttT ,...,1= , from which we wish to extract a pair DA, , there are 

n  possible choices for itA = . Each possible acronym ( itA = ) can be defined ( D )
by any combination of one or more consecutive tokens taken from the left context 
{ }11,..., −itt  or from the right context { }ni tt ,...,1+ . The number of possible pairs is 

( )3nO  ( n  choices for itA =  multiplied by n  choices for the first token in D

multiplied by n  choices for the last token in D ). Therefore, before applying 

supervised learning, we reduce the space of possible DA,  pairs with some 

heuristics.  
Section 3.1 describes our heuristics for reducing the search space for candidate 

acronyms and Section 3.2 discusses the constraints for candidate definitions. 
Together, these sections explain how we reduce the space of DA,  pairs that must 

be considered by the supervised learning algorithm. After the space has been reduced, 
the remaining candidate pairs must be represented as feature vectors, in order to apply 
standard supervised learning algorithms (Witten and Frank, 2000). Section 3.3 
outlines our set of seventeen features.  

The constraints that follow (Sections 3.1 and 3.2) are relatively weak, compared to 
most past work on acronym identification, but they still exclude some possible 
acronym-definition pairs from consideration by the supervised learning algorithm. 
The resulting decrease in recall is discussed in Section 5. 

3.1   Space-Reduction Heuristics for Candidate Acronyms 

The acronym space (the set of choices for itA = ) is reduced using syntactic 

constraints on the tokens, nttT ,...,1= , expressed by the conjunction of the 

following statements: 

1. itA = , where ni ≤≤1 . 
2. 2)Size( ≥it , where )Size( it  is the number of characters in the token it  (including 

numbers and internal punctuation). 
3. 1)NumLetter( ≥it , where )NumLetter( it  is the number of alphabetic letters in the 

token it  (excluding numbers and punctuation). 
4. )Cue())(UnknownPOS)((Cap iii ttt ∨∧ , where )(Cap it  means that the token starts 

with a capital letter, )(UnknownPOS it  means that the part-of-speech of the token 

is neither conjunction, determiner, particle, preposition, pronoun nor  verb, and 
)Cue( it  means that the token contains a digit, punctuation, or a capital letter.  
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The rationale behind 2)Size( ≥it  is that, in most cases, isolated letters such as “H” 

will not be acronyms (although “H” can stand for “Hydrogen”). Statement (4) says 
that the token it  should have some capitalization or special characters, but in the 
former case, the token should not have a known part-of-speech. The calculation of 

)(UnknownPOS it  requires applying a part-of-speech tagger to the text. We used 

QTAG (Tufis and Mason, 1998) as our part-of-speech tagger. 
The above heuristic constraints are less restrictive than previous approaches 

(compare with Table 1).  

3.2   Space-Reduction Heuristics for Candidate Definitions 

Once a candidate acronym itA =  is found in the text, we search for its definition D

on both sides of it . First, we require that both acronym and definition must appear in 

the same sentence. This considerably reduces the search space for DA,  by reducing 

the size n  of T , although the space is still ( )3nO . We then need stronger criteria to 

define a reasonable set of candidate definitions. We impose the following additional 
constraints: 

1. The first word of a definition must use the first letter of the acronym (Pustejovsky 
et al., 2001). 

2. A definition can skip one letter of the acronym, unless the acronym is only two 
letters long. 

3. The definition can skip any number of digits and punctuation characters inside the 
acronym. 

4. The maximum length for a definition is ( )2,5min ×+ acronymlenacronymlen

(Byrd and Park, 2001). (Definition length is measured by number of words and 
acronym length is measured by number of characters.) 

5. A definition cannot contain a bracket, colon, semi-colon, question mark, nor 
exclamation mark. (We found counter-examples for other punctuation. For 
instance, the acronym “MAM” expands to “meprin, A5, mu”, where the comma is 
used.) 

Typically, these constraints will dramatically reduce the number of candidate 
definitions (increasing precision) while including the vast majority of true positive 
cases (preserving recall).  

To illustrate the remaining search space, consider the following sentence: 

Microbial control of mosquitoes with special emphasis 
on bacterial control (Citation). 

The word “Citation” is not an acronym, but it fits our constraints, since it is a 
capitalized noun. Even with the above constraints, there are 92 candidate definitions 
in this example. Note that, according to the second rule above, the definition can skip 
one letter (except the leading ‘C’) of the acronym. Here is one of the candidate 
definitions (acronym letters are marked with square brackets): 

[c]ontrol of mosqu[i]toes wi[t]h speci[a]l emphas[i]s 
[o]n bacterial co[n]trol 
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3.3   Acronym-Definition Features for Supervised Learning 

The above heuristics reduce the search space significantly, so that the number of ways 
to extract a pair DA,  from a token sequence nttT ,...,1=  is now much less than 

( )3nO . The next step is to apply supervised learning, to select the best DA,  pairs 

from the remaining candidates. Standard supervised learning algorithms assume input 
in the form of feature vectors. We defined seventeen features to describe a candidate 
acronym-definition instance. The hand-crafted rules that are described in previous 
work inspired the design of many of the following features. Our features mainly 
describe the mapping of acronym letters to definition letters and syntactic properties 
of the definition. 

1. the number of participating letters matching the first letter of a definition word; 
2. (1) normalized by the acronym length; 
3. the number of participating definition letters that are capitalized; 
4. (3) normalized by the acronym length; 
5. the length (in words) of the definition; 
6. the distance (in words) between the acronym and the definition; 
7. the number of definition words that do not participate; 
8. (7) normalized by the definition length; 
9. the mean size of words in the definition that do not participate; 
10. whether the first definition word is a preposition, a conjunction or a determiner 

(inspired by Byrd and Park, 2001); 
11. whether the last definition word is a preposition, a conjunction or a determiner 

(inspired by Byrd and Park, 2001); 
12. number of  prepositions, conjunctions and determiners in the definition; 
13. maximum number of letters that participate in a single definition word; 
14. number of acronym letters that do not participate; 
15. number of acronym digits and punctuations that do not participate; 
16. whether the acronym or the definition is between parentheses; 
17. the number of verbs in the definition. 

If the heuristics in Sections 3.1 and 3.2 propose a candidate acronym-definition 
pair 11, DA  then there are three possibilities: 

1. In the manual annotation of the corpus, there is an officially correct acronym-
definition pair 22 , DA  such that 21 AA =  and 21 DD = . In this case, 11, DA  is 

labeled as positive for both training and testing the algorithm. 
2. In the manual annotation of the corpus, there is an officially correct acronym-

definition pair 22 , DA  such that 21 AA =  but 21 DD ≠ . In this case, 11, DA  is 

ignored during training but it is labeled as negative during testing (see Section 6.3 
for details). 

3. In the manual annotation of the corpus, there is no officially correct acronym-
definition pair 22 , DA  such that 21 AA = . In this case, 11, DA  is labeled as 

negative for both training and testing.  
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4   Evaluation Corpus 

We use the Medstract Gold Standard Evaluation Corpus (Pustejovsky et al., 2001) to 
train and test our algorithm.3 The corpus is made of Medline abstracts in which each 
acronym-definition pair is annotated. The training set is composed of 126 pairs and 
the testing set is composed of 168 pairs. The main interest of this corpus is that it was 
annotated by a biologist using an informal definition of a valid pair. Therefore the 
corpus reflects human interpretation of acronym-definition pairs and acronym 
identification is challenging for an automated process.  

Past results with this corpus are reported in Table 2. All of the results are based on 
modified versions of the Medstract Gold Standard Evaluation Corpus, and 
(unfortunately) they all use different modifications. Here are some remarks on each of 
the modifications: 

1. Chang et al. (2002) do not describe their modifications. 
2. Pustejovsky et al. (2001) note that they removed eleven elements that they judged 

were not acronyms. 
3. Schwartz and Hearst (2003) mention that they made modifications, but do not 

describe what modifications they made. 
4. We attempted to replicate the results of Schwartz and Hearst (2003), while making 

only minimal modifications to the original corpus. Our modifications were aimed 
at creating a valid XML file and a consistent set of tags. We had to remove 
embedded acronyms and remove or correct obvious errors.  

Since Schwartz and Hearst’s (2001) system is available online4, we were able to 
repeat their experiment on our modified version of the corpus. This is the version of 
the corpus that we use in the following experiments, in Section 5.  

Table 2. Performance reported by teams using their own version of the Medstract corpus 

Team Precision Recall F1 Corpus 
Modification 

Chang et al., 2002 80% 83% 81.5% See (1) 
Pustejovsky et al., 2001 98% 72% 83.0% See (2) 
Schwartz and Hearst, 2003 96% 82% 88.4% See (3) 
Schwartz and Hearst   
(our replication) 

89% 88% 88.4% See (4) 

5   Experimental Results 

We use the Weka Machine Learning Toolkit to test various supervised learning 
algorithms (Witten and Frank, 2000). The results are reported in Table 3. We found 
that the performance varies greatly depending on the chosen algorithm. A good 
classifier was PART rules (rules obtained from a partially pruned decision tree) with 

3 http://medstract.org/gold-standards.html 
4 http://biotext.berkeley.edu/software.html 
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somewhat low recall but high precision. The Support Vector Machine (Weka’s SMO) 
reaches F1 = 88.3%, a performance that rivals hand-craft systems. The Bayesian net 
also performs well. The OneR classifier (one rule) is shown as a baseline. Table 3 
includes our replication of Schwartz and Hearst (2003) for comparison. Note that all 
results in this table are based on the same corpus. 

Table 3. Performance of various classifiers on the Medstract corpus 

Learning Algorithm Precision Recall F1 
OneR5 69.0% 33.1% 44.7% 
Bayesian Net 89.6% 81.7% 85.5% 
PART rules 95.3% 79.6% 86.7% 
SVM (SMO kernel degree = 2) 92.5% 84.4% 88.3% 
Schwartz and Hearst (our replication) 88.7% 88.1% 88.4% 

We claim that our system has weaker hand-coded constraints than competing 
approaches. In support of this claim, it is worth mentioning that 1,134 candidate 
acronym-definition pairs satisfied the constraints in Sections 3.1 and 3.2, but only 141 
candidates (12%) were classified as positive by the supervised learning algorithms. 
Therefore the hand-coded part of our system allowed more candidates than, for 
example, Schwartz and Hearst’s system allows. In comparison, their system 
considered 220 patterns that involve parentheses and 148 (67%) are accepted by the 
rule-based system. In our system, the reduction from 1,134 candidates to 141 
candidates is done by the supervised learning component, rather than by hand-coded 
constraints. The advantage of this approach is that the supervised learning component 
can easily be retrained for a new corpus. The hand-coded constraints are designed to 
be weak enough that they should not require modification for a new corpus. 

6   Discussion 

In this section, we discuss the interpretation of our experimental results. 

6.1   The Parenthesis Feature 

In our examination of previous work (Section 2), we criticized many authors for 
making use of overly constraining patterns. One of the problems is the use of 
parentheses. Many authors only accept acronym-definition pairs when one of the 
expressions is between parentheses. To avoid this kind of limitation, we did not 
impose this constraint in our model. However, the only way we were able to perform 
as well as hand-built systems was to use the feature “whether the acronym or the 
definition is between parentheses” (feature 16 in Section 3.3). The learner uses this 
feature, since it works well on the Medstract corpus. Our relatively weak constraints 
(Sections 3.1 and 3.2) allow 889 candidate acronym-definition pairs for which the 

5 The rule for OneR says that the pair is valid if 70.8% of acronym letters match the first letter 
of a definition word. 
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parenthesis feature is false (neither the candidate acronym nor the candidate definition 
is between parentheses). In the Medstract corpus, all of these 889 candidates are 
negative instances (none are true acronym-definition pairs). Thus this feature 
dramatically increases precision with no loss of recall. It is a very informative feature, 
but we do not wish to hard-code it into our constraints, since we believe it may not 
generalize well to other corpora. With a new corpus, our system can learn to use the 
feature if it is helpful or ignore it if it does not apply. This robustness is an advantage 
of using weak constraints combined with supervised learning. 

6.2   The Best Features 

When evaluating the contribution of the individual features (using the Chi Square 
Test), we found that three features significantly outperform others. Those features are, 
in order of predictive power, (1) the distance between the definition and the acronym 
(feature 6), (2) the number of acronym letters that match the first letters of definition 
words (feature 1), and (3) the parentheses feature (feature 16). 

6.3   Effects of the Space-Reduction Heuristics 

In Section 3, we presented heuristics for reducing the space of possible acronym-
definition candidates. A particular case can be misleading for the supervised learning 
algorithm.  

Consider a case in which our heuristics identify <PKA, protein kinase A> but the 
corpus annotation is <PKA, cAMP-dependent protein kinase A>. It is tempting to say 
that <PKA, protein kinase A> must count as a negative example for the supervised 
learner, but this could confuse the learner, since the match between PKA and protein 
kinase A is actually very credible and reasonable. Instead of counting <PKA, protein 
kinase A> as a negative example, we found that it is better to ignore this case during 
training. It would be incorrect to count this case as a positive example, but it would be 
misleading to count it as a negative example, so it is best to ignore it. During testing, 
however, such instances are added to the false negatives (thus reducing recall), 
because this is an error and the system must be penalized for it. (See Section 3.3.) 

7   Conclusion 

In this paper, we described a supervised learning approach to the acronym 
identification task. The approach consists in using weak hand-coded constraints to 
reduce the search space, and then using supervised learning to impose stronger 
constraints. The advantage of this approach is that the system can easily be retrained 
for a new corpus, when the previously learned constraints no longer apply. The hand-
coded constraints reduce the set of candidate acronym-definition pairs that must be 
classified by the supervised learning system, yet they are weak enough that they 
should be portable to a new corpus with little or no change.  

In our experiments, we tested various learning algorithms and found that a Support 
Vector Machine is comparable in performance to rigorously designed hand-crafted 
systems presented in the literature. We reproduced experiments by Schwartz and 
Hearst (2003) and showed that our test framework was comparable to their work.  
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Our future work will consist in applying the supervised learning approach to 
different corpora, especially corpora in which acronyms or definitions are not always 
indicated by parentheses.  
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Abstract. Despite their simple syntactic form, adjective-noun combinations 
seem to have no straightforward semantic method that parallels the simplicity of 
the syntax. This has led to the conventional belief that adjectives belong to a 
(semantically motivated) hierarchy. This has the consequence that a uniform 
treatment of adjectives is unattainable—without resorting to notions such as 
possible worlds, which are difficult to map into competent computer programs. 
Moreover, because of their seemingly “undisciplined” semantic behaviour, 
adjective-noun combinations have been used by some authors (e.g. [5]) to 
further the argument of non-compositionality of natural-language expressions. 
Contrary to such views, we believe that adjectives are more systematic in their 
behaviour than originally thought. In support of this claim and based on typed 
sets, we propose a uniform approach to the semantics of adjective-noun 
combinations. It hypothesizes that adjective-noun combinations can 
semantically be thought of as a set intersection involving the adjective(s) and 
the head noun of the compound. 

1   Adjective Hierarchy: The Conventional View 

It is a commonly-accepted view that adjectives have different underlying semantic 
rules (see [1,3,4,6,7,8,9,13,14,16,17]). This has led to the belief that adjectives 
assume a semantically-motivated hierarchy1 . This hierarchy is listed below: 

• Intersective e.g. ‘red’. 
• Subsective: 
o Pure, e.g. ‘accomplished’. 
o Double, e.g. ‘beautiful’. 

• Non-subsective: 
o Non-privative or non-committal, e.g. ‘alleged’. 
o Privative, e.g. ‘fake’. 

Intersective adjectives are the most restricted ones. The adjective angry in the 
sentence That man is angry is an example of an intersective adjective. The meaning of 
angry man then can be computed as the intersection of angry things and men.  
                                                           
† Acknowledgement: this work was supported by a discovery grant from the Natural Science 

and Engineering Council of Canada. 
1 A note concerning the terminology is in order. Authors use different terms to describe the 

different classes of    adjectives. In some cases, syntactic and semantic terminologies overlap. 
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The second class of adjectives is called subsective. They are so called because all 
that can be said about them is that the denotation of an adjective-noun combination is 
a subset of the denotation of the noun. The adjective ‘accomplished’ is an example of 
such adjectives. Accomplished in Maria is an accomplished musician does not mean 
that the denotation of Maria is accomplished and is a musician. All we can say is that 
Maria is in the set of musicians, i.e. accomplished musicians are musicians. 
Syntactically, adjectives similar to ‘accomplished’ are always in the attributive 
position. We term these adjectives “pure subsective” to distinguish them from the 
other kind of adjective in the same class—the double adjectives.  

Double adjectives (or doublet as called by [16]) belong to the class of subsective 
adjectives. Syntactically, these adjectives can be in either position: the attributive or 
predicative. Semantically, they can have an intersective reading (i.e. referent-
modifying) and a subsective reading (i.e. reference-modifying), regardless of their 
syntactic position. Beautiful in the sentence That dancer is beautiful is an example of 
a double adjective. Thus, beautiful can either be understood as attributing beauty to 
the dancing of the denotation of that or the physical beauty to the denotation of that. 
In the intersective, reading, the denotation of that belongs to the intersection of 
beautiful things and dancers. In the subsective reading the denotation of that belongs 
to a subset of the set of dancers, i.e. those who dance beautifully.  

Finally, there are those adjectives that are neither intersective nor subsective, the 
so-called non-subsective adjectives. Within this class two sub-classes can be 
recognized—privative adjectives and non-privative.  Adjectives such as ‘former’ and 
‘fake’ are privative. They are called privative because the denotation of the privative-
noun combination is not a subset of the denotation of the noun, e.g. counterfeit money 
is not money. The other member of the non-subsective class of adjectives is those 
adjectives that are non-subsective and non-privative. ‘Potential’ and ‘possible’ are 
examples of this class. A potential winner may or may not be a winner. 

In some cases, the classification2  is not clear-cut. For example, it is debatable, 
whether the adjective ‘former’ is privative. Also, the so called measure adjectives 
such as ‘tall’, ‘small’, etc. are considered intersective yet they fail the consistency test. 
For example, tall in John is a tall surgeon modifies the denotation (that is, the 
extension) of surgeon rather than meaning (that is, the intension) of surgeon. [3] and 
[16] argue that measure adjectives are in fact intersective. The failure of the 
substitutivity (i.e., consistency) test is due to the fact that measure adjectives are 
vague/context-dependent.  

The assumption of the existence of the adjectival hierarchy has led to the 
conclusion that a uniform approach to the semantics of adjectives is possible only if 
they are treated as functions from properties to properties, i.e. functions from 
intensions to intensions [4]. This renders a set-theoretic approach to the semantics of 
adjectives unattainable from the conventional viewpoint. 

                                                           
2 Semantically the most agreed upon classifying criterion is that of intension versus extension 

or, respectively, reference-modifying versus referent-modifying, as is used in [16]. Siegel 
uses the consistency test, as many authors do, to tell apart the intensional and extensional 
adjectives. This test roughly states that when an intersective adjective combines with co-
extensive nouns, the resulting noun phrases remain co-extensive. 



332 N. Abdullah and R.A. Frost 

 

2   Fake Guns Are Guns 

Language is inherently generative. With its, rather limited, stock of linguistic items it 
is capable of expressing novel concepts by means of combining existing linguistic 
items. In some cases, however, and because of the dynamic nature of concepts, new 
referents may fall under an already-existing concept. For example, in number theory, 
a number used to denote a natural number. With the conception of negative numbers, 
the concept “number” encompasses both negative and positive numbers. This process 
continued (and may continue) to include different kinds of numbers. This is because 
there is so much in common between the entities or mathematical objects we now call 
numbers. 

In everyday language this process, we argue, is generally in use—consider, for 
instance the category “bird”, as much studied and illustrated in prototype theory and 
default logics with regard to the property of “flying”—and specifically with regard to 
privative-noun combinations. A fake gun and a real gun have many properties in 
common—similarly, an artificial heart and a real heart. In some cases, the distinction 
between an instance of the denotation of a default-noun combination and that of a 
privative-noun combination is hard to tell, or requires domain knowledge, e.g. 
artificial light versus natural light, Table 1—if there is a difference, indeed. If it were 
for things denoted by a privative-noun combination not to fall under the extension 
denoted by the noun, there might have been a dedicated lexeme—interestingly, even 
the word robot (i.e. a single linguistic item) is originally chosen by the Czech 
playwright Karl opek (1890-1938) as a more suitable term for “artificial workers” in 
his play Rossum's Universal Robots3 . Of course, this is not to claim that a concept 
must be denoted by a single lexeme. What is meant, however, is that the frequent use 
of a concept is usually reflected in language by being represented by a single 
linguistic symbol, as is the case with common nouns. Therefore, in answering the 
question of what is a fake gun, we argue that it is a gun, provided that fake and real 
guns are subsumed by the term ‘gun’. 

The notion of augmenting the concept, or equally the extension, denoted by the 
noun in an adjective-noun combination, is linguistically supported. In language, it is 
noticed that all privative adjectives have antonyms/contrasts, e.g. intensifiers. 
Privatives such as fake, artificial, and false have antonyms/contrast, respectively, 
real/genuine, natural, and true. It seems that there is a strong pairing between 
privatives and their (intensifier) counterparts to the extent that the use of the privative 
antonym is meaningless, if possible indeed, in isolation with its counterpart. The 
intensifier is usually implicit. Most of the time it is considered default or redundant 
when there is no ambiguity. The compound real fur is deemed necessary only when 
there is fake fur in the vicinity.   

[12] reaches the conclusion that privative adjectives are subsective based on work 
done by other researchers (e.g., see, [11]) on the “Noun Phrase-split phenomena” in 
Polish, which reveals the absence of the privative adjective class in Polish. That is, the 
presence of the privative class of adjectives is an idiosyncrasy of some languages and 
English is one of them. 

                                                           
3 See, http://capek.misto.cz/english/interesting.html for a translation of an article by the author 

of the play in the Lidove Noviny, 24.12.1933. 
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Table 1. Missing properties 

Adjective Phrase Property missing from the default set of features 

Artificial heart e.g. not flesh-and-blood 
Artificial flower e.g. doesn’t grow 
Artificial light e.g. source 
Former senator e.g. temporal  continuance  
False teeth e.g. not naturally grown 
Cloned sheep e.g. not naturally bred  
Virtual reality e.g. exists visually  only 
Imitation leather e.g. genuineness     
Wooden lion e.g. “make-ness”—physical and non-living 
Fake statue e.g. originality 
Fake perfume e.g. substance/originality 

In short, intensifier/privative seem to be (semantically) intimately related. If 
viewed as functions, they can be thought of as functions and their respective inverse 
functions. Alternatively, they can be viewed as set partitions of the set N, which 
represents the denotation of the noun an intensifier/privative pair combines with.  The 
latter view is adopted in the approach proposed in this paper. 

In our view, both “regular” adjectives such as ‘red’, ‘angry’, or ‘skillful’ and 
privative adjectives such as ‘fake’ or ‘former’ have one thing in common. They both 
pick out or further constrain the domain denoted by the noun of the compound. They 
differ in the means of doing it: regular adjectives by highlighting some property or 
properties of the noun, while privative adjectives by “masking” some property or 
properties of the noun.  

Once the argument of augmenting the denotation of common nouns is accepted, 
expressions such as that senator, that gun, and that heart are considered elliptic 
forms, respectively, for that current senator, that real gun, and that natural heart. 
However, privative-common-noun combinations should be explicitly specified4, i.e. 
that former senator,  that fake gun, and that artificial heart.  

The view that privative adjectives are subsective, results in the following adjective 
hierarchy: 

• Intersective. 
• Subsective: 
o Pure. 
o Double. 
o Privative. 

This analysis makes it possible that a generalized set-theoretic approach to 
adjectives is attainable. 
                                                           
4 In some settings the opposite is true. For example, in a tòy store (i.e., a store that sells toys) 

the term gun would more plausibly mean a fake gun. Thus, fake gun is the default. 
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3   Our Approach 

Some authors (e.g. Strawson, see [2], and Jespersen, see [15]) argue that common 
nouns and adjectives are ontologically different. We believe that representing 
common nouns on a par with adjectives is “forcing” a behaviour on adjectives that is 
not in their nature. This behaviour manifests itself in the intersection failure of sets 
representing adjectives and sets representing common nouns, which leads to the 
conclusion that adjectives must be of complex nature. 

We argue that it is possible to represent all adjectives as sets, and yet capture their 
idiosyncrasies. This can be done by considering sets representing adjectives as having 
typed objects as their members. A schema for an adjective-representing set may look 
like the following: 

Set_name ={member: type1}: type2  
where type1 is a non-property type and type2 a property type (1) 

For example, clever pet, clever man, and clever police dog in the sentences John is 
a clever man, Fido is a clever pet, and Fido is a clever police dog can be represented 
as follows: 

Clever={j: human, f: pet, f: policedog}: clever  
where j =|| John||5 , and || f = Fido||  

This representation of the adjective ‘clever’ captures the intuition that although j 
and f are members of the set Clever, both are clever in their own way. John is clever 
as a man6 while Fido is clever as a dog. What they have in common is “cleverness”. 
This is reflected by ascribing the type “clever” to the set containing them. 

This representation of adjectives makes it possible for an object to have more than 
one occurrence in adjective-representing sets, as done with “f: pet” and “f: policedog” 
in the set Clever. 

Common nouns may have the following representation schema: 

Set_name ={member: type}: type                     
where type is a non-property type  (2) 

The representation of (2) is different from that of (1) in that the members’ type is 
the same as the set’s type. The representation of (2) serves two purposes: 1) it makes 
the internal structure of common nouns similar to that of adjectives (i.e. “member: 
type” pattern); and, 2) it eliminates the co-extension problem.  Regarding the latter 
point, if for example, as is the case in the actual world, the set of cordate contains the 
same elements as those in the set of renate (see, definition of set equality, below) the 
two sets are not equal. Hence, they do not mean the same thing. 

3.1   Equality in Typed Sets 

Since sets now contain typed elements, set operations must take the type of set 
members into consideration. This can easily be accommodated as follows: 
                                                           
5 The symbols “|| ||” represent the interpretation function. 
6

 The correct type for the intersective reading for ‘clever’ is “T”, as explained in the next 
section. 
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The elements x1 and x2 are equal iff x1 and x2 are the one and the same and both 
of the same type. 

We, also, require members of adjectives that are considered (by and large) 
independent or absolute, e.g. ‘red’, be given the most generic type “T”. This type has 
the lowest precedence amongst types. It is the supertype of every type in the type 
hierarchy. 

3.2   Examples Using the New Approach 

This section contains examples (3-6) using the new approach. The examples cover 
different kinds of adjective-noun combinations. 

Maria is a vegetarian dancer 
Maria is a singer 
--------------------- 
Therefore, Maria is a vegetarian singer   (valid) 

(3) 

Set representation: 

Dancer=  {m: dancer   ,…} : dancer 
Singer=  {m: singer,…} : singer 
Vegetarian=  {m:T, …}: vegetarian  where  m = ||Maria|| 

Inference example: 
 m  ∈ (Vegetarian  Singer  ) Expected answer: True 

Reason: type “T” is a neutral type. It is overridden by all other types. 

Maria is a skillful dancer 
Maria is a singer 
--------------------- 
Therefore, Maria is a skillful singer   (invalid) 

(4) 

(Here, we distinguish two senses of ‘skillful’, i.e. the reference-modifying and the 
referent-modifying. However, it is possible to use one set only) 

Set representation: 

Dancer= {m: dancer,…} : dancer 
Singer= {m: singer,…} : singer 
Skillful-1= {m: T,…} :skillful-1 i.e. the referent-modifying 
Skillful-2= {m: dancer,…}:skillful-2 i.e. the reference-modifying 

Inference example: 
  m ∈  (Skillfu1-2  Singer)  Expected answer: False  

Reason: the member “m: singer” is not in the intersection because of a type 
mismatch. That is, the element “m: dancer” of the set Skillful-2 does not match any 
member of the set Singer whose members are all of type singer. 

John is a guitarist  
John is a veteran musician 
------------------------------- 
Therefore, John is a veteran guitarist (invalid) 

(5) 



336 N. Abdullah and R.A. Frost 

 

Guitarist  = {j: guitarist,…} : guitarist 
Musician = {j: musician, …}: musician 
Veteran  = {j: musician}: veteran                  
Where  j = ||John||  

From this representation, it is clear that the statement John is a veteran guitarist 
cannot be affirmed. This is because j is not in the intersection of Veteran and 
Guitarist. 

Maria is a former teacher 
Maria is a programmer 
--------------------------- 
Therefore, Maria is a former programmer   (Invalid) 

(6) 

Set representation: 

Human = {m: human,…} : human 
Teacher= {m: teacher,…} : teacher 
Former= {m: teacher,…} :former 
Programmer={m: programmer,…} : programmer  

Inference examples: 
 m ∈  (Former  Programmer)  Expected answer: false  
 m ∈ (Former  Human)  Expected answer: false 

3.3   Multiple-Adjectives-One-Head-Noun Combinations 

In the previous section, we presented an intersective treatment of adjective-noun 
combinations. In this section, we extend this treatment to include adjectival phrases 
with multiple adjectives and a head noun. 

3.3.1   An Analysis 
Providing an intersective account for expressions with multiple adjectives and a head 
noun is a more challenging task than single-adjective-noun combinations. This is 
because an adjective in a combination can have different scopes. To illustrate, 
consider examples (7). 

a) Oceania is a deep blue ocean 
b) Companies favour intelligent, aggressive people 
c) Jane is an attractive blond woman 

(7) 

In (7-a), deep may have wide scope, i.e. modifies blue ocean, or narrow-scope, i.e. 
modifies blue. (7-b) is not ambiguous, because of the comma. (7-c) is ambiguous, due 
to wide and narrow scope readings. 

An at-face-value, set-theoretic representation for the examples in (7) is not 
possible, with the exception of example (7-b). This is due to the associative law of set 
theory, stated below: 

∀ Sets A, B, and C              A  (B C) = (A B) C  

Thus, for instance, mapping example (7) to set intersections would fail to capture the 
different possible readings. In particular, consider the wide-scope reading of 
attractive in (7-c). This reading can be expressed as follows: 
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Jane is an [attractive [blond woman]] (8) 

And, the set-theoretic representation of the adjectival phrase might look something like: 

Attractive  (Blond Woman) (9) 

However, this representation does not capture the intended meaning. That is, 
attractive in (8) modifies the expression blond woman as a whole. In other words, for 
someone who utters (8), blond is essential to the extent that if the denotation of Jane 
were not blond, the utterance (8) might not have taken place. 

3.3.2   A Solution 
In order to accommodate adjective phrases, we need to do two things. First, expand 
our ontology to include properties—assuming that adjectives denote properties. This 
will enable us to form new property types from the more basic ones. Second, we need 
a rigorous typing system, whereby every set has a type. The typing system we are 
proposing shortly will enable us to generate new types from the basic ones. 

The type system must correspond to the grammar’s production rules.  Grammar 
rules for adjective phrases might look like the following: 

AP ::= AN 
N::= AN | man |woman |man |dancer| surgeon|… 
A::= good | red |attractive| fragrant|… 

(10) 

The rules in (10) will recursively generate adjective phrases such as good man, 
fragrant red roses, etc. The grammar in (10) generates noun phrases by means of a 
string concatenation function. A typing system should parallel the grammar and be 
able to recursively define new types from existing ones. Such a system is inductively 
defined as follows: 

a) The basic types are the nodes of the taxonomy of Figure 1, e.g. 
Nat(ural) Kind, Kind, Properties, Role, Implement, and . 

b) If a is a property type and b is a basic type, then a: b is a type, see the 
example regarding the wide-scope reading. 

c) If a and b are property types then a-b is a property type, see the 
example regarding the narrow-scope reading. 

d) If a is a type and b is a non-property type, then a: b is a type. 
e) Nothing else is a type. 

(11) 

(11-a) states the basic types assumed. In a full-fledged system, the set of 
admissible basic types must be larger than this. However, this set suffices to 
demonstrate our approach. 

(11-b) states that the first basic type of a resulting set is a property type. This is 
because here we are only treating adjective-noun—not noun-noun—combinations, for 
example. (11-c) generates property types. This is necessary for dealing with narrow-
scope readings, i.e. when an adjective modifies another adjective and both modify a 
noun or an adjective phrase. Both (11-b) and (11-d) ensure that the resulting type is 
that of the head noun. 
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Fig. 1. A taxonomy with properties 

With the typing rules of (11) in mind, the representation of the adjective phrase in 
(8) is as follows, || Jane|| = j: 

Blond =  {j: T,…}: blond 
Woman =  {j: woman,…}:woman 
Blond  Woman =  {j: blond: woman, …}: blond: woman 
Attractive   =  {j: blond: woman, …}: attractive 
Attractive (Blond Woman)={j:attractive:blond:woman}: 
                          attractive:blond: woman 

The syntactic-semantic steps that led to the above representation are shown below. 

 

Fig. 2. Wide-scope reading of Jane is an attractive blond woman 

It should be noticed that from reading (8) the following can be deduced: 
Jane is blond 
Jane is a woman 

But not necessarily, 
         Jane is attractive 
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This reflects the intuition that the sentence Jane is an attractive (blond woman) 
expresses a different proposition from that expressed by the sentence Jane is an 
attractive, blond woman. The latter reading would result in the inclusion of the 
element “w: woman” in the set Attractive. 

Finally, narrow-scope readings are computed differently. The narrow scope-
reading of an (attractive blond) woman is attributing “attractive-blond-ness” to the 
denotation of Jane.  Such a reading is depicted in Fig 3. 

 

Fig. 3. Narrow-scope reading of Jane is an attractive blond woman 

Notice that the set Attractive-blond is of type “attractive-blond”. This results from 
applying the type formation rule of (11-c).  The set representation of the narrow-scope 
reading is as follows: 

Attractive-blond = {w:T}: attractive-blond 
Woman = {w: woman}: woman 
Attractive-blond  Woman = {w:attractive-blond:woman}: 
                         attractive-blond: woman 

Thus, a semantic interpreter will have two or more different syntactic trees as input, 
each of which is treated differently semantically. 

4   Consequences 

• This work emphasizes the semantic unity of the category called “adjective”, 
contrary to [16]. In this regards, this work agrees with [8]. However, it does so 
without “stretching” the ontology to contain events/states, as [8] does. 
Furthermore, using typed sets, we were able to account for the semantics of 
phrases with multiple adjectives. 

• This approach is compositional. It is true, at least in the case of adjectives in 
English, that adjectives can syntactically appear exclusively predicative (e.g. 
‘asleep’), exclusively attributive (e.g. ‘veteran’), or in on both positions (e.g. 
‘good’), but there is always a single semantic rule that computes the respective 
meaning of the adjective noun-combination, namely the intersection of the 
denotation of adjective(s) and the head noun. 

• This approach is easily applied in a natural language processing system. This is 
because it is based on a well-defined mathematical system, i.e. set theory. 
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• Finally, this approach shows promising results in accommodating modal 
adjectives, e.g. ‘possible’, ‘potential’, ‘alleged’, etc. This type of adjectives has 
proved to be difficult to account for without resorting to approaches such as modal 
logics, which are not readily mapped into computer programs. For example, the 
sentence John is an alleged criminal can be represented as follows: 

 Criminal= {j: criminal : }: criminal    where j = ||John|| 
 Alleged= {j: criminal: }: . 

The symbol “ ” represents the absurd type, i.e. the subtype of every type. In the 
set Criminal, above, we want to indicate that John may or may not end up a member 
of it. Thus, by indicating that j is of type “ ” we mean to capture john’s partial 
membership in the set Criminal. Note that the above representation blocks all invalid 
inferences. For example, the answer to the query, “Is John a criminal?” would be 
negative. For, given the current state of affairs, j is not of type “criminal”. In other 
words, John’s membership in the set Criminal is partial or “pending”. 
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Abstract. We present a novel approach to learning gender and number
information for anaphora resolution. Noun-pronoun pair counts are col-
lected from gender-indicating lexico-syntactic patterns in parsed corpora,
and occurrences of noun-pronoun pairs are mined online from the web.
Gender probabilities gathered from these templates provide features for
machine learning. Both parsed corpus and web-based features allow for
accurate prediction of the gender of a given noun phrase. Together they
constructively combine for 96% accuracy when estimating gender on a
list of noun tokens, better than any of our human participants achieved.
We show that using this gender information in simple or knowledge-rich
pronoun resolution systems significantly improves performance over tra-
ditional gender constraints. Our novel gender strategy would benefit any
of the current top-performing coreference resolution systems.

1 Introduction

Anaphora resolution determines which previous entity (the antecedent) a given
noun phrase (the anaphor) refers to. We focus on resolving third-person pronom-
inal anaphora, including reflexives. Performing these resolutions has long been
considered a challenging yet vital task for a number of Natural Language Pro-
cessing applications. We present a new approach for determining the antecedents
of pronouns using enhanced statistical gender and number information. Gender
and number agreement provide one of the most important, intuitive, and widely-
accepted constraints for resolving anaphora. In the following example, gender
information allows us to select the correct antecedent:

1. John never saw the car. He arrived late. (resolve “he” to“John”).
2. John never saw the car. It arrived late. (resolve “it” to “the car”).

How does one encode gender and number agreement when implementing an
anaphora resolution system? Often, number information is available from the
parsers used to pre-process the text. Number agreement can improve the perfor-
mance of these technologies, while gender information is neglected [1]. We use

B. Kégl and G. Lapalme (Eds.): AI 2005, LNAI 3501, pp. 342–353, 2005.
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Dekang Lin’s parser Minipar to induce dependency trees and extract informa-
tion on plurals [8]. There are also a number of so-called “surface clues” that give
a textual indication to the gender1 of a noun phrase. In English, pronouns are
some of the few remaining overtly gender-indicating words. Gendered designa-
tors (such as Mr., Mrs., etc.) also provide gender information for a noun phrase,
but gender-indicating suffixes such as those used in “actress” or “chairman” have
fallen out of favour, and are hence unreliable [1].

In Section 2 we summarize related anaphora resolution systems and previous
gender strategies. Most previous approaches treat gender as a hard constraint, a
filter on candidate antecedents. If the gender is not known exactly, it is not used.
Our approach treats gender as a probability – another factor that can be used in
anaphora resolution. We seek to determine the probability that a given noun is
masculine, feminine, neutral or plural. By counting occurrences of noun-pronoun
patterns in parsed corpora and on the web, we automatically learn the proba-
bilities that a name like “Alex” is used in a masculine (very common), feminine
(less common), neutral or plural (zero probability) context. We automatically
learn the neutral preference of company names and organizations, and which
words, like “child” or “parent,” are likely to be masculine or feminine, but not
neutral or plural. Section 3 describes the gender-gathering templates and how
gender probability is modelled from the resulting frequency counts.

The accuracy of our acquired data is tested in a novel gender classification
task. A classifier uses the gender probabilities to guess the gender of noun tokens
extracted from text. Section 4 describes how the within-context gender of these
nouns is obtained. Section 5 shows that our classifier’s results surpass those of
human guessers, and that classifiers using the web-based probabilities, despite
their noise, actually outperform those using the corpus information.

Finally, in Section 6, we demonstrate the superiority of using additional gen-
der information by testing machine-learned anaphora resolution classifiers based
on the gender statistics. When deciding whether a candidate antecedent co-refers
with a pronoun, it makes sense to incorporate the probability this antecedent is
of the pronoun’s gender. When gender is used as a hard constraint, restricted to
completely certain cases, significantly more antecedents are missed.

2 Related Work

Anaphora resolution systems typically employ some combination of constraints
and preferences to select the correct antecedent. Constraints eliminate possible
candidates by virtue of gender and number disagreement, binding theory viola-
tions, etc., while preferences encourage selection of antecedents which are more
recent, more frequent, etc. These approaches are generally not based on machine

1 There are four possibilities for gender and number of third-person pronouns: mascu-
line, feminine, neutral and plural (e.g., he, she, it, they). Since our approach gathers
information for all four, whenever we subsequently refer to the gender of a noun
phrase, we implicitly include plural as one of the options.
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learning from a corpus [7], [6]. Our approach follows a more recent trend toward
using an annotated corpus to learn an anaphora resolution classifier [2], or coref-
erence resolution classifier [12]. The first machine learning approach to anaphora
resolution that uses the web is reportedly due to Modjeska, Markert and Nissim,
who look at page counts of various patterns for other-anaphora resolution [10].

Current, top-performing coreference resolution systems selectively use surface
clues and information derived from WordNet [12]. If a noun’s most frequent sense
in the WordNet synset is a subclass of a predefined gendered class (e.g., object,
which is neutral), gender can be assigned. Despite the availability of surface clues
and gender information in the lexicon, gender mismatch has been reported to
account for over a third of all pronoun resolution errors [6].

Ge et al were the first to learn the gender of noun phrases from unlabelled text
[2]. They applied simple, gender-unaware pronoun resolution algorithms (such
as selecting the noun phrase at Hobbs distance one), and collected pronoun-
antecedent pairs. Nouns were assigned the gender of whichever pronoun they
most often pair with. Gender was correctly attributed in about 70% of the cases,
using a group of proper names occurring with designators as the test set.

The majority of anaphora resolution approaches involve some form of man-
ual involvement [9]. Ge et al use a manually-parsed corpus [2], while Lappin and
Leass manually correct parser output [7]. We parse the text and perform noun-
phrase identification fully automatically. Lappin and Leass have a module for au-
tomatic identification of pleonastic pronouns [7], such as the non-anaphoric “it”
in “it is raining,” while Kennedy and Boguraev manually identify and exclude
these pronouns, as well as those that refer to verb phrases or propositions [6].
We also manually identify and exclude pleonastic pronouns, and those that do
not refer to preceding noun phrases, including cataphoric pronouns (pronouns
occurring before their antecedents). Of the 2779 total pronouns labelled, 144 are
pleonastic, 59 do not refer to an explicit noun phrase, and 16 are cataphora.
Results stated below do not include these excluded cases.

3 Pattern Matching for Noun-Pronoun Gender Pairs

Principle A of Government and Binding Theory states that a reflexive pronoun
must be bound by an antecedent in its governing category [3]. For example, after
seeing “John explained himself,” we know that John binds himself, and hence is
masculine. To determine the probability that a given word is masculine, feminine,
neutral or plural, we might examine a large amount of text and count the number
of times it binds with masculine, feminine, neutral or plural reflexives.

3.1 Parsed Corpus Frequencies

We need not restrict ourselves to the reflexive indicators. We can find other
lexico-syntactic patterns in text that typically represent a bound noun and pro-
noun. On average, “John explained his...” would be more common than “John
explained her,” “John explained its” or “John explained their.” In fact, if we let
any verb occupy the place of “explained,” then we have a generic pattern with
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which we can count the number of noun-pronoun occurrences for any noun in
text. We collect gender information in corpora via five separate lexico-syntactic
noun-pronoun patterns depicted below. In the following representation of depen-
dency trees, the solid arrows indicate dependency relationships, while the broken
arrows connect the noun-pronoun pair extracted by our system:

1. Reflexives (himself, herself, itself, themselves):

N V ref E.g. John explained himself...

2. Possessives (his, her, its, their):

N V pos N E.g. John bought his car...

3. Nominatives in finite sub-clauses (he, she, it, they):

N V nom V E.g. John thought he should...

4. Predicates: pronouns are subjects and nouns are in the predicate position:

pronoun BE N E.g. He is a father.

5. Designators: The noun is accompanied by a gendered designator:

des N E.g. Mr. Johnson.

Some noise will be present in these pairs – parser errors, ungrammatical text
and false bindings will pollute the results substantially. Thus a large amount of
text is required for the correct gender probabilities to prevail.

3.2 Web Frequencies

No matter how large a corpus one has mined, there is always a strong probability
one will encounter new words when looking at test data. A growing number of
researchers address this problem by using the world wide web as a vast source of
example data [5]. We use web page counts of various noun-pronoun patterns to
get wide coverage for our gender learning strategy. The Google API and wildcard
operator, “*”, equal to a single word, are employed. Gender determination is
based on the same ideas as were used in the corpus pair searching. Now, we
count the number of pages returned for the following query patterns:
1. Reflexives: himself, herself, itself, and themselves in “noun * reflexive”
2. Possessives: his, her, its, and their in ”noun * possessive”
3. Nominatives: he, she, it, and they in “noun * nominative”
4. Predicates: he, she, it, and they in “nominative is/are [a] noun”
5. Designators: Mr. and Mrs. in “designator noun”

A substantial amount of noise also afflicts the web approach. The Google
queries do not restrict the wildcard to be a verb, nor the entire query string to
be in the same sentence. Also, because our pairings tend to identify nouns in
subject positions, we obtain limited data for nouns preferring object positions.
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3.3 Modelling Gender Information

For each word, we seek to determine the probability that this word is masculine,
feminine, neutral or plural, using the counts from each of the five parsed corpus
templates and five web-mining templates. In this sense, the proportion of times
a word is a given gender is a parameter we seek to learn from our frequency data.
For a given word and gender, each of the ten templates can yield a probability
value. The maximum likelihood formulation is to say that the probability the
gender of a word is, for example, masculine, is equal to the number of times that
word occurs with masculine pronouns in a given template, divided by the number
of times it occurs with pronouns of all genders in that template. For example, we
captured the parsed corpus pairs doctor-himself 224 times, doctor-herself 126
times, doctor-itself 0 times, and doctor-themselves 14 times. Thus our parsed-
corpus reflexives indicate there is a 62% chance of doctor being masculine.

There are two issues with the above approach. First small counts will result
in large probability swings. Second, we need a measure of how certain we should
be in the resulting probabilities – e.g., a 60% chance of being masculine should
be taken more seriously when we have five hundred pairs than when we have
five. We address these issues by adopting a Bayesian approach. In Bayesian pa-
rameter learning, an hypothesis prior distribution is assumed for the parameter,
and this distribution is updated as new information is available [11]. We initially
assume any value for the gender probability is equally likely. Hence we begin
with a uniform prior distribution for the parameter. Subsequently, we treat this
prior distribution as the first prior in a family of Beta distributions. A Beta dis-
tribution models binomial proportions in Bayesian analysis. For a given gender,
we treat the pair counts as binomial in that all pairs of that gender are treated
as one event, while any pair not of that gender is considered a separate event.
The Beta distribution depends on two hyperparameters, α and β, where α − 1
and β − 1 are the number of times each type of event is observed.

An example will illustrate the procedure. Suppose we’re determining whether
the word “gretzky” can be replaced with a masculine pronoun. We build the Beta
distribution for each of the ten gender sources. In our parsed corpus-possessive
pairs, for example, we’ve seen the pair gretzky-his 4650 times, the pair gretzky-
her 0 times, the pair gretzky-its 54 times and the pair gretzky-their 40 times. The
Beta distribution that models masculine probability treats 4650 as the number
of times masculine has been observed, and 0 + 54 + 40 = 94 as the number of
times non-masculine was seen. The Beta distribution is thus Beta[4651,95]. The
mean, μ, of the Beta distribution is given as:

μ =
α

α + β
(1)

Here, the mean represents the probability that the word “gretzky,” is masculine;
it equals 98.0%. The variance of a Beta distribution is:

σ2 =
αβ

(α + β)2(α + β + 1)
(2)
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The variance quantifies how much the probability mass is converging around a
single value in the parameter’s distribution. Our “gretzky” example has negligi-
ble variance, approximately 4.1 ∗ 10−6. Gender sources with little or no example
counts have variance approaching 1/12 – the variance of a uniform distribution.2

The above approach gives the determination of the gender probability and
distribution variance for one gender of one of the ten templates. In practice, we
need to simultaneously combine each of these sources of information into a single
determination of gender (Section 5), or decide whether to exclude a candidate
antecedent based on gender mismatch (Section 6). For these tasks, we assign the
probability and variance values to dimensions in a gender feature vector, and use
Support Vector Machine (SVM) learning to determine the optimum use of these
values. Sections 5 and 6 describe the experiments and results.

4 The Data Sets

For the acquisition of the gender information, we collected noun-pronoun pat-
terns from a number of corpora, including the AQUAINT corpus and the Reuters
corpus. Together, the full set contains about 6 gigabytes of text. We extracted
over 4 million reflexive pairs, 32 million possessives, 28 million nominatives, 5
million predicates, and 17 million words with gendered designators.

For the training data and separate testing data used by both the gender clas-
sifier described in Section 5 and the full anaphora resolution system described
in Section 6, annotated data is required. We labelled third person pronoun-
antecedent pairs in 118 documents from the slate section of the American Na-
tional Corpus.3 There are 1398 labelled pronouns in 79 documents in the train-
ing set and 1381 labelled pronouns in 41 documents in the test set (including
non-anaphoric cases (Section 2)). Most of the slate documents are “gist” arti-
cles which provide factual background information for stories currently in the
news.

Having a set of labelled pronouns also gives us a set of gender-marked nouns:
the antecedents of each pronoun have the same gender, in that particular context,
as the pronoun which refers to it. Filtering out pronouns which refer to other
pronouns and the ignored cases mentioned above, and labelling each antecedent
with the gender of its pronoun, we are left with 903 gendered noun phrases from
the training section and 876 gendered noun phrases from the test section. These
are extracted from the text; they form the lists of noun/gender pairs used for
training and testing in Section 5. Roughly 24% of the nouns in the lists are
masculine, 7.6% feminine, 33.8% neutral and 34.6% plural.

2 Note that the information from the beta distributions is equivalent to using pure
count statistics as features (the maximum likelihood estimation), except with add-
one smoothing and the confidence measure from the variance. Neglecting smoothing
or the confidence measure results in small but consistent decreases in performance.

3 Instructions for obtaining the American National Corpus and our anaphora resolu-
tion labels are available at http://www.cs.ualberta.ca/˜bergsma/CorefTags/
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5 Testing Gender Classification

To test the accuracy of our gender statistics apart from their use in anaphora
resolution, we built separate SVM classifiers for masculine, feminine, neutral and
plural nouns using features derived from the parsed corpus and web-based data.
Each classifier inspects a noun and decides whether it matches the classifier’s
gender. We used the SVM implementation SVMlight with a linear kernel, without
normalization [4]. SVM is used because an efficient implementation is available,
it easily incorporates the continuous-valued gender features, and it has been
shown to provide good performance on various machine learning tasks [4]. For
each of the parsed corpus and web-based Beta distributions, we include the mean
(corresponding to the probability the word matches a given gender) and standard
deviation (the certainty in the probability) of the distribution as features for
the SVM. We trained the SVM on the pronoun-derived gendered nouns in the
training list and tested it on the gendered nouns in the test list.

Note that the genders of the words in the noun lists do not represent the most
likely genders or the “true” genders of the given nouns, but merely the genders of
the nouns in this particular context. Contradictory instances are present: lawyer
is masculine in one article, feminine in another. Nevertheless, the ability of our
system to predict the gender of these nouns is a good indication of how adept
our system would be in predicting gender for anaphora resolution.

Table 1. Gender Classification Performance Using All Features (%)

Precision Recall F-Score
masculine 88.2 95.2 91.6
feminine 98.2 70.9 82.4
neutral 93.0 93.7 93.3
plural 98.6 89.8 94.0
micro-avg. 93.9 90.6 92.2

The entire set of words was classified once with each classifier, and resulting
precision, recall and f-score were calculated (Table 1). Overall the classifiers per-
formed quite well, correctly deciding gender match in 96% of the instances, with
a micro-averaged f-score of 92%. Next we determined whether the web-mined or
corpus-based sources contributed more to the overall performance. We trained
and tested the classification using only the information from the corpus Beta dis-
tributions and then with only the web-based Beta distributions (Table 2). The
web-based approach, with a micro-averaged f-score of 90.4%, outperforms the
corpus-features, which score 85.4%. As expected, the corpus approach suffered
mostly in recall, as many words have few or no instances in the corpus-derived
gender pairs, leading to a number of false negatives. It also performs worse,
perhaps surprisingly, in precision. We see that the larger coverage of web-based
information extraction more than compensates for the greater noise in this task.
It is also interesting to note how values from the web and parsed corpus tem-
plates work together in the combined classifier (Table 1). There is no need to
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Table 2. Micro-averaged Performance for Various Classifiers (%)

Precision Recall F-Score
Parsed-Corpus Features 90.9 80.6 85.4
Web-Mined Features 92.4 88.6 90.4
Average Human Performance 88.8 88.8 88.8

choose between web-based or corpus-based information, but instead one may
combine the information from each to achieve superior performance.

To provide further perspective on our results, we asked three native English-
speaking graduate students to classify gender on the same list of words. Like our
classifier, the students made their decisions blindly without any context from the
articles; they were simply asked to assign whatever gender they thought was most
likely for each given noun from the noun list. To mitigate any systematic effects,
the lists were randomized for the tests. The students achieved micro-averaged
scores of 86.6, 88.5, and 91.3, respectively, with average results calculated and
tabulated (Table 2). It is interesting that no human performed as well as our
full-featured system. We must conclude that humans achieve their near-perfect
performance on general pronoun resolution through contextual clues and other
techniques, and not through explicit a priori noun gender knowledge.

All approaches had low recall with the female classifier. This is because many
nouns are most often masculine, and thus appearances of these tokens in a female
context is missed as female, providing a false positive to our masculine classifier
(reducing precision) and a false negative to our feminine one (reducing recall).

6 Pronoun Resolution with Enhanced Gender

Although knowing the gender of a given word may have interesting applications
on its own (e.g. for lexicon development), we are ultimately interested in whether
our gender information improves the performance of an anaphora resolution
system. We tested this by designing pronoun resolution classifiers of varying
complexity and assessing the gain in performance when using gender statistics.
The results are summarized in Table 3 and explained in the following subsections.

The general pronoun resolution approach is as follows: for each pronoun,
we search backward in the text from this pronoun to previous noun phrases,
rejecting ones judged not to match and stopping when we reach one judged to
be the true antecedent. The system has correctly identified the antecedent if it
eventually accepts a coreferent noun phrase. A correctly accepted noun phrase is
not necessarily the most recent antecedent; more than one antecedent is possible
in cases where multiple preceding noun phrases corefer with the pronoun.

Also, we search backwards for an antecedent only through the current and
previous sentence in the text. If, by the beginning of the previous sentence we
have not yet accepted an antecedent, we lower the threshold for classification
in the SVM (i.e., decrease the signed distance from the hyperplane separating
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Table 3. Pronoun Resolution Performance

Method: Set Antecedent to Most Recent NP... Correct Incorr. Rate(%)
Baseline 336 954 26.0
Without Gen. Mismatch 397 893 30.8
Without Gen. Mismatch, Accepted by SVM Gen. Classifier 766 524 59.4
Accepted by SVM Classifier (minus new gender features) 815 475 63.2
Accepted by Full SVM Classifier (with new gender features) 946 344 73.3

positive (coreferent) and negative (non-coreferent) feature vectors), and begin
our search again at the most recent noun phrase. We repeat the searching and
threshold-lowering until some noun phrase has been accepted as antecedent. This
modification is motivated by the observation that over 97% of anaphoric pro-
nouns in our training set had an antecedent in the current or previous sentence.

6.1 Baseline Anaphora Resolution

The simplest baseline strategy is to always choose the previous noun phrase.
This achieves an accuracy of 26.0% (Table 3). We added to this baseline system
in two ways. First, we adopted the standard gender approach using only explicit
surface clues, rejecting matches where the gender is known and it does not agree
with the pronoun. This improved performance to 30.8% (Table 3). Our acquired
gender information was then incorporated. Given the gender of a pronoun, we
use the corresponding classifier built for the gender classification task in Sec-
tion 5. We reject previous noun phrases that either mismatch in known gender
(standard approach) or the corresponding gender classifier gender, until a match
is obtained. This nearly doubles performance, to 59.4%, strikingly illustrating
the immediate benefit of our new gender information.

6.2 Robust Anaphora Resolution

To further improve performance, we developed a machine-learned anaphora res-
olution system based on a number of syntactic and semantic features, including
features based on the Beta distributions of our gender sources (Table 4). Features
are collected after tokenizing, parsing, and linking nouns in the text. Linking
nouns with matching strings enables us to count noun occurrences and send any
gender information learned in one instance of the word to all other occurrences
of that word in the chain. To create the training set, we adopt the procedure
of Soon et al ([12]). Each pronoun and its closest preceding antecedent in our
labelled set of training documents form a pairwise positive instance in the set
of training vectors. All intervening noun phrases (between the antecedent and
the pronoun) form pairwise negative instances with the pronoun. This forms a
training set with 1251 positive examples and 2909 negative examples. We train
the SVM on this training set, and apply it backward incrementally from each
pronoun in the test set until a pronoun-antecedent match is accepted.
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Table 4. Features for Pronoun Resolution

Type Feature Description
Pronoun Masculine 1: pronoun masculine; else 0
Features Feminine 1: pronoun feminine; else 0

Neutral 1: pronoun neutral; else 0
Plural 1: pronoun plural; else 0

Antecedent Antecedent Frequency Number of Occurrences / 10.0
Features Subject 1: subject of clause; else 0

Object 1: object of clause; else 0
Predicate 1: predicate of clause; else 0

Pronominal 1: pronoun; else 0
Prepositional 1: prepositional complement; else 0

Head-Word Emphasis 1: parent not noun; else 0
Conjunction 1: not part of conjunction; else 0

Prenominal modifier 1: noun is a prenominal modifier; else 0
Org 1: an organization; else 0

Person 1: a person; else 0
Time 1: has time units; else 0
Date 1: a date; else 0

Money 1: a monetary denomination; else 0
Price 1: a price; else 0

Amount 1: ante has measurement units; else 0
Number 1: number; else 0
Definite 1: has definite article; else 0
His/Her 1: ante first word of his/her pattern; else 0
He/His 1: ante first word of he/his pattern; else 0

Gender Std. Gender Match 1: gender known and matches; else 0
Features Std. Gender Mismatch 0 if gender known and mismatches; else 1

Pronoun Mismatch 0 if both pronouns and mismatch; else 1
Web/Corpus Genders mean/std. dev. of Beta distributions (20X)

Pronoun- Binding Theory 1: satisfies Principles B,C; else 0
Antecedent Reflexive Subj. Match 1: ante subj. of reflexive pron’s GC; else 0
Features Same Sentence 1: ante/pron in same sentence; else 0

Intra-Sentence Diff. Within-sentence difference/50.0
In Previous Sentence 1: ante in previous sentence; else 0

Inter-Sentence Diff. Sentence distance/50.0
Prepositional Parallel 1: ante/pron objs. of same preposition; else 0

Relation-Match 1: ante/pron have same gramm. rel.; else 0
Parent Relation Match 1: parents have same gramm. rel.; else 0

Parent Cat. Match 1: parents have same gramm. category; else 0
Parent Word Match 1: parents same word; else 0
Quotation Situation 1: ante/pron both in/out of quotes; else 0

Singular Match 1: both singular; else 0
Plural Match 1: both plural; else 0

MI Value Mutual Information between ante and pron
MI Available 1: MI value available; else 0
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Using the full feature set, with all the gender information included, yields
a performance of 73.3% on the test data (Table 3), much higher than any of
the baseline approaches. We assessed the contribution of the new gender in-
formation to this performance by removing the modelled gender features (but
including the features for the standard gender approach) and observed a perfor-
mance of 63.2%. The 10% performance gain obtained by using the new sources
of gender information again indicates the clear and immediate benefit of our
work.

A pronoun resolution system performing at 73% on a set of challenging news
articles provides a good base for future work. Comparison to other systems in the
literature is difficult; different data sets are used and different kinds of manual
intervention are performed. Kennedy and Boguraev achieved 75% performance
on 306 anaphoric pronouns taken from a variety of texts, including news arti-
cles [6], while Mitkov et al reach 62% on 2263 anaphoric pronouns (excluding
pleonastic pronouns) [9].

7 Conclusion

We have proposed a new approach to anaphora resolution using improved gen-
der information. To the best of our knowledge, our system encompasses the
broadest and most accurate gender information yet obtained for anaphora res-
olution and is the first to obtain gender information from web mining. The
enhanced gender information is used in a classifier that outperforms humans
at gender guessing tasks, and results in significant performance improvements
when used as part of either simple or knowledge-rich anaphora resolution
systems.

The quality of the obtained gender information depends on many factors.
Parsing errors can lead to erroneous noun-pronoun pairings in the parsed corpus
templates. Also, the size and variety of the corpora affect the available gender in-
formation. For the web-mined pairs, the more data on the web, the more accurate
the resulting values. Thus with improved parsers, more data, and the continued
growth of the world wide web, there is potential for improved performance using
our method.

We will next focus on improving the anaphora resolution system itself. We
will investigate new features for pronoun classification, and new approaches to
employing the existing features. Modules to detect pleonastic pronouns and re-
solve cataphora are in development. Ultimately, we will incorporate anaphora
resolution into a Question Answering system currently under development.
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Abstract. Parallel corpora are playing a crucial role in multilingual
natural language processing. Unfortunately, the availability of such a
resource is the bottleneck in most applications of interest. Mining the
web for parallel corpora is a viable solution that comes at a price: it is not
always easy to identify parallel documents among the crawled material.
In this study we address the problem of automatically identifying the
pairs of texts that are translation of each other in a set of documents.
We show that it is possible to automatically build particularly efficient
content-based methods that make use of very little lexical knowledge.
We also evaluate our approach toward a front-end translation task and
demonstrate that our parallel text classifier yields better performances
than another approach based on a rich lexicon.

1 Introduction

Parallel corpora are currently playing a crucial role in multilingual natural lan-
guage processing applications. Aligned at the sentence level, a task that has
been shown to be fairly easy [1], a parallel corpus turns out to be already very
useful for bilingual concordancers [2] and is the cornerstone of most of the com-
mercial translation memory systems that have been and still are popular among
professional translators.

Aligned at the word level, a task for which we have practical and now well
understood techniques [3], a parallel corpus may be useful for many applica-
tions such as machine translation, word-sense disambiguation and cross-lingual
information retrieval.

Few reasonably large, well organized bitexts (bilingual corpora where transla-
tion relations are explicitly marked) are in common use within the NLP commu-
nity. The canonical example of such a resource is the so-called Hansard, that is,
the Canadian parliament debates in both French and English. More and more
bitexts of different quality and size are also available for various pairs of lan-
guages, among them the Chinese-English Hongkong Hansard, the proceedings of

B. Kégl and G. Lapalme (Eds.): AI 2005, LNAI 3501, pp. 354–365, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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the European Parliament in twenty languages1, as well as an English-Inuktitut
Hansard2 [4]. Other resources, such as the Bible, are translated in many differ-
ent languages (but not necessarily organized into bitexts), and have shown some
practical usefulness in recent machine translation tasks [5].

However, it is widely acknowledged that the availability of parallel corpora
is the bottleneck in many applications of interest. The known available parallel
corpora are of limited domain (viz legislative and newswire texts) and are mostly
available for few well-represented language pairs. Several approaches have been
proposed to overcome bitext sparseness, among them mining the web for parallel
data [6, 7, 8], making use of comparable corpora (texts that are related without
necessarily being translations) [9], as well as the challenging issue of using totally
unrelated corpora in two different languages [10].

The present study is intended to be applied as a post-processing stage after a
set of documents has been collected (for instance from the Internet). In section
2, we address the problem of automatically identifying parallel documents in
a (likely noisy) set of texts. Doing so, we explore different approaches to the
task that make use of few or no specific linguistic resources. In sections 3 and
4 we evaluate our approaches on two tasks: a controlled one on a part of the
europarl corpus, as well as a real task we faced when developing an English-
Spanish concordancer. We then show that some of the approaches we investigated
are very effective at identifying parallel texts and that their use for seeding a
translation engine is also fruitful.

2 Methodology

Acquiring a bitext from the web requires several steps that have been carefully
described in [6], the first of which consists in crawling Internet sites in order to
download more or less any document that could be converted into a plain text
file. We consider this step already done. We further assume that what comes out
from the web crawling process is two sets of documents (a source set S and a
target set T ). The identification of the language of a document might be carried
out automatically if not available.

For now on, we will assume that a text is simply an element of a set with
no specific external information attached to it such as its name or its url. This
precludes the use of name-based heuristics to pairing up the texts, such as the
ones described in [7]. Our motivation for this does not lie in an aesthetic way of
thinking, but corresponds to an attempt to evaluate as objectively as possible
different linguistically poor content-based metrics. In any case, name-based fil-
tering could be introduced as a preprocessing stage or could as well be considered
a feature of the classifier we describe in section 2.2.

This being said, the identification of pairs of parallel texts is accomplished
in two steps: the scoring of all the pairs of the Cartesian product S ×T and the

1 http://www.europarl.eu.int/home/default fr.htm
2 http://www.inuktitutcomputing.ca/NunavutHansards/
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labelling of each pair as a parallel or not, on the basis of those scores. We now
describe in section 2.1 the different content-based metrics we considered, and in
section 2.2 the decision process we devised.

2.1 Content-Based Metrics

We considered three types of metrics to measure the similarity of two documents.

Cosine Measure. The cosine measure (cosine) is a classical one in information
retrieval and quantifies the similarity of two vectors. It is expressed by:

cos(v1, v2) =
v1 · v2

||v1|| ||v2|| (1)

where v1 and v2 are the two vectors to be compared. It takes values between
zero and unity, where a greater value means a greater similarity. We followed
the approach of Nadeau and Foster [11] and represented a document by a vector
whose dimension expresses the number of different tokens in the corpus. One
vector is built for each of the following feature families:

– Numbers (number): any sequence of digits.
– Selected punctuations (punct): parenthesis, square brackets and double

quote.
– Named entity (name): any capitalized word that is not the first in a sentence.

It has to be noted that this set of tokens is fairly language independent and
would a priori apply well for many pairs of languages. A possible extension would
be to add a feature family that contains all words that are entries in a bilingual
lexicon.

Normalized Edit Distance. As mentioned by Nadeau and Foster [11], a bag
of words representation is a rough approximation of a document. In order to
improve on this hypothesis, they suggested to use the so-called edit-distance
(edit) [12]. Each document is now treated as a sequence of features and the
edit-distance between two sequences (that is, the minimal number of insertions,
deletions and substitutions required to transform the first sequence into the
second one) quantifies the similarity of the associated documents; the smaller
the edit-distance is, the greater is the similarity of the documents. In order to
work around the fact that the edit distance depends on the sequence length, we
normalize it by the length of the longest of the two sequences.

We compute the normalized edit-distance on the same feature families as
those used with the cosine measure. We show in Figure 1 an example of a feature
vector and a sequence of named entities on a quotation from the europarl
corpus.

Alignment Scores. Another natural candidate to evaluate the parallelness of
two documents is the output of a sentence aligner. A sentence aligner takes a pair
of parallel documents as inputs and tries to pair sentences that are translations
of each others. We used for that purpose the japa aligner which performs well
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In conclusion, while key infrastructure projects have been supported by
the European3 Regional5 Development2 Fund4 and the Cohesion1 Fund4, we
should remember that the European3 Social6 Fund4 has played a very impor-
tant role in helping the less well-off in our society.

Named entities feature vector (1, 1, 2, 3, 1, 1)

Named entities sequence “European”, “Regional”, “Development”,
“Fund”, “Cohesion”, “Fund”, “European”,
“Social”, “Fund”

Fig. 1. A feature vector and a sequence of named entities as used to compute the cosine
measure and the edit-distance. The named entities are italicized and indexed with their
position in the feature vector

and fast [1]. By default, japa produces a sequence of alignments whose patterns
belong to the set 0-1, 1-0, 1-1, 1-2, 2-1 and 2-2 (a 1-2 pattern indicates that one
source sentence is aligned with two target ones). Two documents that are parallel
should present many one-to-one (1-1 ) patterns, while documents that are not
should contain many insertion (0-1 ) or deletion (1-0 ) patterns. In addition, japa
produces an alignment cost (acost) which measures the overall quality of the
alignment.

Five scores are computed with the aligner output : the ratio of 0-1 and 1-0
alignments, the ratio of 1-1 alignments, the ratio of 1-2 and 2-1 alignments, the
ratio of 2-2 alignments and acost. We named the group of the four ratios m-n.

2.2 Decision Process

Once a set of scores is associated with a pair of documents, all we need to do
is decide whether or not they are translations of each other. We could set up
a threshold based approach, but instead we trained an AdaBoost [13] classifier.
The training process takes as input scored pairs of texts labelled as parallel or
not. It then builds a function that will take a scored pair as input and output
whether it is parallel or not.

AdaBoost is a learning algorithm that combines many weak classifiers3 into a
stronger one. It achieves this by training weak classifiers successively, each time
focusing on examples that have been hard to classify correctly by the previous
weak classifiers. In our experiments, we bounded the number of weak classifiers
to 75 and used neural networks [14] with one hidden layer of five units as weak
classifiers. Training and testing was done with the plearn software4.

Because the classifier is trained on all the pairs of the Cartesian product
S × T , the ratio of parallel pairs is very low. To circumvent this imbalance,
the examples are weighted to assign 50% of the probability mass to the parallel
pairs. The training algorithm is described in Figure 2.

3 The only constraint on a weak classifier is that it must be right more than of
the time.

4 More informations on plearn can be found at http://plearn.sourceforge.net

half
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Inputs : D = {(x1, y1), (x2, y2), . . . , (xn, yn)} the training set of scored and labelled
document pairs where xi ∈ Rd is a vector containing the d observed scores for the ith

document pair and yi ∈ {parallel, not-parallel} is the label of the ith pair.

1. Initialize the weight of each document pair for the training process such that non-
parallel and parallel pairs have the same total weight

P1(xi, yi) ← 0.5 · 1
|{(x, y) ∈ D : y = yi}|

2. For each round t ← 1 . . . T
(a) Train a small neural network ht : Rd → {parallel, not-parallel} that will take

as input a scored document pair and classify it as parallel or not. The small
neural network is trained on the data D and their weight Pt.

(b) Compute the weighted ratio of the document pairs misclassified by ht(·)

εt =
∑

{(xi,yi)∈D:yi �=ht(xi)}
Pt(xi, yi)

(c) If εt ≥ 0.5 then T ← t and goto 3
(d) Compute the weight of the vote of ht(·)

αt =
1
2

ln
(

1 − εt

εt

)

(e) Compute Pt+1, the weight of each document pairs for the next iteration, em-
phasizing on examples that have been misclassified by ht(·)

Pt+1(xi, yi) =
Pt(xi, yi)

Zt
×

{
e−αt if ht(xi) = yi

eαt if ht(xi) �= yi

where Zt is a normalisation factor chosen such that
∑

(xi,yi)∈D Pt+1(xi, yi) = 1
3. Return the strong classifier which performs a weighted vote on the small neu-

ral networks (h1(·), h2(·), . . . , hT (·))

H(x) = argmax
type

∑
{t∈[1,T ]:ht(x)=type}

αt

where x is a scored document pair and type ∈ {parallel, not-parallel}.

Fig. 2. The AdaBoost algorithm used to train the parallel pair classifier. In our exper-
iments, T was set to 75 and the ht(·) were neural nets with one hidden layer of five
units

3 Controlled Task

3.1 Corpus

europarl is a large corpus of bitexts drawn from the European Parliament be-
tween April 1996 and September 2003 [15]. It includes versions of the documents
in 11 languages, but we focus in this study on the English-Spanish bitext. Our
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test corpus contains 487 English documents (therefore 487 Spanish ones), thus
summing to 237,169 potential pairs of documents. Each document contains an
average of about 2,800 sentences.

3.2 Evaluation Protocol

The task was to identify the parallel documents in our corpus using the scores
we discussed earlier. Since we had to train a classifier, we applied five fold cross-
validation. The set of examples was partitioned into five subsets and five exper-
iments were run, each time testing with a different subset and training with the
remaining examples.

Since the europarl corpus is already aligned at the document level, it is
straightforward to determine precision and recall, as well as the f-measure (har-
monic mean of both). Precision (resp. recall) is the ratio of pairs of documents
correctly identified as parallel over the total number of pairs identified as such
(resp. over the total number of parallel documents in the corpus).

3.3 Reference System

In order to assess the performance of the different classifiers we trained, we
implemented a fair reference system which makes use of a bilingual lexicon (a
set of pair of words that are translations of each other). This variant is named
dictionary hereafter. We downloaded the Spanish-English dictionary of the
pythoñol project5, a project devoted to helping English speakers learn Spanish.
This dictionary contains more than 70 000 bilingual entries.

We represent a document by the set of its words that are less frequent than a
given threshold (the value was set to 2 in this study). We explore the Carte-
sian product S × T following a greedy strategy. For each source document
s = {si}i∈[1,N ], we sort the target ones t = {tj}j∈[1,M ] according to the number
of glosses found in the dictionary D between the words representing s and t
(equation 2) and pick the best-ranked target document. Note that in the even-
tuality of two source documents paired to the same target one, we simply remove
the two pairs from the bitext6.

1
N + M

×
∑

i∈[1,N ]

∑
j∈[1,M ]

δ((si, tj) ∈ D) (2)

3.4 Results

We trained classifiers on various combinations of the scores we described in
section 2.1. The performances of each classifier are reported in Table 1. The ref-
erence system did as well as our best configuration : a perfect score. The different
configurations all performed almost equally on recall, but can be distinguished

5 http://sourceforge.net/projects/pythonol/
6 This did not happen in the europarl experiment.
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on their precision figure. The better performance of the classifiers which use the
normalized edit-distance instead of the cosine measure leads us to believe that
feature ordering is important when searching for parallel documents in a corpus
like europarl (long documents carefully translated).

The configurations using the alignment ratios did not perform well. They
had an average f-measure 20% lower than the best metrics and were unstable
across the five fold cross-validation process. While the f-measures of the four
best configurations had a standard deviation lower than 3%, the configurations
using alignment types had a standard deviation ranging from 15% to 18%.

We also observe that the normalized edit-distance on numbers alone (third
line of Table 1) achieve a f-measure of 99%. This suggests that numbers are very
good indicators of parallelism for this kind of corpus. Indeed, parliamentary
proceedings contains many stable numbers like dates, law numbers and counts
of votes. So our approach could be use with languages where named entities are
not trivial to extract.

Last but not least, it is interesting to note that the best classifier we de-
vised performs perfectly on this task, as did the dictionary variant, but without
requiring any specific bilingual lexicon.

Table 1. Average precision, recall and f-measure (f1) figures as a function of the scores
the classifier has been trained on. Note that because these figures are averaged over
a five folds cross-validation, the f1 is not always coherent with the reported precision
and recall. Ratios are expressed as percentages for more readability

Configuration Performances
cosine edit number punct name acost m-n precision recall f1√ √ √ √

100 100 100√ √ √ √ √ √ √
99.8 99.8 99.8√ √
98.3 99.8 99.0√ √ √
96.6 99.8 98.1√
85.8 99.8 92.1√
65.6 99.4 77.1√ √
49.3 99.4 62.7√ √ √ √
24.6 99.2 38.7√ √
12.4 98.9 21.8

4 Real World Task

In response to frequent requests, we decided at RALI to extend tsrali.com[2],
our bilingual concordancers, to the Spanish-English language pair. At that time,
the RALI had an agreement with the Pan American Health Organization (paho)
to create a transbase (a bitext searchable online via tsrali.com) out of the texts
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on their web site7. A priori, mining a web site in order to extract parallel texts is
fairly easy, but in fact, it turned out to be a tricky task [16]. There was no clear
hierarchy to rely on for pairing up the documents and the naming conventions
were too inconsistent for identifying the language of each text: in short, a perfect
test for our system!

4.1 Corpus

SILC8 was run to discover the language of each file downloaded from the paho
website, leaving us with 2,523 files identified as English and 4,355 ones as Span-
ish. Each document contains an average of about 180 sentences. Casual inspec-
tion of this material reveals that many files were duplicates (or close duplicates)
and that some texts were bilingual. This is however the material we considered,
which means that our classifier had to select parallel pairs among over 10 million
candidates.

For testing purposes, we downloaded a bitext from the paho web site that was
written one year after we collected the corpus mentioned above. This document
was aligned at the sentence level by japa. Following a usual procedure, non 1-1
alignments were removed and the remaining pairs were manually checked for
parallelness. A total of 520 pairs of sentences was thus obtained.

4.2 Evaluation Protocol

We devised an evaluation protocol different from the one we discussed in section
3.2. We now want to measure the usefulness of our approach for a real task,
namely statistical machine translation (SMT). The reasons for this choice are
twofold. First, the identification of parallel documents only makes sense when
applied to a front-end (bilingual) application, and machine translation is the
bilingual application par excellence. Furthermore, the building of a statistical
translation engine is entirely automatic once a bitext is identified. The second
reason for evaluating a front-end task lies in the fact that we do not have a clear
gold standard bitext against which to evaluate our approach.

We applied the following protocol. We trained our classifiers on the europarl
corpus and used each of them to identify parallel document pairs in paho. Each
set of parallel document pairs was then filtered to remove pairs sharing a docu-
ment with another pair. This filtering step was introduced to remove uncertain
pairs. Each filtered set of document pairs was then used to train a Spanish to En-
glish translation engine with which we translated the 520 test sentences (see sec-
tion 4.1). The quality of the different configurations was evaluated by comparing
the automatically translated Spanish sentences with the one we downloaded by
applying automatic metrics that are commonly used within the machine trans-
lation community (see section 4.4).

In addition to the evaluation using a front end task, we manually checked the
precision (see section 3.2) of each configuration.

7 http://www.paho.org
8 Information on SILC can be found at http://rali.iro.umontreal.ca
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4.3 SMT

Our SMT engine follows the noisy channel paradigm introduced for machine
translation by Brown et al. [3]. It can be characterized abstractly as follows:

ê = argmax
e∈E

p(e|s) = argmax
e∈E

p(s|e)p(e) (3)

where ê is the (English) translation we seek for a (Spanish) sentence s, and where
p(s|e) and p(e) are the translation and language model respectively. The trans-
lation model tells us which words should be translation of each other, without
necessarily knowing their final position in the translation, while the language
model captures some knowledge on the fluency of a sequence of (English) words.

We followed the procedure described in [17] to train both models, and relied
on the pharaoh decoder [18] to perform the argmax operation.

4.4 Metrics

We used different metrics to evaluate the quality of the automatically produced
translations. Each metric has its own strengths, the discussion of which is not the
purpose of the present exposure. They all compare the candidate translations to
a gold standard (in our case a human translation).

The two first metrics are error rates (the lower the better). ser (for Sentence-
Error-Rate) is the percentage of sentences produced that are different from the
gold standard. wer (for Word-Error-Rate) is the normalized edit-distance be-
tween a produced translation and its reference (a rate of 0 would express a
perfect translation, a rate of 100, a maximally bad translation).

bleu and nist are precision metrics (the higher the better) that, roughly
speaking, count the number of sequences that a translation shares with its refer-
ence, giving more credit to longer sequences. We used the script mteval available
at the NIST web site9 to compute those scores. The bleu metric ranges between
0 and 1 (1 qualifying the reference itself), while the nist score is not normalized
and the reference itself would be rated 13.11.

4.5 Results

We compared the performance of our translation engine when trained on four
different bitexts. The dictionary one was obtained by the reference system
described in section 3.3, edit is the bitext identified by the best-ranked classifier
in the europarl task (line 1 of Table 1), and cosine is the classifier we trained
on the cosine score on the same features (line 8 of Table 1).

Contrary to our former experiment, cosine and edit performed similarly
well. This could be explained by the shorter length of the documents and by the
filtering step applied on the parallel pairs, which seems to eliminate untrusted
pairs. Inspection of their bitexts showed that they shared only 229 document
pairs, so we trained another translation engine on the union of those bitexts.

9 www.mteval.org
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Table 2. Evaluation of our parallel text identification procedure through a machine
translation task where N is the number of document pairs identified as parallel. See
the text for more

bitext N ser wer nist bleu precision
cosine ∪ edit 494 99.42 60.02 5.3125 0.2435 99.0
dictionary 529 99.42 61.67 5.1989 0.2304 89.2
edit 390 99.42 61.53 5.1342 0.2290 99.0
cosine 333 99.23 62.23 5.1629 0.2256 99.7

The scores of all the translation engines are reported in Table 2. We observe
that the performance of the engine trained on the bitexts identified by our co-
sine ∪ edit classifiers is better than the performance of the engine trained on the
dictionary bitext. This is a very satisfactory result since no manual interven-
tion was required, neither any special bilingual resource. Another encouraging
result is that the precision of all our classifiers is very high (99% or greater).

5 Related Work

This study was inspired by the work of Nadeau and Foster [11] who suggested
viewing a document as bags of features such as proper names, numbers, and the
like. They have shown that coupled with a fairly tolerant filter on the date of
issue of a news story, they could align with high accuracy the Canada Newswire
news feed10. They also mention that considering word order in a document would
be a better idea.

Our work, although independently developed, resembles that of Munteanu
and al. [9]. In their study, the authors showed that a translation engine could
benefit from parallel sentences automatically extracted from comparable cor-
pora. The approach they propose is analogous to the one we described here,
basically training a classifier (in their case via a maximum entropy approach)
to identify pairs of sentences (while we look for pairs of documents). To do so,
they relied on more extensive resources than what we considered here. For in-
stance, they assumed the availability of a bitext in order to train a translation
model that they used for aligning sentences at the word level. In fact, both ap-
proaches have their own merits and specificities of application. Our approach
would be more suited for corpora where we know a priori that many documents
are parallel.

6 Future Work and Conclusions

We have extended the approach of Nadeau and Foster [11] in three different ways.
First, we tested this idea on different corpora that might not be as friendly as

10 http://www.newswire.ca
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news are. As a matter of fact, news inherently contain a lot of named entities
and dates. Second, we experimented with whether maintaining the order of the
features in the text would be beneficial. We showed that doing so can surpass
or complement the bags of words representation. Third, we tested the impact
of such methods on a real task: machine translation. We demonstrated that an
approach using poor lexical metrics yields better results than a fair one relying
on a rich lexicon.

The approach we propose is highly flexible because it relies on an automatic
training procedure which allows us to easily integrate new features to describe
a document. In this study, we decided to rely on features such as numbers and
named entities; but we observed that the number of hits in a bilingual dictionary
may also be a good feature for pairing documents. This could be added to our
feature list.

In this study, we systematically considered the Cartesian product of the
source and target document sets. This does not come without a computational
load. We could also apply a risk-less pre-filtering stage following ad-hoc strate-
gies, such as the length-based criterion proposed by [6].

Finally, we would like to investigate the impact of computing the features on
only a part of the documents (for instance the first few sentences). This would
speed up the edit-distance computation and therefore the overall process.
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Abstract. In the context of Part-of-Speech (PoS)-tagging of specialized cor-
pora, we proposed an inductive approach focusing on the most ‘important’ PoS-
tags because mistaking them can lead to a total misunderstanding of the text. 
After a standard tagging of a biological corpus by Brill’s tagger, we noted per-
sistent errors that are very hard to deal with. As an application, we studied two 
cases of different nature: first, confusion between past participle, adjective and 
preterit for verbs that end with ‘ed’; second, confusion between plural nouns 
and verbs, 3rd person singular present. With a friendly user interface, the expert 
corrected the examples. Then, from these well-annotated examples, we induced 
rules using a propositional rule induction algorithm. Experimental validation 
showed improvement in tagging precision. The relevance of the terminology of 
the considered field, here molecular biology, is greatly improved when the 
number of these tagging errors decreases. 

1   Introduction 

Knowledge extraction starting from ‘raw’ specialized texts is not yet really standard. 
In order to improve on this problem, several related steps must be carried out [1]: text 
gathering, text normalization, PoS-tagging, terminology extraction, corefence resolu-
tion, and detection of user-defined concepts.  

In this paper, we focused on PoS-tagging. It associates to each word with a PoS-
tag, according to word morphology and context. A prerequisite for building (auto-
matically) a PoS-tagger is the availability of a (large) annotated corpus. Acquiring 
such a corpus is expensive and time consuming and it is often the bottleneck to build 
a tagger for a new application or domain. Another problem is that all the taggers, 
including human ones, make mistakes in the same difficult cases. These errors are due 
to the fact that words have different tags according to the context. The short-range 
contexts (i.e. bigrams and trigrams) are, in some cases, not differentiating enough to 
help inducing valid contextual rules. 

We propose a methodology to solve the difficult problems that persist after the ap-
plication of Brill’s tagger [2] and ETIQ [3]. We were quite motivated by observing 
many particular contexts in which the proportion of errors was high.  
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These difficult cases occur for words having several tags in the lexicon. They can 
be further classified in two different kinds. The first kind happens when one word can 
have different functions in the sentence. For instance, the word 'transformed' can 
function as a past participle, a preterit, or a premodifier (then functioning as an adjec-
tive). The second kind happens when two different words are made of the same se-
quence of letters, such as in the case of 'functions' as the noun plural above "functions 
in the sentence" and the verb in "it functions in the sentence etc." 

The procedure we follow is: We annotate the examples corresponding to these 
cases. We learn correction rules by using a propositional rule induction algorithm. 
The rules obtained are then inserted following the contextual rules of ETIQ and are 
applied in the same way. In this paper, we will show that a correct PoS-tagging im-
proves quality of the terminology. 

Section 2 recalls the state of the art on our topic, section 3 describes our tagging 
approach, and section 4 explains how we find the terms. Section 5 provides an ex-
perimental validation, and section 6 discusses our results. 

2   State of the Art 

2.1   Part-of-Speech Taggers 

Several data-driven learning approaches have been applied to PoS-tagging. Among 
them, Inductive Logic Programming [4,5,6], Memory-Based Learning [7,8], Trans-
formation-Based Learning [2], decision trees learning [9] and statistical approaches 
[10,11] can be cited. Other sophisticated techniques were used, based on the combina-
tion of several kinds of taggers [12,13]. These techniques are based on the fact that 
differently designed taggers produce different errors. Thus, the combined tagger 
shows a higher precision than each isolated ones [12,13]. Whatever the technology on 
which they are based, the current taggers obtain a very satisfactory level of precision. 
The published results are usually about 95% of correct tags, and even higher figures 
can be found. In these works, the test and training corpora are of similar nature, and 
that might explain these high performances. Obviously, some specific work has to be 
done in order to adapt these approaches to specialized, not-yet tagged corpora. 

We use Brill’s tagger [2] in order to obtain a first tagging. It is a rule-based super-
vised learning algorithm. The algorithm induces an ordered list of rules from an anno-
tated corpus. These rules are of two kinds, lexical and contextual distributed in two 
independent modules. 

2.2   Rule Induction Approaches  

A variety of approaches to learn rules have been investigated. There are two major 
paradigms for rule induction: creating rules from decisions trees and direct rule learn-
ing techniques. The first one begins in generating a decision tree, then transforms it 
into a rule set, and finally simplifies the rules. The resulting rule set is usually about 
as accurate as a pruned tree, but more easily understood by people [14]. The other 
uses the direct strategy, as for instance the algorithm RIPPER [15]. In short, this strat-
egy determines the most ‘powerful’ (several definitions of ‘power’ are possible) rule 
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that covers the dataset, separates out the examples covered by this rule, and repeats 
the procedure on the remaining examples. 

A propositional rule learning algorithm, named PART [16], combines the two major 
paradigms to induce rules. It adopts the direct strategy for building a rule, in removing 
the instances that it covers, and in continuing to recursively create rules for the re-
maining instances until the set of examples is empty. It differs from the standard ap-
proach in the way each rule is created. In order to generate each single rule, a partial 
decision tree is built for the current set of instances; the leaf with the largest coverage 
is made into a rule, and the tree is discarded. 

PART constructs rules that accurately classify the training data. As usual for classi-
fying rules, each rule is represented in the form of a conjunction of conditions: 

if T1 and T2 and ... Tn then class Cx 

“if T1 and T2 and ... Tn” is called the body of the rule. Cx is a target class 
to be learned. A condition Ti tests for a particular value of an attribute, and it takes the 
following form: Ai = v, where Ai is a nominal attribute and v is a legal value for Ai. 

3   Part-of-Speech Tagging 

3.1   Lexical and Contextual Tagging 

The solution we propose is to adapt a tagger trained on a "general" corpus, to a corpus 
of specialty [3]. We thus basically preserve Brill’s tagger as the base of our system. 
ETIQ, the tagger that we developed, displays for the expert the results of Brill's tag-
ging and allows him/her to add specialized rules in a simple way. To add the Nth rule, 
the expert needs to observe the current state of the corpus after the execution of the 
(N-1) preceding rules. The overall strategy we use is as follows: We start with Brill's 
lexical rules. Observing their effect, the expert adds specialized lexical rules. The 
expert then observes the effect of Brill's contextual rules and specialized contextual 
rules can finally be added. 

In the lexical module, the goal is finding specialized lexical rules to determine the 
most probable tags of the unknown words. To help the expert to detect the tagging er-
rors, the system ETIQ gives him the possibility of visualizing groups of words of similar 
morphological features, and their tags. Reacting to the detected errors, the expert inserts 
adequate lexical rules to correct these errors. A lexical rule is, for example: 

Assign the ‘adjective’ tag to the words having suffix 
‘al’. 

Once the expert estimates that the tagging carried out during lexical stage brings no 
more improvement, contextual rules may be used. All the words that can receive sev-
eral tags have to be treated by contextual rules: For instance, both the words ‘func-
tions’ and ‘complex’ have two possible tags, respectively (NNS: noun, common, plu-
ral and VBZ: verb present tense, 3rd person singular), and (JJ: adjective and NN: 
noun, common, singular). The contextual rules change word tags according to the 
word in its context (i.e., the word form, its tag, and neighboring words and their tags). 
Similarly to the lexical module, the expert can, in an interactive way, look for words, 
according to their forms, tags, and morphological criteria. This enables to visualize 
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the contexts and to detect the errors. The expert can thus correct these errors by insert-
ing specialized contextual rules.  

All modules of ETIQ propose several solutions to the expert in order to build ex-
pressive rules by logical operators to combine simple conditions or predefined regular 
expressions. The writing, the modification, and the checking of each rule are done in a 
simple way by using a user-friendly interface. 

3.2   Learning Rules to Correct Complex Tagging Errors 

Which Errors Are Hard to Deal with? 
By using ETIQ [3], we observed that PoS-tagging with standard Brill’s tagger gener-
ates many tag confusions in some particular contexts. We observed that some tags can 
be easily confused (for instance, NNS-VBZ) or that some words bring confusion. (for 
instance, complex). The most frequent and most serious confusions occur in the fol-
lowing cases as shown in Table 1. 

Table 1. Examples of words having various tags according to the context. The most frequent 
and serious confusions are: (1) JJ (adjective) and NN (noun, singular); (2) VBN (verb, past 
participle), JJ and VBD (verb, past tense); (3) VBZ (verb, 3rd person sing. present) and NNS 
(noun plural); (4) VBP (verb, non-3rd person sing. present) and NN. Note that in the example 
of 5th line, ‘transformed’ is a VBD because ‘constructs’ is a NNS  

Tags The left part of the sentence Ambiguous 
words 

The right part of the sentence 

NN … that is necessary and sufficient for associa-
tion with the carboxyl terminus of Rap1p but 
not required for Sir 

Complex formation or histone binding. 

JJ Production of HC-toxin is under the control of a Complex formation or histone binding 
JJ … genes that are important for regulating 

normal and 
Trans-
formed 

breast epithelial cell pheno-
types 

VBN … DNA fragments fused to the N-terminal half 
of ubiquitin was constructed and 

Trans-
formed 

into yeast strains… 

VBD PETARS constructs Trans-
formed 

yeast at high frequencies and 
were maintained as 
minichromosomes consis-
tent.  

NNS …enzymes may form direct protein-protein Contacts and we propose that… 

VBZ Mutational analysis reveals that HBx Contacts p127 via a region… 

Methodology 
Using a user-friendly interface ETIQ [2,17] (Figure 1), the expert can easily identify 
confusions (detailed in Table 1) produced by Brill’s tagger at the contextual level. 
Once all mistakes are identified, we observe that it is sometimes very difficult to write 
down correction rules because the expert is unable to take into account all the possible 
exceptions. We thus adopted the following strategy: We annotate examples containing 
the ambiguous words (figure 1). The tagging process is made easier by sorting the 
examples according to the ambiguous target word and the words in its context. In that 
way, similar examples will be placed near to each other. 
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The expert will assign to the target word of each example (or group of examples) 
the corresponding PoS-tag. These annotated examples allow learning automatically 
correction rules. To determine the correct tag of the word concerned, the induced 
rules are based on the characteristics of this one, and the characteristics of the nearby 
words. In order to study the impact on performance of the representation of example, 
we varied the size of the context as well as the features used to learn the rules. The 
obtained rules correct the tag of the word according to its context. The rule learning is 
based on 'rather correct' contexts (i.e., contexts containing as few as possible false 
tags). Indeed, it is practically impossible to learn efficient rules starting from a noisy 
context. The preliminary steps of ETIQ (lexical and contextual stages) make it possi-
ble to obtain contexts with a minimum error rate, and that will enable us to learn valid 
rules. The rule learning system we use is PART [16]. The obtained rules are then con-
verted in the ETIQ format and are inserted at the end of the contextual rule list. 

 

 

Fig. 1. A view of the software ETIQ: Example annotation task. Among the seven presented 
examples where the target word is damaged, the expert noted three similar examples all put in 
class JJ by clicking on the corresponding switch 

4   Extraction of Terms  

Following PoS-tagging, we are able to extract doublets or triplets of successive 
words, called collocations [18], showing specific PoS-tag series: Noun-Preposition-
Noun, Noun-Noun, Adjective-Noun. The relevant collocations, i.e. collocations which 
are instances of a concept, are called “terms”.   
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We use EXIT software that EXtracts Iteratively complex Terms [19]. The EXIT sys-
tem uses an iterative approach to extract complex terms (for example, “DNA binding 
protein domain”) with binary or ternary terms (for example, “DNA binding”).  

The EXIT system is also based on statistical measures to order extracted colloca-
tions. Many statistical criteria exist to order collocations [20,21,22,23,24]. In this 
paper, we use a statistical measure called OccL which has the best behavior on differ-
ent specialized corpora studied in [23]. OccL orders collocations according to their 
occurrence number (Occ) and collocations having the same number of occurrences 
are sorted by loglikelihood (L) [25].   

Our approach to improve tagging and the consequences on quality of the terminol-
ogy extracted by using this statistical measure was the subject of an application pre-
sented in the following section. 

5   Experimental Validation  

5.1   Part-of-Speech Tagging  

To produce the rules of ETIQ, the expert used an English corpus, composed of 6000 
MEDLINE abstracts in the field of Molecular Biology [3]. 

In order to validate our approach, we used a sub-corpus made of 600 abstracts. 
This sub-corpus was tagged with the lexical and contextual rules of Brill’s tagger, 
following by the lexical and contextual rules of ETIQ. We then gave to an expert 4133 
examples where the target word is tagged VBN (each example is constituted of a 
twenty words sentence extract, where the ambiguous target word is central). The 
expert annotated these examples. In a similar way, we gave to the expert another set 
of 3298 examples where the target word is NNS. The total number of NNS was 7708 
of which 4410 were words with single tag. Then, from the annotated examples, we 
induced rules by using the propositional rule learner PART. 

In order to obtain the best precision, we used the following representations. Let the 
precision be defined like the ratio of the correct examples on the whole set of examples. 

VBN case: The target word is taken in a window of 10 words (5 words on the left 
and 5 words on the right) and each word is represented by: (i) Its PoS-tag, (ii) The 
group to which its tag (Verb, Noun or other) belongs and, (iii) Is the word an auxiliary 
verb or not. 

NNS case: The target word is taken in a window of 4 words (2 words on the left 
and 2 words on the right) and each word is represented by: (i) Its PoS-tag, (ii) The 
group to which its tag (Verb, Noun or other) belongs, (iii) Is the word an auxiliary 
verb or not, (iv) the most frequent suffixes and prefixes of words. 

According to the context, the annotator classified the target words in VBN, JJ or 
VBD (see figure 1) categories for the first set of examples and NNS or VBZ for the 
second set. For these examples, we calculated the precision of Brill’s tagger, system 
ETIQ and system ETIQ plus induced rules. The precision of the induced rules was 
calculated by the method of ten-fold cross validation. The results obtained are pre-
sented in table 2. 
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We present below some examples of induced rules:  

If the current word is tagged VBN and the precedent word is 
tagged IN (Preposition or subordinating conjunction) and the 
next word is tagged FRM (biological formula) then change the 
current word tag to adjective. 

If the current word is tagged VBN and the precedent (-4) word 
tag does not belong to any of the groups Noun and Verb, and 
the precedent word is tagged FRM then change the current word 
tag to VBD.  

If the current word is tagged NNS and the precedent word tag 
does not belong to any of the groups Noun and Verb, and the 
next word is tagged NN then change the current word tag to 
VBZ. 

Table 2. Precisions obtained on two sets of PoS confusion examples. (a) Brill’s tagger provides 
a starting first tagging. (b) The expert writes rules using our ETIQ system in order to improve 
the first tagging. (c) ETIQ induces rules that are applied last 

% of precision Confu-
sion 

(a) Brill (b) Brill + expert’s 
rules  (ETIQ) 

(c) Brill + ETIQ  (expert’s rules 
+ induced rules) 

VBN  VBN, VBD, JJ 54 %        76 %               94 % 
NNS  NNS, VBZ 92 %        96 %               97 % 

We also applied the obtained rules to another corpus composed of 123 MEDLINE 
abstracts of the same domain (biology), but of another specialty (ecology of Photor-
habdus luminescens). In the VBN case, the precision on examples before application 
of rules was 75 %. After application of ETIQ rules (expert’s rules and induced rules) 
the obtained precision was 91 %. We did not apply the induced rules for case of NNS-
VBZ, considering the number of errors was unimportant on this corpus. We noted that 
the induced rules are also valid on corpora of the same genre. 

5.2   Influence of PoS-Tagging on the Terminology  

This section presents the consequences of using ETIQ and ETIQ plus induced rules on 
the quality of extracted collocations. The experiments consist in extracting colloca-
tions Adjective-Noun, Noun-Noun, Noun-Preposition-Noun starting from two tagged 
corpora. The first corpus is a corpus in Molecular Biology domain tagged by Brill’s 
tagger. The second corpus used is the same corpus that was tagged by ETIQ with ap-
plication of the rules presented in this paper. From one corpus to another, we note two 
types of errors: relevant collocations can be omitted and incorrect collocations can be 
extracted (see Table 3).  

In our experiments, we were interested in the Noun-Noun relation that provides the 
more important number of collocations. As [26], we applied a pruning of value 3 
consisting in taking only into account collocations having a number of occurrences 
more important or equal than three. This task makes it possible to preserve the collo-
cations most representative of the field. Noun-Noun collocations extracted from each 
corpus are ordered by using OccL measure (see section 4). 
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Table 3. Tagging influence on the terminology:  examples of collocations differently tagged by 
the systems and influences on their extraction 

Brill’s tagger Brill + ETIQ (expert’s rules + induced rules) 
Relevant collocations 

with incorrect tags then omission  
Relevant collocations 

with correct tags then extraction 
DNA-binding/VBG ability/NN 

chain/NN complex/JJ 
membrane/NN spans/VBZ 

DNA-binding/JJ ability/NN 
chain/NN complex/NN 

membrane/NN spans/NNS 
Irrelevant collocations 

with incorrect tags then extraction 
Irrelevant collocations 

with correct tags then omission 
complex/JJ functions/NNS 

Tup1p/NN blocks/NNS 
complex/NN functions/VBZ 

Tup1p/NN blocks/VBZ 

The quality of the collocations extracted from the two corpora is evaluated accord-
ing to precision. The definition of this measure is indicated below: 

Precision = NRC / NC . (1) 

NRC is the number of relevant collocations extracted, and NC is the number of col-
locations extracted. Since we do not know what the total number of pertinent colloca-
tions is, recall is not computable. 

As specified in [27], according to the use of terms (indexing, ontology, etc.), their 
relevance can differ. In our case, we judge that a collocation is relevant if it represents 
a linguistic instance of a concept. We calculated the precision with the 400 first Noun-
Noun collocations extracted with the two studied corpora (corpus tagged with Brill’s 
tagger and corpus tagged with Brill + ETIQ and application of induced rules). Our 
results show that using ETIQ and the induced rules improves precision (see Table 4). 
These results confirm the interest of using ETIQ and the induced rules to improve the 
quality of the extracted terminology. 

Table 4. Precision with the 400 first Noun-Noun collocations extracted from the two corpora 
(tagged with Brill and Brill + ETIQ and induced rules) and ordering with OccL measure 

Number of 
collocations 

Brill’s 
tagger 

Brill 
+ ETIQ 

Number of 
collocations 

Brill’s 
tagger 

Brill 
 

50 94.0 % 96.0 % 250 88.4 % 89.6 % 
100 93.0 % 95.0 % 300 87.3 % 88.3 % 
150 91.3 % 93.3 % 350 86.6 % 87.4 % 
200 88.5 % 90.5 % 400 86.5 % 86.0 % 

6   General Discussion 

The application of this methodology makes it possible to focus on the difficult and 
important PoS-tagging problems. The application of the rules is effective only after 
reduction of context errors by using the preceding stages of ETIQ. Indeed, in the lexi-
cal module, tagging of the unknown words was treated and in the contextual module 
the total precision was improved. The learned rules were applied after the set of lexi-
cal and contextual rules of ETIQ.  

+ ETIQ
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The obtained rules are expressive and easily understandable by the expert. The ex-
pert can thus refine them, improve them and adapt them. During the learning of rules, 
it is possible to vary the size of the context and the representation of the examples of a 
class of ambiguity to the other. This will make it possible to treat each ambiguity in 
an optimal way. In the cases of NNS-VBZ, the context necessary to the training is 
smaller than in the case of VBN-VBD-JJ. Obviously, confusions of different nature 
require a specific representation for each case. 

For the confusion NNS-VBZ, the precision obtained by Brill’s system (92%) is al-
ready correct owing to the fact that Brill’s algorithm uses a reduced context and thus 
treats relatively well this ambiguity. However, in the case of ambiguity VBN-VBD-JJ 
requiring by nature a broader context to be taking into account, we note the very low 
precision obtained by Brill’s algorithm. The good results obtained by ETIQ with in-
duced rules compared to ETIQ with only expert’s rules are explained by the fact that it 
is very difficult for an expert to create rules by taking into account of a broad context, 
which is possible by automatic induction. We also note that the rules learned on the 
examples picked up from the molecular biology corpus are also valid on a different 
corpus from the same genre. 

We define generalized tags as ‘VERB’ (for any kind of verbal form) or ‘NOUN’ 
(for any kind of noun form), in order to decrease the total number of rules, and im-
prove their understandability. Besides, some functional linguistic roles are particularly 
pertinent to decide of the proper tag they are a context of. For instance, knowing the 
nature of ‘that’ (subordinative, relative, or determinant) provides invaluable informa-
tion on the nature (verb or noun) of the words that are just before and just after it. 
Inversely, some very important functional features, such as the distinction between an 
active and a passive form, rely on the determination of the auxiliaries, which in turn 
relies on knowing whether an -ed form is a preterit, a participle or an ‘adjective’. 

The reduction of errors in PoS-tagging will have a direct effect on the quality of 
the terminology that will be extracted directly after PoS-tagging. The important terms 
for descriptive biology are nominal (i.e., collocations of nouns and adjectives and 
nouns). For example, if a noun is taken for a verb, the term that contains this noun 
will be omitted, and conversely, if a verb is taken for a noun, a term containing this 
verb will be extracted in an automatic way and will not be relevant. Due to the recur-
sive nature of the tagging, since each word is the context of the other words, even 
seemingly non pertinent mistakes might have long range effects. For instance, we 
look for terms made of a noun-noun relationship as well as terms built from an adjec-
tive-noun one; it could then be believed that confusing a noun and an adjective is of 
little importance. This is not true because many rules use the fact that a determinant 
must be followed by a noun. If a noun is tagged as adjective, then the verb following 
the noun will be confused with a noun if the lexicon allows it. 

7   Conclusion 

Within the framework of a complete methodology for the PoS-tagging of specialized 
corpora, we supplemented our approach, developed in a previous work [3], by a 
method that deals with some of the difficult and specific problems of PoS-tagging. 
After finding of particularly ambiguous contexts, target ambiguous words were anno-
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tated in their contexts (examples). From these examples, we induced corrective tag-
ging rules by using the algorithm PART. We applied our methodology to the classes of 
ambiguity VBN-JJ-VBD, and NNS-VBZ. A significant improvement in tagging pre-
cision was obtained. We also shown that improving the tagging improves in turn the 
relevance of the terminology we build from texts in molecular biology. 

We will use our PoS-tagging approach to treat other classes of ambiguity such as 
VB (verb, base form)-NN (noun, singular). We will also test other methods of ma-
chine learning such as ILP by using LRI-developed PROPAL [28]. We also noted that 
rules learned by various algorithms such as PART and RIPPER could be complemen-
tary. The optimal combination of the rules obtained by various algorithms could im-
prove the performances of tagging.  

We are presently improving our system by including active learning techniques, in 
order to reduce the number of examples the expert has to consider. 

References 

1. Amrani, A., Azé, J., Heitz, T., Kodratoff, Y., Roche, M.: From the texts to the concepts 
they contain: a chain of linguistic treatments. In proceedings of TREC'04 (Text REtrieval 
Conference), National Institute of Standards and Technology, Gaithersburg Maryland 
USA, (2004) 712–722 

2. Brill, E.: Some Advances in Transformation-Based Part of Speech Tagging, AAAI, (1994) 
Vol. 1, 722–727 

3. Amrani, A., Kodratoff, Y., Matte-Tailliez, O.: A Semi-automatic System for Tagging Spe-
cialized Corpora, H. DAI, R. SRIKANT, C. ZHANG (eds.), Advances in Knowledge Dis-
covery and Data Mining, PAKDD, May, Sydney, LNAI, (2004) Vol. 3056, 670–681 

4. Cussens, J.: Part-of-speech tagging using Progol, S. Dzeroski et N. Lavrac, Eds., Proceed-
ings of the 7th International Workshop on ILP, Vol.1297(1997)93–108 

5. Eineborg, M., Lindberg, N.: ILP in Part-of-Speech Tagging - An Overview. J. Cussens et 
S. Dzeroski, Eds., Learning Language in Logic, LNAI, Vol. 1925 (2000) 

6. Lindberg, N., Eineborg, M.: Learning Constraint Grammar-style Disambiguation Rules us-
ing Inductive Logic Programming. Proceedings of the 36th Annual Meeting of the Asso-
ciation for Computational Linguistics and 17th International Conference on Computational 
Linguistics (1998) 775–779 

7. Daelemans, W., Zavrel, J., Berck, P., Gillis, S.: MBT: A Memory-Based Part of Speech 
Tagger-Generator, E. Ejerhed and I. Dagan Eds., Proceedings of the 4th Workshop on 
Very Large Corpora, Copenhagen (1996) 14–27 

8. Zavrel, J., Daelemans, W.: Recent Advances in Memory-Based Part-of-Speech Tagging, 
Actas del VI Simposio Internacional de Comunicacion Social, Santiago de Cuba, (1999) 
590–597 

9. Marquez, L., Rodriguez, H.: Part-of-Speech Tagging Using Decision Trees, Proceedings 
of ECML (1998) 25–36 

10. Brants, T.: TnT - A Statistical Part- of-Speech Tagger, Proceedings of the 6th Conference 
on Applied Natural Language Processing, Seattle (2000). 

11. Cutting, D., Kupiec, J., Pedersen, J., Sibun, P.: A practicial part-of-speech tagger, Proceed-
ings of the 3rd Conference on Applied Natural Language Processing (1992) 

12. Brill, E., Wu, J.: Classifier Combination for Improved Lexical Disambiguation. Proceed-
ings of the 36th Annual Meeting of the Association for Computational Linguistics and 
17th International Conference on Computational Linguistics (1998) 



376 A. Amrani et al. 

 

13. Halteren, V., Zavrel, J., Daelemans, W.: Improving Accuracy in Word Class Tagging 
through the Combination of Machine Learning Systems, Computational linguistics Vol. 27 
(2001) 199–229 

14. Quinlan, J.R: C4.5: Programs for Machine Learning, Morgan Kaufmann San Mateo, 1993. 
15. Cohen, W.: Fast Effective Rule Induction, Proceedings of the 12th ICML (1995). 
16. Frank, E., Witten, I.H.: Generating Accurate Rule Sets Without Global Optimization, 

Shavlik, J. Eds., Proceedings of the 15th International Conference on Machine Learning, 
Madison, Wisconsin (1998) 144–151 

17. Amrani, A., Azé, J., Kodratoff, Y.: ETIQ: Logiciel d'aide à l'étiquetage morpho-syntaxique 
de textes de spécialité. Dans la revue RNTI, numéro spécial EGC'2005 (session 
démonstrations) Vol. E3 (2005) 673-678. 

18. Halliday, M.A.K.: System and Function in Language, Oxford University Press., London, 
(1976) 

19. Roche, M., Heitz, T., Matte-Tailliez, O., Kodratoff, Y. : EXIT: Un système itératif pour 
l’extraction de la terminologie du domaine à partir de corpus spécialisés, International 
Conference on Statistical Analysis of Textual Data (JADT’04) (2004) 946–956 

20. Church, K.W., Hanks, P.: Word association norms, mutual information, and lexicography, 
Computational Linguistics Vol. 16 (1990) 22–29 

21. Daille, B., Gaussier, E., Langé, J.: An evaluation of statistical scores for word association, 
The Tbilisi Symposium on Logic, Language and Computation, CSLI Publications (1998) 
177–188 

22. Nerima, L., Seretan, V., Wehrli, E.: Creating a multilingual collocations dictionary from 
large text corpora, Proceedings of Conference of the European Chapter of the Association 
for Computational Linguistics (EACL) (2003) 131–134 

23. Roche, M. : Intégration de la construction de la terminologie de domaines spécialisés dans 
un processus global de fouille de textes. Thèse de Doctorat en Informatique (PhD thesis), 
Université Paris-Sud, France (2004) 

24. Xu, F., Kurz, D., Piskorski, J., Schmeier, S.: A Domain Adaptive Approach to Automatic 
Acquisition of Domain Relevant Terms and their Relations with Bootstrapping, Proceed-
ings of the 3rd International Conference on Language Resources and Evaluation  (2002) 

25. Dunning, T.,E.: Accurate Methods for the Statistics of Surprise and Coincidence, Compu-
tational Linguistics Vol. 19(1) (1993) 61–74 

26. Thanopoulos, A., Fakotakis, N., Kokkianakis, G.: Comparative Evaluation of Collocation 
Extraction Metrics, Proceedings of 3rd International Conference on Language Resources 
and Evaluation (LREC'02), Vol. 2 (2002) 620–625 

27. Aussenac-Gilles, N., Bourigault, D.: The Th(IC)2 Initiative: Corpus-Based Thesaurus 
Construction for Indexing WWW Documents, Proceedings of the EKAW'2000 Workshop 
on Ontologies and Texts, Vol. 51 (2000) 

28. Alphonse, E., Rouveirol, C.: Lazy Propositionalisation for Relational Learning, Proceed-
ings of the 14th European Conference on Artificial Intelligence (2000) 256-260 



Vocabulary Completion Through Word
Cooccurrence Analysis Using Unlabeled

Documents for Text Categorization
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Abstract. Automated text categorization consists of developing com-
puter programs able to autonomously assign texts to predefined cate-
gories, on the basis of their content. Such applications are possible thanks
to supervised learning, which implies a training on manually labeled doc-
uments. During this phase, the system discovers links between relevant
terms (the vocabulary) and identified categories. However, the construc-
tion of a training set is long and expensive. This paper suggests a way to
assist text classifiers in the gathering of the vocabulary when the num-
ber of examples is limited, in which case the success rate is not at its
best. It proposes to analyze word cooccurrence within a collection of
non-labeled documents in order to augment the vocabulary used by the
classifier. The representation of new documents to classify would benefit
from this augmented vocabulary. What is expected is an improvement
of the classifier’s success rate despite its limited training set.

1 Introduction

The continuous growth of the amount of information available to us brings an
increasing need for efficient ways to manage it. Automated text categorization is
one of these tools designed to facilitate information management, among others
like information retrieval, databases, data mining, etc. While, at the beginning,
knowledge engineering was the principal way to tackle this problem, since the
end of the eighties, machine learning is considered a better solution for many
types of application. Under this paradigm, a classifier is trained on a collection
of texts already associated to category labels. It tries to associate words and
specific categories so that this association is discriminating with regards to other
categories. Such supervised learning implies the construction of a training set,
i.e., the manually labeling of text documents. It is an expensive task and the
perspective of having to undertake it can cause some projects to abort.

In this paper, we propose to consider the idea of word cooccurrence, which
refers to the tendency of two words to appear in the same context [5], for instance
in the same documents. Cooccurrence is appealing since it is easy to study it
within unlabeled texts and, moreover, it refers to the semantic of words. Then it
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lets us believe that the text categorization process could benefit from this kind
of knowledge, at a low cost since unlabeled data is involved.

The most popular way to represent texts submitted to a classifier is the vecto-
rial model [8]. Each text is usually represented by a vector of n weighted terms,
where each of the n features refers to a different word appearing in the text
collection. The weight of each feature can be determined by different techniques,
the most popular being the standard tdidf weighting function. The fact is that
the vocabulary recognized by the classifier, i.e., the n features, is entirely de-
termined by the training examples. Effectively, during the training phase, the
labeled examples are transformed into vectors whose length is set by the num-
ber of different words appearing in the training collection (minus those rejected
by the feature selection process). Later, when a new text is submitted to the
classifier in order to be classified, it has to be transformed into a vector of the
same length as the training vectors. The consequence of this phenomenon is
that all the words unknown of the classifier are discarded and ignored by the
categorization process. These words do not contribute to the determination of
the document category. We can see an analogy with students learning a second
language. When being asked a question in that language, they may deduce the
meaning of the question with the only help of the words they already know, at
that stage of their learning.

We can notice that a large training set will produce a large recognized vocab-
ulary. Inversely, a small training set will involve a small recognized vocabulary.
In this last situation, when new documents are submitted to the classifier, more
words are ignored. These words are potentially useful to the categorization pro-
cess, so we assume that the phenomenon we have just discussed is one of the
reasons why a poor classification performance results from the use of a small
training set.

The remainder of the paper is organized as follows. In Section 2, we discuss
some literature related to our work. Section 3 describes the method we propose.
Experimental settings chosen to evaluate our approach and results of our exper-
imentations are presented in Section 4. Finally, conclusions and future work are
discussed in Section 5.

2 Relevant Literature

The idea of exploiting unlabeled documents to assist text categorization has
been explored a few times in the past, as it will be shown in this section. A fact
supporting this proposition is that even if these documents do not contain in-
formation about category membership, they contain information about relations
between words. Among others, [6] suggested to use an Expectation-Maximization
(EM) algorithm in combination with a naive Bayes classifier. First, a model is
learned with labeled examples. Then, several EM iterations allow the classi-
fication of unlabeled examples. After that process, the resulting collection of
classified documents is used to estimate a new naive Bayes classifier. Iterations
are performed until no more improvement is observed.
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Another proposition about how to use unlabeled data was done by [11]. They
suggested to take advantage of unlabeled data to perform latent semantic index-
ing (LSI). This technique consists of describing textual data in a new smaller se-
mantic space. To achieve that, a singular value decomposition process is involved.
Since this transformation does not need information about category membership,
it can be done on both labeled and unlabeled documents. This additional knowl-
edge enables a more accurate estimation of the new vectorial space, based on
richer and more reliable patterns for data in the given domain.

Through [12], they also put in evidence that nearest-neighbor classification
can use this background knowledge to assess the similarity of training and test
examples. If an unlabeled document is close to both a training example and a
test example, then these two texts can be considered close to each other, even if
they do not share any words.

As for [1], they developed a co-training algorithm which applies to problems
where the target concept can be described in different ways. Each view of the
data is used to learn an hypothesis, and each hypothesis is used to classify
unlabeled data. The data labeled by one classifier is then used to train the other
learner.

Now, what we propose in this paper is another way of exploiting unlabeled
documents in a text categorization context. But the originality of our work lies
in the type of knowledge extracted from these documents: word cooccurrence.
How we include this knowledge in the categorization process also distinguish our
approach from those presented before: we modify the representation of the texts
to classify before they are submitted to the classifier.

3 Using Word Cooccurrence in Unlabeled Documents

3.1 Proposed Method

To tackle the problem of the poor vocabulary resulting from a small training
set, we propose to study word cooccurrence inside a collection of non-labeled
documents and then to use this information to modify the representation of
texts to classify. The idea is to simulate, in a given document, for each unknown
word, the presence of a known word which appeared to be very cooccurrent with
the unknown word, the cooccurrence being measured in the set of non-labeled
documents. More precisely, on one side we take a subset of the words appearing
in the documents to classify but not present in the vocabulary of the classifier.
On the other side, we have a subset of this vocabulary. The cooccurrence of
each pair of words is then computed inside a collection of non-labeled texts.
This collection, larger than the training set, will probably contain a great part
of the unknown words. So it becomes possible to study the relative behavior of
these previously unseen words with those the classifier knows. The next step is,
for each unknown word, to look at the known word with which it is the most
cooccurrent. If their association score exceeds a certain threshold (determined
empirically) then we assume that the presence of one of these words is a good
indication of the presence of the other one. Then we simulate the presence of
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the known word in each text containing the unknown word. This will have an
influence on the categorization process. These words being supposed to appear
in the same context, they are supposed to appear in similar documents, and so
in the same categories. This fact makes us believe that the impact of our method
should be positive.

To reduce the computation time and to be sure that only significant words are
processed, we chose to include in the cooccurrence study only a subset of the base
vocabulary. For each category, we retain the word1 which seems more related to
it, on the basis of the chi-square (χ2) test. As for the unknown words, we decided
to only consider those which appear in a minimum number of documents. This
way, the computation time is minimized and we avoid considering accidental
words (noise) that do not have or should not have an impact on the results.
Figure 1 illustrates the whole process proposed in this paper.

3.2 Cooccurrence Analysis

At this point, now that the overall process has been introduced, it is essential to
bring some precision about the notion of cooccurrence that we use. As mentioned
before, it is a form of association between words that are likely to appear in
the same context [5]. Some examples are “doctor” and “nurse”, “plane” and
“airport”, “teacher” and “student”, etc. Many association measures exist to
numerically assess the level of cooccurrence between two words. These measures
are usually the same that are used to evaluate collocation, with the difference
being the considered context. As for collocation, words have to appear close to
each other. In the case of cooccurrence, we look for words appearing together
in a larger context. We decided to consider as cooccurrent the words that are
likely to appear in the same documents. Almost all of measures are based on the
values filling Table 1:

Table 1. Contingency table used to compute an association score between two words

Word 2 present Word 2 absent

Word 1 present a b
Word 1 absent c d

Through our work, we studied in depth three principal measures: χ2 test,
mutual information and likelihood ratio, which are detailed in [5]. We retained
the χ2 test because it is a widely used measure and because it generated the
best results in combination with our method, these results being presented in
Section 4.2.

1 We tried to keep more words for each category, but the best results were obtained
when keeping only one of them, the most related to the category.
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Fig. 1. Proposed method

3.3 Chi-Square Test Overview

The χ2 test is a classic way of performing hypothesis testing. An independence
hypothesis H0 is formulated and then we compare the frequencies observed in a
text collection with those expected if H0 were true. If the difference is important,
we can reject the independence hypothesis and assume there is dependence. This
notion is reflected in this equation, based on Table 1:

χ2 =
∑
i,j

(Oij − Eij)2

Eij
. (1)

where i and j cover respectively the rows and the columns of Table 1, Oij is the
observed value for the cell (i, j ) and Eij is the expected value for the cell (i, j ).

Observed values are extracted from a text collection, while expected values
are computed from marginal probabilities. After some algebraic manipulations
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and simplifications2 , we obtain the following expression from which we get the
χ2 value:

χ2 =
N(ad − bc)2

(a + b)(a + c)(b + d)(c + d)
. (2)

where N is the total number of documents.
When the sample size is sufficiently high, the χ2 test follows a χ2 distribution.

We know the confidence level associated to the computed value by consulting
a distribution table. For example, above the critical value χ2 = 3.841, we can
reject the independence hypothesis with a 95% confidence level.

3.4 Implementation Considerations

In terms of implementation, the proposed method only requires a module com-
puting the four values of Table 1, on the basis of the presence or not of words in
documents. The implied manipulations consist of word tokenization and word
search in a list. That seems to be simple, but some indexation and optimization
considerations must be taken in account. An easy and effective way to achieve
that is to use a search engine, to submit queries and to collect results. Besides
the cooccurrence module, a procedure has to be added to a traditional text
categorization application in order to modify the text representation according
to the cooccurrence study. Again, this does not represent a great programming
challenge.

3.5 Cooccurrence Threshold

The determination of the cooccurrence threshold which rules the addition of
words into the documents is important. Its aim is to judge whether the cooc-
currence between two words is strong enough to justify the simulation of one
by the other in a text. With the χ2 test that we chose, we can think of using
distribution tables as mentioned above. This way, we can argue that a score
larger than 3.841 confers a confidence of 95% to the dependence of the words.
Though true, it does not indicate clearly if they are dependent enough to com-
mand an addition into the texts. Without any other theoretical background on
which to base the threshold choice, the strategy that we were forced to adopt is
the determination of an empirical threshold. We tried different values and the
best results are presented in Section 4.2.

4 Experimentation and Results

4.1 Experimental Settings

Text Collections. To evaluate the benefits of the preceding approach, we chose
three different collections available and easily accessible, used in past experi-
ments and susceptible to be used in the future. These collections contain different

2 See [5] for more details.
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types of texts and involve different categorization tasks (number of categories,
number of assignments for each document, etc.), since these factors influence sig-
nificantly the results. Our goal was to make sure that our approach was useful
in various contexts. For our results to be statistically significant, we also took
care to choose test sets containing a sufficient number of documents.

First, we used Reuters Corpus Volume 1 (RCV1)3, containing more than
800,000 short newswire stories, manually classified into more than 100 categories
[7]. Training sets of different size (from 100 to 1000 documents) were formed,
choosing the first documents of this collection. As for the test set, it stayed
the same for each experiment: 10,000 consecutive documents beginning at the
400,000th one. A third set was extracted from this collection, the non-labeled
data where cooccurrence analysis was done: the last two months of the collection,
July and August 1997, containing a little more than 100,000 texts.

A second collection was used, WebKB4. It included web pages from computer
science departments of several American universities. Among the seven original
categories, we retained only the four most populous except “Others”: “Course”,
“Student”, “Faculty” and “Project”, like in [6] and [11]. The division between
training and testing documents was done like in [6], as summarized in the next
lines. Four test sets were formed, each containing the pages from one of the four
computer science departments included entirely in the corpus (Cornell, Texas,
Washington, Wisconsin). For each of them, ten training sets were formed by
choosing randomly some texts among those not included in the given test set.
Our results correspond to the average of the scores obtained for a given training
set size on this corpus. To study the cooccurrence, we chose to use all the 8,007
documents of the collection, because this size was already quite small.

The third collection we chose is Ohsumed [2]. It is composed of 300,000
entries of a medical database, each containing a title and an abstract. In fact,
they are references about medical literature managed by the National Library of
Medicine. Labels correspond to valid MeSH5 terms. Like in [4], we retained only
the 49 sub-categories of “Heart Diseases” containing more than 75 documents.
Traditionally, the training set contained 1988–1990 texts and the test set, 1991
texts. In our case, only the first 2,000 texts served for our training. Among them,
we built sets of different sizes and again, our results correspond to the average of
the scores obtained for a given training set size on this corpus. The last 10,445
documents of the training set were used for the cooccurrence analysis. But we
used integrally the 3,632 texts of 1991 for the testing phase.

Classifiers. A second point to clarify about our evaluation methodology is the
type of classifiers used. We chose two of the top-performing algorithms, kNN
and SVM [9][10]. In either case, documents were represented according to the
vectorial approach, each attribute representing a word in the vocabulary. No
stemming and no stop words removing processes were used. As for the weighting

3 http://about.reuters.com/researchandstandards/corpus/
4 http://www-2.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/
5 Acronym for “Medical Subject Headings”.
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technique, we chose the traditional tfidf function. We applied a feature selection
process, which begins by removing all the words appearing in less than a fixed
number of documents (empirically set to 4). Then, a second selection was done
on the basis of the information gain criterion, a threshold being set to 0.01.
The kNN classifier used in our experiments follows a standard configuration.
The cosine similarity function is used to compare documents and 30 neighbors
are considered. A threshold is learned on the training set for each category, a
threshold ruling when to classify a text under a category. This threshold is chosen
to minimize the number of classification errors on the training examples. As for
the SVM classifier, the SVMlight package6 was used [3].

Table 2. Evaluation of the proposed method on the RCV1 corpus

Training set Micro-F1 without Micro-F1 with Difference Difference
size cooccurrence cooccurrence (absolute value) (percentage)

analysis analysis

kNN classifier

100 0.191 0.2142 + 0.0232 + 12.15
200 0.2152 0.2506 + 0.0354 + 16.45
300 0.2829 0.3065 + 0.0236 + 8.34
400 0.4015 0.4226 + 0.0211 + 5.26
500 0.4487 0.473 + 0.0243 + 5.42
1000 0.6143 0.6233 + 0.0090 + 1.47

SVM classifier

100 0.2029 0.2077 + 0.0048 + 2.37
200 0.178 0.1709 − 0.0071 − 3.99
300 0.2633 0.266 + 0.0027 + 1.03
400 0.3828 0.3934 + 0.0106 + 2.77
500 0.415 0.4288 + 0.0138 + 3.33
1000 0.5674 0.5758 + 0.0084 + 1.48

4.2 Results

We performed several experiments to assess the validity of the technique that we
propose. Here we present an overview of the results we obtained. Tables 2, 3 and
4 present respectively what was observed on the RCV1, WebKB and Ohsumed
collections. We can compare micro-F17 scores obtained with and without cooc-
currence analysis on different training set sizes, in the case of the two classifiers
presented before. For each test, many cooccurrence threshold values were tried
and the scores presented represent the best performance observed among these
values.

6 http://svmlight.joachims.org/
7 Micro-F1 measure is clearly defined in [8].
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A possible explanation for the slighter impact observed with the Ohsumed col-
lection is that the vocabulary of these medical texts is probably more controlled
and more specialized. Consequently, fewer synonyms would be encountered and
fewer cooccurrence phenomena would occur.

Table 3. Evaluation of the proposed method on the WebKB corpus

Training set Micro-F1 without Micro-F1 with Difference Difference
size cooccurrence cooccurrence (absolute value) (percentage)

analysis analysis

kNN classifier

20 0.5445 0.5591 + 0.0146 + 2.68
40 0.6033 0.6205 + 0.0172 + 2.85
80 0.6147 0.628 + 0.0133 + 2.16

SVM classifier

20 0.4303 0.4736 + 0.0433 + 10.06
40 0.4775 0.5133 + 0.0358 + 7.50
80 0.5403 0.5743 + 0.0340 + 6.29

Table 4. Evaluation of the proposed method on the Ohsumed corpus

Training set Micro-F1 without Micro-F1 with Difference Difference
size cooccurrence cooccurrence (absolute value) (percentage)

analysis analysis

kNN classifier

100 0.2409 0.2467 + 0.0058 + 2.41
500 0.4435 0.4529 + 0.0095 + 2.13
1000 0.5573 0.5592 + 0.0019 + 0.34
2000 0.586 0.5863 + 0.0003 + 0.05

SVM classifier

100 0.1814 0.189 + 0.0076 + 4.19
500 0.4228 0.4367 + 0.0139 + 3.29
1000 0.5850 0.5888 + 0.0038 + 0.65
2000 0.635 0.6372 + 0.0022 + 0.35

[6] and [11] used respectively an EM algorithm and latent semantic indexing
(LSI) to benefit from non-labeled documents. They tested their respective ap-
proach on the WebKB corpus, among others. In order to compare our results,
we have run a naive Bayes classifier (because the EM algorithm is applied on
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Table 5. Comparison of our approach with two others methods using non-labeled data

Training Bayes only Bayes + EM LSI Bayes only Bayes +
set size cooccurrence analysis

20 0.6031 0.6722 0.6477 0.6113 0.6176
40 0.6912 0.7458 0.6960 0.7116 0.7206
80 0.7599 0.7639 0.7255 0.7337 0.7374

this type of classifier) without and with cooccurrence analysis on the WebKB
corpus. Table 5 shows published results about the EM algorithm and LSI, then
results obtained from our experimentations about cooccurrence analysis. Train-
ing sets were formed in a similar way as in [6], but are not identical because the
methodology involves a random factor. This explains the differences observed
for the basic naive Bayes classifier.

We can see that the gains obtained with EM are superior than those obtained
with our approach for very small training sets. But, for 80 training documents,
the benefits are comparable. For larger training sets, EM even leads to a per-
formance decrease. Cooccurrence analysis, even if it is less efficient for very
small training sets, does not cause any decrease in performance with more train-
ing documents. Only the gains decrease gradually until they become negligible.
Compared to the LSI approach, for 40 training documents, cooccurrence analy-
sis makes the classifier reach a superior score. In a word, we cannot say that our
approach is better than the other two, because they seem to perform differently
depending on the conditions. However, we notice that on the WebKB corpus,
their performances are at the same level. It would be interesting to perform a
more exhaustive comparison.

5 Conclusion and Future Work

These results open an interesting discussion. We can notice that in all cases
(except one), our cooccurrence approach generated some improvement in the
success rate. In other words, modifying the representation of the documents to
be classified according to the cooccurrence of new (unknown) words with words
of the base vocabulary enabled a higher micro-F1 score.

As observed above, the improvement is slight. But, an important point in its
favor is that its integration into a categorization application does not cost human
work. The only required task is to collect additional non-labeled documents. It
appears that it is a fast and easy activity which can be automated. When the
precision of the classification task is important despite a small training set, it
may be worth it to use our approach in any case.

It is also possible to notice that the proposed technique was profitable to both
the kNN and the SVM classifiers. It is compatible with different types of learning
algorithms and we can hope that it would be profitable to other classifiers as
well (to be investigated).
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One thing to keep in mind is that our results are based on small training
sets. The reason is that the main interest of our approach is to soften the impact
of a lack of training documents. When the training is done on a relatively large
number of examples, the cooccurrence analysis process is not needed anymore,
because there are fewer unknown words. Though not harmful, the approach
becomes useless. This observation fits with the results of [6] and [11]. According
to them, benefits of the use of non-labeled documents are smaller when the
training set is larger. However, there should be enough training documents to
allow a relevant cooccurrence study. It is why our experiments were focused
on training sets relatively small, but containing enough examples so that the
method can improve the categorization process.

Many variables play a role in the text categorization process. There are an
almost infinite number of parameter configurations to test, but time is limited.
It would have been interesting to observe the behavior of our approach on more
than three text collections, though we chose very large collections typical of
same applications. In a similar way, it would have been interesting to use more
than two classifiers, though we chose those mainly used in text classification.
Modifying some parameters of the classifier or the feature selection technique
could have shown some other impact on the success rate. Also, our experiments
did not take into consideration the nature of the non-labeled data: perhaps the
fact that these documents are similar or not to the documents submitted to the
classifier can influence the results. Also the size of this non-labeled collection has
not been studied. Finally, another important thing to clarify is the determination
of the cooccurrence threshold. It would be preferable to develop a precise way
to choose it, instead of relying on empirical observations.

In conclusion, automated text categorization is a field where a lot has been
accomplished, but which still offers a lot of challenges. This technology has the
potential to support useful and interesting applications, but some problems are
still to be solved. This paper aimed at one of these problems: the cost of build-
ing a training set. We have shown that studying word cooccurrence within a
collection of non-labeled texts could help a classifier trained on a small number
of documents by increasing its vocabulary and improving its capacity to clas-
sify new texts, at a low cost. Since it is inexpensive to implement and to run,
and since it does not degrade the success rate, this approach can then be an
alternative solution to the use of large training sets costly to build.

References

1. A. Blum & T. Mitchell. Combining Labeled and Unlabeled Data with Co-training.
Proc. of the 11th Annual Conference on Computational Learning Theory, pp. 92–
100, 1998.

2. W. Hersh, C. Buckley, T.J. Leone & D. Hickman. Ohsumed: an Interactive Re-
trieval Evaluation and New Large Text Collection for Research. Proc. of SIGIR-94,
pp. 192–201, 1994.

3. T. Joachims. Text Categorization with Support Vector Machines: Learning with
Many Relevant Features. Proc. of the 10th European Conference on Machine Learn-
ing, pp. 137–142, Springer Verlag, 1998.
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Abstract. This paper considers the hypothesis that voting between multiple data
representations can be more accurate than voting between multiple learning mod-
els. This hypothesis has been considered before (cf. [San00]) but the focus was
on voting methods rather than the data representations. In this paper, we focus on
choosing specific data representations combined with simple majority voting. On
the community standard CoNLL-2000 data set, using no additional knowledge
sources apart from the training data, we achieved 94.01 Fβ=1 score for arbitrary
phrase identification compared to the previous best Fβ=1 93.90. We also obtained
95.23 Fβ=1 score for Base NP identification. Significance tests show that our Base
NP identification score is significantly better than the previous comparable best
Fβ=1 score of 94.22. Our main contribution is that our model is a fast linear time
approach and the previous best approach is significantly slower than our system.

1 Introduction

Text chunking or shallow parsing is the task of finding non-recursive phrases in a given
sentence of natural language text. Due to the fact that the phrases are assumed to be
non-overlapping, the phrase boundaries can be treated as labels, one per word in the
input sentence, and sequence learning or sequence prediction techniques such as the
source-channel approach over n-grams can be used to find the most likely sequence of
such labels. This was the method introduced in [RM95] where noun phrase chunks were
encoded as labels (or tags) on words: I for words that are inside a noun chunk, O for
words outside a chunk, and B for a word on the boundary, i.e a word that immediately
follows a word with an I tag. Chunking was defined as the prediction of a sequence
of I, B, and O labels given a word sequence as input. Additional information such as
part of speech tags are often used in this prediction. This paper concentrates on the text
chunking task: both Base noun phrase (NP) chunking [RM95] and the CoNLL-2000
arbitrary phrase chunking task [SB00]. The CoNLL-2000 shared task considers other
chunk types in addition to noun phrases (NPs), such as verb phrases (VPs), among others.
The advantage in using these data sets is that they are freely available for experimental
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comparisons1. As a result, there are close to 30 publications that have reported results
on these two data sets indicating that improvements on these tasks or even matching the
best result is very unlikely to occur using obvious or simple methods.

In order to focus on the specific contribution of multiple data representations, we
use a simple trigram model for tagging and chunking2. We show that a trigram model
for chunking combined with voting between multiple data representations can obtain
results equal to the best on the community standard CoNLL-2000 text chunking data
set. Using no additional knowledge sources apart from the training data, we achieved
94.01 Fβ=1 score for arbitrary phrase identification compared to the previous best Fβ=1

93.90 [KM01]3. The highest score reported on the CoNLL-2000 data set is 94.17% by
[ZDJ02] but this result used a full-fledged parser as an additional knowledge source.
Without the parser, their score was 93.57%. We also obtained 95.23 Fβ=1 score for Base
NP identification. Significance tests show that our Base NP identification score is sig-
nificantly better than the previous comparable state-of-the-art Fβ=1 of 94.22 [KM01]4.

While voting is a commonly used method, it is commonly used as a means to com-
bine the output of multiple machine learning systems. Like [San00] and [KM01] we
examine voting between multiple data representations. However, we focus purely on
the advantage of carefully chosen data representations. We use simple majority voting
and a trigram chunking model to focus on the issue of the choice of data representation.
Our results show that our approach outperforms most other voting approaches and is
comparable to the previous best approach on the same dataset [KM01]. In addition, as
we will show when we compare our approach to [KM01] our main contribution is that
our model is a fast linear time approach. [KM01] uses multiple Support Vector Machine
classifiers which is slower by a significant order of magnitude.

Based on our empirical results, we show that choosing the right representation (or
the types of features used) can be a very powerful alternative in sequence prediction,
even when used with relatively simple machine learning methods.

2 The Task: Text Chunking

The text chunking problem partitions input sentences into syntactically related non-
overlapping groups or chunks. For example, the sentence:

1 From http://lcg-www.uia.ac.be/˜erikt/research/np-chunking.html
and http://cnts.uia.ac.be/conll2000/chunking/

2 Explained in many textbooks. See [Cha96], p.43-56.
3 The score commonly quoted from [KM01] is 93.91% but this score was based on the IOE1

representation on the test data (see explanation in Section 3). In any case, their method provides
almost identical accuracy across all representations, but comparable results can be shown only
in the IOB2 representation.

4 Some other approaches obtained their Base NP scores by first performing the arbitrary phrase
chunking task and throwing away all other phrases except noun phrases. We do not compare
against those scores here for simplicity, since it is technically a different task. Although we are
competitive in this other comparison as well.
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In early trading in Hong Kong Monday , gold was quoted at $ 366.50 an ounce .
can be segmented into the following noun phrase chunks:

In ( early trading ) in ( Hong Kong ) ( Monday ) , ( gold ) was quoted at ( $ 366.50 )
( an ounce ).

The CoNLL-2000 shared task [SB00] was set up as a more general form of the text
chunking problem, with additional types in addition to noun phrase chunk types. The
CoNLL-2000 data has 11 different chunk types: T = { ADJP, ADVP, CONJP, INTJ,
LST, NP, PP, PRT, SBAR, VP, UCP }. However, it is important to note that despite the
large number of chunk types, the NP, VP and PP types account for 95% of all chunk
occurrences. The chunk tags in the data are represented the following three types of tags:

B-t first word of a chunk of type t ∈ T
I-t non-initial word of a chunk of type t ∈ T
O word outside of any chunk

The CoNLL-2000 data was based on the noun phrase chunk data extracted by [RM95]
from the Penn Treebank. It contains WSJ sections 15-18 of the Penn Treebank (211727
tokens) as training data and section 20 of the Treebank (47377 tokens) as test data. The
difference between the two is that Base NP chunking results are evaluated in IOB1 format,
while CoNLL-2000 shared task results are evaluated in IOB2 format (see Section 3 for
definitions of IOB1 and IOB2). The test data set is processed with a part of speech (POS)
tagger (for details, see [SB00]) in order to provide additional information. For example,
the above sentence would be assigned POS tags from the Penn Treebank POS tagset as
follows:

In IN early JJ trading NN in IN Hong NNP Kong NNP Monday NNP , , gold NN
was VBD quoted VBN at IN $ $ 366.50 CD an DT ounce IN . .

Given the high accuracy of POS tagging, only about 3% to 4% of the tokens are ex-
pected to be mistagged in the test data. Evaluation for this task is based on three figures:
precision (P) is the percentage of detected phrases that are correct, recall (R) is the
percentage of phrases in the data that were detected, and the Fβ=1 score which is the
harmonic mean of precision and recall.5 In this paper, these values are computed using
the standard evaluation script that is distributed along with the CoNLL-2000 data set.

3 Multiple Data Representations

We use the following different categories of data representations for the text chunking
task. In each case, we describe the non-overlapping chunks with one of the following
tag representations and then append the chunk type as a suffix, except for the O tag. An
example that shows all these representations is provided in Figure 1.

5 Fβ = (β2+1)pr

β2p+r
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word IOB1 IOB2 IOE1 IOE2 O+C
In O O O O O

early I B I I B
trading I I I E E

in O O O O O
Hong I B I I B
Kong I I E E E

Monday B B I E S
, O O O O O

gold I B I E S
was O O O O O

quoted O O O O O
at O O O O O
$ I B I I B

366.50 I I E E E
an B B I I B

ounce I I I E E
. O O O O O

Fig. 1. The noun chunk tag sequences for the example sentence, In early trading in Hong Kong
Monday , gold was quoted at $ 366.50 an ounce . is shown represented in five different data
representations. We only show noun phrase chunks in this example, all tags except O tags will
include the type suffix for chunks of different types

3.1 The Inside/Outside Representation

This representation from [RM95] represents chunks with three tags as follows:

I Current token is inside chunk
B Current token is on the boundary, starting a new chunk with previous token tagged

with I
O Current token is outside any chunk

[SV99] introduced some variants of this IOB representation: the above representation
was now called IOB1. The new variants were called IOB2, IOE1 and IOE2. IOB2 differs
from IOB1 in the assignment of tag B to every chunk-initial token regardless of whether
the next token is inside a chunk. IOE1 differs from IOB1 in that instead of tag B, a tag
E is used for the final token of a chunk that is immediately followed by a token with
tag I. IOE2 is a variant of IOE1 in which each final word of a chunk is tagged with E
regardless of whether is followed by a token inside a chunk. The representation used in
the test data for CoNLL-2000 data set is the IOB2 representation. As a result, all figures
reported using the CoNLL-2000 evaluation are based on this representation. Obviously,
evaluation on different representations can be much higher but this kind of evaluation is
not comparable with evaluations done using other representations and does not provide
us with any insight about the methods we are evaluating. The objective in [SV99] was
to see if the representation could improve accuracy for a single model. In contrast, in
this paper we explore the question of whether these different representations can provide
information that can be exploited using voting.
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3.2 The Start/End Representation

This representation is often referred to as O+C and uses five tags. It was introduced in
[UMM+00]. This representation was used as a single representation in [KM01] but was
not used in the voting scheme in that paper.

B Current token begins a chunk consisting of more than one token (think of it as [)
E Current token ends a chunk consisting of more than one token (think of it as ])
I Current token is inside a chunk consisting of more than one token
S Current token is a chunk with exactly one token (think of it as [])
O Current token is outside any chunk

[SV99] explored the use of open and close brackets as well, but as separate un-coordinated
representations, and hence without the need for the S tag above.

4 The Model

We wanted to use a simple machine learning model in order to discover the power
of voting when applied to multiple data representations. We chose a simple trigram-
based model trained using the maximum likelihood estimates based on frequencies
from training data where the output label sequences (state transitions, in this case) are
fully observed. Decoding on the test data set is done using the Viterbi algorithm6. In our
experiments, we used the TnT tagger [Bra00] which implements the model described
above. The trigram model used in this paper deals with unseen events by using linear
interpolation. The trigram probability is interpolated with bigram and unigram probabil-
ities, and the interpolation weights are chosen based on n-gram frequencies in training
data [Bra00].

4.1 Baseline

The baseline results of the CoNLL-2000 and Base NP chunking were obtained by select-
ing the chunk tag which was most frequently associated with the current part-of-speech
tag. The trigram model described above when using only part of speech tags as input.
The model produced an Fβ=1 score of 84.33 in IOB2 representation on CoNLL-2000
and an Fβ=1 score of 79.99 in IOB1 representation on Base NP chunking as the output
respectively.

4.2 Specialized Data Representation

Having only part of speech tags as input to the chunking model leads to low accuracy
(as seen in the previous section). We use the proposals made in [MP02] to lexicalize
our model by manipulating the data representation: changing the input and output of
the function being learned to improve the accuracy of each learner. The key is to add

6 Since we evaluate based on per word accuracy, a search for the best tag for each word, rather
than the Viterbi best tag sequence will provide slightly higher accuracy. However, we use Viterbi
since it is expedient and we focus on the improvement due to data representation voting.
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Input Output = fs(Input)
wi pi yi pi or wi · pi pi · yi or wi · pi · yi

You PRP B-NP PRP PRP-B-NP
will MD B-VP MD MD-B-VP
start VB I-VP VB VB-I-VP
to TO I-VP TO TO-I-VP
see VB I-VP VB VB-I-VP
shows NNS B-NP NNS NNS-B-NP
where WRB B-ADVP where-WRB where-WRB-B-ADVP
viewers NNS B-NP NNS NNS-B-NP
program VBP B-VP VBP VBP-B-VP
the DT B-NP the-DT the-DT-B-NP
program NN I-NP NN NN-I-NP

Fig. 2. Example of specialization where the words where and the belong to the set Ws

lexicalization to the model, but to effectively deal with the sparse data problem. [MP02]
propose the notion of specialization to deal with this issue. A specialization function
converts the original input/output representation into a new representation which can
then be used to train any model that could be trained on the original representation. The
specialization function as defined by [MP02] closely fits into our framework of multiple
data representations. The proposal is to produce a selective lexicalization of the original
model by transforming the original data representation in the training data. The test data
set is also transformed but we convert back to the original form before the evaluation
step. Consider the original data which is a set of examples L = {. . . , 〈wi · pi , yi〉, . . .}
where wi is the input word, pi is the input part of speech tag and yi is the output chunk
label (which varies depending on the representation used). A specialization function fs

uses a set of so-called relevant words Ws to convert each labelled example in L into a
new representation in the following manner:

fs(〈wi · pi , yi〉) ={ 〈wi · pi , wi · pi · yi〉 if wi ∈ Ws

〈pi , pi · yi〉 otherwise

An example of specialization applied to the training data set is shown in Figure 2.
We call the model SP if we only specialize the output using the part of speech tag (the

otherwise case above). The selection of the set Ws produces various kinds of lexicalized
models. Following [MP02] we use a development set consisting of a held-out or deleted
set of 10% from the training set in order to pick elements for Ws. The held-out set
consists of every 10th sentence. The remaining set is used as the training data. We used
the following specialization representations. Each of these were defined in [MP02] and
for each representation below also use the particular thresholds based on experiments
with a held-out set or based on experiments on the training set:

SP+Lex-WHF Ws contains words whose frequency in the training set is higher than
some threshold. The threshold is picked by testing on the held-out set. The threshold
obtained in our experiments was 100.
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Table 1. Arbitrary phrase identification
results for each setting

Specialization P(%) R(%) Fβ=1

criteria

Baseline 72.58 82.14 77.07
Trigram Model (no words) 84.31 84.35 84.33
SP 89.57 89.54 89.56
SP+Lex-WCH+WTE [MP02] 91.96 92.41 92.19
SP+Lex-WCH (5DR, Majority) 93.89 94.12 94.01
SP+Lex-WCH (3DR, Majority) 93.54 92.97 93.25
SP+Lex-WTE (3DR, Majority) 92.49 93.00 92.75

Table 2. Arbitrary phrase identification
results of 5DR majority voting with
SP+Lex-WCH in IOB2

Chunk P(%) R(%) Fβ=1

type

ADJP 75.54 71.92 73.68
ADVP 80.80 79.21 80.00
CONJP 60.00 66.67 63.16
INTJ 50.00 50.00 50.00
NP 95.46 95.67 95.57
PP 97.69 96.61 97.15
PRT 66.02 64.15 65.07
SBAR 77.25 85.05 80.96
VP 92.69 94.16 93.42
all 93.89 94.12 94.01

SP+Lex-WCH Ws contains words that belong to certain chunk types and which are
higher than some frequency threshold. In our experiments we pick chunk types NP,
VP, PP and ADVP (the most frequent chunk types) with a threshold of 50.

SP+Lex-WTE Ws contains the words whose chunk tagging error rate was higher than
some threshold on the held-out set. Based on the experiments in [MP02] we pick a
threshold of 2.

The experiments in [MP02] show that specialization can improve performance con-
siderably. By combining the Lex-WCH and Lex-WTE conditions, the output tag set
increases from the original set of 22 to 1341, with 225 words being used as lexical ma-
terial in the model and the accuracy on the CoNLL-2000 data increases to 92.19%7 (see
Table 1 for a comparison with our voting methods).

4.3 Voting Between Multiple Representations

The notion of specialization is a good example of how the data representation can lead to
higher accuracy. We extend this idea further by voting between multiple specialized data
representations. The model we evaluate in this paper is simple majority voting on the
output of various specialized trigram models (described above). The trigram model is
trained on different data representations, and the test data set is decoded by each model.
The output on the test data set is converted into a single representation, and the final
label on the test data set is produced by a majority vote. We experimented with various
weighted voting schemes, including setting weights for different representations based
on accuracy on the held-out set, but no weighting scheme provided us with an increase
in accuracy over simple majority voting. To save space, we only discuss majority voting
in this paper8.

7 We replicated these results using the same trigram model described earlier.
8 In future work, we plan to explore more sophisticated weighted voting schemes that exploit

loss functions, e.g. AdaBoost.
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Table 3. Arbitrary phrase identification
results of 3DR majority voting with
SP+Lex-WCH in IOB2

Chunk P(%) R(%) Fβ=1

type

ADJP 77.94 71.00 74.31
ADVP 80.12 78.18 79.14
CONJP 66.67 66.67 66.67
INTJ 50.00 50.00 50.00
NP 94.85 94.03 94.44
PP 97.52 96.47 96.99
PRT 64.29 59.43 61.76
SBAR 76.11 83.36 79.57
VP 92.65 93.39 93.02
all 93.54 92.97 93.25

Table 4. Arbitrary phrase identification
accuracy for all DRs in five evalua-
tion formats. Each column represents the
evaluation format and each row repre-
sents the training and testing format

IOB1 IOB2 IOE1 IOE2 O+C

IOB1 92.68 93.07 92.66 92.68 94.72
IOB2 92.82 92.63 92.82 92.82 94.47
IOE1 92.82 92.82 92.87 92.87 94.64
IOE2 92.53 92.53 92.53 92.53 94.43
O+C 92.45 92.45 92.49 92.35 94.28
3DR 93.03 93.25 92.82 93.07 94.92
5DR 93.92 93.76 93.90 94.01 95.05

5 Experimental Results

In order to obtain various data representations, we transform the corpus9 into the other
data representations: IOB1(or IOB2), IOE1, IOE2 and O+C. We then transform each
data representation into the format defined by specialized trigram model. We obtain a
held-out set by splitting the original training set into a new training set (90% of the
original training set) and a held-out set (10% of the original training set) for each data
representation. Once we have all five different data representation chunked, we start to
use majority voting technique to combine them into one file. In order to evaluate the
accuracy, we have to transform the results into the evaluation format. This is trivial since
all we need to do is to remove the enriched POS tag and lexical information from the
specialized output file. In the results shown in this section, SP represents the specialized
trigram model without lexical information; SP+Lex-WCH represents the specialized
trigram model with lexical information defined based on Lex-WCH; 5DR represents
five data representations (DR), which are IOB1, IOB2, IOE1, IOE2, O+C and we pick
O+C as the default DR; 3DR represents IOB1, IOB2, IOE1 and we pick IOB2 as the
default DR; Majority represents majority voting.

5.1 Arbitrary Phrase Identification (CoNLL-2000)

Table 1 gives the results of our specialized trigram model without lexical information.
Based on these experiments, we select SP+Lex-WCH as our specialization technique
for the voting experiments10. Table 2 and 3 show the results of our specialized trigram
model with lexical information defined by Lex-WCH, where all represents the results

9 CoNLL-2000 data set is originally in IOB2 format and Base NP data set is originally in IOB1
format.

10 As pointed out by an anonymous reviewer, the number of representations participating in
voting can be increased by considering all the specialization techniques. Further experiments
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obtained after 3DR or 5DR majority voting respectively. Table 6 compares the results
with other major approaches. Tables 5 and 6 give the final results in IOB2 and IOE2
respectively. We achieved 94.01 on F-score for both formats, which is slightly higher
than [KM01], but still lower than [ZDJ02] in Table 7. However, [ZDJ02] uses a full
parser which we do not use in our experiments11.

Table 5. Arbitrary phrase identification
accuracy for all DRs and all DRs are eval-
uated in IOB2. The voting format is the
format when conducting majority voting,
all the DRs are converted into this format

Voting P(%) R(%) Fβ=1

format

IOB1 93.89 93.95 93.92
IOB2 93.69 93.82 93.76
IOE1 93.79 93.77 93.78
IOE2 93.89 94.12 94.01
O+C 93.84 93.98 93.91

Table 6. Arbitrary phrase identification
accuracy for all DRs evaluated in IOE1

Voting P(%) R(%) Fβ=1

format

IOB1 93.81 93.79 93.80
IOB2 93.69 93.82 93.76
IOE1 93.87 93.93 93.90
IOE2 93.89 94.12 94.01
O+C 93.84 94.00 93.92

5.2 Base NP Identification

Table 9 shows the final results in IOB1 format after 5DR voting. Some published papers
have picked IOB2 as their evaluation format. In our testing we have found no significant
difference between IOB1 and IOB2 in terms of the results obtained, however, we will
follow the IOB1 format since the original test data set is in IOB1 format.

Table 8 compares the Base NP chunking results with other major approaches. We
achieved 95.23 on % Fβ=1 score, which is the best state-of-the-art score so far. We also
find the NP Fβ=1 score obtained from an arbitrary phrase chunking process is slightly
higher than that from a standard Base NP chunking process. This is to be expected since
the arbitrary phrase chunking problem introduces additional constraints (since it is a
multi-class model) when compared to the base NP chunker.

5.3 Runtime Performance

We compare our runtime performance against [KM01] since their accuracy is identical
to ours in the CoNLL-2000 task (according to our significance tests). Our approach
uses a simpler learner based on specialized trigram model, which runs in linear time,
while [KM01] trains pairwise classifiers to reduce multi-class classification to binary
classification, and they also apply weighted voting against multiple data representations.

are required, but these representations overlap substantially and so the gain is likely to be
minimal.

11 Our preliminary experiments along these lines using chunks obtained from a full parser have
not yet produced an improvement in accuracy.
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Table 7. Comparison of accuracy with
major approaches for arbitrary phrase
identification

Approach Fβ=1

Generalized Winnow [ZDJ02] 94.17
(with full parser)
Specialized Trigram Model w/ voting 94.01
SVM w/ DR voting [KM01] 93.90
Generalized Winnow [ZDJ02] 93.57
(without full parser)
Voting w/ system combination 93.32
[vH00]
MBL w/ multiple DR 92.50
and system combination [San02]
Specialized Trigram Model [MP02] 92.19
(no voting)

Table 8. Comparison of Base NP identification
accuracy with major approaches

Approach Fβ=1

Specialized Trigram Model w/ voting 95.23
SVM w/ voting 94.22
[KM01]
MBL w/ system combination 93.86
[SDD+00]
MBL w/ system combination 93.26
[San02]

Table 9. Base NP identification accuracy
for all DRs evaluated in IOB1 format. In
the best performing case, IOB1 is the rep-
resentation used for voting and the eval-
uation is in the IOB1 format

Voting P(%) R(%) Fβ=1

format

IOB1 95.11 95.35 95.23
IOB2 95.05 95.34 95.19
IOE1 94.96 95.11 95.04
IOE2 94.96 95.21 95.08
O+C 95.04 95.30 95.17

Table 10. McNemar’s test between Spe-
cialized Trigram Model w/ voting and
[KM01] on two chunking tasks

Task P-Value

CoNLL-2000 0.0745
Base NP < 0.001

Each SVM training step uses a quadratic programming step. Our simple voting system
is considerably faster. Figure 3 compares the run time for training and decoding (testing)
with a single data representation using our system compared with the time taken for the
same task using the system of [KM01] (we downloaded their system and ran it on the
same machine as our system).

5.4 Significance Testing

To examine the validity of the assumption that our approach is significantly different
from that of [KM01] we applied the McNemar significance test (we assume the errors
are made independently). The McNemar test showed that, for the CoNLL-2000 shared
task of arbitrary phrase chunking, our score is not statistically significantly better than
the results in [KM01]. However for the Base NP chunking task, our score is indeed better
by a statistically significant margin from the results in [KM01].
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Fig. 3. Comparison of run times for training from the training data and decoding the test data
between our system and that of [KM01] for a single data representation

6 Comparison with Other Voting Methods

We apply simple majority voting between five data representations (Inside/Outside and
Start/End), while [KM01] only apply weighted voting between Inside/Outside represen-
tations, since their learner restricted them to vote between different data representation
types. In our experiments, we find the Start/End representation usually catches more
information than the Inside/Outside representations and in turn improves our perfor-
mance. Previous approaches that use voting have all used voting as a means of system
combination, i.e. taking multiple machine learning methods and taking a majority vote
or weighted vote combining their output [SDD+00]. This kind of system combination
can be done using voting or stacking. Voting as system combination has been applied
to the CoNLL-2000 data set as well: [vH00] obtains an Fβ=1 of 93.32. [San02] com-
bines the output of several systems but also does voting by exploiting different data
representations. However, to our knowledge, there has not been a study of voting purely
between multiple data representations using a single machine learning method ([San00]
is a study of voting between multiple data representations but it combines this approach
with multiple pass chunking in the same experimental study). Our results seem to indi-
cate that even simple majority voting between multiple data representations does better
than voting as a means for system combination.

7 Conclusion

The main contribution of this paper is that a single learning method, a simple trigram
model can use voting between multiple data representations to obtain results equal to the
best on the CoNLL-2000 text chunking data set. Using no additional knowledge sources,
we achieved 94.01% Fβ=1 score compared to the previous best comparable score of
93.90% and an Fβ=1 score of 95.23% on the Base NP identification task compared to
the previous best comparable score of 94.22%. Using the McNemar significance test, we
show that our results is significantly better than the current comparable state-of-the-art
approach on the Base NP chunking task. In addition, our text chunker is faster by several
orders of magnitude than comparably accurate methods. We are faster both in time taken
in training as well as decoding.

In our experiments, we use simple majority voting because we found weighted voting
to be less accurate in our case: we use only five data representations (DRs) that were
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chosen carefully each with high accuracy. Weighted voting will be particularly useful
if we scale up the number of distinct DRs, some which may not accurate overall but
provide correct answers for certain difficult examples. Many DRs could potentially be
created if we encode the context into the DR, e.g. a tag could be IO if the current tag
is I and the previous tag is O. Other DRs could use tags that encode syntactic structure,
e.g. SuperTagging [Sri97] uses a tagging model to provide a piece of syntactic structure
to each word in the input and can be used as a DR that can participate in voting. In each
case, an efficient mapping from the DR into a common voting format will be needed.
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Abstract. Despite the fact that interpreters for the voice-application markup 
language VXML have been available for around five years, there is very little 
evidence of the emergence of a public domain SpeechWeb. This is in contrast 
to the huge growth of the conventional web only a few years after the 
introduction of HTML. One reason for this is that architectures for distributed 
speech applications are not conducive to public involvement in the creation and 
deployment of speech applications. In earlier work, a new architecture for a 
public domain SpeechWeb has been proposed. In this paper, it is shown how a 
speech browser for this new architecture can be readily built through a novel 
use of VXML. A detailed description of the browser is given, together with a 
discussion of the advantages of this novel approach. 

1   Introduction 

A SpeechWeb is a collection of hyperlinked applications that are distributed over the 
Internet and which are accessible by spoken commands and queries that are input 
through remote end-user devices. Various architectures and technologies have been 
developed which are contributing to the development of SpeechWebs: 

1. Speech interfaces to conventional web pages. These interfaces run on end-user 
devices and allow users to scan downloaded web pages and follow hyperlinks 
through spoken commands [e.g. Hemphill and Thrift 1995]. More sophisticated 
versions process the downloaded web pages and provide spoken summaries and 
allow some limited form of content querying. 

2. The second architecture involves the use of networks of hyperlinked VXML Pages.  
VXML [Lucas 2000] is similar to HTML except that it is used to create 
hyperlinked speech applications. VXML pages, which are executed on VXML 
browsers, include commands for prompting user speech input, for invoking 
recognition grammars, for outputting synthesized voice, for iteration through 
blocks of code, for calling local Java scripts, and for hyperlinking to other remote 
VXML pages that are downloaded and executed in a manner similar to the linking 
of HTML pages in the conventional web. Speech recognition is carried out by the 

                                                           
1 Both authors contributed equally to this paper. 
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VXML browser running locally on an end-user device, or at a remote site which is 
accessed through the telephone. 

3. The third architecture is the one used in call centers. End-users communicate with 
the call center using remote telephones. Speech recognition is carried out at the call 
center. Often VXML is used to code the call center application. 

A comprehensive study of these architectures, and variations of them, can be found 
in EURESCOM [2000]. 

A public-domain SpeechWeb is one in which speech browsers run on end-user 
devices, and end users create speech applications and deploy them on their own web 
servers. It has been observed [Frost 2004] that the public-domain SpeechWeb is 
growing at a very slow pace despite the fact that VXML has been around for five 
years, and that the reason for this is that the three architectures above are not 
conducive to the involvement of a wide range of end-users. The first suffers from the 
fact that most conventional web pages are not designed for non-visual browsing, the 
second architecture requires applications to be written in VXML and also suffers from 
the fact that these applications have to execute on the end-user device which is not 
appropriate when large databases or sophisticated natural-language processing is 
involved. The third architecture requires expensive software to link between 
telephone access and the call-center application, and also requires end-user voice 
profiles to be stored at all call centers if high recognition-accuracy is needed. 

A new architecture which is conducive to the development of a public-domain 
SpeechWeb has been proposed in Frost et al [2004]. That architecture is based on 
Local Recognition and Remote Processing (LRRP). The speech browsers run on local 
end-user devices, and the hyperlinked applications execute on remote servers. The 
LRRP architecture is described briefly in section 2 of this paper. The architecture 
assumes that the end-user speech browsers will be easy to create, easy to deploy, and 
will make use of the most-recent advances in grammar-based speech-recognition 
technology. In section 3 of this paper, we show how this can be done. Our approach 
involves a novel use of VXML. Section 4 contains the URL of a video demonstration 
of the SpeechWeb browser, and a discussion of current work to extend the capability 
of the browser to accommodate more advanced speech applications. 

2   An Architecture for a Public-Domain SpeechWeb 

The LRRP architecture is depicted in Figure 1. The architecture is simple and it is 
shown later how it can be implemented using readily-available software and 
commonly-used communications protocols. In the LRRP architecture, speech 
applications reside on conventional web servers. Each application consists of a 
recognition grammar and an interpreter. The grammar defines the application’s input 
language. When a speech browser first contacts a remote application, the grammar is 
downloaded and used to tailor the browser for that application. This is necessary to 
achieve sufficient recognition-accuracy for non-trivial applications. It has been noted 
by Knight et al [2001] that grammar-based speech recognition is now the predominant 
technology used in commercial speech products. 

When a user input is recognized by the local browser, it is sent as text to the remote 
application. The interpreter at the remote web site accepts the input, processes it, and 
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returns the result as text to the browser on the end-user device. That result is then 
output as synthesized voice. If the user input is a request to follow a hyperlink to 
another application, then the interpreter return the URL of the new application as 
result. In this case the browser recognizes the result as such and contacts the new 
application for a new recognition grammar, and transfers all future input to the new 
application until the user requests transfer to another application. The question 
addressed in this paper is how to implement speech browsers for the LRRP 
architecture. 

 

Fig. 1. The LRRP SpeechWeb Architecture 

3   A Browser for a Public-Domain SpeechWeb 

One approach that can be used to create an LRRP SpeechWeb browser is to use a 
commercial speech-recognition engine, such as IBM’s ViaVoice technology, and to 
embed it in code which interfaces with the user and the Internet.  Our initial browser, 
which was constructed in this way using JAVA, was satisfactory operationally but 
had several shortcomings as a vehicle for encouraging involvement in the 
development of a public-domain SpeechWeb: the code was complicated and consisted 
of several hundred lines associated with the end-user interface, low-level integration 
of the recognition engine API, communication with the remote applications, and all of 
the associated exception-handling. Secondly, the browser could not be deployed in its 
entirety as it used IBM’s proprietary APIs. 

Our solution to these shortcomings was to construct the speech browser as a single 
VXML page. The page can be executed by any VXML interpreter installed on an end-
user device. Such interpreters are available from several venders and some can be 
downloaded for free in their beta versions. Our browser page begins by displaying a 
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window which can be used to set a default start-up application and/or to direct the 
browser to a particular starting application for that session only. After that, the 
browser contacts the application, downloads the recognition grammar and waits for 
end-user input. When input is recognized it is sent to the application and the result, 
when received, is output in synthesized voice. The VXML code then loops back to 
process more user input. When a request to be transferred to another application is 
sent by the user, and the new URL received by the browser, it accesses the new 
grammar and begins over again. The only difficulty is that the current version of 
VXML does not provide a mechanism for a grammar identifier to have its value 
changed when looping through VXML code. Therefore it was necessary to include a 
Java object to deal with transfer to a hyperlinked application. The object intercepts the 
result returned from the remote application. If the result is a new URL, then the object 
makes a copy of the whole VXML page with a new grammar location, and replaces 
the original page with the new one. (The original page is maintained in a cache so that 
the user can “go back” if required). Fig. 2 shows the structure of the new browser.  

 

Fig. 2. A novel use of VXML to build a SpeechWeb browser 

The following is an example session with a small SpeechWeb: 

Application: Hi, I am solarman. I know about the planets and their moons. 
User: Which moons orbit mars? 
Application: Phobos and Deimos. 
…. 
User: Can I talk to Monty? 

The browser follows the hyperlink returned by Solarman to the new application 
Monty. 

New Application: Hi, I am Monty. What can I do for you? 

User: Tell me a joke. 
…. 
 

This use of VXML is distinct from the intended use of VXML. Rather than create a 
SpeechWeb as a set of hyperlinked applications written as VXML pages, which are 
downloaded and executed on the end-user device when accessed, we have a single 
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VXML page which acts only as the speech interface to the remote hyperlinked 
applications which execute on the remote web servers. We claim several advantages 
for this approach. The browser consists of a few lines of easily-maintainable VXML 
code, together with two small Java objects. VXML handles exception handling, etc. at 
a high level. The full power of the available VXML interpreters can be taken 
advantage of. Our browser will benefit from all future improvements to VXML 
interpreters. It will be possible to tailor the browser to end-users when VXML 
interpreters become available that make use of voice profiles. Applications can be 
written in any language supported on the remote servers. All communication between 
the browser and the remote applications is through text. The applications can be 
deployed on regular web servers using any protocol (such as CGI) which supports 
http get and post operations. 

4   Conclusion 

The SpeechWeb browser has been successfully tested, and a demonstration of it can 
be viewed at the following, using QuickTime Player: http://davinci.newcs.uwindsor.ca/
~speechweb/movie.mov 

The browser has one significant shortcoming. It does not support dialogue. The 
CGI protocol which it uses accepts text from the browser, passes it through the 
standard input to the application on the web server, causes that application to execute, 
returns the standard output from the application as text to the browser, and then closes 
the application’s execution. We are currently investigating various techniques to 
overcome this “single shot” limitation in order to support dialogue that is necessary 
for more complex and useful applications as discussed in [McTear 2002]. 
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Abstract This research paper is within the project entitled "Oreillodule" : a real 
time embedded system of speech recognition, translation and synthesis. The 
core of our interest in this work is the presentation of the hybrid system of the 
Arabic speech synthesis and more precisely of the linguistic and the acoustic 
treatment. Indeed, we will focus on the grapheme-phoneme transcription, an 
integral stage for the development of this speech synthesis system with an 
acceptable quality. Then, we will present some of the rules used for the 
realization of the phonetic treatment system. These rules are stocked in a data 
base and browsed several times during the transcription. We will also present 
the module of syllabication in acoustic units of variable sizes (phoneme, 
diphone and triphone), as well as the corresponding polyphones dictionary. We 
will list the stages of the establishment of this dictionary and the difficulties 
faced during its development. Finally, we will present the results of the 
statistical survey of understanding, achieved on a corpus. 

1   Introduction 

This article will present the modules of this synthesis system such as the module of 
transcription, the module of syllabication, concatenation and the acoustic unit 
dictionary. We chose to establish our own strategy of selection of acoustic units 
following a deep study of the Arabic language and inspired by the recent methods of 
synthesis of variable size units. We are using three types of unit: the phoneme, the 
diphone and the triphone. The combination of the three units is governed by an 
optimization algorithm that presents the ideal combination to every situation. This 
choice allowed us to get a better quality of natural and to limit the number of 
units[4]. 

2   The Transcription 

The linguistic analysis allowed us to establish a set of 133 rules [2]. We note that the 
order of application of these rules is important and influence on the final result. 
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In what follows the description of some elaborate rules and incorporated in a data 
base including also all graphemes and their correspondents phonemes :  

1. [uu]={CS}+{}+{ }  [uu]={CL}+{}+{ } 
When the  is preceded by the vowel  and followed by a consonant, we get the 

phoneme of the long vowel [uu]. When the  is preceded by the vowel  and that it is at 
the end of word, we get the phoneme of the long vowel [uu]. Example:  
(fish, without) [1]. 

2. {CS}+{ }={CS}+{ }+# {CS}+{ }+{V}+{C}={CS}+{ }+{V}+{C} 
When the  is in beginning of sentence and is followed by a solar consonant, it is 

equivalent to the non presence of  . When  is between two lunar consonants, it is 
equivalent to the non presence of the . Example:  (the man went, the 
hearer). 

3   The Syllabication 

In this research, we have adopted a system of synthesis by concatenation whose 
acoustic units are of three types: the triphones, the diphones and the phonemes. We 
established a set of concatenation rules to transform the different occurrences of three 
phonemes to : a triphone, a diphone followed of one phoneme, one phoneme followed 
of a diphone, or possibly three phonemes. The dynamic selection of the units results 
in the research of the optimal sequence of representatives, in order to minimize 
discontinuities to the point of concatenation [8]. The figure 1 presents an example of 
syllabication for the expression «  » ( 1 : Hello) [7]: 

 

 

Fig. 1. Example of syllabication 

The problematic of the selection of the units has been formalized using 6 rules, 
illustrated in the following list : 

1.  [CVV] ={V}+{V}+{C} : When a consonant is followed by two vowels, the 
three graphemes constitute an acoustic unit of our system. 

2.  [CV]={C}+{V}+{C} : When a consonant is followed by a vowel then by a 
consonant, the first two graphemes constitute an acoustic unit. 

3.  [CC]={C}+{C}+{C} : When we have a succession of three consonants the 
first two graphemes constitute an acoustic unit. 

4.  [C]={V}+ {C}+{C} : When we have two consonants followed by a vowel, 
only the first grapheme constitutes an acoustic unit of our system. 

                                                           
1 Following the international phonetic alphabe IPA 96. 
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5.  [VV]={V}+{V} : When we have a succession of two vowels, both 
constitute an acoustic unit of our system. 

6.  [V]={V} : An isolated vowel constitutes an acoustic unit of our system. 

It is worth noting that the order of application of these rules is very important for a 
good syllabication and therefore a better resonant concatenation [3]. These elaborated 
six rules of syllabication are going to impose the types of acoustic units to use for the 
synthesis of the speech. The established dictionary contains 196 acoustic units (28 
phonemes of C type, 84 diphones of type CV and 84 triphones of CVV type), which 
are enough for the realization of the different possible occurrences. 

The module of concatenation requires the totality of the acoustic units under the 
shape of resonant registrations |9]. These registrations form the dictionary of our 
system. The established acoustic unit dictionary thus established has a size of 9 MØ 
(on average one phoneme takes 20 kØ, a diphone 40 kØ and a triphone 60 kØ). This 
is an example of segmentation : 

 

Fig. 2. An example of treatment for the obtaining of the triphone "haa" from the identification 
to the test 

4   The Concatenation 

For our system we wanted to start with a temporal smoothing treatment to measure 
the effect of a post treatment on the quality of the speech gotten. After the analysis of 
the different acoustic units of Arabic, it proves to be that these present an attenuation 
to the levels of their extremities. The retained idea consists then in proceeding, to an 
accentuation to the levels of a certain number of values of extremities before the 
concatenation. This treatment will touch also the end of the first unit and the 
beginning of the following. 

A numeric signal of the speech is : 

−= N

n nTtsts
1

)()( δ  (1) 

s(t) : digital signal of the speech (sampled), sn = s(nT) : the value of the signal at 
instant nT et δ(t) : Dirac impulse. The concatenation of two units will be : 

−+−=+= M

n

N
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1 21 121 )()()()()( δδ  (2) 

The idea consists then in isolating X values of the first signal and Y values of the 
second. These values will undergo a proportional attenuation defined by : 
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The function of attenuation so definite has been applied for a number of points 
representing 10% of the length of the signal of the acoustic unit. The gotten results are 
shown in what follows: 

 

Fig. 3. Effect of the temporal smoothing on the shape of wave in the points of discontinuities 

The previous curves show the effect of this temporal smoothing on an example of 
synthesis of the word « » (  : it won). Indeed, the first curve shows a simple 
concatenation and presents a flagrant discontinuity to the levels of the points of joints. 
The curve of the low introduces the result of a smoothed concatenation. The gotten 
result improved the quality of the voice synthesized. Nevertheless, we note an overlap 
between the units. To avoid such a problem we introduced a time of silence of 10 ms. 
The insertion of one pause between the units permitted to get a better intelligibility. 

5   The Results of Tests 

In order to evaluate our system, we have established a test procedure based on the 
monitoring and the identification of synthesized sentences. Therefore, we used a 
corpus of reference (Boudraa, 1993). This corpus is a set of twenty lists of ten Arabic 
sentences phonetically balanced. From this corpus we extracted 20 sentences of 53 
words, 211 acoustic units of which 73 are different that makes 37.2% of the totality of 
the acoustic units. We made them listen to 8 people (4 women and 4 men) which 
permitted a statistical realistic assessment of the result. Every sentence is listened to 
three times. Each person must spell what he or she hears. The order of monitoring of 
the sentences is different from one person to another to achieve more realistic results. 
This is a summary of these results

So, we can conclude to a percentage of identification of more than 80% since the first 
monitoring. This rate reaches more than 91% in the third phase. Otherwise, we 
have noticed that a phase of adaptation of 2 to 3 sentences was necessary to have a 
stabilization of the recognition rates. We also come to these results that the non 

are shown in 4figure .
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current words are not easily identifiable (exp:  “irritated” sentence n° 4), and that 
some characters are more difficult than others for identification (exp:  sentence n° 3, 
4 and 11). Their corresponding acoustic units need to be readjusted. 

 

 

Fig. 4. The results of the tests 

6   Conclusion 

We presented in this article our system of synthesis of the speech, these different 
constituent, the different phases of its development and the technical choices kept for 
every module. The module of syllabication constitutes to our sense the starting point 
for another vision of the Arabic language, seen the total rupture with the methods 
used until today. We also exposed the operation of concatenation as well as the post 
treatment that we chose to remedy the problems of discontinuities. 

Comparing these results to the existing ones remains difficult. The studies on the 
systems of synthesis of the Arabic speech are few and the results of assessment don't 
make the content of published articles. Nevertheless, we have reached that our system 
is based on a linguistic analysis that has permitted us to cut down only to 3 types of 
syllables (CVV, CV and C) contrary to the other studies recommending five to six 
different syllables (CV, CVV, CVC, CVVC and CVCC) [6] and that we have only 
used 196 acoustic units to synthesize any occurrence of standard Arabic whereas 310 
units are the minimum till now [5].  
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Abstract. Machine translation of prepositions is a difficult task; little work has 
been done, to date, in this area. This article suggests addressing the problem 
using a semantic framework for the interpretation of the surrounding elements of 
a preposition in the source language. This framework, called Use Types, will 
reduce the set of possible prepositions in the target language, therefore helping 
the translation process. This approach is not language dependent, but we focus, 
here, on English and Chinese, and we also specifically look at three prepositions: 
in, on and at. The article describes machine learning experiments designed and 
conducted in which WordNet is employed to lead to an automatic discovery of 
the Use Types.  Results are analyzed and discussed and a practical use of the 
system is suggested along with the preliminary results it obtains. 

1   Translation of Prepositions: Looking into Use Types  

Prepositions play a very important role in language. Without or with wrong 
prepositions, sentences are difficult to understand. Translation of prepositions is 
difficult and little research has been done on it compared to work done on other words.  
Furthermore, the issue received close to no attention in the context of English to 
Chinese. Although some automated translation systems, e.g. Worldling1 are developed, 
prepositions are sometimes translated in a non-colloquial or non-understandable 
fashion. Among the 300 examples we collected from “The Bible” [8], 103 of them were 
meaningfully translated by Worldlingo, but 197 examples were translated in a 
non-understandable manner.  The problem of translation of prepositions is twofold.  
First, high usage of prepositions unfortunately comes with a high degree of polysemy; 
and meanings in different languages do not necessarily match.  Second, even for a 
single meaning, different prepositions are possible.  

Our hypothesis turns toward work on conceptualization [2] which suggests an 
interpretation of a preposition based on the semantic interpretation of the nouns 
surrounding it. This hypothesis is grounded in earlier work by Japkowicz [4,5] in which 
differences between English and French locative prepositions were analyzed based on 
the observation that these two languages sometimes conceptualize objects in a different 

                                                           
1 Worldlingo can be found at www.worldlingo.com. 
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way. As an example, consider the object bus.  A bus has a roof and several sides, so it 
can be conceptualized as container as in French.  However, a bus also has a platform 
which can be seen as playing a more important role than the roof or the sides, resulting 
in a conceptualization as a surface as in English. In our work, a similar idea of 
conceptualization of objects is explored but through the use of Use Types, as developed 
by Herskovits [3], which correspond to patterns of a set of sentences from the 
perspective of cognitive science. Herskovits summarized a list of Use Types for each 
preposition. In the present work, Use Types are adapted and their range extended 
outside of locations to include other situations, like time, state, and direction. Table 1 
shows a sample of the Use Types for preposition in. The Use Types developed in this 
research are indicated by a "*". For the most part, we can see that a single Use Type 
corresponds to a single Chinese meaning, although in some cases, a few different Use 
Types may belong to the same Chinese meaning, as in the first four examples. 

Table 1. A sample of the Use Types for preposition in 

Use Types Example of Sentence Chinese meaning 
Spatial entity in container The preserves in the sealed jar 

Physical object "in the air" The bird in the air 

Physical object in the roadway The ruts in the road 

Person in institution A man in a red hat 

Person in clothing A man in a red hat 

* Physical object in situation, or state They fell in love. 

* Physical object in environment She is standing outside in the 

cold. 

* person in career, activity He’s in the army 

* object in direction He could number the fields in 

every direction 

* Physical object in the time span it takes 

to finish the described action 

I will be back in a short time 

* Physical object in shape, form, order words in alphabetical order 

* Object in way, medium, tool, or material. A message in code. 

The challenge then remains to automatically extract the Use Type from an English 
sentence, from which we will obtain the corresponding Chinese meaning (as found in a 
dictionary), thus leading to a reduced set of possible Chinese prepositions. 

In the present work, we intend to use ML techniques to discover the Use Type directly 
from a preposition in context.  Inspired by [5], we rendered some Use Types more 
specific, aiming at finding middle ground of generality/specificity that would make the 
Use Types useful as semantic interpretations for translation in different languages.  
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2   Experimentation and Results 

To categorize an English sentence into a Use Type, the first step is to generalize the 
nouns surrounding the preposition to conceptual levels appropriate in Use Type 
definitions. For example, the noun farmer, present in a sentence should be generalized 
to its superclass person which could be part of a Use Type. Such relations can be found 
in a lexical knowledge base, such as WordNet [1,7], containing information organized 
as a lexical hierarchy. In more details, all of the nouns in WordNet are organized into 
synsets, which, in turn, are organized into hierarchies. We therefore design an 
experiment to make use of WordNet in the semi-automatic determination of the Use 
Type that will correspond to a preposition in context. 

In order to translate prepositions from English to Chinese, we followed the 
following steps: 

• Gather a corpus of English sentences with their Chinese translation 
• Shallow-parse the sentences to extract the nouns around the prepositions: 

reference and located object 
• Find the nouns’ hypernyms using WordNet 
• Use these hypernyms, together with the preposition, as features for ML training 

set.  
• Label each training example with its class.  
• Train some classifiers on the data gathered in the previous phases. 

We used two labeling strategies to test whether Use Types are needed or not: 

• Experiment 1 : Use the 62 Use Types as the classes to be learned 
• Experiment 2 : Use the 74 Chinese prepositions directly without Use 

Types. 

Table 2 show the result of learning by Use Type vs. by Chinese preposition. It displays 
error rates of classification and only shows the results of those classifiers that 
performed relatively better, where C4.5 is a decision tree learner, and 
PARTruleLearner is a learner that build rules from partial decision trees. Sentences 
used in the experimentation come from dictionaries [9, 10], Herskovits’s book [3], the 
online corpus The Little Prince [11], Jane Austen’s Pride and Prejudice, and 
HongKong Polytechnic University’s online Magazine Articles. The total number of 
instances used is 2000, and we conducted a 10-fold Cross-validation testing policy. We 
also calculated and showed Baselines at the bottom of the table based on the following 
three ways. First, we randomly select a Use Type or a Chinese preposition (Baselines 
1). Second, we choose the most frequent Use Type or Chinese preposition all the time 
(Baselines 2). Third, we randomly select a Use Type or Chinese preposition according 
to the probability that each Use Type or preposition is chosen (Baselines 3). Several 
other experiments are also reported in [6]. 

The best result we obtained is 30.6733% in the case of preposition at when learning 
by Use Type. The worst result is 66.2368% in the case of preposition in when learning 
by Chinese preposition directly. The baseline of the most frequent Use Type is as high 
as 96.95%, and the baseline of the most frequent Chinese preposition is 84.85%. 
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Furthermore, we found that, in general, the difference in performance of Usetypes 
versus Chinese prepositions directly can go as high as 20%. These results demonstrate 
the utility of using Use Types.  

Table 2. Error rate of learning with each preposition separately 

At In On Classifier 

Use 
Type 

Cprep. Use 
Type 

Cprep. Use 
Type 

Cprep. 

C4.5 30.6733 48.8778 42.0819 58.2206 55.814 62.4313 
PARTruleLearner 30.9227 48.3791 41.2811 61.8683 56.4482 66.2368 
Baseline 1 99.45 99.8 95.5 99.7 97.35 99.75 
Baseline 2 95.05 84.85 90.15 95.25 96.5 92.4 
Baseline 3 99.6 99.75 96.15 99.65 97.15 99.8 

3   Practical Application of This Research  

The practical purpose of our research was to build a post-processing unit that would 
correct the preposition output by the automated translator when necessary. To assess 
the accuracy of that unit, we use 300 examples from “the Bible”, which were not used 
in previous experiments, and use these data only as test sets. We ran Worldlingo and 
our technique on these examples separately.  

Our results are as follows: Among the 103 examples that Worldlingo translated 
understandably, 39 of them were wrongly translated by our system. However, among 
the 197 examples that were wrongly translated by Worldlingo, 108 of them were 
translated meaningfully by our system. This means that our post-processing unit 
allowed us to improve the output of Worldlingo on prepositions “in”, “on” and “at” by 
23%, bringing it from an accuracy of 34.33% to an accuracy of 57.33%. For example, 
the sentence the man in red was translated to  in Chinese, which means man 
at red in English. While our approach will get the Use Type of person in clothing, 
which corresponds to the Chinese Meaning of , which means 
wear in English. The result suggests that our approach is a valuable addition to existing 
well-recognized translation system. 

4   Conclusion and Future Work 

The purpose of this paper was first to present Use Types as a possible semantic 
interpretation framework for prepositions in context, with a purpose of machine 
translation. We referred to previous related work by Herskovits, and Japkowicz, who 
focused on locative prepositions and broadened their work by expanding to Use Types 
for non-locative prepositions. 

The experiments we conducted showed that introducing Use Types as an 
intermediate step can help improve the accuracy of translation.  Furthermore, we found 
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that Wordnet along with Machine Learning tools could be useful in the automatic 
assignation of a Use Type for a preposition. Our approach is also valuable practically as 
we showed that combined our approach to the output of WorldLingo lead to a 
non-negligible accuracy improvement of 23%.  

For future work, we need to collect more data to better evaluate this approach.   We 
also expect to apply this approach to other prepositions, and languages. Lexical 
resources other than Wordnet also need to be investigated. 
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Abstract. We describe a prototype for generating adaptive multime-
dia presentations through the dynamic selection of files from a large
data repository. The presentation is generated based on a conceptual
framework encompassing the technical (syntactic), semantic and rela-
tional textual annotation of the data as well as context-sensitive rules
and patterns of selection discovered with the aid of the system during the
preparation phase. The prototype was developed using Java, Flash-MX
and XML.

1 A Semiotic Perspective of Multimedia

Multimedia is becoming increasingly accessible and diffusible. Much research in
this area deals with content-based retrieval, the automatic recognition of the
content of the medium [1]. However, modeling of the data and task is often
biased toward information retrieval, incorporating temporal and spatial models,
but ignoring other contextual and relational factors.

In this work, we use a repository of multimedia material consisting of ap-
proximately 2,000 files divided between images, video, animations, voice, sound
and music excerpts to dynamically generate presentations through selecting and
playing the most appropriate material based on the notion of the context of the
performance.

2 Related Work

The MATN (Multimedia Augmented Transition Network) by Chen et al. [2]
proposes a general model for live interactive RTSP (Real-Time Streaming Pro-
tocol) presentations, which models the semantics of interaction and presentation
processes such as Rewind, Play, Pause, temporal relations and synchronization
control (e.g. concurrent, optional, alternative), rather than the semantics of the
content. In the HIPS project [3] and [4], a portable electronic museum guide
transforms audio data into flexible coherent descriptions of artworks that could
vary with the context. Kennedy et al. [5] developed a communicative act plan-
ner using techniques from Rhetorical Structure Theory (RST) [6]. These systems
were not designed for changing context and are domain or task specific.
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3 An Adaptive Framework

We introduce here briefly the framework on which we based the prototype im-
plementation. [7] and [8] provide a more detailed insight. The framework can be
divided into static and dynamic components.

Static Components refer to elements not contributing directly to the adap-
tive potential of the framework. They include the following: The Data Model
models multimedia objects as a general class with specialized classes for each
medium. Meta-data describe semantic features of the media and are constant
across media types. Each medium is also annotated according to its specific
characteristics. Media include Text, Images, Moving Images and Audio. Rela-
tions between the data elements are represented using RST-style relations [6].
Visual Effects are techniques used to improve the visual quality of the pre-
sentation and to enhance the relation between two selections for example by
associating a certain kind of relation with a transition. An Information Re-
trieval Model is necessary, since pre-arranging all possible combinations of
media is not feasible in large repositories.

Dynamic Compnents are responsible for the adaptive aspect of the frame-
work. We define it as follows: The Context Model includes several inter-
dependent parameters: the outline, time, space, presenter, audience, medium,
rhetorical mode, mood, and history. Feature Relations provide for overriding
capabilities, and thus an additional interpretive layer. Feature Relations can also
be used to express constraints, which can be considered as negative relations.
Heuristics produce different interpretations of the performance, according to
the context, and through the selection and ordering of data. Generation Pat-
terns are recurring designs, behavior and conditions. Generation patterns are
discovered while experimenting with the system during the preparation phase.
Once identified and included in the interface, they can be retrieved explicitly
during the presentation. Defining patterns also leads to more meaningful ways
of describing the higher level goals of the presenter.

4 Implementation

A prototype was developed using a three-tier software architecture on Flash,
Java and MYSQL platforms as illustrated in Table 1. The model tier consists
of the data and annotations, relations and retrieval patterns. Business logic in-
cluding operations on the database, heuristics and status information makes for
the middle tier, while the presentation (view) tier has the user interface and
interaction elements. Long-term experimental goals, the volatile nature of re-
quirements and other practical considerations have influenced the three-layered,
modularized architecture. Separating the presentation from the model and the
business logic permits the substitution of any of these layers at minimum cost.

Figure 1 illustrates the interaction sequence for retrieving data, with the
following scenario: The user indicates through the presentation graphical user
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Table 1. Architecture of the System

Client Tier Application Tier Model Tier

Application Specific GUI IR Media Database
Application Generic Techniques XML Handler MySQL
Middleware java.xml java.sql

interface (GUI) the features of the data to be retrieved. The presentation GUI
reproduces the user’s request in XML format and sends a message to the XML
handler to process the request. XML sent by the presentation GUI to the XML
handler includes elements for both <sound> (audio) requests and <content>
(visual) requests. The XML handler forwards the request to the Query Processor.
The Query Processor applies heuristics relevant to the required features. The
Query Processor constructs a SQL statement according to the requested features
and heuristics and runs it on the media database. The media database returns
the result set to the Query Processor. The Query processor translates the result
set into XML format and sends it to the XML Handler. The XML Handler
forwards the XML result set to the Presentation GUI. The <Slides> element
represents visual files while the <Sounds> element represents audio files. The
presentation GUI displays the files specified in the result set.

The interface is used for informing the system of changes in the presenta-
tion/audience models and to control/override the system’s suggestions using
relevance feedback and possibly navigation of the knowledge base. The user
controls the system through two types of menu buttons: media-centered for re-
trieval through direct manipulation of the technical (syntactic) features, and
performance-centered buttons exploiting the content (semantic) features as an-
notated.

The user can select any of these features through the presentation GUI. They
are linked internally to the context and data models to select files, or generate

Fig. 1. Sequence Diagram for Retrieving Data
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visual and audio effects. Using the relations and the user specifications, the
most appropriate data files are retrieved from the multimedia database. Of the
relevant data files, only a subset may be used in the final presentation. The final
selection and ordering for the presentation is made by the selection heuristics
and the generation patterns which ensure a coherent final presentation.

5 Evaluation

The prototype currently uses over 2,000 multimedia files and generates presenta-
tions of arbitrary length. The presented framework has to be evaluated over time
on mostly qualitative reusability measures, such as applicability, scalability and
ease of adoption. The TREC 2001 Proceedings [9], which included a video track
for the first time, acknowledge the need for a different evaluation system for that
track. [10] lists some of the performance criteria not captured by Precision and
Recall such as speed of response, query formulation abilities and limitations,
and the quality of the result. Schauble [11] introduces a notion of subjective
relevance which hinges on the user and her information needs rather than on the
query formulation. Thus we feel that the user’s participation in determining the
relevance of the result is an essential factor.

We propose here to use an alternative user oriented measure for the evalu-
ation of the system. As reported by [12] Novelty Ratio is the ratio of relevant
documents which were not expected by the user:

Novelty = # of relevant documents retrieved previously unknown to the user
total # of relevant documents

In order to apply this measure, a special evaluation environment needs to be
set up to run the system in interrupted mode so that the user can evaluate the
selections played without interfering with the system heuristics.

Finally, the users and audience could help evaluate the system through in-
terviews and questionnaires for surveying their reaction.

6 Conclusion and Future Work

Multimedia presentations provide a powerful tool for communication. However,
in order to exploit the full potential of multimedia presentations, it is essential
to allow for a certain flexibility in the selection of the material for a more dy-
namic and less predictable presentation. We proposed a framework for adaptive
multimedia presentations. As a proof of concept, we implemented a system that
dynamically selects and plays the most appropriate selection of multimedia files
according to the preferences and constraints indicated by the user within the
framework. We borrowed concepts from text analysis to model the semantic di-
mension of the presentation. We also proposed adopting different methods of
evaluation to reflect the subjective nature of the task.
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Abstract. In this paper we present a system that creates a headline
summary for a newspaper article. We present an approach that con-
structs a headline by selecting the most important portion of the text,
then reducing it using linguistic compression techniques. The compres-
sion is grammatical and retains the most important pieces of informa-
tion, leaving it readable. In addition, we present experimental results
that demonstrate the effectiveness of our approach.

1 Introduction

Current automatic summarizers usually rely on sentence extraction to produce
summaries. However, rather simply extracting sentences and stringing them to-
gether, producing headlines automatically relies on shortening the summary and
making it concise and coherent. For instance, sentence (1’) is a shortened form
of sentence (1):

(1) Dwight C. German, a professor of psychiatry at University of Texas South-
western Medical Center in Dallas, said the study by Brzustowicz and col-
leagues, published in the April 28 issue of Science magazine, really may well
be a landmark paper.

(1’) Dwight C. German said the study by Brzustowicz and colleagues is a land-
mark paper.

We implemented an automatic headline generation system. Input to the sys-
tem is the original document, the most important sentences are extracted from
the original document. Output of the system is shortened forms of the extracted
sentences as headline-like summaries. The production of headlines uses multiple
sources of knowledge to make decisions, including syntactic knowledge, context
and relevant information. Generating headlines improves the conciseness of au-
tomatically generated summaries, making it concise on target.

In the next section, we describe the headline generation algorithm in details.
Then, we introduce the evaluation scheme used to assess the performance of the
system and present evaluation results. Finally, we examine some possible future
works.
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2 Headline Generation

Contrary to [1], the generation of headlines is a two-step process: (1) Extraction
of relevant sentences, (2) Shortening the relevant sentences and making them
concise. The algorithm for extracting the relevant sentences is as follows:

1. Split the original document into segments that address the same topic [2].
2. Tag the words in the segment with their respective Part of Speech tags [3].
3. Parse the tagged words into their syntactic structure using [4].
4. Extract the nouns and the compound nouns from the parsed segment.
5. Compute the lexical chains [5] for each segment.

LC = {chainMember1, . . . , chainMembern}
where chainMemberis are word senses and there exists a semantic relation,
such as identical, synonym, hypernym or hyponym, between all the chain
members in a particular chain.

6. Rank the segments based on :

score(segj) =
m∑

i=1

score(chainMemberi, segj)
si

where score(chainMemberi, segj) is the number of occurrences of a chain
Memberi in segj , m is their number, and si is the number of segments in
which chainMemberi occurs. The top segments - with the highest scores -
are chosen for the process of sentence extraction.

7. Extract the relevant sentences (i.e., sentences with the highest scores) using a
scoring process, which considers the number of words shared by the sentence
and the chains that have been considered in the segment selection phase.

score(senj) =
m∑

i=1

score(chainMemberi, senj)
si

where score(chainMemberi, senj) is the number of occurrences of a chain
Memberi in senj , m is their number, and si is the number of sentences in
which chainMemberi occurs. The top sentences - with the highest scores -
are chosen for the process of sentence reduction.

The input to the sentence-shortening algorithm are parse-trees of the most im-
portant sentences of the original text selected as described above. In our case,
we take the highest top two ranked sentences. The parse-tree then goes through
several operations in order to trim it. We developed the following reduction
operations for parse-tree trimming:

1. Eliminate the subordinate clauses.
(2) Schizophrenia patients whose medication couldn’t stop the imaginary

voices in their heads gained some relief after researchers repeat-
edly sent a magnetic field into a small area of their brains.
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(2’) Schizophrenia patients gained some relief after researchers repeatedly
sent magnetic field into a small area of their brains.

2. Eliminate the noun modifiers.
(3) The V-chip will give the parents a new and potentially revolutionary

device to block out programs they don’t want their children to
see.

(3’) The V-chip will give the parents a device to block out programs they
don’t want their children to see.

3. Eliminate the adverbial phrases.
(4) Dwight C. German said the study by Brzustowicz and col-

leagues really may well be a landmark paper.
(4’) Dwight C. German said the study by Brzustowicz and colleagues may

well be a landmark paper.
4. Eliminate the prepositional phrases.

(5) India’s foreign secretary flew to Bangladesh on Sunday for high-
level talks.

(5’) India’s foreign secretary flew to Bangladesh.
5. Shorten the noun phrases by eliminating the specifications

(6) Schizophrenia patients gained some relief after researchers sent
magnetic field into a small area of their brains.

(6’) Schizophrenia patients gained relief after researchers sent magnetic field
into their brains.

6. Change the tense of the main verb into present tense.
(7) Dwight C. German said the study by Brzustowicz and col-

leagues may well be a landmark paper.
(7’) Dwight C. German said the study by Brzustowicz and colleagues is a

landmark paper.

The extracted sentences go iteratively through these reduction operations until
the desired compression length is reached. If the desired length is not achieved
even after completion of the above mentioned elimination steps, words like pro-
nouns, prepositions, etc. are removed until the desired length is achieved.

3 Evaluation

Evaluation methods can be broadly classified into two categories [6]:extrinsic and
intrinsic. Extrinsic evaluation methods determine the quality of the summaries
based on its performance with respect to the completion of certain task, such as
information retrieval. Intrinsic evaluation methods determine the quality of the
system generated “peer” summaries based on the overlap with human generated
“model” summaries.

We evaluated our headline generation techniques using the Document Un-
derstanding Conference (DUC) 2004 data [7], provided by NIST, and ROUGE
evaluation package [8]. ROUGE is a collection of measures to automatically eval-
uate the quality of summaries, based on n-gram overlap (n=1,2,3,4) and word
sequence similarity between the peer and model summaries. In our evaluation,
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Table 1. ROUGE evaluation results (with stop words)

System ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-4 ROUGE-L ROUGE-W
Our system 0.22485 0.04745 0.00993 0.00230 0.18822 0.10189
Best system 0.25302 0.06590 0.02204 0.00766 0.20288 0.12065

Avg. of human summarizers 0.29 0.08 0.03 0.01 0.24 0.13

Table 2. ROUGE evaluation results (without stop words)

System ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-4 ROUGE-L ROUGE-W
Our system 0.26254 0.06489 0.01627 0.00321 0.22335 0.12826
Best system 0.29441 0.07500 0.02122 0.00489 0.23748 0.15241

Avg. of human summarizers 0.32 0.08 0.03 0.01 0.28 0.17

we used ROUGE-N (where N =1, 2, 3, 4), ROUGE-L (longest common sub-
sequence), and ROUGE-W (weighted longest common subsequence) measures.
Chin-Yew Lin [8] found that ROUGE-1, ROUGE-L and ROUGE-W correlates
well with the human evaluation.

In 2004, NIST provided a collection of 500 documents and defined the task as
to generate a very short summary (approximately 75 bytes) for each document.
Apart from the test data, NIST also provides four human generated ’model’
summaries for each document.

We compared the summaries of our system against the model summaries
using ROUGE with the parameters set in the same way as in DUC 2004 evalua-
tion. Table 1 shows the evaluation results of our system in comparison with the
best system in DUC 2004 and the average of human summarizers. Our system
is among the top ranked systems with respect to ROUGE-1, ROUGE-L and
ROUGE-W measures.

We also performed another experiment to study the influence of “removal
of stop words” in ROUGE evaluation (Table 2). We observed that there was a
significant increase in almost all of the ROUGE measures.

In the Document Understanding Conference [9], that we participated us-
ing these sentence reduction techniques, we achieved the highest coverage-based
headlines with score approximately 40%. This evaluation was carried out by
human judges using the Summary Evaluation Environment (SEE) protocol 1.

4 Conclusion and Future Work

In this paper, we explained the process of generation of headline based on cer-
tain linguistically motivated principles. These linguistically motivated principles
are based on the syntactic parse of the sentence and thus could be used in sev-

1 http://www.isi.edu/˜cyl/SEE
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eral domains of texts. We evaluated the headlines generated by our system by
comparing them with four “ideal” summaries and using ROUGE measures.

Though our system has a good performance when compared to many other
systems, there is still a lot of scope for research into the techniques. We plan to
investigate into methods to identify the relative importance of certain syntactic
structures, based on their surrounding context words. We also plan to investigate
the methods to identify the coherent portions, in order to present more readable
content at a given compression rate.
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Abstract. We study a class of binary regularized least-squares classifiers 
(RLSC) for information retrieval tasks whose training involve the solution of a 
unique linear system of equations. Any implementation of RLSC algorithms 
face two major difficulties: the large size and the density of the Gram matrix. In 
this paper, we present a numerical investigation of an implementation based on 
the preconditioned conjugate gradient and introduce a novel reduced RBF 
kernel which is shown to improve the sparseness of the system. 

Keywords: Kernel methods, regularized least squares, binary classification, 
preconditioned conjugate gradient, SVM, Reuters-21578, MNIST. 

1   Introduction 

Text (Web pages, news stories …etc.) categorization, document ranking with respect 
to a given query and information filtering (Spam or undesirable e-mails) are well 
known  information retrieval tasks. A classifier based on a supervised learning model 
is represented by a decision function f : X  Y  where X is the set of objects to be 
classified, Y is the set of categories. Any application V : Y×Y  [0,∞) such that  
V(y,f(x))=0 in case where f(x)=y, is called a loss function which intuitively measures 
the economic loss incurred by predicting f(x)) instead of y. In particular, support 
vector machines [10] use the hinge loss function: 

−

≥
=

otherwise.          )(1

,0)( if        0
 ,

xyf

xyf
f(x))V(y  (1) 

The optimal separating hyperplane, which determines the weights of the classifier 
in feature space, can be obtained by the solution of a large convex quadratic 
programming problem (QP) whose size, m, is precisely the number of examples. In 
practice, state of the art implementations of SVM can only handle large corpora on 
powerful software and hardware platforms. In order to solve the large QP on 
moderate hardware (of the shelf computers for e.g.), chunking techniques which solve 
a sequence of smaller QPs have been introduced. The widely used sequential minimal 
optimization (SMO algorithm) solves QP sub-problems with only two variables [5] 
and has been used for text categorization [2]. 
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RLSC learning algorithms are based on a simple form of the loss function namely 
the square loss [1,7,8]: 

V(y,f(x)) = (y-f(x))² (2) 

In the next section, we give brief introduction to RLSC algorithms followed by 
numerical results of our RLSC/RBF implementation. In section 4, we present a new 
form of the RBF kernel, which is shown to improve sparsity of the Gram matrix 
without noticeable loss of precision, along with some preliminary results on the 
Reuters and MNIST Corpora. Finally, we comment our results and give some 
concluding remarks. 

2   RLSC Theory 

Regularized Least-Squares Classifiers (RLSC) solve binary classification problems in 
Reproducing Kernel Hilbert Space H: Given a set of labeled examples  
S=(xi, yi)i=1..m ⊂ RN×R, a classifier f∈H: X Y can be  found by minimizing the 
empirical risk according to the ERM principle:  

( )( )  , 
1

1i

2

min −
=∈

m

Hf
xfy iim

 (3) 

which is an ill-posed problem in the sense of Hadamard (1801). In order to make (3)  
a well posed problem, one can use Tikhonov Regularization techniques which consist 
of  minimizing -for a fixed positive parameter λ-, the regularized functional, 
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obtained by adding a regularization functional to the empirical risk in (3). The term. 

λ.
2

K
f in (4) enhances smoothness and uniqueness of the solution (

2

K
f is the norm 

of f in HK, the reproducing kernel Hilbert space defined by the kernel K). The 
coordinates (ci) of the unique solution of problem (4)  fλ:  
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in HK, can be found by solving the linear system of equations: 

(mλI + K) c = y (6) 

Where I is the identity matrix, y=(y1,…, ym)T the vector of labels (yi=±1) and K is 
the (m×m) Gram matrix (Kij=K(xi, xj)). The key algorithm of RLSC, described in 
[6] computes the decision function (5), by solving system (6) for a given kernel K. 
Several efficient approaches were proposed in numerical analysis to handle large 
sparse symmetric definite-positive linear systems[11], nevertheless algorithms 
capable of dealing with dense systems similar to (6), are limited to small size 
problems and are based on the preconditioned conjugate gradient algorithms (PCG). 
Motivated by the results obtained in [3], the incomplete Cholesky factorization PCG 
algorithm, considered as the state of the art in dense linear algebra, seems to be most 
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appropriate for the solution of (6). ICF-PCG [3] was found to outperform the diagonal 
PCG on a variety of symmetric positive dense (SPD) test problems. 

3   Experiments with RBF Kernel 

Preliminary results of our RLSC implementation on Reuters-21578 corpus [13]1 show 
that ICF-PCG algorithms [3] converge in a single iteration with a small relative 
residual error. However, in terms of CPU time, the diagonal-PCG algorithms are 
much faster, for the same tolerance level, on subsets of sizes ranging between 1000 
and 9000 examples. The following tables summarize the results obtained on the 
Reuters2 corpus whose 9000 first examples were used for training and the last 1377 
ones for testing. 

Table 1. Performance results of an  RLSC on Reuters-21578 corpus for the term «earn». Gram 
and P_CG columns indicate the CPU time for the Gram matrix generation and PCG algorithm 

Training set CPU time (sec.) Classification (%) 
Size Memory (byte) Gram P_CG Total Reco. Pre. Rec. 

1 000 14 090 008 3.02 0.05 3.07 93.61 85.50 99.81 
2 000 56 175 500 11.64 2.36 14.00 95.28 89.04 99.61 
3 000 126 262 364 25.98 5.44 31.42 94.63 87.67 99.61 
4 000 224 349 676 44.33 27.29 71.62 95.42 89.35 99.61 
5 000 350 436 904 153.07 188.67 341.74 95.57 89.67 99.61 
6 000 504 523 572 546.07 261.50 807.57 95.86 90.30 99.61 
7 000 686 610 996 887.16 2 820.26 3 707.42 96.59 91.77 99.81 
8 000 896 250 420 1 363.58 4 260.29 5 623.87 96.51 91.61 99.81 

9 000 1 134 280 388 1 727.96 4 975.37 6 703.33 97.02 92.77 99.81 

Table 2. Comparison of RLSC with SVM-Light for RBF Kernel (sigma=2). Training is 
performed on the first 4000 examples from Reuters for five terms having varying rates for 
positive labels (Pos. shown on the 2nd col.) 

Reuters_4000 SVM RLSC 
Term Pos. (%) CPU(s) Reco. Gram_CPU(s) P_CG_CPU(s) Reco. 
“earn” 40.23 37 77.63 44.33 27.29 95.42 
“acq” 20.65 36 77.56 48.33 26.97 89.98 

“wheat” 2.93 41 98.33 44.92 21.53 98.18 

“corn” 2.33 49 98.84 44.54 21.26 98.84 

“cocoa” 0.50 55 99.56 44.87 25.11 99.64 

                                                           
1 All the experiments were performed on an AMD850MHz/256Mb(RAM) PC. 
2 Contains 10377 documents represented by tf (term frequency) vectors of dimension 12113. 
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For the MNIST corpus of handwritten digits3[12], the scanned images are 
represented by vectors of dimension (784=28x28) indicating the gray-levels of the 
pixels. Training on the first 4000 examples show similar performance results. 

Table 3. Comparison of RLSC with SVM-Light on 2000 examples from MNIST Corpus. The 
RBF Kernel with sigma=250 is used 

MNIST_2000 SVM RLSC 
Digit Pos. % CPU(s) Reco. Gram_CPU(s) P_CG_CPU(s) Reco.(%) 

_0 9.55% 23 90.20 31.96 1.38 99.15 
_1 11.00% 22 88.65 26.97 1.32 98.67 
_2 9.90% 20 89.68 32.19 1.98 98.29 
_3 9.55% 22 89.90 32.08 1.43 97.93 
_4 10.70% 22 90.18 32.19 1.37 98.08 
_5 9.00% 21 91.08 26.86 1.15 97.84 
_6 10.00% 23 90.42 32.07 2.25 98.93 
_7 11.20% 21 89.72 26.75 1.15 97.99 
_8 8.60% 22 90.26 31.53 1.65 97.63 

_9 10.50% 22 89.91 26.75 1.20 97.02 

4   Experiments with the Reduced RBF Kernel 

We introduce a novel reduced RBF kernel (R-RBF), whose objective is to generate a 
sparse Gram matrix, obtained by trimming the Gaussian function to a given threshold  
(θ). R-RBF is defined by: 
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For (θ=0), our R-RBF is identical to the classical RBF. In our experiments, the 
threshold θ was chosen to keep an acceptable prediction rate of the RLSC classifier 
and a minimal density of the Gram matrix. 

Table 4. Comparison of RLSC using R-RBF(θ=0.01, σ=2), SVM(RBF σ=2) and RLSC with 
RBF (σ=2) for Reuters et MNIST corpora. (-) indicates that the algorithm failed 

Training set SVM (RBF) RLSC (RBF) RLSC (R-RBF) 
Corpus Size CPU(s) Reco. CPU(s) Reco. CPU(s) Reco. 

Reuters_earn 9 000 541 79.65 6 703.33 97.02 282.38 92.01 
MNIST_0 30 000 19 361 90.20 - - 7 325.25 90.27 

                                                           
3 Contains 60.000 training examples and  10.000 test examples. 
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5   Conclusions 

Numerical performance results show an improvement of the recognition rate of our 
RLSC implementation compared to that of SVM. However, RLSC is slower than 
SVM, in terms of CPU time, due to the time spent (more than 60%) in the generation 
of the full Gram matrix (Tables 1,3, col. Gram). The latter can be efficiently used in a 
one-versus-all (OVA) scheme[9] without extra computational effort for handling 
multiclass problems and may favor the use of RLSC for such tasks. The high density 
of the Gram matrix obtained by the RLSC formulation for large corpora severely 
limits the use of direct or iterative methods for the solution of the resulting linear 
system of equations. The latter task is much harder than supposed and declared in [6] 
using standard kernels. 

The proposed reduced RBF kernel seems to be promising for handling the density 
problem. Preliminary results obtained by using the R-RBF kernel for training RLSC 
algorithm on large corpora favor its use in real world information retrieval learning 
tasks such as Web categorization. 
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Abstract. We present a new approach for language modeling based on dynamic
Bayesian networks. The philosophy behind this architecture is to learn from data
the appropriate relations of dependency between the linguistic variables used in
language modeling process. It is an original and coherent framework that pro-
cesses words and classes in the same model. This approach leads to new data-
driven language models capable of outperforming classical ones, sometimes with
lower computational complexity. We present experiments on a small and medium
corpora. The results show that this new technique is very promising and deserves
further investigations.

1 Introduction

A statistical speech recognition system estimates the most probable sequence
of linguistic units (i.e. words, syllables, phonemes, etc.) given acoustic observations.
The Bayesian formulation of the problem allows a factorization over the acoustic and
linguistic components: Ŵ = arg maxW P (O|W )P (W ), where O denotes acoustic
observations and W denotes the underlying sequence of linguistic units. In this for-
mulation, the language model, P (W ), encodes the a priori linguistic information, i.e.
syntactic, lexical and/or morphologic properties of language. The specification of a lan-
guage model involves the definition of implicit and/or explicit variables of language.
For example n-gram models use word as the only variable in language whereas syntac-
tic n-class models use both word and syntactic classes [1,2]. The dynamics of language
is derived by these variables and their interactions through time. Each variable interacts
with a certain number of factors that constitute its context. In probabilistic terms the
context of a linguistic unit is defined with conditional independence properties. Given
its context each linguistic unit is assumed to be independent of other linguistic events.
For example classical n-gram models make the assumption that a word is independent
of all preceding words given the most recent n − 1.

On the other hand, conditional independence is the core property of dynamic
Bayesian networks (DBNs), it is indeed the exploitation of this property that leads to
efficient and generic inference algorithms [3]. Moreover, as it will become clear in the
following sections, n-gram and n-class models (and other language models) are very
particular instances of DBNs. Thus, it is a natural idea to rethink language models
within the general framework of DBNs and seek potential benefits from this rethinking.

It is our purpose in this paper to use the DBNs framework in order to achieve a
better exploitation of each linguistic unit considered in modeling. We develop a unifying
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approach that processes each of these units in a unique model and construct new data-
driven language models with improved performances. The principle of our approach is
to construct DBNs in which a variable (word, class or any other linguistic unit) may
depend on a set of context variables. These dependences between linguistic units can
be determined automatically or manually. Of course our ultimate goal is to propose an
automatic scheme to learn the optimal DBN structure from a training corpus. However,
in order to investigate the feasibility of our approach, we start by analyzing DBN models
for which the graphical structure is specified manually.

2 A Brief Overview of Dynamic Bayesian Networks

Dynamic Bayesian networks (DBNs) are generalization of (static) Bayesian networks
(BNs) to dynamic processes. The Bayesian networks formalism consists of associating
a directed acyclic graph to the joint probability distribution (JPD) P (X) of a set of
random variables X = {X1, ...,Xn}. The nodes of this graph represent the random
variables, while the arrows encode the conditional independences (CI) which (are sup-
posed to) exist in the JPD. A DBN encodes the temporal dynamics of a time evolving
set X[t] = {X1[t], . . . ,Xn[t]} of variables. The JPD of XT

1 = {X[1], . . . ,X[T ]} is
factorized as:

P (X[1], . . . ,X[T ]) =
T∏

t=1

n∏
i=1

P (Xi[t]|Πit) (1)

where Πit denotes the parents of Xi[t]. In the BNs literature, DBNs are defined using
the assumption that X[t] is Markovian [4]. In this paper, we relax this hypothesis to
allow non-Markov processes (see [5] for details).

From this perspective, it is obvious that classical language models can be repre-
sented as DBNs. Indeed, n-gram models assume that the probability of a word sequence
is factorized over the conditional probabilities of each word in the sequence given its re-
cent history of n− 1 words. That is, if W is the word vocabulary and wT

1 = w1...wT ∈
WT is a word sequence, one assumes that: P (wT

1 ) =
∏T

t=1 P (wt|wt−1, . . . , wt−n+1)
Thus, if Wt is a discrete random variable taking its values in W for every t,

n-grams can be represented as the DBN shown in Fig. 1-(a) (for n = 3, i.e., tri-
gram) which is a Markov chain of order n. Class-based approaches represent the his-
tory on word classes rather than words. That is, if C = {l1, ..., lm} is the set of class
labels and cT

1 = c1...cT ∈ CT is an observed class sequence, one assumes that:

Wt−2 Wt Wt+1 Wt+2Wt−1

(a) tri-gram

t−2W Wt−1 Wt Wt+1 Wt+2

C Ct−1 Ct+1 Ct+2Ctt−2

(b) bi-class

Fig. 1. Tri-gram and bi-class models
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P (wT
1 , cT

1 ) =
∏T

t=1 P (wt|ct)P (ct|ct−1, . . . , ct−n+1). Thus, if Ct is a discrete ran-
dom variable taking its values in C for every t, n-class models can be represented as
the DBN shown in Fig. 1-(b) (for n = 2, i.e., bi-class).

3 Language Modeling with DBNs

n-gram and n-class models are the most commonly used language models in state-of-
the-art speech recognition systems. In practice they are merged together either using
linear combination or an integration of their respective characteristics in a single archi-
tecture using maximum entropy techniques [6]. This approach yields quite interesting
results, however if we want to better exploit the lexical and syntactic information, a
solution would be to consider them in a unique model that is trained within a single
procedure.

The DBN formalism provides a theoretical and computational framework to achieve
this goal. Our principle idea is to impose no a priori hypothesis on the way a language
should be represented but to consider all available data (words, classes, ...) as observa-
tions of the dynamic system {Wt, Ct}. Our goal then is to find the model that has the
best description (in terms of perplexity) of these observations. In this way, we let data
dictate what influences the pronunciation of a word. In Bayesian networks terminol-
ogy this is the structure learning problem: find the graph structure (and its numerical
parameterization) that explains the data at ‘’best”.

In order to define a set of DBN structures plausible for language modeling, we need
to specify conditional independence (CI) assertions that are linguistically informative
and easy to interpret. We also want n-gram and n-class models to be included in this
set in order to be able to exploit their linguistic properties. We define the following
generalized CI assumptions:

Assumption 1. Given the most recent n − 1 words and the classes of m − 1 previous
and k future words, a word Wt is independent of all previous words and their classes
{W1, . . . , Wt−n, C1, . . . , Ct−m}.

Assumption 2. Given the most recent n − 1 words and the class labels of previous
m−1 words {Ct−1, . . . , Ct−m+1, Wt−1, . . . , Wt−n+1}, the class Ct is independent of
previous words and distant class history {W1, . . . , Wt−n, C1, . . . , Ct−m}.

The first assumption specifies the context of a word from both word and class vari-
ables allowing also the incorporation of the classes of future words. Schematically the

t−n+1 Wt−1 Wt

Ct−1 Ct+1Ct

W

C Ct+kt−m+1

(a) Ass. 1

t−n+1 Wt−1 Wt

Ct−1 Ct

W

C
t−m+1

(b) Ass. 2

Fig. 2. Allowed dependencies due to assumption 1 and 2
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allowed dependences are shown in Fig.2.a. The second assumption generalizes the class
context to include word history. The schematic representation is shown in Fig.2.b.

The JPD for a specific model is: P (W,C) =
∏

t P (Wt|ΠWt
)P (Ct|ΠCt

), where
ΠWt

and ΠCt
are the set of parents of Wt and Ct respectively.

4 Experiments

The first set of experiments is performed on the Le monde newspaper corpus. We use
22M words for training and a test corpus of 2M words. The vocabulary consists of the
most frequent 5000 words. The training corpus has been labeled automatically by a
set of 200 syntactic classes set by hand [7]. All models used in the experiments are
smoothed using absolute discounting method [8].

Table 1 shows perplexity results of different Bayesian network language models.
In order to achieve our objective to find the best model we set the bi-class model as
baseline and extend it incrementally by incorporating additional lexical and/or syntactic
context. We also introduce the concept of right context of a word. DBN6 is a typical
example of this case that integrates not only the left class context of a word but also
its right syntactic context. We obtain a 16.6% improvement with respect to DBN4 that
proves the importance of right context. It is true that linguistically this is not a surprising
result. DBN5, on the other hand, shows that left context is quite important. That is why
its removal reduces the results by 7.8%. A significant perplexity reduction is observed if
a word not only depends on its syntactic but also lexical context. Indeed, DBN7 yields
an improvement of 24.6% with respect to DBN4. This results confirms that lexical
history is indispensable and that syntactic history provides a significant improvement.

Pushing forward this strategy, we achieve a model that is not only much better than
the bi-class but also better than the bi-gram. Indeed, the model DBN8 reduces the per-
plexity by 57.9% with respect to bi-class and 2.4% with respect to bi-gram.

The second set of experiments (SPORT) is performed on articles dedicated to sport
news extracted from a French newspaper. The corpus consists of 8500 sentences, the
tests are performed using an open vocabulary of 2000 words with different cluster sizes
(|C|)and with or without < UNK >. Word classes are defined based on statistical
criteria using the HTK toolkit.

Table 1. Perplexity results on “Le Monde 87” corpus

Model P (W ) PP
2-gram

∏
t P (wt|wt−1) 65.24

2-class
∏

t P (wt|ct)P (ct|ct−1) 151.31
3-class

∏
t P (wt|ct)P (ct|ct−1ct−2) 130.00

DBN4
∏

t P (wt|ct, ct−1)P (ct|ct−1) 113.13
DBN5

∏
t P (wt|ct, ct+1)P (ct|ct−1) 121.98

DBN6
∏

t P (wt|ct−1, ct, ct+1)P (ct|ct−1) 94.35
DBN7

∏
t P (wt|wt−1, ct)P (ct|ct−1) 85.20

DBN8
∏

t P (wt|wt−1, ct−1, ct−2)P (ct|wt) 63.67
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Table 2. SPORT corpus perplexity results computed with/without < UNK >

Model P (W ) |C = 1| |C| = 15 |C| = 25 |C| = 45
2-gram

∏
t P (wt|wt−1) 38.5/50.7

3-gram
∏

t P (wt|wt−1, wt−2) 30.9/39.3
2-class

∏
t P (wt|ct)P (ct|ct−1) 94.1/139.2 84.2/122.7 77.5/111.9

3-class
∏

t P (wt|ct)P (ct|ct−1, ct−2) 90.6/133.4 80.0/115.9 71.5/102.2
DBN9

∏
t P (wt|wt−1, ct−2)P (ct|wt) 36.3/47.2 35.2/45.6 34.4/44.3

Table 2 shows different model performances for SPORT corpus. The first remark
is that the use of a higher number of classes leads to a reduction of perplexity. The
second one is that the use of a history which combines classes and words is beneficial
to language models and yields better results. The best performance is obtained by DBN9
which yields an improvement of 12,6% in comparison to bigram. The other important
point is that, even if the trigram computational complexity (O(|W |3)) is higher than
the one of DBN9 (O(|W |2|C| + |W ||C|)), there is only a difference of 5 points (in
average) between their perplexities, which is relatively small. Thus we can hope that,
with a larger vocabulary and with a classification containing more classes, we can build
DBN models similar to DBN9 with equivalent performances as a trigram.

5 Conclusion

Using the framework of the dynamic Bayesian networks, we presented a new approach
for language modeling that considers data (training corpora made up of words, classes,
concepts...) as observations of a dynamical system with the goal to find the model that
has the best description of these observations in terms of perplexity. Among the advan-
tages of this approach, we can note that the linguistic units are not used separately as in
classical models, but merged in a single process. We tested several DBNs on different
corpora and hence on different applications. The results show for all corpora that the
models are improved by introducing the left context of both words and classes. Some
experiments showed that DBNs outperform the baseline models and in some cases they
compete with the higher order baseline models. All these encouraging results illustrate
the feasibility of our approach. The main direction of our future work is to investigate
algorithms of structure learning problem in order to reach our final objective: find the
graph structure and its numerical parametrization that explains the data at best.
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Abstract. With the advent of Kearns & Singh’s (2000) rigorous up-
per bound on the error of temporal difference estimators, we derive the
first rigorous error bound for the maximum likelihood policy evaluation
method as well as deriving a Monte Carlo matrix inversion policy eval-
uation error bound. We provide, the first direct comparison between the
error bounds of the maximum likelihood (ML), Monte Carlo matrix in-
version (MCMI) and temporal difference (TD) estimation methods for
policy evaluation. We use these bounds to confirm generally held notions
of the superior accuracy of the model-based estimation methods of ML
and MCMI over the model-free method of TD. With our error bounds,
we are also able to specify parameters and conditions that affect each
method’s estimation accuracy.

1 Introduction

The issue of policy evaluation deals with estimating the value of the future
rewards in a Markov reward process for a fixed policy π. A variety of tech-
niques for performing value estimation have been developed, the most common
of which are the temporal differencing (TD) [1] and maximum likelihood (ML)
[2] methods. The Monte Carlo matrix inversion (MCMI) method is an alterna-
tive model-based method for policy evaluation introduced by Barto and Duff
[3]. The choice of estimation method has commonly been dictated by issues of
storage requirements and runtime complexity. The model-free TD method has
often been preferred due to its perceived faster execution time as well as minimal
storage requirements [4]. However, recent work has shown that ML can be com-
petitive with TD under a variety of circumstances in terms of execution time [5].
Also, the MCMI estimation approach is competitive with TD in terms of both
execution and storage costs [6].

One criteria for choosing an estimation method that has often been only
addressed empirically is the issue of value estimation accuracy. Model-based
methods such as ML and MCMI have generally been perceived to be more ac-
curate estimators compared to the TD model-free method [2] [3]. Much of this
perception has been derived from intuitive arguments due in part to a lack,
until recently, of rigorous error bounds for TD. Another reason for a lack of
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rigorous theoretical bounds for comparisons between estimation methods is that
the direct ML approach uses a matrix factorization to derive a matrix inverse.
Finding an error bounds for the ML estimation is complicated by the fact that
there is no single factorization approach. Instead, there exists an entire family
of factorization algorithms designed to handle different matrix properties.

In this paper, we provide error bounds for the ML and MCMI estimation
methods and compare them to the Kearns and Singh TD error bounds introduced
in 2000 [7]. With these theoretical error bounds, we are able to provide:

1. Conditions required for the ML method to produce accurate estimates;
2. Confirmation on the general perception of the superior accuracy of ML and

MCMI estimation accuracy over TD due to TD’s error bias;
3. Theoretical support that with decreasing discount factor (γ) size, estimation

accuracy improves.

In addition to the theoretical analysis, we also provide some sample experi-
mental data in support of our analysis.

2 Preliminaries

Consider a Markov reward process over a fixed policy π. This Markov reward
process ranges over a finite set of N states with stationary transition probabilities
P(si+1 = m|si = n), where si is the state entered into at time i. The rewards
are given by a probability distribution R(rm|si = m), where rm is the reward
obtained for entering state m. The transition model can be represented by an
N ×N matrix P , where P (n,m) = P (si+1 = m|si = n). The reward model may
be represented by an N × 1 vector of expected rewards r, where r(m) = E[rm].
The value function v(n) finds the expected sum of discounted future rewards for
a state s0 = n, that is v = r + γPr + γ2P 2r + .... If P and r are known, then v
may be found by solving the matrix equation

(I − γP )v = r, (1)

where I is an identity matrix. The process of finding value estimates for states
for a fixed policy in such a reinforcement learning problem is what is known as
policy evaluation.

Policy evaluation methods may be divided into model-free methods such as
TD and model-based methods such as ML and MCMI.

2.1 Background on TD

The model-free temporal difference method foregoes a model by estimating v
with actual discounted rewards ri obtained over sample trajectories and a boot-
strapping method which uses old value estimates for states to avoid waiting until
the end of a sample trajectory to update its estimates. The standard TD(λ) value
estimation is given by

v̂(s0 = n) ←
∞∑

k=1

(1 − λ)λk−1[(1 − α)v̂(s0) + α(Rk)], (2)
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where Rk = r0 + γr1 + . . . + γk−1rk−1 + γkv̂(sk), 0 ≤ α ≤ 1 and 0 ≤ λ ≤ 1 [4].
Figure 3 of appendix A illustrates a sample TD algorithm.

In terms of storage and runtime costs, the TD method needs to only store each
state’s value estimates. Thus, it requires O(N) space. For each of T sampling
steps, TD may check up to N states to update a state value producing an O(TN)
runtime for the most efficient of TD algorithms.

2.2 Background on ML

The maximum likelihood method finds an estimate v̂ of the value function v
from equation 1 by building an estimate P̂ of matrix P and an estimate r̂ of
the expected rewards r through sampling of the environment. We calculate P̂ by
P̂ij = aij∑

j
aij

∀ 1 ≤ i, j ≤ N where aij is the number of times during sampling

we transitioned from state i to state j. Similarly, r̂(m) =
∑k

i=1
rm(i)

k , where rm(i)
is the reward obtained for the i’th visit of state m and k is the total number of
times state m was visited during sampling.

ML uses this model of matrix P to then solve for v by finding the inverse of
matrix (I − γP̂ ) through matrix factorization and back substitution with r̂.

(I − γP̂ ) is an N × N matrix. Therefore in the worst-case, ML requires up
to O(N2) space. In addition, the runtime for ML is dependent on the cost of
factoring the matrix (I − γP̂ ) which is upper bound at O(N3) [5].

2.3 Background on MCMI

The Monte Carlo matrix inversion method finds an estimate v̂ of v by deriving an
estimate ̂(I − γP )−1 of matrix (I −γP )−1 directly using a statistical estimation
approach and then producing the estimate v̂ by v̂ = ̂(I − γP )−1r̂.

This statistical estimation approach was first developed by Ulam & Von
Neummann and published by Forsythe & Leibler [8] for the estimate of the
inverse of a matrix (I−M), where the eigenvalues of matrix M are less than one
(ie. maxr |λr(M)| < 1). Barto and Duff applied this approach to reinforcement
learning [3]. One way to find v of equation 1 is to find the inverse of matrix
(I − γP ). As long as γ < 1, then the eigenvalue requirements to find the inverse
of (I − γP ) by the Monte Carlo matrix inversion method are satisfied.

In the MCMI policy evaluation method, we use a matrix Ŵ , where

Ŵij =
walkij

(1 − γ)(
∑

j
walkij)

∀ 1 ≤ i, j ≤ N, (3)

and walkij is a sampling walk, through our environment, which starts in a state
i and ends in a state j. Lu and Schuurmans [6] showed that the expected value
of Ŵij is

E[Ŵij ] = ([I − γP ]−1)ij . (4)

Figure 4 of appendix A illustrates a sample MCMI policy evaluation algo-
rithm.
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Due to various algorithmic efficiencies illustrated by Lu and Schuurmans [6],
MCMI need only store space linear in N . Also, the MCMI algorithm has an
upper bound time of O(TN), where T is the number of sampling steps and N
is the number of states.

3 Error Bounds

3.1 Error Bounds of TD

Kearns & Singh [7] formed an error bound on a modified form of TD(λ) called
phased TD. Phased TD uses equal weighting of learning updates in order to avoid
the moving average resulting from a fixed value of α in equation 2 of standard
TD(λ). In phased TD(λ) we have

vt(s) ←
1
h

n∑
i=1

( ∞∑
k=1

(1 − λ)λk−1(Ri
k)

)
, (5)

where Ri
k = ri

0 +γri
1 + . . .+γk−1ri

k−1+γkvt−1(si
k) and ri

k is the reward obtained
at the k’th time step on the i’th trajectory and si

k is the state visited at the k’th
time step on the i’th trajectory. There are a finite set of h trajectories where
1 ≤ i ≤ h. Despite this modification, they showed that phased TD is analogous
to standard TD with constant α [9].

Based on phased TD, Kearns & Singh [7] found a confidence interval error
bound for temporal difference value estimate in a recursive format:

�t ≤ min
k

[
1 − (γλ)k

1 − γλ

√
3log(k/ν)

h
+

(γλ)k

1 − γλ

]
+

(1 − λ)γ
1 − γλ

�t−1, (6)

where �t = maxs[|v̂t(s) − v(s)|] with probability at least 1 − ν, 0 ≤ t ≤ T ,
0 < ν < 1 and 1 ≤ k ≤ h. We can modify equation 6 to form a relative residual
error bound on the TD value estimate of v̂ by simply using equation 6 as a worst
case upper bound for each of the N value estimate entries in v̂, to yield:

||v̂t − v||1
||v||1 ≤ N

||v||1 min
k

[
1 − (γλ)k

1 − γλ

√
3 log(k/ν)

h
+

(γλ)k

1 − γλ

]
+N

(1 − λ)γ
1 − γλ

||v̂t−1 − v||1
||v||1 ,

(7)
where ||a||1 is defined as the 1-norm of vector a.1

3.2 Error Bounds of ML

We now consider the superior accuracy issue of ML over TD by deriving an error
bound on the value estimate produced by the maximum likelihood approach. In

1 Equation 7 will hold for any norm. We use the 1-norm to facilitate comparison
with the ML and MCMI error bounds which require the use of the 1-norm in their
derivations in order to apply lemma 1 of appendix B.
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order to handle the varying factorization approaches used to find a solution to
a matrix equation of the form

Ax = b, (8)

where A is an N × N matrix and b and x are N × 1 vectors with x unknown,
we use an approach known as perturbation theory to deal with any factorization
differences. Let A + δA represent an estimated matrix where A represents the
true matrix and δA represents any perturbed deviation from A due to the random
variate estimate. Similarly, let b and x represent the right-hand side and true
solution, respectively, to the matrix equation with δb being any deviation from b
and δx being any deviation from x due to the δA deviation and δb. The elegance
of this approach is that δx may capture any deviation caused by method bias
as well as numerical instability due to limits on machine precision [10]. We thus
have (A + δA)(x + δx) = b + δb. Since Ax = b, this equation reduces to
Aδx + δA(x + δx) = δb. Multiplying by A−1 and rearranging, we get

δx = A−1δb − A−1δA(x + δx). (9)

By taking the absolute value norm of both sides and using the triangle inequality,
equation 9 becomes ||δx|| ≤ ||A−1|| ||δb|| + ||A−1|| ||δA|| ||x|| + ||A−1|| ||δA|| ||δx||.
Grouping the ||δx|| terms, we get a bound of

||δx|| ≤ ||A−1|| ||δb|| + ||A−1|| ||δA|| ||x||
1 − ||A−1|| ||δA|| . (10)

We can treat ||A−1|| and ||x|| as constants because they represent the norm of the
true inverse and norm of the true solution, respectively. If ||A−1|| ||δA|| << 1,
then equation 10 can be reduced to

||δx|| ≤ c1(||δb|| + c2||δA||), (11)

where c1 = ||A−1|| and c2 = ||x||. For our reinforcement learning problem δb =
r̂ − r, δx = v̂ − v and δA = (I − γP̂ ) − (I − γP ) = γ(P̂ − P ).

For our analysis, we will let the rewards be a deterministic function of states,
r(m) = rm. Therefore, r̂ = r. So equation 11 becomes

||v̂ − v|| ≤ c1c2γ||P̂ − P ||. (12)

Let us use the 1-norm for our analysis. Therefore, we have

||v̂ − v||1 ≤ ||(I − γP )−1||1 ||v||1γ||P̂ − P ||1, (13)

where c1 = ||(I − γP )−1|| and c2 = ||v||. From lemma 1 of appendix B, we
proved that by the Central Limit Theorem, there is a 95% probability that
||P̂ − P ||1 ≤

√
N√
T

. Substituting this result into equation 13 and rearranging we
get

||v̂ − v||1
||v||1 ≤ ||(I − γP )−1||1γ

√
N√

T
, (14)

under the assumption that ||(I − γP )−1|| ||P̂ − P || << 1, which should hold
with a large enough sampling size of T .

If we now compare equation 14 with the error bound equation of TD, equation

7, we see that TD has a biasing term, TD Bias = 1−(γλ)k

1−γλ

√
3 log(k/ν)

h + (γλ)k

1−γλ . This
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bias is the result of TD tending to use old value estimates. In contrast, ML’s
error bound has no such bias, converging to zero as the number of sampling
steps grows. This analytically explains past empirical evidence for ML tending
to produce more accurate value estimates than TD.

3.3 Error Bounds of MCMI

As specified in equation 4, Ŵij has an expected value of ([I − γP ]−1)ij . From
equation 3, we can see that the N2 random variates, Ŵij , that are estimating
the N2 elements of matrix [I − γP ]−1, have the property that

∑n
j=1 Ŵij =

1
1−γ ∀ 1 ≤ i ≤ N. Let P̂ be an N × N matrix such that, P̂ij = (1 − γ)Ŵij , for
all 1 ≤ i, j ≤ N . Then

̂[I − γP ]−1 =
1

1 − γ
P̂, (15)

and P̂ is a probability matrix with rows summing to 1.2 Since the sum of the
entries in a given row of P̂ must equal 1, then P̂ij is stochastically dependent on
P̂ik. However, entries in different rows have no such restrictions. Therefore, P̂ij

is stochastically independent of P̂kl, where k �= i. Let E[P̂] = P. Then combining
equations 15 and 4, we get

P = E[P̂] = E[(1 − γ) ̂[I − γP ]−1] (16)

= (1 − γ)[I − γP ]−
1

(17)

As in the ML error analysis, we will let the rewards be a deterministic function
of states. Therefore, r̂ = r. Since v = [I − γP ]−1r then,

v̂ − v = ̂[I − γP ]−1r − [I − γP ]−1r. (18)

From equations 15, 17 and 18, we get v̂ − v = 1
1−γ (P̂ − P)r

Also as in the ML error analysis, let us take the norms of this equation to
get

||v̂ − v|| ≤ 1
1 − γ

||P̂ − P|| ||r||. (19)

Since P̂ is a probability matrix then from lemma 1 of appendix B, the Central
Limit Theorem states that there is a 95% probability that ||P̂−P||1 ≤

√
N√
T

.3 Using
this result and taking the 1-norms of equation 19, we have a 95% probability
that

||v̂ − v||1 ≤ 1
1 − γ

||P̂ − P||1 ||r||1 =
√

N ||r||1
(1 − γ)

√
T

(20)

2 Note: P̂ is not generally equal to P (where P is the probability matrix of equation 1).
The relationship being that Pij is the probability of moving from state i immediately
to next state j, while P̂ij is related to a path of states that start in state i and
eventually reach a state j.

3 A comment on sample points: One efficiency that [8] noted was that we can use every
sampling step in a sample run as the start of a new sample walk. Therefore, with T
sampling steps you can have T sample walks. So the number of sample points, T ,
can be the same in both ML and MCMI.
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Fig. 1. Error Reduction vs. # of Sampling Steps (T) for differing state transition
environments, N = 300, λ = .9, γ = .8, α = .5

Dividing by ||v||1 on both sides of equation 20 gives us a relative residual error.
We therefore have a 95% probability that for N states and T sampling steps,

||v̂ − v||1
||v||1 ≤

√
N ||r||1

(1 − γ)
√

T ||v||1
, (21)

Looking closely at equation 21 and comparing it with equation 7, we can see
that, similar to ML, the error bound on MCMI value estimates have no biasing
term as TD’s does. Therefore, MCMI can be expected to produce superior value
estimates to those of TD.

4 Experiments: Comparing Estimation Accuracy

In our first set of experiments of figure 1, we compare the residual error of MCMI,
ML and TD on three different state transition networks: a Random network, a
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Fig. 2. Error Reduction vs. # of Sampling Steps (T) for differing solvers on a randomly
generated matrix, N = 300 with λ = .9, α = .5 and γ values ranging from 0.7 to 0.9

Ring network and a Torus network as the number of sampling steps grow.4

In all three graphs the TD method produces the largest error followed by ML
with MCMI having the least residual error. Figure 1.b & 1.c illustrates that at
times ML can be significantly worse than MCMI due to a poorly conditioned
matrix.5 In this regard MCMI can be considered more fault-tolerant than the
ML method. Figure 1.a illustrates the effect of the biasing term of TD [7] and
the unbiasedness of the ML and MCMI with TD asymptoting at about 0.68,
while both the ML and MCMI methods converge to under 0.1.

4 In our experiments, the relative residual error is calculated as ||v̂−v||1
||v||1 , normalizing

over all N states. The composition of the Ring and Torus state transition environ-
ments are illustrated in Lu et al. 2002[5]. The Random state transition environment
was generated from a uniform distribution.

5 From equation 14 we can see that the ML method is heavily dependent on the size of
the true inverse of I − γP . If ||(I − γP )−1|| is very large then the condition number
of the matrix is large and a very accurate P̂ estimate of P is needed for ML to be
able to produce any estimate of v. Condition number of A = ||A|| ||A−1||.
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Another notable property of our theoretical error bounds is that, from equa-
tion 14, 21 and 7 of the ML, MCMI and TD bounds (respectively), we may
predict that as the parameter γ decreases, our error bounds get tighter and thus
our estimations should become more accurate. Figure 2 illustrates this effect for
varying γ values. Figure 2.c also illustrates that with decreasing γ, TD’s error
asymptotes to a decreasing error bound [7]. One interesting result of this analy-
sis is that with a small enough γ TD and MCMI may become equally accurate
and since both TD and MCMI have similar storage and runtimes then one may
choose TD for its faster updates due to its bootstrapping. However with larger
γ values MCMI may be favourable.

5 Conclusions

In this paper we have provided the first rigorous error bounds for policy evalua-
tion for the maximum likelihood method and a new error bound for the Monte
Carlo matrix inversion method for policy evaluation. In doing so, we have been
able to also provide the first analytical comparison between these two methods
and the temporal differencing error bound. We have used these bounds to ver-
ify intuitive beliefs, based on past empirical evidence, about their comparable
accuracies; specifically that ML and MCMI tend to be more accurate than TD
and that MCMI is the most fault-tolerate of all three methods. We have also
used these theoretical bounds to demonstrate how changes in a parameter (such
as γ) would affect a method’s estimates. In general, as the value of the discount
factor (γ) decreases, all three methods improve in accuracy.

In terms of future work, we may use these bounds to illustrate precise nu-
merical tradeoffs between accuracy, storage and runtime efficiency among the
various evaluation methods.
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A Algorithms

We implemented temporal differencing using eligibility traces, as shown in fig-
ure 3 [4]. Subtle variants of this procedure are obtained by changing the way the
eligibilities are updated. For example, if n is the current state and � �= n, then
all procedures use the update e(�) ← γλe(�), however for state n “accumulate
trace” uses the update e(n) ← γλe(n) + 1 whereas “replace trace” uses the up-
date e(n) ← 1 [11]. TD(λ) is also perceived to be computationally efficient, as
it runs in O(TN) time, in the worst case, while requiring O(N) space.

Initialize v̂td(n) = arbitrary value, e(n) = 0, ∀ 1 ≤ n ≤ N
Repeat for each trajectory:

Draw an initial state n according to p0

Repeat for each step of trajectory:
Observe next state m and reward r
δ ← r + γ v̂td(m) − v̂td(n)
For all states 	:

v̂td(	) ← v̂td(	) + α δ e(	)
e(	) ← γ λ e(	)
e(	) ← update-eligibility(	)

n ← m
Until state n is terminal

Fig. 3. On-line TD(λ) with eligibility traces

B Bounding P̂

Lemma 1. Given P is an N ×N probability matrix and P̂ is an estimate of P
using T sampling data points, then by the Central Limit Theorem, with proba-
bility of 95%, ||P̂ − P ||1 ≤

√
N√
T

, where ||A||1 is the 1-norm of a matrix A.
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Initialize column vectors t = 0, s = 0, v = 0,
set γ, fix policy π
and U is a uniform probability distribution {0,1}
Repeat for each trajectory:

Draw an initial state n
Repeat for each step of trajectory:

t(n) ← t(n) + 1
Choose x ∈ U
While x ≤ γ and n is not an absorbing
state repeat:

Draw next state n
t(n) ← t(n) + 1
Choose x ∈ U

s ← s + t
v ← v + r(n)t

For each state n:
v(n) ← v(n)

(1−γ)s(n)

where r are rewards observed during trajectory
sampling

Fig. 4. Monte Carlo Matrix Inversion Policy Evaluation

Proof
The matrix P̂ −P is a matrix of N2 random variates, P̂ij where 1 ≤ i, j ≤ N .

Recall from section 2 that our probability transition matrix, by construction, is a
set of conditional probabilities where Pij = Prob(nextstate = i|currentstate =
j). Therefore,

∑N
j=1 P̂ij = 1 ∀ 1 ≤ i ≤ N, then the random variates within

a row are correlated with each other since they must sum to 1. However, the
random variates between rows have no such correlation and can be considered
independent of each other (ie. Pij is independent of Pkl where i �= k). Now
consider an arbitrary column j of the matrix P̂ − P . Let us define a function
P∗j of this matrix, such that

P∗j = |P̂1j − P1j | + |P̂2j − P2j | + ... + |P̂Nj − PNj |. (22)

In other words, P∗j is the sum of the absolute values of the j’th column of
matrix P̂ −P . P∗j is a function of N random variates. We can find the variance
of the function, defined as σ2

P∗j
. Recall that only variates within a row of P̂ are

correlated. Two variates in different rows of P̂ are stochastically independent
of each other. Therefore, all random variates, P̂ij of P∗j for any column j, are
independent of each other. P is the true probability matrix and is therefore a
constant. Therefore,

σ2
P∗j

= σ2
|P̂1j−P1j | + σ2

|P̂2j−P2j | + ... + σ2
|P̂Nj−PNj |. (23)
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Note, each random variate P̂ij can be considered a binomial function, with
E[P̂ij ] = Pij and variance σ2

P̂ij
= Pij(1 − Pij). Since 0 ≤ Pij ≤ 1 for all 1 ≤

i, j ≤ N , then by taking the derivative of σ2
P̂ij

as a function of Pij we can show
that

σ2
P̂ij

≤ 1
4
. (24)

Also note that,

σ2
|P̂ij−Pij | = E[(|P̂ij − Pij | − |Pij − Pij |)2 = E[(P̂ij − Pij)2] = σ2

P̂ij
(25)

Therefore, from equations 24 and 25, σ2
|P̂ij−Pij | ≤

1
4 . Therefore, from this bound

on each of the variances of equation 23, we get, σ2
P∗j

≤ N
4 . Recall that the

1-norm of a matrix A is defined as ||A||1 = maxj

{ ∑N
i=1 |Aij |

}
. Therefore,

||P̂ − P ||1 = maxj P∗j . Since the variance σ2
P∗j

≤ N
4 for all 1 ≤ j ≤ N , then the

variance of ||P̂ − P ||1, which is equal to the variance of the largest P∗j , is also
bound by N

4 , ie.

σ2
||P̂−P ||1 = σ2

maxj P∗j
≤ N

4
(26)

Assuming the function ||P̂ − P ||1 is found using T sampled data points,

then by the Central Limit Theorem (CLT), Pr

[
||P̂−P ||1−||P−P ||1

σ||P̂−P ||1/
√

T
≤ 2

]
≤ 0.95.

Rearranging and simplifying this equation, we get Pr

[
||P̂ −P ||1 ≤ 2σ||P̂−P ||1√

T

]
≤

0.95. Substituting equation 26 into this CLT equation, we get

Pr

[
||P̂ − P ||1 ≤

√
N√
T

]
≤ 0.95. (27)
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Abstract. In this paper, we introduce an approach called RTBSS (Real-
Time Belief Space Search) for real-time decision making in large POMDPs.
The approach is based on a look-ahead search that is applied online each
time the agent has to make a decision. RTBSS is particularly interesting
for large real-time environments where offline solutions are not applicable
because of their complexity.

1 Introduction

Partially Observable Markov Decision Processes (POMDPs) provide a very gen-
eral model for sequential decision problems in partially observable environments.
The main problem with POMDPs is that their complexity makes them applica-
ble only on small environments.

In this paper, we introduce a novel idea for POMDPs that, to our knowledge,
has not received a lot of attention. The idea is to use an online approach based
on a look-ahead search to find the best action to execute at each cycle in the
environment. By doing so, we avoid the overwhelming complexity of computing
a policy for every possible situation the agent could encounter. Since there is
no computation offline, the algorithm is immediately applicable to previously
unseen environments, if the environments’ dynamics are known. Also, since we
need a fast online algorithm, we opted for a factored POMDP representation
and a branch and bound strategy based on a limited depth first search instead
of classical dynamic programming. The tradeoff obtained between the solution
quality and the computing time is very interesting.

2 Belief State Value Approximation

The main idea of our online approach is to estimate the value of a belief state
by constructing a tree where the nodes are belief states and where the branches
are a combination of actions and observations (see Figure 1). To do so, we have
defined a new function δ : B × N → R which is based on a depth-first search.
The function takes as parameters a belief state b and a remaining depth d and

B. Kégl and G. Lapalme (Eds.): AI 2005, LNAI 3501, pp. 450–455, 2005.
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the first call, d is initialized at D, the maximum depth allowed for the search.

δ(b, d) =

{
U(b) , if d = 0
R(b) + γmax

a

∑
o∈Ω

(P (o | b, a) × δ(τ(b, a, o), d − 1)) , if d > 0 (1)

b0

b1 b2 b3

a1 a2 an

o1
o2 on

...

...

Fig. 1. A search tree

When d = 0, we are at the bottom of the search tree. In this situation, we
need a utility function U(b), that gives an estimation of the real value of this
belief state. If it is not possible to find a better utility function, we can use
U(b) = R(b). When d > 0, the value of a belief state at a depth of D − d
is the immediate reward for being in this belief state added to the maximum
discounted reward of the subtrees underneath this belief state.

Finally, the agent’s policy which returns the action the agent should do in a
certain belief state is defined as:

π(b, D) = argmax
a

∑
o∈Ω

P (o | b, a)δ(τ(b, a, o), D − 1) (2)

3 RTBSS Algorithm

We have elaborated an algorithm, called RTBSS (see Algorithm 1), that is used
to construct the search tree and to find the best action. Since it is an online
algorithm, it must be applied each time the agent has to make a decision.

To speed up the search, our algorithm uses a ”Branch and Bound” strategy
to cut some sub-trees. The algorithm first explores a path in the tree up to the
desired depth D and then computes the value for this path. This value then
becomes a lower bound on the maximal expected value. Afterwards, for each
node of the tree visited, the algorithm can evaluate with an heuristic function if
it is possible to improve the lower bound by pursuing the search (Prune function
at line 10). The heuristic function must be defined for each problem and it must
always overestimate the true value. Moreover, the purpose of sorting the actions
at line 13 is to try the actions that are the most promising first because it
generates more pruning early in the search tree.

returns an estimation of the value of b by performing a search of depth d. For
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1: Function RTBSS(b, d , rAcc)

Inputs: b: The current belief state.
d : The current depth.
rAcc: Accumulated rewards.

Statics: D : The maximal depth.
bestValue: The best value found up to now.
action: The best action.

2: if d = 0 then
3: finalV alue ← rAcc + γD × U(b)
4: if finalV alue > bestV alue then
5: bestV alue ← finalV alue
6: end if
7: return finalV alue
8: end if
9: rAcc ← rAcc + γD−d × R(b)

10: if Prune(rAcc, d) then
11: return −∞
12: end if
13: actionList ← Sort(b, A)
14: max ← −∞
15: for all a ∈ actionList do
16: expReward ← 0
17: for all o ∈ Ω do
18: b′ ← τ(b, a, o)
19: expReward ← expReward + γD−d × P (o|a, b)× RTBSS(b′, d − 1, rAcc)
20: end for
21: if (d = D ∧ expReward > max) then
22: max ← expReward
23: action ← a
24: end if
25: end for
26: return max

Algorithm 1: The RTBSS algorithm

4 Experiments and Results

In this section we present the results we have obtained on two problems: Tag [1]
and RockSample [2]. If we compare RTBSS with different existing approaches
(see Table 1), we see that our algorithm can be executed much faster than all
the other approaches. RTBSS does not require any time offline and takes only a
few tenths of a second at each turn. On small problems the performance is not
as good as the best algorithms but the difference is not too important. However,
on the biggest problem, RTBSS is much better than HSVI.

With RTBSS the agent finds at each turn the action that has the maximal
expected value up to a certain horizon of D. As a matter of fact, the performance
the algorithm strongly depends on the maximal depth D of the search.
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algorithms require recomputing a new policy for each new configuration while
our algorithm could be applied right away.

Table 1. Comparison of our approach

Problem Reward Time (s)
Tag (870s,5a,30o)
QMDP -16.75 11.8
RTBSS -10.56 0.231

PBVI [1] -9.18 180880
BBSLS [3] � -8.3 �100000
BPI [4] -6.65 250
HSVI [2] -6.37 10113
Perséus [5] -6.17 1670

RockSample[4,4] (257s,9a,2o)
RTBSS 16.2 0.11

PBVI [2]2 17.1 ∼ 2000
HSVI [2] 18.0 577

RockSample[5,5] (801s,10a,2o)
RTBSS 18.7 0.11

HSVI [2] 19.0 10208
RockSample[5,7] (3201s,12a,2o)
RTBSS 22.6 0.11

HSVI [2] 23.1 10263
RockSample[7,8] (12545s,13a,2o)
RTBSS 20.1 0.21

HSVI [2] 15.1 10266
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Fig. 2. Average deliberation time and reward on Tag

1 It corresponds to the average time taken by the algorithm at each time it is called
in a simulation.

0 PBVI was presented in [1], but the result on RockSample was published in [2].

Another advantage of RTBSS is its adaptability to environment changes,
which enable agents using RTBSS to be deployed immediately and obtain good
results even if the environment configuration has never been seen before. Offline
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the search. The complexity is still exponential but it grows slower than the brute
force version. The second graphic presents the performance of our algorithm in
function of the depth of the search used. The rewards obtained are the same
whether we use the pruning or not; the slight variation comes from randomness
in the tests. We see that our algorithm does not require an heuristic to work
properly. However, if we are able to find a good heuristic for a problem, it greatly
improves the algorithm’s speed.

The two graphics on Figure 2 are also used to choose the maximal depth D
allowed. The depth is chosen experimentally depending on the problem and the
amount of time available to make a decision, considering that at a certain depth,
it might not be worth exploring much deeper. For example, on Figure 2, we can
see that the agent does not get much better after depth 8 and the time needed is
really small until depth 10, thus a depth of 10 would be a good maximal depth
for this problem.

5 Related Work and Conclusion

For POMDPs, very few researchers have explored the possibilities of online al-
gorithms. [6] used a real-time dynamic programming approach to learn a belief
state estimation by successive trials in the environment. The main differences
are that they do not search in the belief state tree and they need offline time to
calculate their starting heuristic based on the QMDP approach.

To summarize, this paper introduces RTBSS, an online POMDP algorithm
useful for large, dynamic and uncertain environments. The main advantage of
such a method is that it can be applied to problems with huge state spaces
where other algorithms would take way too much time to find a solution. Our
results show that RTBSS becomes better as the environment becomes bigger,
compared to state of the art POMDP approximation algorithms. Also, because
of its adaptability, RTBSS is more suited for environments in which the ini-
tial configurations can change and when the agent has to be deployed rapidly,
compared to existing offline approaches.
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