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Preface

The four volume set assembled following The 2005 International Conference
on Computational Science and its Applications, ICCSA 2005, held in Suntec
International Convention and Exhibition Centre, Singapore, from 9 May 2005
till 12 May 2005, represents the fine collection of 540 refereed papers selected
from nearly 2,700 submissions.

Computational Science has firmly established itself as a vital part of many
scientific investigations, affecting researchers and practitioners in areas ranging
from applications such as aerospace and automotive, to emerging technologies
such as bioinformatics and nanotechnologies, to core disciplines such as math-
ematics, physics, and chemistry. Due to the shear size of many challenges in
computational science, the use of supercomputing, parallel processing, and so-
phisticated algorithms is inevitable and becomes a part of fundamental the-
oretical research as well as endeavors in emerging fields. Together, these far
reaching scientific areas contribute to shape this Conference in the realms of
state-of-the-art computational science research and applications, encompassing
the facilitating theoretical foundations and the innovative applications of such
results in other areas.

The topics of the refereed papers span all the traditional as well as emerg-
ing Computational Science realms, and are structured according to six main
conference themes:
– Computational Methods and Applications
– High Performance Computing, Networks and Optimisation
– Information Systems and Information Technologies
– Scientific Visualisation, Graphics and Image Processing
– Computational Science Education
– Advanced and Emerging Applications

In addition, papers from 27 Workshops and Technical Sessions on specific
topics of interest, including information security, mobile communication, grid
computing, modeling, optimization, computational geometry, virtual reality, sym-
bolic computations, molecular structures, web systems and intelligence, spatial
analysis, bioinformatics and geocomputations, to name a few, complete this com-
prehensive collection.

The warm reception of the great number of researchers to present high quality
papers in ICCSA 2005 has taken the Conference to record new heights. The con-
tinuous support of Computational Science researchers has helped build ICCSA
to be a firmly established forum in this area. We look forward to building on
this symbiotic relationship together to grow ICCSA further.

We recognize the contribution of the International Steering Committee and
we deeply thank the International Program Committee for their tremendous
support in putting this Conference together, nearly nine hundred referees for
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their diligent work, and the Institute of High Performance Computing, Singapore
for their generous assistance in hosting the event.

We also thank our sponsors for their continuous support without which this
Conference would not be possible.

Finally, we thank all authors for their submissions and all Invited Speakers
and Conference attendants for making the ICCSA Conference truly one of the
premium events in the scientific community, facilitating exchange of ideas, fos-
tering new collaborations, and shaping the future of the Computational Science.

May 2005 Marina L. Gavrilova
Osvaldo Gervasi

on behalf of the co-editors:

Vipin Kumar
Antonio Laganà
Heow Pueh Lee
Youngsong Mun

David Taniar
Chih Jeng Kenneth Tan
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Josè Sierra-Camara (University Carlos III of Madrid, Spain)
Dale Shires (US Army Research Laboratory, USA)
Vaclav Skala (University of West Bohemia, Czech Republic)
Burton Smith (Cray, USA)
Masha Sosonkina (University of Minnesota, USA)
Alexei Sourin (Nanyang Technological University, Singapore)
Elena Stankova (Institute for High Performance Computing and Data Bases,

Russia)
Gunther Stuer (University of Antwerp, Belgium)
Kokichi Sugihara (University of Tokyo, Japan)
Boleslaw Szymanski (Rensselaer Polytechnic Institute, USA)
Ryszard Tadeusiewicz (AGH University of Science and Technology, Poland)
Chih Jeng Kenneth Tan (OptimaNumerics, UK and The Queen’s University of

Belfast, UK)
David Taniar (Monash University, Australia)
John Taylor (Quadrics, UK)
Ruppa K. Thulasiram (University of Manitoba, Canada)
Pavel Tvrdik (Czech Technical University, Czech Republic)
Putchong Uthayopas (Kasetsart University, Thailand)
Mario Valle (Visualization Group, Swiss National Supercomputing Centre,

Switzerland)
Marco Vanneschi (University of Pisa, Italy)
Piero Giorgio Verdini (University of Pisa and Istituto Nazionale di Fisica

Nucleare, Italy)
Jesus Vigo-Aguiar (University of Salamanca, Spain)
Jens Volkert (University of Linz, Austria)
Koichi Wada (University of Tsukuba, Japan)
Kevin Wadleigh (Hewlett Packard, USA)
Jerzy Wasniewski (Technical University of Denmark, Denmark)
Paul Watson (University of upon Tyne)
Jan Weglarz (Poznan University of Technology, Poland)
Tim Wilkens (Advanced Micro Devices, USA)
Roman Wyrzykowski (Technical University of Czestochowa, Poland)
Jinchao Xu (Pennsylvania State University, USA)
Chee Yap (New York University, USA)
Osman Yasar (SUNY at Brockport, USA)
George Yee (National Research Council and Carleton University, Canada)
Yong Xue (Chinese Academy of Sciences, China)
Igor Zacharov (SGI Europe, Switzerland)
Xiaodong Zhang (College of William and Mary, USA)
Aledander Zhmakin (SoftImpact, Russia)



XIV Organization

Krzysztof Zielinski (ICS UST / CYFRONET, Poland)
Albert Zomaya (University of Sydney, Australia)

Sponsoring Organizations

University of Perugia, Perugia, Italy
University of Calgary, Calgary, Canada
University of Minnesota, Minneapolis, USA
The Queen’s University of Belfast, UK
Society for Industrial and Applied Mathematics, USA
The Institution of Electrical Engineers, UK
OptimaNumerics Ltd, UK
MASTER-UP, Italy
The Institute of High Performance Computing, Singapore



Table of Contents – Part III

Grid Computing and Peer-to-Peer (P2P) Systems
Workshop

Resource and Service Discovery in the iGrid Information Service
Giovanni Aloisio, Massimo Cafaro, Italo Epicoco, Sandro Fiore,
Daniele Lezzi, Maria Mirto, Silvia Mocavero . . . . . . . . . . . . . . . . . . . . . 1

A Comparison of Spread Methods in Unstructured P2P Networks
Zhaoqing Jia, Bingzhen Pei, Minglu Li, Jinyuan You . . . . . . . . . . . . . . 10

A New Service Discovery Scheme Adapting to User Behavior for
Ubiquitous Computing

Yeo Bong Yoon, Hee Yong Youn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

The Design and Prototype of RUDA, a Distributed Grid Accounting
System

M.L. Chen, A. Geist, D.E. Bernholdt, K. Chanchio, D.L. Million . . . 29

An Adaptive Routing Mechanism for Efficient Resource Discovery in
Unstructured P2P Networks

Luca Gatani, Giuseppe Lo Re, Salvatore Gaglio . . . . . . . . . . . . . . . . . . . 39

Enhancing UDDI for Grid Service Discovery by Using Dynamic
Parameters

Brett Sinclair, Andrzej Goscinski, Robert Dew . . . . . . . . . . . . . . . . . . . . 49

A New Approach for Efficiently Achieving High Availability in Mobile
Computing

M. Mat Deris, J.H. Abawajy, M. Omar . . . . . . . . . . . . . . . . . . . . . . . . . . 60

A Flexible Communication Scheme to Support Grid Service Emergence
Lei Gao, Yongsheng Ding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

A Kernel-Level RTP for Efficient Support of Multimedia Service on
Embedded Systems

Dong Guk Sun, Sung Jo Kim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

Group-Based Scheduling Scheme for Result Checking in Global
Computing Systems

HongSoo Kim, SungJin Choi, MaengSoon Baik, KwonWoo Yang,
HeonChang Yu, Chong-Sun Hwang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89



XVI Table of Contents – Part III

Service Discovery Supporting Open Scalability Using FIPA-Compliant
Agent Platform for Ubiquitous Networks

Kee-Hyun Choi, Ho-Jin Shin, Dong-Ryeol Shin . . . . . . . . . . . . . . . . . . . 99

A Mathematical Predictive Model for an Autonomic System to Grid
Environments
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Abstract. In this paper we describe resource and service discovery
mechanisms available in iGrid, a novel Grid Information Service based on
the relational model. iGrid is developed within the GridLab project by
the ISUFI Center for Advanced Computational Technologies (CACT) at
the University of Lecce, Italy and it is deployed on the European GridLab
testbed. The GridLab Information Service provides fast and secure access
to both static and dynamic information through a GSI enabled web ser-
vice. Besides publishing system information, iGrid also allow publication
of user’s or service supplied information. The adoption of the relational
model provides a flexible model for data, and the hierarchical distributed
architecture provides scalability and fault tolerance.

1 Introduction

The grid computing paradigm is widely regarded as a new field, distinguished
from traditional distributed computing because of its main focus on large-scale
resource sharing and innovative high-performance applications [1]. The grid in-
frastructure can be seen as an ensemble of Virtual Organizations (VOs), reflect-
ing dynamic collections of individuals, institutions and computational resources
[2].

In this context, achieving flexible, secure and coordinated resource sharing
among participating VOs requires the availability of an information rich envi-
ronment to support resource and service discovery, and thus decision making
processes. Indeed, we think of distributed computational resources, services and
VOs as sources and/or potential sinks of information. The data produced can be
static or dynamic in nature, or even dynamic to some extent. Depending on the
actual degree of dynamism, information is better handled by a Grid Information
Service (static or quasi-static information) or by a Monitoring Service (highly
dynamic information).

In this context, information plays a key role, therefore in turn Grid Informa-
tion Services are a fundamental building block of grid infrastructure/middleware.
Indeed, high performance execution in grid environments is virtually impossible
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without timely access to accurate and up-to-date information related to dis-
tributed resources and services. Our experience has shown that using manual
of default configurations hinders application performance, and the lack of infor-
mation about the execution environment prevents design and implementation of
grid-aware applications. As a matter of fact, an application can react to changes
in its environment only if these changes are advertised. Therefore, self-adjusting,
adaptive applications are natural consumers of information produced in grid en-
vironments. Neverthless, making relevant information available on-demand to
consumer applications is actually nontrivial, since information can be (i) diverse
in scope, (ii) dynamic and (iii) distributed across one or more VOs. Moreover,
obtaining information about the structure and state of grid resources, services,
networks etc. can be challenging in large scale grid environments.

The rest of the paper is organized as follows. We recall related work in Section
2, and discuss resource and service discovery mechanisms available in iGrid in
Section 3. Finally, we conclude the paper in Section 4.

2 Related Work

2.1 Resource Discovery

Historically, flooding protocols [3] have been used for resource discovery in net-
works; later, gossiping protocols such as [4] have been shown to be more efficient
for information dissemination. Recently, the problem of efficient resource and
service discovery received a great deal of attention. Essentially, the current focus
is on structured and/or unstructured peer-to-peer systems. Iamnitchi and Foster
[5] propose some heuristic solutions for decentralized distributed resource discov-
ery, and define a taxonomy based on membership protocol, overlay construction,
preprocessing and request processing. Butt et al. [6] describe the use of Condor
pools coupled with the Pastry [7] distributed hash table algorithm, and utilize
the peer-to-peer overlay network to attain scalable resource discovery.

Other approaches are based on the notion of non uniform information dis-
semination, such as the work of Iyengar et al. [8]. The key idea is to update
replicated information services using non uniform instead of full dissemination
of information. This leads to reduced information replication overhead, main-
taining anyway accurate information at locations where it is most likely to be
needed. The authors observe that grid resources share some properties of sensor
networks, and thus tend to be of more interest to nearby users, because the
overhead in starting a job and transferring related data and results increases
with the distance to the resources. The dissemination protocols proposed work
by propagating resource state information more aggressively and in more detail
to nearer information repositories than they do to farther ones. This leads to the
Change Sensitive Protocol and Prioritized Dissemination Protocol. Maheswaran
et. al. [9] share the same concept, introducing in their work the notion of grid
potential, which is used to weight a grid resource capability with its distance
from the application launch point.
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The majority of the works deals with variation of distributed hash table algo-
rithms for building scalable infrastructures. We recall here CAN [10], Chord [12],
Kademlia [13], Tapestry [11], Viceroy [14]. The CONE data structure by Bhag-
wan et al. [15], and the peer-to-peer information retrieval system designed by
Schmidt et al. [16] using Hilbert Space Filling Curve and the Chord overlay net-
work topology, specifically address distributed resource discovery. We conclude
this subsection citing the Globus Toolkit Metadata Directory Service (MDS v2)
[17], an LDAP based approach characterized by mechanisms and protocols for
storing information and building scalable distributed collections of servers. No
specific organization strategies, overlay topologies, or dissemination protocols
have been specified. This service has been deployed and used on many grid
projects, both for production and development. However, the performances of
the MDS Information Service were not satisfactory enough, and the Globus
project provided users with a new version of this service, available in the Globus
Toolkit version 3.x and called Monitoring and Discovery Service (again, MDS
v3). Version 3.x of the Globus Toolkit has been based on the Open Grid Service
Infrastructure (OGSI) and the Open Grid Service Architecture [19] specifica-
tions. The MDS has been developed using Java and the Grid Services framework
[18], so that, again, its performances are not satisfactory enough. The MDS ser-
vice will change once again in the Toolkit version 4, and it will be based on the
emerging Web Service Resource Framework (WSRF) specification [20].

It is important to understand that while many versions of the Globus Toolkit
exist, only version 2.x and version 3.x pre-OGSI have been widely deployed for
use in production grids and testbeds. Indeed, version 3.x based on OGSI has
been targeted only by developers, since this version was known to be replaced
next year by the new WRSF based Toolkit, which will also offer the possibility
to develop grid services and clients using C/C++ besides Java.

The GridLab project started adopting and extending initially the Globus
MDS [32], but we decided to move from LDAP to the relational model, in order to
overcome the Globus MDS shortcomings: a data model better suited for frequent
reading, not able to cope with frequent updates, a weak query language missing
key operations on data (e.g., there is no join), and performances. The relational
data model allows us to model information and store data in tabular form,
relationships among tables are possible, typical relational DBMS are strongly
optimized for both fast reading and writing, and finally a good query language,
namely SQL, allows complex operations on data, including joins.

2.2 Service Discovery

Historically, service discovery has been initially addressed by the ANSA project
[21], an early industry effort to define trading services to advertise and discover
relevant services. As an evolution, we recall here the CORBA trading service
[22]. Recently, yet another industry standard is emerging in the context of web
services, UDDI [23]. This is a centralized registry storing WSDL description of
business oriented web services. A grid oriented approach, called Web Services
Inspection Language (WSIL) [24] has been proposed by IBM specifically for grid
services, as envisioned by the OGSA architecture.
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The Web Service Discovery Architecture (WSDA) proposed by Hoschek [25],
specifies communication primitives useful for discovery, service identification,
service description retrieval, data publication as well as query support. The
individual primitives when combined and plugged together by clients and services
yield a wide range of behaviors. The author also introduces an hyper registry,
a centralized database node for discovery of dynamic distributed content. This
registry supports XQueries over a tuple set from a dynamic XML data model.
The architecture includes a Unified Peer-to-Peer Database Framework (UPDF)
and a corresponding Peer Database Protocol (PDP).

The Jini Lookup Service [26] is a centralized service approach which exploits
multicast and soft state protocols. However, it is worth noting here that the
protocols rely on Java object serialization, therefore the service usefulness is
limited to Java clients. The Java JXTA peer-to-peer network is a notable effort;
we recall here its stateless, best-effort protocols for ad hoc, pervasive, and multi-
hop P2P computing. JXTA includes, among others, the following protocols. The
Endpoint Routing Protocol allows discovering routes from one peer to another
peer, given the destination peer ID. The Rendezvous Protocol provides publish
and subscribe functionalities within a peer group. The Peer Resolver Protocol
and Peer Discovery Protocol allow publishing advertisements and simple queries
that are unreliable, stateless, non-pipelined, and non-transactional.

The Service Location Protocol (SLP) [27] can be used to advertise and query
the location, type and attributes of a given service; it uses multicast and soft
state protocols. A recent extension, called Mesh Enhanced Service Location Pro-
tocol (mSLP) [28], increases scalability through the use of multiple cooperating
directory agents. The Service Discovery Service (SDS) [29] supports XML based
exact match queries, and is based on multicast and soft state protocols too.

3 Resource and Service Discovery in iGrid

iGrid is a novel Grid Information Service developed within the European Grid-
Lab project [30] by the ISUFI Center for Advanced Computational Technologies
(CACT) at the University of Lecce, Italy. An overview of the iGrid Information
Service can be found in [33]; here we delve into details related specifically to
resource and service discovery mechanisms available.

iGrid distributed architecture is shown in Fig. 1. The architecture is based
on iServe and iStore GSI [31] enabled web services. An iServe collects informa-
tion related to the computational resource it is installed on, while iStore gathers
information coming from trusted, registered iServes. The current architecture
resembles the one adopted by the Globus Toolkit MDS, therefore iStores are
allowed to register themselves to other iStores, creating arbitrarily complex dis-
tributed hierarchies. Even though this architecture proved to be effective to build
scalable distributed collections of servers, neverthless we are already investigat-
ing peer-to-peer overlay networks based on current state of the art distributed
hash table algorithms in order to improve iGrid scalability. The implementa-
tion includes system information providers outputting XML, while trusted users
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Fig. 1. iGrid hierarchical architecture

and/or services can publish information simply calling a web service registration
method.

Resource discovery using the iGrid Information Service is based on the avail-
ability of the following information (not exaustive):

System operating system, release version, machine architecture etc;

CPU for CPUs, static information such as model, vendor, version, clock speed
is extracted; the system also provides dynamic information such as idle time,
nice time, user time, system time and load;

Memory static information such as RAM amount and swap space is available.
Dynamic information related to available memory and swap space is published
too;

File Systems static as well dynamic information is extracted, such as file system
type, mount point, access rights, size and available space;

Network Interfaces network interface names, network addresses and network
masks;

Local Resource Manager the information belonging to this category can be
further classified as belonging to three different subclasses: information about
queues, jobs and static information about Local resource Management System
(LRMS). Some examples of extracted information are: LRMS type and name;
queue name and status, number of CPU assigned to the queue, maximum num-
ber of jobs that can be queued, number of queued jobs, etc; job name, iden-
tifier, owner, status, submission time etc. Currently information providers for
OpenPBS and Globus Gatekepeer are available, with LSF planned;
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Certification Authorities certificate subject name, serial number, expiration
date, issuer, public key algorithm etc.

Virtual Organization information related to VO can be used to automatically
discover which resources belong to a given VO; we have VO name, resource type,
help desk phone number, help desk URL, job manager, etc.

Of course, this set of information is not meant to be static, the iGrid schema
will continue to evolve and will be extended to support additional information
as required by the GridLab project or iGrid users.

One of the most important requirements for grid computing scenarios is the
ability to discover services and web/grid services dynamically. Services in this
context refers to traditional unix servers. The iGrid system provides users and
developers with the following functionalities: register, unregister, update and
lookup. More than one instance for each service or web service can be registered.
The following information is available for services: logical name, instance name,
service description, default port, access URL, distinguished name of the service
publisher, timestamps related to date of creation an date of expiration of the
published information.

For web services, relevant information includes logical name, web service
description, WSDL location (URL), web service access URL, distinguished name
of publisher and timestamps related to date of creation and date of expiration
of the published information.

Information related to firewalls is strictly related to service information. As a
matter of fact, before registering a service, developers will query iGrid to retrieve
the range of open ports available on a specified computational resource. This is
required in order to chose an open port, allowing other people/services to connect
to a registered service. The information available includes firewall hostname,
open ports, time frame during which each port (or a range of ports) is open, the
protocol (TCP/UDP) used to connect to these ports, the distinguished name of
the firewall administrator, and timestamps related to date of creation and date
of expiration of the published information.

iGrid uses a push model for data exchange. Indeed, system information (useful
for resource discovery) extracted from resources is stored on the local database,
and periodically sent to registered iStores, while user and/or service supplied
information (useful for service discovery) is stored on the local database and im-
mediately sent to registered iStores. Thus, an iStore has always fresh, updated
information related to services, and almost fresh information related to resources;
it does not need to ask iServes for information. The frequency of system infor-
mation forwarding is based on the information itself, but we also allow defining
a per information specific policy. Currently, system information forwarding is
based on the rate of change of the information itself. As an example, informa-
tion that does not change frequently or change slowly (e.g. the amount of RAM
installed) does not require a narrow update interval. Interestingly, this is true
even for the opposite extreme, i.e., for information changing rapidly (e.g., CPU
load), since it is extremely unlikely that continuous forwarding of this kind of
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information can be valuable for users, due to information becoming quickly inac-
curate. Finally, information whose rate of change is moderate is forwarded using
narrow update intervals. Allowing user’s defined policies provides a forwarding
protocol similar to the Prioritized Dissemination Protocol, whilst our update
frequencies closely resemble the way the Change Sensitive Protocol works.

We have found that the push model works much better than the correspond-
ing pull model (adopted, for instance, by the Globus Toolkit MDS) in grid envi-
ronments. This is due to the small network traffic volume generated from iServe
to iStore servers: on average, no more than one kilobyte of data must be sent.
Moreover, we tag information with a time to live attribute that allows iGrid to
safely removes stale information from the database when needed. For instance,
when users search for data, a clean-up operation is performed before returning to
the client the requested information, and during iGrid system startup, the entire
database is cleaned up. Therefore the user will never see stale information.

Finally, it is worth recalling here that the performances of iGrid are extremely
good, as reported in [33] .

4 Conclusion

We have described iGrid, a novel Grid Information Service based on the rela-
tional model, and its mechanisms for resource and service discovery. The GridLab
Information Service provides fast and secure access to both static and dynamic
information through a GSI enabled web service. Besides publishing system infor-
mation, iGrid also allows publication of user’s or service supplied information.
The adoption of the relational model provides a flexible model for data, and the
hierarchical distributed architecture provides scalability and fault tolerance. The
software, which is open source, is freely available and can be downloaded from
the GridLab project web site [34].
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Abstract. In recent years, unstructured Peer-to-Peer (P2P) applications are very 
popular on the Internet. Unstructured P2P topology has power-law characteris-
tic in the link distribution, containing a few nodes that have a very high degree 
and many with low degree. This reflects the presence of central nodes which in-
teract with many others and play a key role in relaying information. The system 
performance can be improved by replicating file location information to the 
high degree nodes in unstructured P2P. In this paper, we present an overview of 
several spread mechanisms for unstructured P2P and analyze the performance 
of them relative to the number of information replica and the bandwidth con-
sumption. The optimal spread mechanism is high degree spread method. Simu-
lation results empirically evaluate their behavior in direct comparison and ver-
ify our analysis. 

1   Introduction 

In the last few years, unstructured P2P applications are very popular, such as Gnutella 
[1], Kazaa [2]. There is no precise control over the network topology or file place-
ment in these systems. They are designed for sharing files among the peers in the 
networks. In general, they employ flooding scheme for searching object, and waste a 
lot of bandwidth [1]. Today, bandwidth consumption attributed to these applications 
amounts to a considerable fraction (up to 60%) of the total Internet traffic [3]. It is of 
great importance to reduce the total traffic of them for the user and the broad Internet 
community. 

An efficient technique for improving performance of search method is to replicate 
file location information in P2P. In [4�8], they study the relationship between num-
ber of copies of a file and its popularity. They examine uniform and proportional 
replication strategy, and present that optimal replication strategy is between them. 
They also point out that Square-root allocation can be achieved by path replication 
and random replication is better than path replication. In this paper, we focus on that 
where file location information copies are placed is more effective for search in un-
structured P2P and how to replicate information copies to those places without global 
knowledge. 

Unstructured P2P have power-law link distribution, such as Gnutella, containing a 
few nodes that have a very high degree and many with low degree [5]. This power 
law in the link distribution reflects the presence of central routers which interact with 
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many others on a daily basis and play a key role in relaying information. Power-law 
networks are extremely vulnerable to targeted attack to high degree nodes and en-
hancing security of the high degree nodes can effectively improve the robustness of 
the network. The presence of the high degree nodes facilitates the spread of computer 
viruses, and increasing the anti-virus capacity of the high degree nodes is very helpful 
for controlling the spread of computer viruses [6,7].  

Hence, these high degree nodes play very important role in unstructured P2P. The 
performance of search methods can be improved by replicating information copies to 
high degree nodes in unstructured P2P. In most case, ones have not global knowledge 
about the networks and how to replicate information to the important nodes with local 
knowledge. A simple method is flooding mechanism, but it wastes a lot bandwidth. A 
good spread mechanism can replicate information to the important nodes of the net-
works with low cost. 

In this paper, we present that the performance of search method can be effectively 
improved by replicating file location information copies to high degree nodes in un-
structured P2P. We present an overview of several spread mechanisms: flooding 
spread, percolation-based spread, random walk spread and high degree walk spread, 
and analyze their performance. We present a framework for evaluating the perform-
ance of a spread mechanism, simulate the presented spread mechanisms and present a 
direct comparison of their performance.  

2   Our Framework 

Unstructured P2P networks consist of many peers and links among these peers. Peers 
that are direct linked in P2P overlay are neighbors. Peers communicate when they 
forward messages. Messages include file location information and query message. 
Each message is assigned an identifier which enables peers to make distinction be-
tween new messages and duplicate ones received due to a cycle.  

Each peer keeps a local collection of files, while it makes request for those it 
wishes to obtain. The files are stored at various nodes across the network. Peers and 
files are assumed to have unique identifier.  

We defined the replica rate and the cost of a spread method. They are used to char-
acterize the performance of the spread method. The ratio of cached file information 
on one node in the network to total spread file information is the replica rate of this 
node. The replica rate of the highest degree node in the network is used as the replica 
rate of the spread method. The cost of the spread method is given by the messages 
which each spread produces. 

If more file information can be replicated to high degree nodes with one spread 
mechanism than with another spread mechanism at same cost, then the performance 
of the former mechanism is better than one of the latter mechanism.  

Flooding search and random walk search are two typical search techniques, and are 
commonly used in many fields. Flooding search is very simple and each node for-
wards query messages to its all neighbors [1]. Random walk is a well-known tech-
nique, which forwards a query message to a randomly chosen neighbor at each step 
until the object is found [8]. This message is known as “random walker”. A search for 
a file in a network is successful if it discovers at least one replica of requested file 
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information. The ratio of successful to total searches made is the success rate of the 
algorithm. The cost of a search method is given by the messages that each search 
produces. 

In order to examine the effectives of the spread mechanisms and verify our analy-
sis, flooding search and random walk search are used to locate files in networks and 
we focus on the success rates and the costs of two search methods. 

A global TTL parameter represents the maximum hop-distance a query message or 
file location information can reach before it gets discarded. 

3   Spread Mechanisms 

3.1   Flooding Spread Method 

Flooding spread method is used to improve search in power-law network in Ref. [9]. 
When a node starts a spread, it sends file location information to its all neighbors with 
TTL=r, and each intermediate node forwards this message to its all neighbors. This 
message will be spread to those nodes within a certain radius r.  

When the value TTL is enough high, file location information can spread through 
the whole network. It is sure that file location information is also stored on the high 
degree nodes. But it wastes a lot of bandwidth. If radius r is smaller, location informa-
tion of files on some low degree nodes can not arrive at the high degree nodes. 

3.2   Percolation-Based Spread Method 

This approach is a variation of flooding spread method. In Ref. [10], the percolation-
based method is employed for spreading query message in network. When a node 
starts a spread, it only sends file location information to a neighbor node with prob-
ability q.  

This method certainly reduces average messages production compared to the flood-
ing spread method. But it still contacts a large number of nodes. The most serious 
disadvantage of this method is that it is unfair to the files on the low degree nodes. 
For a node with degree k, the probability that the location information of files on the 
node is replicate to its neighbor nodes is given by 1-(1-q)k. It is obvious that the de-
grees of high degree nodes are high, and the location information of files on these 
nodes is easily spread over the network. But it is difficult to replicate the location 
information of files on the low degree nodes to the high degree nodes. In many cases, 
its performance is worse than flooding spread’s. 

3.3   Random Walk Spread Method 

In ref [11], random walk is employed for spreading file location information. In this 
method, the file information is forwarded to a randomly chosen neighbor node at each 
step.  

In networks, a random edge arrives at a node with probability proportional to the 
degree of the node, i.e., p1(k)~kp(k), where k is the degree of the node and p(k) is the 
probability that a randomly chosen node has degree k. It is obvious that the probabil-
ity that a random walker walks through the high degree node is high. Hence, the file 
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location information can be easily replicate to the high degree nods through random 
walk spread method.  

Message production is largely reduced compared to the standard flooding spread 
mechanism, and independent on the network size. Its disadvantage is that its perform-
ance is largely dependent on the degrees of the high degree nodes. 

3.4   High Degree Walk Spread Method 

In the Ref. [12], high degree walk spread method is used to spread file location infor-
mation for improving search in unstructured peer-to-peer networks. This method is a 
variation of random walk spread. It is reasonable that one know the knowledge of its 
neighbors. In this method, when a node starts a spread, it sends file location informa-
tion to the highest degree node of its neighbors. The file location information is al-
ways forwarded to the highest degree neighbor at each step.  

Because the high degree node is intentionally chose at each step, the probability 
that high degree walker walks through the high degree nodes is higher than the one 
that random walker does. By high degree walk, more file location information copies 
is stored on the high degree nodes. Its cost is equal to the cost of the random walk 
spread method.  

Because the probability that high degree walker arrives at a node relates the order 
of the degree of this node, its performance has little dependence on the degrees of the 
high degree nodes and it overcomes the shortage of the random walk spread method. 

4   Simulations  

4.1   Simulation Setup 

In this section, we simulate the above four spread methods: Flooding Spread Method 
(FSM), Percolation-Based Spread Method (PBSM), Random Walk Spread Method 
(RWSM) and High Degree Walk Spread Method (HDWSM). For many real world 
networks have power-law exponent between 2 and 3, in simulation we used two 
power-law graph models: graph I12000 with τ=2.3, which is produced by Innet-3.0 
[13], and graph P12000 with τ=2.1, which is produced by Pajek [14]. The node is 
randomly chose which wants to spread file information over the network and location 
information of 1000 files are spread in all simulations. 

4.2   Simulation Results of Four Spread Methods  

Fig.1 displays the simulation results of the above four spread methods. This figure 
shows that high degree walk spread method achieves the highest replica rate in all 
cases and it is the optimal spread method in unstructured P2P. With high degree walk 
spread method, file location information can be replicate to the high degree nodes at 
low cost. With percolation-based spread, the replica rate is the lowest in all cases, for 
location information of files on some low degree nodes can not spread over the net-
work. When TTL is low, the replica rate of the random walk spread and flooding 
spread is also low. But when TTL is high, random walk spread and flooding spread  
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Table 1. Two Power-Law Graph Models 

Graphs Graph Size 
(N) 

Maximum 
Degree (m) 

Average 
Degree (<k>) 

Exponent 
(τ) 

I12000 12000 3159 5.26 2.3 
P12000 12000 441 5.84 2.1 

have better performance. The replica rate of random walk spread is little higher than 
the one of flooding spread at same cost. 

For flooding spread method, as shown in Fig. 1(a) and Fig. 1(b), when TTL is low, 
location information of the files on the low degree nodes can not arrive at high degree 
nodes and its performance is poor. However, when TTL is high, it achieves high rep-
lica rate (Fig. 1(c) and Fig. 1(d)). Comparing Fig. 1(c) and Fig. 1(d), the replica rate 
of flooding spread method on graph I12000 is higher than one of it on the graph 
P12000, and this shows that it has more dependence on the degrees of high degree 
nodes. When the degrees of the high degree nodes are very high, the high degree 
nodes have much more neighbor nodes, and location information of more files can 
easily arrive at the high degree nodes. 

In percolation-based spread, the location information of the files on the high degree 
nodes can easily spread over the whole network, but that on the low degree nodes is 
difficult. So, its performance is poor and its curves are close to horizontal line in all 
cases. 

Comparing Fig. 1(c) with Fig. 1(d), when the degrees of the high degree nodes are 
very high, the random walk spread method has same replica rate as the high degree 
walk spread method. But, when the degrees of the high degree nodes are relative low, 
high degree walk spread has higher replicate rate. This shows that the performance of 
the random walk spread has more dependence on the degrees of the high degree 
nodes. But the high degree walk spread exhibits similar behavior on the two graphs, 
and this shows that its performance has little dependence on the degrees of the high 
degree nodes. 

4.3   Simulation Results of Random Walk Search and Flooding Search 

In this section, random walk search and flooding search are used to locate files on the 
graph I12000 and the graph P12000. For the average path length of a random graph is 
proportional to ln(N)/ln(<k>), where <k> is the average degree of the graph, TTL is 
set at ln(N). All files is equally popular and be accessed at same probability. Based on 
the simulation results of the Fig. 1(c) and Fig. 1(d), we simulate random walk search 
and flooding search on the two graphs. 

Fig. 2 and Table 2 show that random walk search achieves the highest success rates 
with high degree walk spread method and the cost is the lowest, and it is the best 
choice for improving performance of random walk search. With the percolation-based 
spread method, the success rates are lowest on the two graphs and the cost is highest. 
The success rates with random walk spread is higher than ones with flooding spread 
and the cost is lower. The success rate with random walk spread method is almost 
same to ones with high degree walk spread method on the graph I12000, but it is 
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Fig. 1. Replica Rate vs Node Degree. (a) replica rate curves of four spread methods on graph 
I12000 at same cost (about 5 messages per spread). (b) replica rate curves on graph P12000 
(about 6 messages per spread). (c) replica rate curves on graph I12000 (about 1000 messages 
per spread). (d) replica rate curves on graph P12000 (about 140 messages per spread) 

Table 2. Cost of Random Walk Search at Different Spread Methods (Messages/Query) 

Graphs FSM PBSM RWSM HDWSM 
P12000 16.36 18.75 14.28 11.58 
I12000 6.77 16.02 4.26 3.84 

lower on the graph P12000. This shows that the performance of random walk spread 
method is dependent on the degrees of the high degree nodes. 

The success rates on the graph I12000 are higher than ones on the graph P12000. 
The reason has twofold factors: the degrees of the high degree nodes of graph I12000 
are much higher than ones of graph P12000 and the probability that random walk 
search walks through high degree nodes is largely dependent on the degrees of the 
high degree nodes. 
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Fig. 2. Success Rates of Random Walk Search at Different Spread Methods 

Fig. 3 illustrates the success rats with flooding search and shows that all success 
rates are almost equal. When TTL is set at ln(N), the query messages can almost 
spread through the whole network, so that almost all searches are successful with any 
spread method, and the success rates are almost 100%. Table 3 depicts the cost of 
flooding search with four different spread methods. The cost with percolation-based 
spread mechanism is much higher than one with anyone of the other spread methods. 
With random walk spread method, the cost of flooding search is similar to one with 
high degree walk spread on the graph I12000, but it is higher on the graph P12000. 
The cost with high degree walk spread is the least for each graph. Hence, the high 
degree walk spread method is the optimal spread mechanism for improving the per-
formance of flooding search. 
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Fig. 3. Success Rates of Flooding Search at Different Spread Methods 

Table 3. Cost of Flooding Search at Different Spread Methods (Messages/Query) 

Graphs FSM PBSM RWSM HDWSM 
P12000 902.3 18135.7 24.6 15.6 
I12000 45.0 8381.0 2.1 2.0 
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In this section, the simulation results display that the performance of two search 
methods with high degree walk spread mechanism is best. The conclusion is consis-
tent with the results of Sec. 4.2, and further validates our analysis. 

5   Conclusion 

Unstructured P2P have power-law in link distribution, and the high degree nodes play 
a key role in relaying information. Replicating file location information to the high 
degree nodes can effectively improve the performance of search methods in unstruc-
tured P2P. 

We present an overview of several spread methods and analyze their performance. 
We present two metrics, replicate rate and cost, to characterize the performance of a 
spread method and the simulation results show they are useful for evaluating the per-
formance of the spread method in unstructured P2P.  

Simulation results of the four spread methods on the two graphs are consistent with 
our analysis. The performance of the percolation-based spread method is the worst, 
and its replicate rates are the lowest at all cases. The performance of random walk 
spread method is little better than one of flooding spread method, and they are largely 
dependent on the degrees of the high degree nodes. The high degree walk spread 
achieves great results in all cases, and can replicate more file location information to 
the high degree nodes at same cost. So, it is the optimal spread mechanism.  

Finally, the simulation results of flooding search and random walk search show 
that the performance of search methods can be effectively improved by replicating the 
file location information to the high degree nodes and the high degree walk spread 
method is the best spread mechanism for improving search in unstructured P2P.  

The high degree walk spread method is easily implemented in realistic settings. 
The conclusion is not only useful for unstructured P2P, but also for other power-law 
networks. 
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Abstract. Discovering primary services requested by users is a very difficult 
but crucial task in networked system, especially in ubiquitous computing sys-
tem. The service discovery also has to be an accurate, fast, and stable operation. 
The typical lookup services such as SLP, Jini, and UPnP focus on either wired 
networks or particular networks. In this paper, thus, we propose a new service 
discovery algorithm using service agents adapted to user behavior. We compare 
the proposed algorithm with the DEAPspace algorithm using real experiment. It 
reveals that the proposed scheme offers services to the users seamlessly and ac-
curately as much as DEAPspace, while the number of packets used is about half 
of it. 

Keywords: Distributed service, service discovery, ubiquitous computing, user 
behavior, and wireless network. 

1   Introduction 

Various computing and networking paradigms have been evolving continuously in the 
past decades. Nowadays, the users no more need to adjust to the new computing sys-
tems because they were designed to learn the pattern of user behavior and adapt them-
selves to it. Ubiquitous computing system sets up quite efficient environment based 
on the habits of users. There also exist numerous kinds of small devices such as cellu-
lar phone, notebook, mobile devices, and PDA which are being deployed radically in 
the field nowadays. Advent of such mobile devices allows people to get any service in 
any place. However, having mobile devices is not enough to construct efficient ubiq-
uitous computing environment. Here it is essential to provide the services not only 
efficiently but also promptly. 

The ubiquitous computing system requires systematic registration and management 
of services for allowing seamless service in huge network environment. Furthermore, 
small devices have to rely on battery to operate in all kinds of mobile networks. 
Therefore, the key issue is how to offer stable and prompt services to the users using 
small battery power. For this, the ubiquitous computing system has to employ energy-
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responding author: Hee Yong Youn. 
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efficient, seamless, and user-adaptable service discovery technology. A variety of 
services have been developed for users in mobile internet environment. Because of 
this, service discovery technology becomes very important in mobile network. 

There exist several solutions for the issue mentioned above, which have been pro-
posed and adopted in the real world. The Service Location Protocol (SLP) [1] is a 
standard protocol which offers scalable framework automatically discovering re-
sources in the IP network. Lookup service was defined by Sun Microsystems to dis-
cover and manage services in Jini [2] middleware system based on CORBA [3]. Jini 
Lookup Service provides mainly naming and trading service in the network. The 
Service Discovery Protocol (SDP) [4] was addressed by Bluetooth Forum to compose 
a Bluetooth piconet and user services. UPnP [5] of Microsoft defines an architecture 
for pervasive peer-to-peer network connectivity in home network.  

Service discoveries with SLP and Jini are very stable and powerful in terms of of-
fering services to the users. However, they do not focus on the mobile network and 
their operations are restricted to low power mobile devices. In this paper, thus, we 
propose a new service discovery algorithm using service agents adapted to user be-
havior. In the proposed algorithm each node has a number of requested services. Net-
work traffic is substantially reduced in the proposed scheme by keeping a list of ser-
vices maintained according to the frequency requested. If a service infrequently used 
is requested, it is served by the on-demand model. The proposed algorithm keeps the 
latest services which are frequently requested, and sends infrequently requested ser-
vice to reduce network traffic. We compare the proposed algorithm with the DEAP-
space algorithm [6-8] using real experiment. It reveals that the proposed scheme of-
fers services to the users seamlessly and accurately as much as DEAPspace, while the 
number of packets used is about half of it. Note that reducing packet transmission is a 
very important issue for small mobile devices of limited energy. 

The rest of the paper is organized as follows. Section 2 briefly reviews the existing 
discovery services. Section 3 proposes a new service discovery algorithm adapted to 
user behavior. Section 4 presents the experiment results. Finally, we conclude the 
paper in Section 5. 

2   Related Works 

Numerous approaches have been proposed to discover various services in a network. 
Here we briefly review two systems among them, DEAPspace and Konark [9].  
DEAPspace furnishes an algorithm that discovers services in a single hop adhoc net-
work, while Konark is a middleware offering service discovery in multi-hop adhoc 
network. DEAPspace and Konark are the representative system in terms of perform-
ance and effectiveness for service discovery in single hop and multi-hop adhoc net-
work, respectively, and thus they are mostly adopted as references. 

2.1   DEAPspace  

IBM has developed DEAPspace that solves the problem of service discovery in wire-
less single-hop adhoc networks. It restricts itself to a small network by assuming a 
single-hop adhoc network and broadcasting fit in a message. Its final proposal is for 
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fast concentration of available service information in the network. Maintenance of a 
centralized node storing all the service information in the network is difficult and 
complicated. DEAPspace thus selects a distributed approach with the push model in 
which servers send unsolicited service advertisements to the clients.   

In the DEAPSpace, each node has a world view which stores a list of all services 
offered in the network. Furthermore, each node periodically broadcasts its own world 
view to other nodes using the adaptive backoff mechanism. If a node receives a ser-
vice advertisement, it checks the service id and expiration time of its own world view, 
and decides whether to advertise a service message or update the cache data. Thereaf-
ter, the node increases the rate of broadcasting. If new service advertisements offered 
in the network have longer lifetime values than those in the internal cache of a node, it 
adds them into its own internal cache [10,11].  

2.2   Kornark 

Konark is a middleware designed specifically for discovery and delivery of services 
in multi-hop adhoc networks. It thus aims at wireless adhoc network that is usually 
larger than the network DEAPspace supports. The Konark architecture mimics a typi-
cal operating system and it is programming language independent. It provides a 
framework in which services are described and delivered using open standard XML 
technology over IP network connectivity.  

Konark supports both the push and pull model. When a node receives a service 
message of the multicast address of the Konark, it multicasts different world view of 
relevant services and other services contained in the received message. When a client 
sends service requests, the servers replies unsolicited service advertisements. Each 
node adopts Konark SDP Manager which is responsible for discovery of the requested 
services, and registration and advertisement of its local services. To discover services 
in the network, clients use a discovery process known as active pull mechanism. Each 
node joins a locally-scoped multicast group.  

The SDP Manager of each node maintains a cache, called a service registry. The 
service registry is a structure that enables devices to store their local services. It also 
allows them to maintain information on the services that they might have discovered 
or received via advertisements. 

3   The Proposed Scheme 

In general, if a server frequently advertises the service list, the clients can quickly 
discover the requested service. Here discovery service must not take too much traffic 
while offering services in a timely fashion. The two conflicting goals, less traffic and 
fast response, should be well balanced when the services are available to use. In addi-
tion to satisfying these goals, a service discovery which is also user-adaptable is pro-
posed. 

3.1   The Overview 

For ubiquitous computing it will be efficient to use service discovery for both the 
server and client such as Jini lookup service. The lookup service is located in the 
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middle of the clients to manage the requested services. This kind of service discovery 
approach based on agent system can provide fast, efficient, and seamless services to 
the one needing them. However, the server and client system can be effective only in 
the networked environment. Mobile devices are not fixed at specific locations inside 
the mobile network. This is one of the reasons that a server system is not set in mobile 
network. Mobile devices need to frequently send a broadcast message to get service 
information with respect to service location, service time, and so on. They have their 
own repository to keep the latest service information.  

Note that most people want to repeatedly use only some specific services from the 
network. They are just interested in the services which are related to their job or 
hobby. It is thus better to offer an efficient service mechanism only for a confined set 
of services instead of inefficient wide spectrum of diverse services. If a user is not 
interested in a specific service the user may demand it infrequently or never does that. 

The basic idea of the proposed scheme is to substantially reduce the traffic due to 
infrequently requested services as identified above. Providing service list adapted to 
user behavior and preference will significantly reduce network traffic and offer fast 
services. The proposed scheme employs an approach in which each device broadcasts 
such adapted service list for the distributed system. Moreover, when a user wants to 
use services, the user sends a request message like an on-demand service model for 
reducing network traffic.  

3.2   The Flow of Operation 

Figure 1 shows how the proposed service discovery operation works, which consists 
of the following three steps for example. 

Step 1. If Node-2 needs a service, it checks the service cache in its own repository.  
Step 2. If the service is not in the service cache, it sends a request to other devices.  
Step 3. If other devices have the service requested by Node-2, the device broadcasts 

the service list to other devices. 

In the proposed scheme each node has a service cache (SC) storing the adaptable 
service list. Figure 2 shows the SC consisting of service elements (SE). Each SE has 
three fields; Service ID, Expiry, and Hit. Service ID is used to distinguish the service 
and Expiry indicates how long the service can be used by the users. Hit indicates how 
many times the user requested the service. When a user requests a service, its Hit 
value is increased by 3 points.  

Each Hit value is decreased by 1 point if not requested in every 20 minutes. As a 
result, the Hit value of frequently requested service can maintain relatively higher Hit 
value than that of uninterested services decreasing continuously. All the SEs in the SC 
are sorted by the Hit value. We assume that ten most frequently requested service 
elements in the SC belong to a set of special interests, while others are plain service 
elements probably unrelated to the users. The ten SEs are called ‘hot elements’, and 
the number of hot elements can be varied for each specific implementation. 

The hot elements are kept in the latest service list of the SC, and the message con-
taining them is broadcast more frequently than other messages to reduce network 
traffic. 
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Fig. 1. The operation flow in the proposed scheme 

 

Fig. 2. The structure of service cache 

3.3   Algorithm 

The proposed algorithm consists of three main functions; Local Service Function, 
Receive Element Function, and Receive Service Function. Figure 3 shows a pseudo 
code of Local Service Function checking whether the requesting service is in the SC 
or not. Figure 4 shows how Receive Element Function works when a device receives 
a message requesting a specific service from it. Finally, Receive Service Function, 
defined in Figure 5, settles other’s SC receiving a message from a remote node.  
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3.3.1   Local Service Function 
Line 3: When a user requests a particular service, the hit count of the SE is increased. 
Line 4: The SC is sorted by the hit counts of the SEs to maintain the latest data re-

flecting the usage. 
Line 5: Local Service Function checks if the requested service exists in the SC. In 

Figures 3, MINE in line 3 is its own SC.  
Line 7: Check_expiry function has two kinds of operations. If the requested service 

id belongs to hot elements, check_function checks the expiration time of all 
the hot elements. When the requested service element is just a basic element, 
check_function checks the expiration time of just the service element.  

Line 9: If the hot element and requested service have a smaller value than minimum 
value of expiration time, local service function broadcasts a query message. 
One of the user’s favorite services or just requested service will soon be shut 
down.  

Line 14: If the own SC does not have the service element, Local Service Function also 
broadcasts the query message. 

 

1   LOCAL SERVICE (SE d.ID)  
2   { 
3    Increase (MINE.d.HIT)  
4    Sort (MINE)  
5 IF (d.ID  MINE.ID)  
6 {   
7  IF (Check_expiry()) 
8             { 
9                 BROADCAST ELEMENT(d.ID)  
10            } 
11 } 
12 ELSE 
13 {    
14  BROADCAST ELEMENT (d.ID) 
15 } 
16  } 

Fig. 3. The pseudo-code of the Local Service Function 

3.3.2   Receive Element Function 
When a node receives a broadcast message, the Receive Element Function checks 
whether the SE is in its own SC or not. If it exists in its own SC and the expiration 
time is greater than the minimum value, the Receive Element Function broadcasts all 
the SEs in the SC. It is unnecessary for a node to request the SE even though the node 
does not have the SE. This is because the node will receive the SE from other nodes 
sooner or later through the Receive Service Function message. Note that the service 
lists are synchronized through the distributed service in the network. 
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1   RECEIVE ELEMENT (c.ID)  
2   { 
3 IF (c.ID  MINE.ID)  
4 { 
5            IF(MINE.ID.EXPIRY > MIN) 
6            { 
7                BROADCAST SERVICE (MINE)  
8            } 
9 } 
10   } 

Fig. 4. The pseudo-code of the Receive Element Function 

3.3.3   Receive Service Function 
Line 4-7:  When a node receives a new SE from a remote node, the node inserts that 

in its own SC. The service is stored at bottom of the SC.  
Line 10-11: If the SE is already in the SC, it checks the expiry time. If the received 

SE has the latest date, the Receive Service Function updates the expiry 
time of it. 

 

1   RECEIVE SERVICE (REMOTE)  
2   { 
3 For each r � REMOTE 
4 IF (r � MINE) 
5 { 
6  Insert(r, MINE) 
7 } 
8 ELSE 
9 { 
10  IF(r.expiry > MINE.expiry) 
11  {  Update(r, MINE) } 
12 } 
13   } 

Fig. 5. The pseudo-code of the Receive Service Function 

4   Performance Evaluation  

This section describes the experiment environment and the results of experiment. 

4.1   Experiment Environment 

In our experiment we use four 2.4GHz Pentium IV machines with 1GB of main 
memory each. We assumed the number of services in a network is 50, and each ser-
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vice has a random expiration time from 1 to 100. Expiration time is decremented in 
every two minutes. Also, every service updates its own expiry time to a random num-
ber between 50 and 100 in every twenty minutes. Each node has 30 service elements 
at the starting point. When we set the value of time-out as 3’00’’, the average time-out 
with the DEAPspace algorithm turned out to be 4’25’’. Thus, we set a random time 
value between 2’00’’ and 4’00’’ as the time a user requests a service in the experi-
ment with the proposed algorithm. 

4.2   Experiment Result 

Figure 6 shows the average expiry time value of the proposed scheme and DEAP-
space. We can see that the difference between the two is very small, which means that 
the proposed scheme offers seamless and accurate service to the users as much as 
DEAPspace does. Notice that each peak point in the plots represents service update 
time in every twenty minutes as we preset.  

 

Fig. 6. Comparison of average expiration time. 

Figure 7 shows the amount of packets transmitted in every ten minutes. Recall that 
when a user requests a service belonging to uninterested service elements (non-hot 
elements), the proposed scheme broadcasts a query message to get the information of 
others. Proposed-1 is the case that services in the SC are requested equally likely. 
Meanwhile, Proposed-2 is the case that user requests some service elements more 
frequently than the others. When this happens, the Local Service Function checks the 
expiration time of the hot elements. If one of the hot elements has a minimum expira-
tion time, the node broadcasts a query message until it gets the latest data of the 
service at every request time. As a result, Proposed-2 uses more packets than  
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Proposed-1. Notice from Figure 6 that Proposed-1 and Proposed-2 use fewer packets 
than DEAPspace. Also, notice from the figure that the amount of packets of the pro-
posed scheme and DEAPspace linearly increases as time passes. In other words, the 
average number of packets transmitted per minute is about 300 and 600 for the pro-
posed scheme and DEAPspace, respectively. The proposed scheme uses about half of 
the packets used by DEAPspace, which is a quite substantial reduction. 

 

Fig. . Comparison of total number of packets transmitted 

5   Conclusion 

We have addressed a new computing paradigm in which the users demand individual 
service. The ubiquitous system requires registration and management of systematic 
control of services for each user in mobile network. For this reason, service discovery 
technology becomes very important in mobile network. We have also reviewed some 
present solutions such as Jini, SLP, SDP, and UPnP with more attention to DEAP-
space and Konark. Most of the present service discoveries are focusing on networked 
system or particular network such as Bluetooth or Piconet. 

In this paper we have proposed an energy-efficient service discovery algorithm us-
ing a list of services adapted to the frequency of requests. Comparing with DEAP-
space, we have shown that the proposed scheme allows the same service quality using 
much less network traffic. Experiment with four machines displayed that the proposed 
scheme uses about half of the amount of packets used by DEAPspace. We will ex-

7
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pand the experiment considering various factors such as the type of the services re-
quested and duration of usage.  

When a hot service element cannot be offered to a user, several packets need to be 
transmitted to get the service information. We will carry out research to get over the 
problem using effective service registration.  
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Abstract. The Grid environment contains a large and growing number of 
widely distributed sites with heterogeneous resources. It is a great challenge to 
dynamically manage and account for usage data of Grid resources, such as 
computational, network, and storage resources. A distributed Resource Usage 
Data management and Accounting system (RUDA) is designed to perform 
accounting in the Grid environment. RUDA utilizes fully decentralized design 
to enhance scalability and supports heterogeneous resources with no significant 
impact on local systems. It can easily be integrated into Grid infrastructures and 
maintains the integrity of the Grid security features.  

1   Introduction 

Modern science and technology are increasingly collaborative and often demand huge 
computing and storage resources, which individual research organizations may not 
possess. A distributed infrastructure - Grids - was created in early 2000. Grid 
technology, such as the protocols and services developed by Globus [1], enables 
flexible, controlled resource sharing on a large scale. Driven by the demand and 
attracted by the promising future of Grids, Grid applications multiply swiftly and in 
turn drive the rapid development of Grid technology. While many Grid services are 
maturing, Grid accounting still remains a research issue. The Grid environment, 
which contains a large and growing number of widely distributed sites with 
heterogeneous resources, poses great challenges to Grid accounting. Rapid evolution 
of Grid software infrastructures and increasing security concerns add additional 
complications. Therefore, a Grid accounting system needs to be scalable, flexible, and 
secure [2]. Though many methods and tools have been successfully used in individual 
sites for resource usage management and accounting [3-4], they are local, centralized 
systems, of which the scalability is limited by the load capability and data size of the 
centralized server and database. These accounting methods and tools do not satisfy 
the requirements of Grid accounting.  

The Science Grid (SG) project is a collaboration involving researchers at Lawrence 
Berkeley (LBNL/NERSC), Pacific Northwest (PNNL), Argonne (ANL), and Oak 
Ridge (ORNL) National Laboratories, sponsored by the U.S. Department of Energy 
(DOE), to explore the Grid environment for use with the large-scale computer and 
storage systems available at DOE sites. The ability to properly account for resource 
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usage across such a Grid is crucial to its acceptance and use. To the best of our 
knowledge at the time of this project started, there was no Grid accounting system 
that could meet the challenges of the Grid environment.  

We have designed and prototyped a Grid Resource Usage Data management and 
Accounting system (RUDA). RUDA is designed in a fully distributed manner for 
scalability. It employs customizable interfaces to communicate with local systems to 
support widely diversified resources without significant impact on them. RUDA 
leverages security features embedded in Globus for secure wide-area communication, 
and accommodates current economic models of the Grid with respect to valuation of 
resources. RUDA is an essentially self-contained system that can be easily integrated 
into the Grid environment. 

The following three sections present the system architecture, the accounting 
process, the feature design targets and approaches. In later sections, the 
implementation and experiment of the prototype are discussed.  

2   System Architecture 

In the Grid environment for which RUDA is designed, resources are provided by 
computer centers or divisions of individual sites. The users are organized in research 
projects and each project has charge-account(s) used by the providers to credit/charge 
the allocations of the project. The allocation in a charge-account may be distributed to 
the individual users who share this account.  

The basic building-block of RUDA is a client/server software package. The 
multithreaded server consists of core-software and interfaces. The latter collects 
resource usage data from local accounting systems and the former, isolated from the 
local system, provides data management, accounting, and web interface services. A 
RUDA server can be configured in two running modes, called basic-server and head-
server respectively. The client-process provides the services for users/administrators 
to access/control the server and for other servers in RUDA to communicate with this 
server. The client-process resides on the same machine with its server. The Globus 
Toolkit’s GRAM [5] commands are employed to remotely run the client-process to 
communicate with the server from any computer on the Grid.  

In RUDA, a basic-server daemon runs on each participating resource and 
periodically pulls resource usage information of Grid users from the local accounting 
system. It manages and accounts for the resource usage data, and stores the records in 
a local MySQL database. Head-servers are used to aggregate accounting and usage 
information for organizations, projects, and other interested entities; they can be 
deployed on any computer on the Grid. The head-server is configured to select the 
“member” head- or basic-servers, which contain the resource usage data of interest, 
and the head-server queries desired data segments from each member server by 
running the client-process of the member remotely with criteria for the specified 
projects, charge-accounts, and users. The member server writes the requested data set 
into a RUDA standard data file. Transferring the data back by GridFTP [5], the head 
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server manages and  accounts  for the data collectively. Since a head-server can 
collect data from both basic-servers and other head-servers, a RUDA system with 
flexible hierarchical structures can be built for large organizations to perform 
accounting.  

RUDA also provides allocation services. In the DOE community, allocation on 
major resources requires pre-approval of authorized administrators. RUDA server 
provides web interfaces for project Principle Investigators (PIs) to check available 
resources and to apply for allocation. 

 

Figure 1 shows a much simplified RUDA system example. Independent and 
geographically separated sites A and B provide computer resources to the Grid. A 
basic-server on each individual computer collects data and accounts for the Grid 
resource usage at the levels of job, user, and charge-account. The resource providers, 
Site-A and two divisions at Site-B, employ head-servers to manage and account for 
their resource usage. Each head-server collects data from its member servers and 
performs accounting collectively at the levels of user and charge-account. These 
head-servers need not to collect detailed data at job level unless desired. Projects C 
and D use computer resources at both Site-A and Site-B. Each PI runs a head-server 
and configures relevant servers as its members. This also provides a simple example 
of the hierarchical structure of the system. 

Fig. 1. A simple example of RUDA system
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3   Accounting Process 

3.1   Standard Resource Usage Records and Global User Identifications 

Grid accounting systems must manage and exchange resource usage data globally, 
however there are currently no standards for this type of data. For example, a survey 
[6] shows that more than 15 technical terms are used for CPU usage records by 
various local accounting systems in 5 national laboratories, and each of them has its 
own definition and data type. To perform Grid accounting, a standard set of usage 
record fields has to be defined and a mechanism to convert the local fields into the 
standard fields needs to be developed. A standard set of resource usage fields has 
been defined for RUDA based on the Global Grid Forum (GGF) suggestions, a survey 
of DOE laboratories [6,8], and a more detailed examination of local accounting 
systems used at ORNL, PNNL, and LBNL/NERSC. A data structure called data-
cargo accommodates the standard fields within RUDA servers and a corresponding 
file format is used when exchanging records within a distributed RUDA deployment. 
For each new type of local accounting system, a customized reference table needs to 
be setup to allow the standardization routine of RUDA server interface to convert the 
local system’s input records into a standard data set and store them in a data-cargo 
structure.  

Grid-wide user identification is also critical for Gird accounting. One user may use 
different user identifications (IDs) on different computers. To uniquely identify users 
Grid-wide, rules to create global user IDs have to be defined.  

RUDA utilizes the Grid user distinguished name (GUdn) as its global user ID. 
GUdn is defined by Grid Security Infrastructure (GSI) [5] of Globus. For 
authentication purpose, GSI grants each user a user-certificate, which contains a 
globally unique GUdn. For access control purpose, each resource has a grid-map file 
to map each GUdn with local user ID (LUid). Using information extracted from the 
grid-map file, a RUDA basic-server can pair up LUids with GUdns. The standard 
data record contains both GUdn and LUid for user identification.  

When the customized interface of basic-server reads data in, it calls the 
standardization routine to covert the local data into a standard data set, pairs up each 
GUdn with LUid, and fills the standard data set into a data-cargo structure which is 
ready to be transferred to RUDA server for usage data normalization and accounting. 

3.2   Usage Data Normalization and Accounting 

Various Grid resources carry different qualities of service and different capabilities. 
The ability to normalize accounting data across diverse Grid resources is important to 
the Grid “economy” [2, 9], especially if user resource allocations are fungible across 
multiple resources. RUDA provides the flexibility to support economy-based pricing 
of Grid resources. RUDA defines a “RUDA-allocation-unit (RAU$)” as the standard 
charge unit and each server performs accounting for each job according to a 
customized formula. The formula currently used in the prototype is 
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Here, n is the total number of resource categories of the standard resource usage data 
set and i spanning from 1 to n represents category index. Weight(i) presents the 
weight factor of resource category i. m is the total number of the global weight 
factors. The global_weight(j) is j’th global weight factor, such as the priority or 
quality of service, usage timing (peak, off-peak), or any factors which effect the 
overall cost of a job.  

Referring the “Demand and supply model” suggested by [2], the weight factors of 
each resource can be configured by its provider independently according to their site 
policy and user demand, though the Grid administrator may publish a list of weight 
factors for a number of commonly used resources as reference. Grid economy 
research shows that this model would regulate the resource demand and supply 
automatically, give each site maximum control over the price, and eliminate the 
necessity of centralized resource evaluation. The formula and the weight factor 
information are stored in the server’s database and available for users upon request.  

The basic-server on each resource records the usage data and charge of each 
running job in a dynamic data structure. Upon the completion of a job, its data are 
moved into a local database. Based on the data of both current and completed jobs, 
the server calculates the individual category resource usage and total charges 
accumulated since the beginning of current accounting period for each user, charge-
account, and project respectively. By means of head-server(s), PIs or users collect the 
relevant data from the resources they use and account aggregately for their dynamical 
Grid resource usage and total charges.  

4   Feature Design Targets and Approaches 

4.1   Scalability 

The large and growing scale of Grid environments poses great challenges to the 
accounting system design. Instead of technically enhancing the capability of the 
centralized server and database, RUDA takes a distributed approach that focuses on 
maximally decoupling the loads of the server and database from the scale of Grid. The 
data collection and storage are performed locally by a basic-server on each resource 
entity. Therefore the basic-server load and its database size are independent of the 
Grid scale. Head-servers perform usage data management and accounting for projects 
or providers. A head-server for a provider manages the data on the resources they 
provided. A head-server for a PI only sees the data relevant to his/her project or 
group.  The data collected/managed by a head-server and stored in its database 
depends on the size of the project/group or the resource provider’s environment, not 
on the scale of the Grid. This decoupling strategy eases the scalability limitation 
caused by database size and server load without requiring breakthrough technologies. 
The flexible head-server architecture also enhances scalability, since servers can be 
deployed as needed on a per-project, per-provider, or other basis. It is only necessary 
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for a head-server to know which other servers to poll to obtain the desired resource 
usage information. In the DOE laboratory environment, this is fairly straightforward, 
since accounts and allocations are typically tracked and already known to the 
providers/PIs. 

4.2   Security 

Significant efforts in Grid software development have gone into secure network 
communications and remote interactions. The Globus Grid Security Infrastructure 
(GSI) is based on existing standard protocols and APIs [5] and extends these 
standards to single sign-on and delegation, forming a comprehensive security system 
[10]. RUDA employs the Globus toolkit, and GSI in particular, to enable secure 
authentication and communication over the open network. For instance, to collect data 
from a remote basic-server, a head-server issues a GRAM command to call the basic-
server’s client-process remotely for data query. The Globus servers on both ends then 
handle mutual authentication and secure remote communication for the RUDA 
servers. During the data transfer procedure, GridFTP manages the mutual 
authentication and insures the communication integrity. In this way, RUDA is based 
upon standard Globus security features.  

The authorization for data access is performed by the RUDA server in two layers. 
One layer is applied to authorize a basic-server collecting data from the local system. 
Each basic-server owns a user/project map provided by the local administrator 
through a configuration file. The map lists the users and projects of which the data is 
allowed for RUDA to access, and the server interface limits queries to the authorized 
data only. The other layer is control of the access to the RUDA server’s database. The 
database contains the user attributes originally obtained from the local system. When 
a remote user queries for data, the server performs the data access control according 
to the user status.  For example, an ordinary user can only access his/her own data, 
while a PI can access the data of their entire project/group.  

4.3   Fault Tolerance 

We have chosen a fail-over mechanism as a short-term solution to fault tolerance. We 
run backup daemons on backup machines, which periodically probe the existence of 
running daemons. A backup daemon of basic-server also keeps a copy of the current 
resource usage data of the running daemon. Once a failure is detected, the backup 
daemon can conclude that the original daemon or machine has died and inform the 
other daemons that are interacting with the original daemon that it has taken over. 
Simultaneously, the backup daemon informs the system administrators that the fail-
over has occurred. The backup daemon of a basic-server only provides the latest 
accounting data upon request. The administrator is expected to troubleshoot and 
recover the original server or machine as soon as receiving the failure information.  

Although the above mechanism is easy to implement and sufficient for a small 
group of RUDA daemons, it can not distinguish network partition from machine 
failure, handle simultaneous failures of the original and backup daemons, or deal with 
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 the complications in a large distributed environment. We have chosen the group 
membership management mechanisms as the long-term approach to fault tolerance 
[11, 12]. In such a system, the RUDA daemons will monitor one another and operate 
self-healing mechanisms once they agree that a group member has failed.  

4.4   Flexibility and Manageability 

RUDA’s design includes interfaces that can be customized to communicate with local 
accounting systems, allowing RUDA to support heterogeneous resources with various 
local accounting systems with a minimum local impact. To avoid the complications 
caused by the modification of Grid software infrastructure, RUDA software is built to 
be essentially self-contained. The utilization of Grid infrastructure is limited to its 
high level APIs and the modifications behind the APIs have no effect on RUDA. 
Furthermore, the APIs are called in a couple of customization routines. By modifying 
the customization routines, RUDA can utilize various versions of Globus or other 
Grid infrastructures. 

The RUDA server is fully configurable, such as its user/project map, data polling 
period, data backup method, and so on, and supports runtime reconfiguration. By 
means of GRAM and RUDA command line interfaces, the administrator can 
configure and control the server remotely from any computer on the Grid.  

5   Prototype Implementation  

A prototype of RUDA has been developed on an SG testbed. It contains most of the 
major components of RUDA to test the feasibility of RUDA design, but the fail-over 
mechanism is not implemented due to lack of backup machines. The functions of 
prototype’s client/server package are briefly described in the following. 

The server chooses one of the three data collection interfaces (Fig. 2) according to 
its configuration. The interface shown on the left side of Fig. 2 accepts RUDA 
standard data files transferred between RUDA servers. The one in the middle is the 
major data input port of basic-server. By means of the customized routine, the 
interface inputs data from a local accounting system through CLIs/APIs provided by 
the system, converts them into a standard data set, and loads the server’s data-cargo. 
The interface on the right side is designed for situations where the additional security 
requirements are imposed. To secure sensitive information, some sites do not allow 
foreign access to the local systems and sensitive information must be filtered out 
before resource usage data reach the Grid. This interface provides an independent 
daemon process run by authorized site administrators. To periodically pull data from 
the local system, the daemon calls a customized routine, which filters out the sensitive 
information and coverts the local data into the standard data set. The daemon then 
loads the data into its MySQL database, which RUDA server is authorized to access. 
On receiving a new-data-ready signal from the daemon, the server reads in the data 
from the daemon database.  
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Upon receiving new data, the server core-software (Fig. 3) utilizes the customized 
formula shown in Section 3.2 to calculate the charge of individual jobs, and 
summarizes the usage data and charges from both current jobs and the jobs completed 
within the accounting period for users, charge-accounts, and projects. The updated 
current data are stored in server’s data structure and also copied into a local database 
called mirror-site, which can be used to recover the current data in case the need 
arises.  

 
 

 
 

The client-process only communicates with the server through local socket 
connections. The Globus toolkit GRAM is employed to run the client-process from a 
computer on the Grid to perform remote communications with the server.   

The prototype provides web interfaces for users to conveniently access their 
resource usage data and for PIs to check resource availability and apply allocations. 

Fig. 2. RUDA server block diagram part 1: Server interfaces 
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Fig. 3. RUDA server block diagram part 2: Server core-software 
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The command line interfaces are also provided for users query resource usage data, 
and for administrators to configure and manage the server locally or remotely.  

6   Experimental Results 

The prototype system has been experimented on the Earth System Grid (ESG). The 
ESG project uses Grid technology to support the climate research community to 
discover, access, and analyze large-scale global climate model simulation results in a 
distributed and heterogeneous computational environment. The RUDA prototype has 
been deployed on ESG computer resources at ORNL in Tennessee and National 
Center for Atmospheric Research in Colorado. The computer platforms include IBM 
AIX, Sun Solaris, and Linux redhat, on which the RUDA software is portable. Globus 
is the software infrastructure of ESG. GRAM and GridFtp of Globus Toolkit (version 
2.2.4) with embedded GSI are enabled on these machines, and MySQL and Apache 
web server are available.  

A total of five basic-server daemons ran in this experiment on a mixture of IBM 
AIX, Sun Solaris, and Redhat Linux systems, and a head-server daemon running on 
an IBM AIX machine configured them as its members. The average number of 
accounted jobs running simultaneously on each machine was at a level of a few tens 
to a hundred at any moment, with a duration varying from a few minutes to several 
days. Though a full set of standard resource usage fields had been defined in the 
prototype, only CPU time, wall time, and the memory usage (requested or high-water-
mark) were captured in this experiment. Artificial weight factors (see section 3.2) 
were assigned to simplify the process of checking accounting results.  

The experiment first ran for four weeks and concentrated on checking server 
functions. During this period, an error was reported by the head-server on data 
transfer from one of its member servers and it was caused by the downtime of that 
remote member computer. As mentioned, the fail-over mechanism has not been 
implemented. When a member server is down, the head-server uses the latest data set 
collected from that server as current data (with original data collection timestamp) 
until the member server is up and running again. The memory and CPU usage of the 
servers were also measured. According to the SG project’s survey of resource 
providers and users, updating resource usage data and accounting records every hour 
would fully satisfy the requirement of dynamic accounting. With this configuration, 
the CPU time was less than 190 seconds per day for the head-server, and 10 seconds 
for each basic-server, respectively. The memory usage (high-water-mark) of all 
individual servers is less than 3 MB. 

The experiment then continuously ran for 12 more weeks. All servers were 
configured to collect data every 4 minutes for experimental purposes. The snapshots 
of resource usage data and accounting results were taken and checked on a daily 
basis. All servers ran smoothly through the whole period and no accounting error was 
found. The RUDA web interfaces were used daily to monitor the system. The 
allocation application functions were also tested through the web interface, though the 
responses of administrators were performed automatically by a piece of simulation 
software.  
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7   Conclusion and Acknowledgement  
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Abstract. The widespread adoption of large-scale decentralized peer-
to-peer (P2P) systems imposes huge challenges on distributed search
and routing. Decentralized and unstructured P2P networks are very at-
tractive because they require neither centralized directories, nor precise
control over network topology or data placement. However their search
mechanisms are extremely unscalable, generating large loads on the net-
work participants. In this paper, to address this major limitation, we
propose and evaluate the adoption of an innovative algorithm for rout-
ing user queries. The proposed approach aims at dynamically adapting
the network topology to peer interests, on the basis of query interactions
among users. Preliminaries evaluations show that the approach is able to
dynamically group peer nodes in clusters containing peers with shared
interests and organized into a small world topology.

1 Introduction

In the past few years, the peer-to-peer (P2P) paradigm has emerged, mainly by
file sharing systems such as Napster and Gnutella. In the research community
there has been an intense interest in designing and studying such systems. Due
to the decentralization, these systems promise improved robustness and scalabil-
ity, and therefore they open a new view on data integration solutions. However,
several design and technical challenges arise in building scalable systems. While
active, each peer maintains neighbor relationships with a small set of peers and
it participates in the application protocol on the P2P network. These neighbor
relationships, logical links between peers, define the topology of the P2P net-
work. Therefore, the P2P topology forms an overlay on the IP-level connectivity
of the Internet. One of the most challenging problems related to data-sharing
P2P systems, is the content location. Content location determines whether the
system resources can be efficiently used or not. Moreover, it greatly affects the
scalability of P2P systems and their other potential advantages. Currently, there
are two kinds of searching schemes for decentralized P2P systems [1]: structured
searching scheme and unstructured searching scheme. Although structured sys-
tems such as Chord [2], Pastry [3], and CAN [4] scale well and perform efficiently,
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they have many limitations. First, they have high requirements on data place-
ment and network topology, which are not applicable to the typical Internet envi-
ronment, where users are widely distributed, extremely transient, and come from
non-cooperating organizations. Second, they efficiently support search by identi-
fiers, but not general search facilities. Unstructured P2P systems like Gnutella [5]
do not have the problems mentioned above and they are the most suitable in the
current Internet. However, they use an overlay network in that the topology and
file placement are largely unconstrained, so no clue emerges as to where content is
located, and queries have to be flooded through the whole network to get results.
Flooding is robust and reliable but highly redundant [6], producing many dupli-
cated messages and much network traffic. Several researches are currently carried
out on improvements in flooding-based message routing scheme: most notable
are random walk, multiple parallel random walks, iterative deepening, and local
indexes. An interesting paper by Adamic et al. [7] studies random walk search
strategies in power-law topology, but although otherwise effective, this strategy
places most of the burden on the high degree nodes and thus potentially creates
additional bottlenecks and points of failure, reducing the scalability of the search
algorithm. Lv et al. [1] propose a k-walker random walk algorithm that reduces
the load generated by each query. They also propose the adoption of uniform
random graph, and study query efficiency under different query and replication
models. Liu et al. [8] introduce a location-aware topology matching technique,
building an efficient overlay by disconnecting low productive connections and
choosing physically closer nodes as logical neighbors. Another interesting query
routing technique is the iterative deepening, suggested by Yang et al. [9], where
unsatisfied queries are repeated several times, each time increasing their search
depth. In [10], the authors propose that nodes maintain metadata that can pro-
vide “hints” such as which nodes contain data that can answer the current query.
Query messages are routed by nodes making local decisions based on these hints.
In this paper, we focus on the unstructured architectural model and, to address
searching inefficiencies and scalability limitations, we propose an adaptive rout-
ing algorithm whose aim is to suppress flooding. The routing algorithm adopts
a simple Reinforcement Learning scheme (driven by query interactions among
neighbors), in order to dynamically change the topology of the peer network
based on commonality of interests among users.

The remainder of the paper is structured as follows. Section 2 provides back-
ground on the small world network paradigm. Section 3 illustrates the adaptive
routing protocol proposed. The simulation setup and performance measurements
are presented in Section 4. Finally, Section 5 concludes the paper.

2 Small World Networks

The small world phenomenon was first observed by Milgram [11], who discov-
ered the interesting “six degrees of separation” in a social network. Although the
notion of small world phenomenon originates from social science research, it has
been observed that the small world phenomenon is pervasive in a wide range of
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settings such as social communities, biological environments, and data commu-
nication networks. For example, recent studies (e.g., [12]) have shown that P2P
networks such as Freenet may exhibit small world properties. Roughly speaking,
a small world network can be viewed as a connected graph characterized by low
characteristic path length(i.e., similar to the average path length in random net-
works) and high clustering coefficient (i.e., much greater than that of random
networks). To mathematically define the two properties, let G = (V,E) denote
a connected graph modeling a small world network, N = |V | the cardinality of
the set of vertices, and D(i, j) the length (in hops) of the shortest path between
two vertices i and j in V . The characteristic path length L(G) is defined as
the number of edges in the shortest path between two vertices, averaged over
all pairs of vertices. To define the clustering coefficient C(G), suppose that a
vertex v ∈ V has kv neighbors; then at most kv(kv − 1)/2 edges can exist be-
tween them (this occurs when every neighbor of v is connected at every other
neighbor of v). Let Cv, the local clustering coefficient of v, denote the fraction of
these allowable edges that actually exist. Define the clustering coefficient as the
average of Cv over all v. While L measures the typical separation between two
vertices in the graph (a global property), C measures the cliquishness (degree of
compactness) of a typical neighborhood (a local property). A low average hop
distance implies that one can locate information stored at any random node by
only a small number of link traversals (low latency object lookup), while a high
clustering coefficient implies the network can effectively provide contents even
under heavy demands. Other works, in addition to our proposal of constructing a
small world network, discuss the adoption of a small world topological structure
in order to efficiently perform searching in P2P networks. Iamnitchi et al. [13]
propose a solution for locating data in decentralized, scientific, data-sharing en-
vironments that exploits the small-worlds topology. Manku et al. [14] propose
to build a one-dimensional small world network, by the adoption of a simple
protocol for managing a distributed hash table in a dynamic peer network. The
broadcast problem for communication in a small world network is considered
in [15]. In [12], the authors propose a scheme for storing data in an unstructured
P2P network such as Freenet, such that the P2P network may exhibit some of
the small world properties.

3 Adaptive Routing Protocol

The key problem addressed in our work is the efficient and scalable localization
of shared resources. The underlying idea is that an intelligent collaboration be-
tween the peers can lead to an emergent clustered topology, in which peers with
shared interests and domains, tend to form strongly connected communities of
peers. To this aim, we adopt an approach that dynamically selects the neighbors
to which a query has to be sent or forwarded. The selection process is driven
by an adaptive learning algorithm by which each peer exploits the results of
previous interactions with its neighbors to build and refine a model (profile) of
the other peers, describing their interests and contents. When an agent must
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Fig. 1. The process of neighbor discovery

forward a query, it compares the query with its known profiles, in order to rank
all known peers and to select the best suited to return good response. The net-
work topology (i.e., the actual set of peers that are neighbors in the overlay)
is then dynamically modified on the basis of the learned contexts and the cur-
rent information needs, and the query is consequently routed according to the
predicted match with other peers’ resources. Since our goal is to allow peers to
form communities in a fully distributed way, they need to find new peers and to
evaluate their quality in relation to their own interests. Initially the network has
a random, unstructured topology (each peer is assigned Ns neighbors randomly
chosen), and queries are forwarded as in the scoped flood model. The peers can
then discover other peers through known peers, during the normal handling of
queries and responses. Each peer has a fixed number, Nm, of slots for known
peers. This number can vary among peers depending on their available memory.
Here, we assume that the Nm value is the same for each agent. For each known
peer, a profile concisely describing the shared resources is stored. The actual set
of Na neighbors, i.e. those to whom queries are sent, is selected dynamically for
each query at time step t among all the Nk(t) known peers. In particular, when
a peer receives a query locally generated, it compares the query with its stored
profiles, applying a simple ranking algorithm for dynamically selecting peers to
which it sends the query. The maximum number of selected peers, Na, depends
on peer bandwidth and computational power. In our test networks, we assume
that Na is fixed and equal for each agent. The system currently adopts Bloom
filters [16] to build peer profiles and supports a basic query language where a
query string is interpreted as a conjunction of keys. When presented with a query,
the system searches the information in its profile database in order to obtain a
list of candidate peers that might have data matching the query. When a peer
receives a query by another peer, if it shares resources that match the request,



An Adaptive Routing Mechanism for Efficient Resource Discovery 43

1. Profile acquisition. When a peer is first discovered, a profile is re-
quested. After the peer’s profile is acquired, a local peer description is ini-
tialized with the information stored in the Bloom filter.
2. Profile updating. When a response from a neighbor (or from a neighbors’
neighbor) arrives, it is evaluated and used to update the description of known
peers, adding the query keywords to the peer profile. Moreover, new peers that
respond to issued queries are added to the list of known peers.
3. Peer ranking. When a new query has to be sent, all Nk known peers are
ranked by similarity between the query and the peer descriptions, exploiting
the membership information provided by Bloom filters.
4. Query sending. The new query is sent to the top Na ranked peers. Then
step 1 is newly considered.

Fig. 2. Basic steps of the algorithm proposed

it can directly respond. Moreover, it can forward the query to that neighbors,
whose profiles match the query. To this aim, the peer uses the same selection
algorithm applied to locally generated queries In order to prevent potential DoS
attacks which exploit the response system, we impose that a peer replies to a
forwarded query sending the response to the neighbor that has forwarded the
query, and not directly to the originating peer. To limit congestion and loops
in the network, queries contain a Time-To-Live (TTL), which is decreased at
each forward, and queries will not be forwarded when TTL reaches 0. When a
peer receives the responses for a locally generated query, it can start the actual
resource downloading. Moreover, if a peer that has sent a response is not yet
included in the list of known peers, a profile request is generated. The two peers
contact each other directly (see Fig. 1). When the message containing the pro-
file will arrive, the new peer will be inserted among the Nk known peers and
its characteristics will be evaluated in order to select actual neighbors for new
query. The stored profiles are continually updated according to the peer interac-
tions during the normal system functioning (i.e., matches between queries and
responses). Moreover, a peer can directly request a newer profile when necessary.
In Fig. 2, we summarize the main steps of the proposed adaptive algorithm.

4 Experimental Evaluation

4.1 The Simulator

Since in the studies on deployed P2P networks [6, 17, 18], the dynamics in peer
lifetimes and the complexity of these networks make it difficult to obtain a precise
comprehensive snapshot, we use simulation to perform a preliminary evaluation
of the proposed approach. Simulation of P2P networks can provide a thorough
evaluation and analysis of their performance. To study the behavior of peer in-
teractions in our system, we have implemented a simple simulator that allows
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Table 1. Parameters used in Scenario 1

Parameter Value

Number of peers N 100

Number of actual neighbors Na 5

Number of initial neighbors Ns 5

Maximum number of known peers Nm 99

Number of groups Ng 10

Time To Live of queries TTL 3

Number of time steps Nts 1000

us to model synthetic peer networks and run queries according to the routing
protocol adopted. The goal of the simulator in the preliminary experiments re-
ported below is to analyze the topology properties of emergent peer networks.
Our simulator takes a snapshot of the network for every time step. In a time
step of the simulator, all of the peers process all of their buffered incoming mes-
sages and send all of their buffered outgoing messages. This may include the
generation of a local query as well as forwarding and responding to the queries
received by other peers.

4.2 Simulation Scenarios

In the current evaluation, we perform four different kinds of experiments, con-
sidering four scenarios, each of them different from the others for a single simula-
tion parameter. For each scenario, the aim is to study how the network statistics
change when the parameter value changes. Since the initial random topology
can affect the final results, for each scenario, we perform several independent
simulations and we average the results. In order to study whether the proposed
algorithm can generate network topologies that capture user interests, thus re-
ducing query flooding problems, we model synthetic peers belonging to different
groups of interest (let Ng denote the number of groups in the network). Each
group is associated with a general topic. Within each topic, the resources are fur-
ther classified into categories and sub-categories. In this preliminary evaluation,
we consider four scenarios: (i) Scenario 1, used as a baseline for all the others
experiments (its simulation parameters are reported in Table 1), (ii) Scenario 2,
characterized by the Na value variation, (iii) Scenario 3, characterized by the
Ns value variation, (iv) Scenario 4: characterized by the TTL value variation.

4.3 Evaluation Metrics

For the analysis of experimental results, we consider the two network metrics pre-
viously introduced: the clustering coefficient and the characteristic path length.
The clustering coefficient is computed in the directed graph based on each peer’s
Na neighbors, with a total of Na(Na − 1) = 20 possible directed links between
neighbors. The overall clustering coefficient C(G) is computed by averaging
across all peer nodes. The characteristic path length L(G) is defined as the
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average shortest path length across all pairs of nodes. Since in our simulations
the network is not always strongly connected we used an alternative way to
average shortest paths:

L̃ =

(
1
P

∞∑
p=1

l−1
p

)−1

, (1)

where p is a pair of nodes and P = N(N − 1) is the number of all possible
pairs. The characteristic path length L̃(G) thus defined can be computed from
all pairs of nodes irrespective of whether the network is connected. Another
interesting network metric taken in account is the number of connected compo-
nents. A connected component, which in the case of a directed graph is called
strongly connected component (SCC), is a strongly connected subgraph, S, of
the directed graph G, such that no vertex of G can be added to S and it still be
strongly connected (informally, S is a maximal subgraph in which every vertex
is reachable from every other vertex). C, L̃, and SCC are measured at each time
step and averaged across simulation runs.

4.4 Simulation Results

Scenario 1 (a baseline). In the first scenario we investigate the system behav-
ior when the simulation parameters are set to some representative, base values.
The results obtained are used as a baseline to compare the algorithm perfor-
mances in the others scenarios, when significant parameters are varied. Fig. 3

Fig. 3. Scenario 1: clustering coefficient, characteristic path length, and SCCs

plots the evaluation metrics taken into account. In particular, the top chart shows
that the characteristic path length remains roughly equal to the initial random
graph characteristic path length while the clustering coefficient increases rapidly
and significantly, reaching a value that is, in average, 150% larger than that of
the initial random graph. These conditions define the emergence of a small world
topology in our peer network [19]. This is a very interesting finding, indicating
that the peer interactions cause the peers to route queries in such a way that
communities of users with similar interests cluster together to find quality results
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(a) Clustering coefficient (b) Characteristic path length

Fig. 4. Scenario 2

(a) Clustering coefficient (b) Characteristic path length

Fig. 5. Scenario 3

quickly, while it is still possible to reach any peer in a small number of hops.
In the bottom of Fig. 3, the number of strongly connected components (SCC)
is reported. It is easy to observe that the network splits into a few SCCs (it
remains connected in the weak sense, based on undirected links). The number
of SCCs is smaller than the number of groups: while the network is becoming
more clustered and localized, peers continue to have access to most peers in
other groups.

Scenario 2 (varying Na). In this experiment, we choose to vary the Na value,
i.e. the maximum number of peers to which a query can be sent. The base Na

value is set to 5. We perform additional simulations investigating also systems
with Na = 3, 4, 6, 7. In Fig. 4(a) the clustering coefficient is plotted for the
different values of Na. The x-axis reports the time steps and the y-axis the
percentage average variation of clustering coefficient. It is expected that the
coefficient grows when Na becomes larger, denoting the constitution of bigger
peer groups with shared interests. The characteristic path length for different
Na values is plotted in Fig. 4(b). We observe that the characteristic path length
stabilizes around a value that is lower for larger values of Na. That is because
there are more links and the network has a greater degree of compactness.

Scenario 3 (varying Ns). In this experiment, we study how the Ns value
(i.e., the number of peers known at the simulation start-up) affects the system
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(a) Clustering coefficient (b) Characteristic path length

Fig. 6. Scenario 4

performance. We perform simulations with Ns = 3, 4, 5, 6, 7. From the results (see
Fig. 5) we note that the emerging networks present similar topological structures.
When the Ns values grow the statistical differences between the initial network
structure and the final one are less evident.

Scenario 4 (varying the TTL). In this experiment, we consider how to choose
the TTL value, i.e. the maximum number of links traversed by a query. The
base TTL value is set to 3. We perform additional simulations investigating also
systems with TTL = 2, 4. It can be seen from Fig. 6 that the emerging of a small
world topological structure is faster for higher TTL values. This is mainly caused
by the fact that, during query propagation, an higher TTL value is associated
with a deeper exploration of the network graph, allowing a peer to learn in a
faster way the characteristics of the other peers.

5 Conclusion

In this paper, we presented a novel mechanisms for improving search efficiency
in unstructured P2P networks, and we evaluated its efficiency. To address major
limitations of unstructured P2P networks, we propose an adaptive routing algo-
rithm in order to dynamically change the topology of the peer network, based on
commonality of interests among users. Preliminary results confirm the idea that
adaptive routing can properly work and that small world network topological
structure can emerge spontaneously from the local interactions between peers.
This is a very interesting finding, indicating that the peer interactions cause the
peers to structure the overlay in such a way that communities of peers with
similar interests cluster together in order to find quality results quickly, while it
is still possible to access any network peer in a small number of hops.
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Abstract. A major problem for a grid user is the discovery of currently 
available services. With large number of services, it is beneficial for a user to be 
able to discover the services that most closely match their requirements. This 
report shows how to extend some concepts of UDDI such that they are suitable 
for dynamic parameter based discovery of grid services.  

1   Introduction 

Naming and discovery are critical components of grids. Without the ability to 
discover the names of services that are available on a grid these services cannot be 
invoked. A grid service can be named by not just a name that is globally unique, but 
also by the parameters it portrays [6]. Service's parameters can be dynamic or static and 
can be used to expose important details of a service, such as its state. By using dynamic 
parameter based discovery a user is able to refine their search for services. This reduces 
the number of results received and increases the number of relevant results. 

UDDI (Universal Description Discovery and Integration) [7] is a generic system 
for discovering Web services. It presents high level business information such as 
contact details and service lists in a format similar to a telephone directory. The 
indexing service of Globus, which is a toolkit for creating only one kind of grid, 
offers a registry for grid services that can be used for discovery.  

This report shows the outcome of an initial study into dynamic parameter based 
discovery in grids by extending UDDI and a proof-of-concept in the form of a 
dynamic parameter based discovery broker suitable for service discovery in a grid. 

2   Related Work 

Grids are an emerging technology; the number of discovery systems which are being 
employed on grids today is small: UDDI is the current standard for discovery of Web 
services; and the index service is part of the Globus Toolkit. 

UDDI [8] is a system to enable businesses to publish and locate Web services. 
Businesses can publish information about themselves and the Web services they 
provide. Interaction with a UDDI registry is done using a set of XML interfaces, 
protocols and programming APIs. Information about Web services is stored similar to 
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that of a phone book. There are white pages which contain information about 
individual Web services, yellow pages which classify Web services, and the green 
pages which store information about individual businesses [2]. However, UDDI does 
not have the ability to aggregate information about the state of a grid service. 

Globus contains, as a base service, a component called the index service. The index 
service is designed to aid in the discovery of resources and assist in the management 
of service data. Service data are additional parameters related to a service. The index 
service provides three systems [5]: a registry; service data providers; and a data 
aggregator. The registry provides a list of services currently published to the index 
service. This can be used for the discovery of resources. A service data provider 
provides additional information about a service which has been generated by an 
external program. The data aggregator can collect all information generated about a 
service and provide a simple access point to it. Thus, a name of a service can be 
discovered from the index service; however to obtain the most consistent service data 
the service must be invoked.  

3   Dynamic Parameter Based Discovery Broker – Logical Design 

This section presents a logical design of a centralized resource discovery broker that 
allows a published grid service to be discovered based on dynamic parameter values.  

3.1   UDDI Data Model and UDDI Deficiencies for Grid Service Discovery 

A fundamental concept of the UDDI standard is to represent data and meta-data about 
Web services. This information is represented in a standard way, catalogued and 
classified to allow for Web service discovery [1]. UDDI can be used to discover grid 
services; a grid service is a special case of a Web service. 

The information about businesses and services are stored in four structures: 

• businessEntity, businessService and bindingTemplate are in a parent child 
relationship, a parent can contain many children; 

• businessEntity is the parent to businessService; 
• the businessService is the parent to bindingTemplate structures; and 
• the tModel structure is outside this parent child relationship. 

One extension to Web services that a grid service introduces is service data. 
Service data provide information about a service, which the interface alone cannot 
provide. Every grid service has a basic set of service data elements, which contain 
information about the service, its interface, and its location. UDDI's data model is 
adept at storing information about Web services, however lacking the ability to record 
the service data of a grid service. 

UDDI's inability to index service data increases the processing complexity of a 
client. A client wishing to discover a grid service and obtain it service data using 
UDDI is forced to complete two steps. First a client must query the UDDI registry for 
a set of grid services. Second the client must query the discovered grid services to 
obtain their current service data. The retrieved service data is then used to determine 
if the service meets the requirements of the client.  
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3.2   A Logical Design of a Centralised Discovery Broker by Enhancing UDDI 

Using the concepts of notifications described by the OGSA [3] it is possible to create 
a discovery broker that has the ability to dynamically index and keep a consistent 
view of service data. The published service is effectively given a dynamic parameter 
name. This allows the discovery of a service to be based on static and dynamic 
information about the service. To store the additional information, the UDDI data 
model, is enhanced to incorporate the storage of service data. 

A new data type called serviceData, which is the child of a single 
bindingTemplate, can be used to store service data. The serviceData type stores the 
current service data of the grid service described in the parenting bindingTemplate. 
This is shown in Figure 1. Furthermore, this figure shows the relationship between the 
UDDI data structures, which provide information about Web service and the 
businesses that are responsible for them. 

 

Fig. 1. Proposed data model incorporating service data 

Service data are dynamic and change with respect to the state changes of a grid 
service. The OGSA describes the concept of notifications to monitor the changes of 
service data. Notifications can be used by the discovery broker to keep the data that is 
stored by the broker, consistent with the service data of a service. When a service is 
published to a discovery broker, the broker subscribes to that service to be notified of 
service data changes. When a grid service state changes a notification of the change, 
as well as the changed service data is sent to the discovery broker. This enables a 
registry to contain up to date information about a grid service. In this manner a client 
has the ability to query a centralized discovery broker on the high level business data, 
as well as the current service data of a grid service. The proposed model for a 
centralized discovery broker is shown in Figure 2. 

A grid service is published to a discovery broker (message 1). In the publication 
process, data about the grid service and the service data are presented to the broker. 
The discovery broker then subscribes to the grid service, such that it is notified when 
the service data of the grid service changes (message 2). A grid service notifies the 
broker of any changes made to its service data (message 3). A client wishing to 
discover a service, based on its dynamic parameter name, only has to query the 
discovery broker (message 4).  
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Fig. 2. Dynamic parameter based grid service discovery using proposed broker 

The proposed discovery broker is composed of four major components: the 
interface; the query manager; the notification manager; and the published service 
information database, as shown in Figure 3.  

 

Fig. 3. Proposed discovery broker 

This new model reduces the complexity of a client wishing to discover a grid 
service by removing the need for interaction between the client and the grid service; 
and reducing the need for the aggregation and querying of service data from multiple 
grid services. The model also decreases the demands on the grid service: a grid 
service is not continually queried by clients for its service data; and when the service 
data of a grid service change, only the centralized registry needs to be notified. 

4   Centralized Dynamic Parameter Based Discovery Broker 

This section demonstrates the construction of a centralized dynamic parameter based 
discovery broker following the design presented in Section 3. The discovery broker 
has been implemented as a grid service using the tools provided by the Globus toolkit. 
A grid service has two desirable properties. Firstly, it preserves its state between 
invocations, allowing the discovery broker to maintain information about publicized 
services. Secondly, it interoperates with all other grid services. The discovery broker 
developed is centralized. A UML diagram of the discovery broker showing the four 
major components is illustrated in Figure 4. 

The DiscoveryBrokerImpl class implements all the functionality of the discovery 
broker; its interface is defined by the DiscoveryBroker interface. It inherits all 
functionality which the OGSA requires a grid service to implement from the 
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GridServiceImpl class. The notification manager, the query manager, the database and 
the interface are all contained by the DiscoveryBrokerImpl class. 

The Discovery Broker Interface. This interface describes the operations that a client 
can invoke on the discovery broker. All operations which can be invoked on a grid 
service are specified by its portType. Section 3 identified three categories of 
operations that can be invoked on the discovery broker: publications, notifications and 
queries. The implementation of the discovery broker specifies the operations in each 
of these categories.  

The operations for the publication of a service are: 

• publishService(), which is used to publish a service; and 
• unpublishService(), which is used to un-publish a service. 

Queries are used to discover services; a number of different operations can be 
invoked to discover services in different ways. The names of the operations were 
derived from data structures used to store service information. The operations are: 

• searchBusinessEntity(), search for a business based on a business’s name; 
• searchBusinessService(), search for a business by the type (category) of 

services it provides; 
• searchBindingTemplate(), search for a particular service by name;  and 
• searchServiceData(), searches for a grid service that has a particular service 

data element with a specified value. 

Only one operation is in the notifications category, deliverNotification(). It accepts 
messages from published grid services when their service data changes. This 
operation is a common operation to all grid services and is described by the OGSI [9]. 

These operations are not the only operations that the discovery broker must 
implement – all grid services must implement the GridService interface described by 
the OGSI and since the discovery broker accepts notifications the NotificationSink 
interface must also be presented. Figure 5 shows a UML diagram of the discovery 
broker interface. The interface, DiscoveryBroker, inherits the operations from the 
GridService and NotificationSink interfaces, which are provided by Globus. 

Globus provides an implementation of all OGSI interfaces. It is therefore not 
necessary to define the messages for operations inherited from the GridService or 
NotificationSink interfaces. The only messages which must be specified are the 
messages unique to the DiscoveryBroker; they are presented in [8]. 

Query Manager. The query manager provides a simple means of querying the data 
stored about published services. Messages are received from either the discovery 
broker or the notification manager requesting that information is either retrieved from, 
modified in or stored in the database. A major functionality of the query manager is 
its ability to understand and query data stored in an XML document. Service data is 
encoded in XML; the messages received via notification come in this form. The query 
manager has the ability to parse this document and extract specific service data 
elements and their values for appropriate action. 

Notification Manager. The notification manager implements one function, 
deliverNotification(), which receives push notification messages from grid services 
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whose service data has been modified. The message received is an XML document; 
the notification manager parses it, extracts service data, and then passes the service 
data to the database.  

          

Fig. 4. UML representations of a) the discovery broker and b) the discovery broker interface 

Database. There is a need for a data model for storing the published information about 
a service. The data model is hierarchical: each BusinessEntity contains a list of 
BusinessServices, each BusinessService contains a list of BindingTemplates, and each 
BindingTemplate contains a list of ServiceData. This hierarchical structure makes it 
relatively easy for the query manager to traverse when searching for records that need to 
be accessed, modified, deleted, or inserted. 

5   Testing 

This section shows that the proposed enhancement to UDDI and the application of the 
concepts of naming, notification and service data of OGSA are sound using 
evaluation of the dynamic parameter based discovery broker within a simple grid.  

5.1   Test Environment 

The dynamic parameter based discovery broker was implemented and tested on a 
small grid, consisted of two Pentium based machines connected by a hub. On each 
machine the Globus toolkit was installed and a set of simple services were deployed.  

Two services were developed to test the discovery mechanism: a simple 
mathematics service, MathService; and a printing service, PrintService. Each service 
contained a single service data element that is dynamically updated when the service 
is invoked. This service data element is used to test discovery based on the dynamic 
parameters of a service. 

The mathematics service allows two operations, add and subtract, to be conducted 
on a single value stored in the service. This value is retained between invocations of 
the service. A service data element, MathData, is exposed by the service. The printing 
service allows three operations to be conducted; turn on printer, turn off printer, and 
print a page. This service contains one service data element, PrintData, that contains 
two variables; the value in one indicates if the printer is on or off, and the other 
variable holds the total number of pages printed. 

a) b)
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Two hypothetical businesses were created to own the services: business1 and 
business2. Each business owns two services, a MathsService and a PrintService, 
which are hosted on two separate machines.  

The machine Globus01 is running three services a MathService owned by 
business1, a PrintService owned by business2, and the discovery broker. The machine 
Globus02 is running two services: a MathService owned by business2, and a 
PrintService owned by business1. These machines and hypothetical businesses where 
used to complete a series of tests on the capabilities of the discovery broker. 

Clients interact with the discovery broker that is hosted on Globus01. Operations 
are invoked on the discovery broker by sending SOAP messages to the broker using 
HTTP. A response from the broker is returned to the client as SOAP message. 

5.2   Test Scenarios 

To test the discovery broker, two scenarios were designed. Each scenario is 
comprised of a logical sequence of steps. The output of each step was predicted and 
compared with the actual output. Scenario 1 tested the discovery of services using 
static information that emulates the discovery methods provided by UDDI. Scenario 2 
tested discovery using the dynamic parameters of a service. 

Scenario 1. Scenario 1 is used to test publication, un-publication and discovery of 
services. The following steps were conducted: 

1. Publish the MathService owned by business1, using the publishService operation. 
2. Publish the MathService owned by business2, using unpublishService. 
3. Test whether services are published correctly by using searchBindingTemplate to 

search for services that have names that match the name “MathService”. 
4. Un-publish the MathService owned by business1, using unpublishService. 
5. Test, using the searchBindingTemplate operation, whether the service has been 

unpublished by searching for services that have the name “MathService”.  

The results of publishService invoked in steps 1 and 2 are shown in Listing 1. 
These results have been gathered from the discovery broker and show the received 
information about the services which are being published.  

Listing 1. Publication of MathSerices 
Publish service: 
Business Name: business1 
Service Category: Math 
Service Name: MathService 
Location: http://globus01:8080/Math 
 

Publish service: 
Business Name: business2 
Service Category: Math 
Service Name: MathService 
Location: http://globus02:8080/Math 

The results from searchBindingTemplate invoked in step 3 are shown in Listing 2.  
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Listing 2. Search for MathService 
Search for service: MathService 
========== 
business1 
========== 
Service Category: Math 
Service Name: MathService 
Location: http://globus01:8080/Math 
========== 
business2 
========== 
Service Category: Math 
Service Name: MathService 
Location: http://globus02:8080/Math 

These results were gathered from the client application and were produced by a 
search for all services called MathService. They show that both published 
MathServices were discovered (which was the expected results). 

Step 4 attempts to un-publish the MathService owned by business1 using the 
unpublishService operation. The output generated from this operation being applied to 
the discovery broker is shown in Listing 3. 

Listing 3. Un-publication of MathService 
Unpublish Service: 
Business Name: business1 
Service Category: Math 
Service Name: MathService 
Location: http://globus01:8080/Math 

Step 5 searches (again) for the services named MathService, Listing 4. This time 
the results show that the only published service with the name MathService is the 
service owned by business2.  

Listing 4. Results of search 
Search for service: MathService 
========== 
business2 
========== 
Service Category: Math 
Service Name: MathService 
Location: http://globus02:8080/Math 

This step has shown the un-publication of a service succeeded, as expected. 
The testing from Scenario 1 has shown that the discovery broker allows for 

discovery based on a service’s name. 

Scenario 2. This scenario is designed to assess discovery based on dynamic 
parameters. This discovery is based on the current values of dynamic parameters of a 
service. The steps are: 

1. All services are published to the discovery broker, using publishService. 
2. Both printer services are turned off. 
3. Using searchServiceData, a search is conducted for printer services which are on. 
4. The printer service from business1 is turned on. 
5. A search is conducted for printer services which are turned on.  
6. The searchBusinessService operation is used to search for businesses which have 

services which provide mathematics (maths) services. 
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Listing 5 shows the results returned by the discovery broker when the 
publishService operation is invoked in step 1. 

Listing 5. Publication of all services 
Publish service: 
Business Name: business1 
Service Category: Math 
Service Name: MathService 
Location: http://globus01:8080/Math 
 

Publish service: 
Business Name: business2 
Service Category: Math 
Service Name: MathService 
Location: http://globus02:8080/Math 
 

Publish service: 
Business Name: business1 
Service Category: Printing 
Service Name: PrintService 
Location: http://globus02:8080/Print 
 

Publish service: 
Business Name: business2 
Service Category: Printing 
Service Name: PrintService 
Location: http://globus01:8080/Print 

Step 2 required both printers to be turned off. This was completed by calling the 
operation turnOff for each printing service; this operation modifies the service data 
element called PrintData. The invocation of the turnOff operation on a printing 
service generates notifications messages that are sent to the broker. The output 
generated by the discovery broker, when the notifications occur, show the source of 
the notification and the service data element which has changed. This can be seen in 
Listing 6. These results show that the notifications of service data are received. 

Listing 6. Turning printers off 
Notification received from: http://globus01:8080/Print 
sde: PrintData  
 status: OFF 
 pages: 0 
Notification received from: http://globus02:8080/Print 
sde: PrintData 
 status: OFF 
 pages: 0 

Step 3 searches for printers which have been turned on. As there were no printers 
turned on, no results were received. The output from the client is shown in Listing 7. 

Listing 7. Search for printers which are on 
Search for service: PrintService 
Service data name: PrintData 
Service data element name: status 
Value: ON 
null 

Step 4 turns on the printer owned by business1. Listing 8 shows that the 
notification was received by the discovery broker.  
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Listing 8. Turn Printer On 
Notification received from: http://globus02:8080/Print 
sde: PrintData 
 status: ON 
 pages: 0 

Step 5 searches (again) for printers which were on. One printer was found and that 
was the printer which was turned on in step 4 (which is what was expected). Listing 9 
shows the output generated by the discovery broker.  

Listing 9. Search for printers which are on 
Search for service: PrintService 
Service data name: PrintData 
Service data element name: status 
Value: ON 
========== 
business1 
========== 
Service Category: Printing 
Service Name: PrintService 
Location: http://globus02:8080/Print 

Step 6 searches for all businesses that provided maths services. The results of this 
operation are shown in Listing 10. It is shown that both businesses are returned, as the 
both host math services, which is what was expected. 

Listing 10. Search for Math services 
Search for service category: Math 
business1 
business2 

These six steps demonstrate the ability to complete discovery based on the 
dynamic parameters of a service. The scenario of discovering a printing service 
emphasizes the benefits of dynamic parameter based discovery. A user is able to 
specify a more detailed query using dynamic parameter values which returns higher 
quality results. 

6   Conclusions  

The design and development of a dynamic parameter based discovery technique for 
service discovery in a grid environment has been presented in this paper. This 
technique has taken advantage of an extension to UDDI such that it is suitable for 
dynamic parameter based discovery of grid services, and the concepts of naming, 
notifications and service data which were introduced by the OGSA.  

The current implementation of the discovery broker is limited by the types of 
queries which can be conducted because currently only a small set of queries are 
defined. Future research could be conducted into the implementation of a flexible 
XML based query language to conduct queries, which is programming language and 
platform independent. To provide scalability research is currently being carried out 
where several brokers cooperate to produce a distributed dynamic parameter based 
discovery broker. 
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Abstract. Recent advances in hardware technologies such as portable 
computers and wireless communication networks have led to the emergence of 
mobile computing systems. Thus, availability and accessibility of the data and 
services become important issues of mobile computing systems. In this paper, 
we present a data replication and management scheme tailored for such 
environments. In the proposed scheme data is replicated synchronously over 
stationary sites while for the mobile network, data is replicated asynchronously 
based on commonly visited sites for each user. The proposed scheme is 
compared with other techniques and is shown to require less communication 
cost for an operation as well as provide higher degree of data availability. 

1   Introduction 

Mobile computing is born as a result of remarkable advances in the development of 
computer hardware and wireless communication technologies. One of the main 
objectives of mobile database computing is to provide users with the opportunity to 
access information and services regardless of their physical location or movement 
behavior. By enabling data and resources to be shared anywhere and anytime, mobile 
technology enhances distributed applications and allows higher degrees of flexibility 
in distributed databases [1, 2]. As a result, mobile database systems have been 
evolving rapidly [10] and it is expected that in the near future millions of users will 
have access to on-line distributed databases through mobile computers [13]. However, 
the restrictions imposed by the nature of the wireless medium and the resulting 
mobility of data consumers and data producers make the capability of the mobile 
computing to provide users with access to data where and when they need it a very 
difficult proposition.  

Replication techniques can be used to increase data availability and accessibility to 
users despite site failure or communication disconnections [6]. In this paper, a new 
data replication and management scheme tailored for mobile computing environments 

f
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is discussed. Mobile computing is basically an ad hoc network commonly built on a 
mix of stationary and mobile networks [3] where the stationary network consists of 
fixed servers and storage subsystems while mobile network consists of mobile hosts. 
In the proposed replication scheme, data will be replicated synchronously in a manner 
of logical three dimensional grid structure on the fixed network. For the mobile 
network, data will be replicated asynchronously based on commonly visited sites for 
each user. The proposed scheme is then compared with the Tree Quorum (TQ) [8] and 
Grid Configuration (GC) [5] techniques and shown that the proposed technique 
provides higher data availability. 

The rest of the paper is organized as follows: In Section 2, the system architecture, 
and the problem statement are discussed. In Section 3, the proposed replica 
management technique is presented. In Section 4, the performance comparison with 
TQ and GC techniques is given. Finally, the conclusion and future directions are 
given in Section 5.  

2   Background and Problem Statement 

In this section, we present the main architecture of mobile computing on top of which 
we define our replica control and management model. The problem statement is 
discussed. 

2.1   System Architecture 

As in [4], we view a mobile DBMS computing environment as an extension of a 
distributed system. As in [7, 11–13], the system consists of two basic components: 
fixed network component and mobile network component.   

2.1.1   Fixed Component 
The fixed component consists of Wired Network (FN) and Fixed Host(FH) units. A FH 
is a computer in the fixed network which is not capable of connecting to a mobile unit.  

The model consists of three layers: the source system, the data access agent, and 
the mobile transaction. The Source System represents a collection of registered 
systems that offer information services to mobile users. Examples of future services 
include white and yellow pages services, public information systems including 
weather, and company-private database/information systems. In our model, a system 
in this layer could be any existing stationary system that follows a client-server or a 
peer-to-peer architecture. Data in the source system(s) is accessed by the mobile 
transaction through the Data Access Agent (DAA). Each base station hosts a DAA. 
When it receives a transaction request from a mobile user, the DAA forwards it to the 
specific base stations or fixed hosts  which contain the needed data and source system 
component. Each DAA contains location tables which indicates, by transaction or 
sub-transaction, the correct MDBS (Multidatabase System) or DBMS to process the 
request. When the mobile user is handed over to another base station, the DAA at the 
new station receives transaction information from the old base station.  

2.1.2   Mobile Component 
The mobile component consists of Wireless Network (WN), Mobile Unit (MU), Base 
Stations (BS) and Base Station Control (BSC) units. Base stations are capable of 
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connecting with a mobile unit and are equipped with a wireless interface. Each BS 
covers a particular area, called a cell and acts as an interface between mobile 
computers and fixed hosts. Its responsibilities include keeping track of the execution 
status of all mobile transactions concurrently executing, logging recovery 
information, and performing needed checkpointing. 

The wireless interface in the base stations typically uses wireless cellular networks. 
Ericson GE Mobidem is an example of a cellular network that uses packet radio 
modems. The wireless interface can also be a local area network, of which NCR 
WaveLan is an example. Operations of multiple BSs are coordinated by Base Station 
Controller (BSC). 

A MU is a mobile computer which is capable of connecting to the fixed network 
via a wireless link. Mobile units can move from one cell to another. This process of 
moving is referred to as a handoff. The mobile user accesses data and information by 
issuing read and write transactions. We define the Mobile Transaction as the basic 
unit of computation in the mobile environment. It is identified by the collection of 
sites (base stations) it hops through. These sites are not known until the transaction 
completes its execution. 

2.2   Problem Statements 

The use of wireless communication makes the availability of data and the reliability 
of the systems one of the most important problems in mobile computing 
environments. The problem is, given a system composed of F fixed sites and M 
mobile sites both of which are prone to failure, how to provide the users the ability to 
access information and services regardless of their physical location or movement 
behavior or system component state (i.e., operational or failed). A site is either 
operational (i.e., connected) or failed (i.e., disconnected or completely failed). When a 
site is operational, the copy of the data at that site is available; otherwise it is 
unavailable. The system should be able to provide as much functionality of network 
computing as possible within the limits of the mobile computer's capabilities. In the 
context of database applications, mobile users should have the ability to both query 
and update the databases whenever they need and from anywhere. 

However, mobile computing introduces a new form of distributed computation in 
which communication is most often intermittent, low-bandwidth, or expensive, thus 
providing only weak connectivity. One way to hide this variability from users and to 
provide a responsive and highly available data management service is by replicating 
service state and user data at multiple locations. Mobile computing environment poses 
several unique challenges to replication algorithms, such as diverse network 
characteristics (latencies and bandwidths), node churn (nodes continually joining and 
leaving the network). Moreover, it is expected that in the near future millions of users 
will have access to on-line distributed databases through mobile computers [3,4]. 
Hence, a scalable replication technique that ensures data availability and accessibility, 
despite site failure or communication failure, is an important infrastructure in mobile 
computing environments. Moreover, to efficiently manage replicas that are not 
uniformly well accessible to each other, replication algorithms must take their non-
uniform communication costs into account, and allow applications to make different 
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tradeoffs between consistency, availability and performance. Their complexity 
motivates the need for a reusable solution to manage data replication and consistency 
in new distributed services and applications. 

3   Proposed Replication Technique 

3.1   Hybrid Replication 

Data replication is generally a complex task resulting from potential. In the fixed 
network, the data file is replicated to all sites, while in the mobile network, the data 
file is replicated asynchronously at only one site based on the most frequently visited 
site. We assume that the mobile network consists of M sites labeled S1,S2,…,SM. For 
the mobile network, a site will replicate the data asynchronously analogous to the 
concepts of Check-out proposed in [3]. In check-out mode, the site Si wants to 
disconnect and be able to update a set of data items I(Si). The disconnected site has 
complete and unlimited access to I(Si) while the remaining system has complete 
access to the database other than I(Si). The  ‘commonly visited site’ is defined as the 
most frequent site that request the same data at the fixed network (the commonly 
visited sites can be given either by a user or selected automatically from a log file/ 
database at each center).  This site will replicate the data asynchronously, therefore it 
will not be considered for the read and write quorums.  

 

Fig. 1. The organization of the fixed networks with four planes (i.e., αi) denotes planes for 
fixed network. The circles in the grid represent the sites 

The proposed replication strategy is called hybrid replication as it has different 
ways of replicating and managing data on fixed and mobile networks. As in [5, 6, 8, 
10, 12], our approach imposes a certain structure on part of the system. However, our 
approach differs from [5, 8, 10, 12] in that such systems are highly inefficient, and are 
only useful in systems with a high read/write operation ratio. Our environment 
consists of two types of networks, i.e., the fixed network and the mobile network. For 
the fixed network, all sites are logically organized in the form of three-dimensional 
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grid structure (TDGS). For example, if the network consists of  N sites, TDGS is 
logically organized in the form of box-shape structure with four planes (i.e., α1, α2, 
α3, and α4) as shown in Fig. 1.  

The environment has two types of networks, i.e., the fixed network and the 
mobile network. For the fixed network, all sites are logically organized in the form of 
three dimensional grid structure (TDGS). For example, if the network consists of  N 
sites, TDGS will logically organized in the form of box-shape structure with four 
planes (i.e., α1, α2, α3, and α4), while in the mobile sites, each copy of the object  is 
located at each site. A site is either operational or failed and the state (operational or 
failed) of each site is statistically independent to the others. When a site is 
operational, the copy at the site is available; otherwise it is unavailable.  

3.2   Consistency Maintenance 

3.2.1   Read Operations on Fixed Network 
For a TDGS quorum, read operations on an object are executed by acquiring a read 
quorum that consists of any hypotenuse copies. In Fig. 1, copies  {C0,0,0,Cl-1,l-1,l-1},  
{C0,0,l-1,Cl-1,l-1,0}, {C0,l-1,l-1,Cl-1,0,0}, or {Cl-1,0,l-1,C0,l-1,0} are hypotenuse copies any one 
pair of which is sufficient to execute a read operation. Since each pair of them is 
hypotenuse copies, it is clear that, read operation can be executed if one of them is 
accessible, thus increasing the fault-tolerance of this technique. We assume for the 
read quorum, if two transactions attempt to read a common data object, read 
operations do not change the values of the data object. 

3.2.2   Write Operations on Fixed Network 
For the fixed network, a site C(i,j,k) initiates a TDGS transaction to write its data 
object. For all accessible data objects, a TDGS transaction attempts to access a TDGS 
quorum. If a TDGS transaction gets a TDGS write quorum without non-empty 
intersection, it is accepted for execution and completion, otherwise it is rejected. 
Since read and write quorums must intersect and any two TDGS quorums must also 
intersect, then all transaction executions are one-copy serializable 

Write operations are executed by acquiring a write quorum from any plane that 
consists of: hypotenuse copies and all vertices copies. For example, if the hypotenuse 
copies, say {C0,0,0, Cl-1,l-1,l-1} are required to execute a read operation, then copies 
{C0,0,0, Cl-1,l-1,l-1,Cl-1,l-1,0,C0,l-1,l-1,C0,l-1,0} are sufficient to execute a write operation, 
since one possible set of copies of vertices that correspond to {C0,0,0,Cl-1,l-1,l-1} is {Cl-

1,l-1,l-1,Cl-1,l-1,0,C0,l-1,l-1,C0,l-1,0}. Other possible write quorums are {C0,0,0,Cl-1,l-1,l-1,Cl-1,l-

1,0,Cl-1,0,l-1,Cl-1,0,0},{Cl-1,l-1,l-1,C0,0,0,C0,0,l-1,Cl-1,0,l-1,Cl-1,0,0},{Cl-1,l-1,l-1,C0,0,0, C0,0,l-1,C0,l-1,l-

1,C0,l-1,0}, etc.  It can be easily shown that a write quorum intersects with both read and 
write quorums in this technique. 

3.2.3   The Correctness of TDGS 
In this section, we will show that the TDGS technique is one-copy serializable. We 
start by defining sets of groups called coterie [9] and to avoid confusion we refer the 
sets of copies as groups. Thus, sets of groups are sets of sets of copies. 
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Definition 3.1. Coterie. Let  U be a set of groups that compose the system. A set of 
groups T is a coterie under U iff,  

i. G ∈ T implies that G ≠ ∅ and G ⊆ U. 
ii. If G, H ∈ T then G ∩ H ≠ ∅ (intersection property) 

iii. There are no G, H ∈ T such that G ⊂ H  (minimality). 

Definition 3.2. Let η be a group of hypotenuse copies and ω be a group of copies 
from any plane that consists of hypotenuse copies and all copies which are vertices as 
shown in Fig. 2. A set of read quorum, R, can be defined as 

R = {ηi | ηi ∩ηj =∅, i≠j}, and 
a set of write quorum, W, can be defined as 
W = {ω i | ωi ∩ωj ≠ ∅ , i≠j, and ωi ∩ηj ≠ ∅ for ηj ∈R}  

By definition of coterie, then W is a coterie, because it satisfies all coterie's proper ties. 

3.2.4   Correctness Criterion 
The correct criterion for replicated database is one-copy serializable. The following 
theorem shows that TDGS meets the one-copy serializable criterion. 

Theorem 3.1. The TDGS technique is one-copy serializable. 

Proof: The theorem holds on condition that the TDGS technique satisfies the quorum 
intersection properties, i.e., write-write and read-write intersections. Since W is a 
coterie and by Definition 3.2,  then it satisfies read-write and write-write intersection 
properties.                 � 

3.2   Write Operation on Mobile Network 

For the Check-out in mobile network, if site Si wants to disconnect and be able to 
write a particular data object, it declares its intention to do so before disconnection  
and “check-out” or “takes” the object for writing. This can be accomplished by 
obtaining a lock on the item before disconnection. An object can only be checked out 
to one site at a time. In order to maintain serializability in check-out mode, some of 
the sites are prevented from accessing the objects that do not ‘belong’ to it. By using 
two-phase locking mechanism, if a site that wishes to disconnect, say, Si, it acquires a 
write lock on the object it wants to update while disconnected. The disconnect 
procedure is as follows:  

i. Si tells the nearest site “proxy” from the fixed network to check-out. 
ii. At the same time, Si initiates a pseudo-transaction to obtain write locks on 

the items in IL(Si) 
iii. If the pseudo-transaction is successful, Si disconnects with update privileges 

on the items in IL(Si). 

Otherwise, these data items are treated as read-only by Si  
During the reconnection, Si must go through a procedure as follows: 

i. When Si reconnects, it contact the proxy from the fixed network. 
ii. The updated objects from Si will be replicated to the proxy  

iii. Si release the corresponding lock 
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The site wishing to disconnect, Si, check-out the desired data items with pseudo-
transactions and sign-off. Si has read/write access of the check-out items, IL(Si) only.  
The remaining connected sites in the system have read/write access other than IL(Si). 
The proxy applies the TDGS technique to replicate updated data items from Si to 
diagonal sites. 

In order to preserve correctness, it must be possible to serialize all of the 
transactions executed by Si during disconnection at the point in time of disconnection. 
This can be done if: 

i. Only the data items in Si write locked by transaction at disconnect time can 
be modified during disconnect. 

ii. The data items which are write locked at disconnect time can neither be read 
nor written by other site. 

iii. Data items not write locked by transaction at disconnect time are treated 
read-only by Si during disconnect. 

___________________________________________________________ 
Si    *pt: wl-X & disconnect                                      *reconnect & w(X2) 
        t1   r(Y0)w(X1)c                    
                                                             t2    r(Y0)r(X1)w(X2)c 
Si     t3   r(Y0)w(Y3)c 
___________________________________________________________ 

Fig. 2. Check-out mode with mobile read 

Fig. 2 shows an example of serializability executions during disconnection. Time 
proceeds from left to right and the (*) indicates the disconnection and reconnection 
points in time. Xi indicates version of data item X written by transaction i. In Fig. 2, Si 
first acquire a write lock on X with pseudo-transaction (pt) and disconnects. t1 and t2 
are examples of transactions that may be executed at the disconnected site Si. Sj 
remains connected and executes transaction t3. Notice that Si can execute transaction 
during its disconnection that read all other database items without getting read locks 
before disconnection on those items. This is due to the fact that all of Si’s transactions 
will be reading versions that existed at disconnect time. 

This will guarantee serializability because each transaction at a disconnected site 
respects two phase locking. Thus, in Fig 2, t3 executes under the condition that X is 
write locked by a pseudo-transaction that were ongoing when Si disconnected. The 
equivalent and correct serial order of these transactions is t1,t2,t3. 

4   Performance Comparisons 

Let p be the probability that each site is operational. The write availabilities of TDGS, 
GC and TQ techniques are compared in Fig. 3  when the number of copies is set to 40 
(i.e., N = 40) . We assume that all copies have the same availability. Fig. 3 shows  the 
TDGS technique has better performance of availabilities when compared to the GC 
and TQ techniques. 
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Fig. 3. Comparison of the write availability between TDGS, GC and TQ for N=40 

For example, when an individual copy has availability of 70%, the write 
availability in the TDGS is more than 87%, whereas the write availability in the GC is 
approximately 45% and the write availability in the TQ is approximately 25%.  

5   Conclusions and Future Directions 

One of the main objectives of mobile database computing is to provide users with the 
opportunity to access information and services regardless of their physical location or 
movement behavior. However, this new infrastructure presents tremendous challenges 
for data management technology, including huge-scale, variable, and intermittent 
connectivity; location- and context-aware applications; bandwidth, power, and device 
size limitations; and multimedia data delivery across hybrid networks and systems. In 
the presence of frequent disconnection failures, data availability and accessibility 
from anywhere at any time is not easy to provide. One way to cope with this problem 
is through data and service replications. To this end, we proposed a new replication 
technique to manage the data replication for mobile computing environments. The 
proposed approach imposes a logical three-dimensional grid structure on data objects. 
We showed that the proposed approach presents better average quorum size, high data 
availability, low bandwidth consumption, increased fault-tolerance and improved 
scalability of the overall system as compared to standard replica control techniques. 
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Abstract. The next generation grid systems exhibit a strong sense of
automation. To address such a challenge, Our previous work has viewed a
grid as a number of interacting agents and applied some key mechanisms
of natural ecosystems to build a novel grid middleware system, where a
collection of distributed agents are searched, assembled, organized and
coordinated to emerge desirable grid services. All these actions of agents
depend on an effective communication scheme.

In this paper, we design a flexible communication scheme to imple-
ment the complicated coordination strategies among agents, including
a RMI-IIOP-based transport mechanism, an ecological network commu-
nication language, and an ecological network interaction protocol from
low to high implementation strategy. To test our hypothesis that grid
services with desired properties can emerge from individual agents via
our communication scheme, simulations of resource discovery service are
carried out. The results prove that the scheme can well support this kind
of bottom-up approach to build desirable services in grid environments.

1 Introduction

Grid systems have evolved over nearly a decade to enable large-scale flexible
resource sharing among dynamic virtual organizations (VOs) [1]. Next genera-
tion grid systems are heading for globally collaborative, service-oriented and live
information systems that exhibit a strong sense of automation [2], such as auto-
nomic configuration and management. These “automatic” features, resembling
the self-organizing and the self-healing properties in natural ecosystems, give us
inspiration for designing next generation grid systems by associating them with
some key concepts and principles in ecosystems.

Our previous work have viewed a grid as a number of interacting agents and
applied some key mechanisms of natural ecosystems to build a grid middleware
system named Ecological Network-based Grid Middleware (ENGM) [3]. Grid
services and applications in ENGM can emerge from a collection of distributed
and autonomous agents as the creatures living in a large ecosystem. Searching,
assembling, organizing and coordinating of agents to emerge a desirable grid
service depend on effective communication and cooperation scheme. However, we
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focus the discussion solely on issues of the ENGM architecture and its dynamic
service design, and do not refer the communication scheme of ENGM in [3].

The implementation of communication scheme in most of current grid mid-
dleware systems relies on traditional communication standards, such as Message
Passing Interface (MPI) and Parallel Virtual Machine (PVM). For example,
MPICH-G2 [4] is a typical grid-enabled MPI implementation built on top of ser-
vices provided by the Globus Toolkit. Agent technologies have recently become
popular in the grid community, thus the research on grid computing with agent
communication is becoming a hotspot. The start-point/endpoint paradigm, a key
concept of the Nexus communication, has been successfully used to the world of
agents, which resulted in the Southampton Framework for Agent Research [5].
The Control of Agent Based System Grid [6] is based on Java Remote Method In-
vocation for inter-agent communications, to integrate heterogeneous agent-based
systems, mobile agent systems, object-based applications, and legacy systems.

In this paper, we describe how to combine agent communication with grid
computing for emerging desired services in ENGM, and explain the rationale
behind our design. We expect, via our communication scheme, emergent grid
services have not only corresponding common functionalities, but also some life-
like properties such as survivability and adaptability. Agent communication is
generally broken down into three sub-sections [7]: interaction protocol, commu-
nication language, and transport protocol. Interaction protocol is the high-level
strategy pursued by the agents that govern their interactions with other agents.
The communication language is the medium through which the attitudes re-
garding the exchange content are communicated. The transport protocol is the
actual transport mechanism using the communication languages.

Hence, next section first overviews ENGM architecture. Based on it, our com-
munication scheme is presented including agent inner-communication module,
Ecological Network Communication Language (ENCL), transport mechanism
based on Remote Method Invocation over Internet Inter-Orb Protocol (RMI-
IIOP [8]), and Ecological Network Interaction Protocol (ENIP) in Section 3.
Considering interaction protocol is service dependent, we take the example of
resource discovery service to depict the design of ENIP. To test our hypothesis
about desired grid services can emerge from agents via the schema, a simulation
on resource discovery is carried out in Section 4. Section 5 concludes our efforts.

2 The Architecture of Ecological Network-Based Grid
Middleware

From the implementation point of view, from the bottom up, the architecture
of ENGM system is presented as three-layers: Heterogeneous and Distributed
Resources layer, ENGM layer, and Grid Applications for VOs layer.

(1) Heterogeneous and Distributed Resources consist of different types of re-
sources available from multiple service providers distributed in grids. Via a java
virtual machine, an ENGM platform can run on a heterogeneous distributed sys-
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tem that established in a network node. (2) ENGM provides the services support
a common set of applications in distributed network environments. It is made
up by ENGM functional modules, ENGM core services, grid agent survivable
environment, and emergent grid common service. (a) In ENGM functional mod-
ules layer, low-level functions related to management of networks and systems
are dealt with. (b) ENGM core services layer provides a set of general-purpose
runtime services that are frequently used by agents such as naming service and
niche sensing service. (c) Grid agent survivable environment is runtime environ-
ment for deploying and executing agents that are characterized by high demand
for computing, storage and network bandwidth requirements. (d) Emergent grid
common services part is kernel of middleware and responsible for resource allo-
cation, authentication, information service, task assignment, and so on. These
common services are emerged from those autonomous agents. (3) Grid Appli-
cations for VOs use developing kits and organize certain agents and common
services automatically for special purpose applications.

ENGM is fully implemented by Java language. Technically, an agent in it is a
combination of a Java object, an execution thread, a remote interface for network
communication, and a self-description. These four simple pieces together create
an agent, a full-fledged autonomous process in ENGM.

3 Agent Communication Scheme

3.1 Agent Inner-Communication Module

Each agent follows a set of simple behavior rules (such as migration, replication
and death) and implements a functional component related to its service. An
application is created out of the interactions of multiple agents. A collection of
agents can form a community as to a certain law. A community is able to emerge
a higher-level service. These formed communities can be viewed as emerging
agents that organize a higher-level community to provide complex services.

These agents fall into two categories: grid user agents (GUAs) and grid ser-
vice agents (GSAs). A GUA represents a kind of user tasks. While GUAs are
used to comprise the main components of ENGM, such as Grid Information Ser-

Fig. 1. Structure of agent inner-communication module
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vice Agent (GISA). An agent is represented on its unit function that is defined
as a metadata structure. Fig. 1 demonstrates the structure of a generic agent
inner-communication module. The metadata reader is used for an agent to ob-
tain another agent’s metadata. The metadata of an agent consists of agentID (a
global unique identifier of an agent), agentAddress (location of this agent), ser-
viceType (service type of this agent), serviceDescription (description of service
information) and relationshipDescription (information about the its acquain-
tances, agents know each other are called acquaintances). When an agent receives
a message via the installation for incoming and outgoing messages from other
platform or other agent, it inserts the message in its message processing queue.
Each agent uses an independent thread to continuously sense the nearby envi-
ronment, invoke most suitable behavior for the current environment condition.

3.2 Ecological Network Communication Language

An agent’s communications are structured and constrained according to pre-
defined speech act-based messages, usually referred to as performatives, which
together make up an agent communication language (ACL). We reuse FIPA
ACL [9] to design a high-level language called Ecological Network Communica-
tion Language (ENCL), as oppose to traditional specified interface definitions
to achieve flexible interactions.To communicate using this language, each agent
has to have an interpretation engine, as shown in Fig. 1.

An ENCL message contains a set of one or more parameters that can be
arranged randomly in the message. Precisely needed parameters for an effec-
tive communication will vary according to the different situations. These mes-
sage parameters are selected from those in FIPA ACL, including performative-
name, sender, receiver, content, language, ontology, conversation-id, reply-with,
in-reply-to, and interaction-protocol. We reuse part of FIPA ACL performatives
and specify some new performatives. Performatives available in the ENCL are
listed in the following: request, agree, refuse, not-understood, inform, failure, de-
fray, query-ref, query-if, advertise, and convene. Among them, advertise, convene,
and defray are specific to ENCL. An agent may send an advertise message to no-
tify nearby agents of its existence (publishing its information and its capabilities
such as the service it provides). An agent may send convene message to ask for
interaction partner(s) to complete a certain task. Whenever receiving a service,
the GUA returns a defray with a credit (a reward or a penalty) to an agent for
its service. Also, we use XML (eXtensive Markable Language) as primary cod-
ing language of ENCL because of its strong capability of data description and
metadata aspect. By combining the advantages of the ACL and XML, ENCL
can flexibly implement the complicated coordination strategies.

3.3 Transport Mechanism

ENGM message transport is required to offer a reliable, orderly and accurate
messaging stream, to detect and report errors to the sender, and to facilitate
agent mobility. ENGM uses RMI-IIOP as transport protocol for ENCL mes-
sages. RMI-IIOP, the Sun Microsystems-IBM vision for distributed communi-
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cation, provides the robustness of CORBA (Common Object Request Broker
Architecture) and the simplicity of Java RMI. It is an application-level protocol
on top of TCP. What’s more, RMI-IIOP makes it possible that serialized Java
objects can transmit among different components. Adopting this technology is
also based on the following considerations: 1) It takes Java technology as the core,
which offers simple and effective way for Java-based agent distributed comput-
ing. 2) It can find, activate and collect the useless agents. It allows the migration
of data and codes, which facilitates the software implementation of autonomous
and mobile services. 3) Using it, ENGM can flexibly implement agent-to-agent,
community-to-community and agent-to-community communications.

Although a community is formed by the interactions of multiple assembled
agents, it stresses on the global pattern. That is, it can act as a whole to com-
municate with other agents or communities. For example, when interacting, an
agent needs to send a message to a community that provides a specific service.
To address such a challenge, we introduce the concept of “channel” that repre-
sents a specific queue. If two communities use different channels, they would not
affect each other. Sending or receiving messages in a certain channel is similar
to tuning to a certain TV channel or radio frequency.

3.4 Ecological Network Interaction Protocol

To ensure interoperability among agents in wide-area grid environments, a se-
quence of interactions between two agents (a community can also be viewed as
an emerging agent) is defined by an Ecological Network Interaction Protocol
(ENIP). ENIP provide a reusable solution that can be applied to various kinds
of message sequencing we encounter between agents. Only the agents that have
implemented the same an ENIP are allowed to interact. Besides some conven-
tional ENIPs defined by the ENGM platform, service developers may also define
an ENIP relevant to their applications.

In the paper [10], we proposed a social network-inspired resource discovery
approach, including some key models such as resource matching model, request
forwarding model, and service defraying model. In this section, we further de-
velop the approach as a resource discovery service of the ENGM platform and
take the service as an application case to introduce ENIPs that are depicted as
the Agent Unified Modeling Language (AUML) [11].

The next generation grid systems will exist in an unstable environment where
a large number of nodes join and leave the grid frequently. Resource discovery ser-
vice is a critical activity in such an environment: given a description of resources,
it will return a set of contact addresses of resources that match the description.
We consider a collection of agents that form a relationship network to discover
desired resources. The presented approach is proposed as three-phases: GISA re-
lationship construction, request processing strategy and trust-based reconstruc-
tion of relationship. GISA relationship construction is responsible for collect-
ing and updating information on the currently participating peers and forming
the relationship network; request processing strategy performs the search itself;
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trust-based reconstruction of relationship makes the necessary preparations for
a more efficient search. We describe the latter two phases using AUML.

Fig. 2 depicts a protocol expressed as an AUML sequence diagram for the
ENGM request forwarding protocol. When invoked, a GISA acting as a request
sender sends a request message with a given TTL (Time to live) to an acquain-
tance agent that has biggest probability to respond the request. The request
receiver can then choose to respond to the sender by: refusing to process the
request, responding the request and then forwarding the request (or only for-
warding the request, which depends on the conditions), notifying the attempt
to process is failed, or indicating that it did not understand. Depending on the
conditions it contains, the symbol of decision diamond indicates it can result in
zero or more communications. To implement an ENIP, the protocol specification

Fig. 2. A generic ENGM request forwarding process expressed as a template package

requires demonstrating the detailed processing that takes place within an agent.
The AUML statechart can express the process that higher-level agents consist
of aggregations of lower-level agents in ENGM interactions. In addition, it can
also specify the internal processing of a single agent. Fig. 3 depicts the detailed
request-respond process of proposed discovery approach using a combination of
diagrams. On the bottom of it, the statechart that specifies request processing
that takes place within a request originator. Here, the sequence diagram indi-
cates that the agent’s process is triggered by a query-ref message and ends with
a defray message which can update and strengthen the relationship network to
perform discovery better. To show explicitly, the sequence diagram has been
simplified. We use a box with “Simplified Part” to replace some communicate
operations, as shown in Fig. 2. A GISA relies in some GISAs and mistrusts
in others to achieve its purpose. The reliability is expressed through a trust-
Credit value with which each GISA labels its acquaintances. trustCredit stands
for how a relationship partner performed in discoveries in the past. In addition,
information on similar requests user evaluated previously in collaborationRecord
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Fig. 3. The interaction protocols of discovery request-respond process using a combi-

nation of diagrams, on the bottom of which is the statechart that specifies request-

processing behavior for a GISA (request originator)

attribute may help users get desired resources. GISA can use collaborationRecord
to distinguish which of the two GISAs are more likely to be useful for satisfying
user demand. Thus, a decision can be easily made by a GISA regarding which
acquaintance is more likely to lead towards desired grid resources. If the con-
dition is satisfied according to request forwarding model, the GISA will forward
the request message. The GISA will discard the message if it neither responses
the request (according to resource matching model) nor forwards the request.

As shown in the sequence diagram of Fig. 3, on receiving a request hit, the
request originator returns a defray message including a collaboration record and
a credit that stands for user evaluation of request hit, according to service de-
fraying model. If the relationship of a GISA does not contain the corresponding
collaboration record, the collaboration record including initial user evaluation
is added to relationshipDescription attribute. A credit could be a reward or a
penalty, which indicates the degree of its preference of the received request hit.
This message is propagated through the same path where the discovery request
was originally forwarded. When an intermediate GISA on the path receives mes-
sage, it adjusts the trustCredit value of the relationship that was used to forward
the original request. The trustCredit value is increased for a reward (i.e., high de-
gree of the request originator’s preference), and is decreased for a penalty (i.e.,
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low degree of the request originator’s preference). Some relevant designs and
models such as resource matching model, request forwarding model and service
defraying model are described in our paper [10]. Due to focusing on communi-
cation schema here, we will not carry on discussing the detailed contents.

4 Simulation Experiment

To examine: (a) whether the design of ENIP is expressive enough to describe
complex grid services and (b) whether desired services can emerge from our
service-building approach and communication solution, we develop a simulator
of discovery service on ENGM platform to check above two aspects.In the simula-
tor, minimum capabilities of ENGM such as agent communication service, agent
evolution state management and community niche sensing are implemented.

4.1 Simulator Implementation

(1) Initial Network Topology and Simulation Time We adopt the generation
method of network topology proposed in [12]. Suppose that each time there is
only one request message sent by a GISA and the same message can be sent
only once by the request originator during the entire simulation. Define that a
cycle starts from a request message sent by a GISA and ends till all the relevant
messages disappear in the system, and 100 cycles is a generation.

(2) Resource distribution. We make a set of common resources (contains 20000
different resource vectors) and a set of new-type resources (contains 2000 dif-
ferent resource vectors that are completely different from common resources).
We experiment on two strategies. (a) Balanced distribution strategy: initially
each GISA provides 3-5 resource vectors, which are randomly picked out from
the common resource set. (b) Unbalanced distribution strategy: a few number
of GISAs provide most of the resource vectors from common resource set, while
the large number of GISAs share the small part of the resources.

(3) User requests and user evaluation. Requests are initiated at a fixed percentage
of randomly selected GISAs and contain resource vectors. The resource attributes
of each request have the same weight. Two user request patterns are studied:
(a) unbiased user request scenario (requesting all the vectors randomly) and (b)
biased user request scenario (using a great probability to request a small part of
and special vectors available in the simulation network).

4.2 Simulation Results

We study the effect of different resource distributions and user request patterns
on discovery service. A parameter η is introduced to act as the weight given to
trustCredit and collaborationRecord. As shown in Fig. 4, the random forwarding
has the lowest efficiency, though it is low-cost (no need to store any discovery
information in GISAs). For four experimental environments and different η val-
ues, in general, our discovery service can improve its performance adaptively. At
the beginning of simulation, relationships of agents are random, and discovery
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Fig. 4. Average number of hops per request as a function of simulation time in four

environments. (a): balanced resource distribution and unbiased user request scenario;

(b): unbalanced and unbiased; (c): unbalanced and biased; (d): unbalanced and biased.

The number of GISA is 5000.The TTL values are set to 200

performs poorly. Many hops need to be visited to hit the target GISA (hops
is a measurement of node amount). As more simulation cycles elapse, GISA
gradually obtains many relationships similar to them, leading to improved per-
formance in discovery process. We find that such improvement results from the
clustering of request-matched GISAs. With enough hops, GISAs are likely to
meet some relative resource clusters during the discovery process and enter the
clusters to find the required resources. The clusters have not formed in the pro-
cess of random forwarding simulation, and the discovery will go aimlessly till
it meets the matched GISA. It can be seen that the discovery service can form
clusters and improve the discovery performance.

The result has proved that, through exploiting the ENGM platform and
its communication implementation, the above process can be well-carried out.
The design of ENIP is expressive enough to describe complex discovery service
and support a group of agents to emerge discovery service that can adapt to
dynamically changing environments.

5 Conclusions

We design and implement a communication schema that couples grid techniques
to enable flexibly searching, assembling, organizing and coordinating of agents for



78 L. Gao and Y. Ding

emerging desired grid services. This schema is built on the ENGM platform that
would not only be more resistant to failure, but also would provide many useful
functions and services for the agents to invoke. To evaluate the communication
design and its supported ability of service emergence, we take the service of
resource discovery in grid environments as an application case and conduct a
series of simulation experiments. The experimental results demonstrate via our
communication solution, a service with desired properties can emerge.
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Abstract. Since the RTP is suitable for real-time data transmission in
multimedia services like VoD, AoD, and VoIP, it has been adopted as
a real-time transport protocol by RTSP, H.323, and SIP. Even though
the RTP protocol stack for embedded systems has been in great need for
efficient support of multimedia services, such a stack has not been devel-
oped yet. In this paper, we explain embeddedRTP which supports the
RTP protocol stack at the kernel level so that it is suitable for embedded
systems. Since embeddedRTP is designed to reside in the UDP module,
existing applications which rely on TCP/IP services can be processed
the same as before, while applications which rely on the RTP protocol
stack can request RTP services through embeddedRTP ’s API. Our per-
formance test shows that packet-processing speed of embeddedRTP is
about 7.8 times faster than that of UCL RTP for multimedia streaming
services on PDA in spite that its object code size is reduced about by
58% with respect to UCL RTP’s.

1 Introduction

Multimedia services on embedded systems can be classified into on-demand mul-
timedia services like VoD and AoD, and Internet telephone service like video
conference system and VoIP. H.323[1], SIP[2] and RTSP[3] are representative
protocols that support these services. In fact, these protocols utilize RTP[4] for
multimedia data transmission. Therefore, embedded systems must support RTP
in order to provide multimedia services.

Most recent researches related to RTP have focused on implementation
of RTP library for their own application. Typical implementations include
RADVISION company’s RTP/RTCP protocol stack toolkit[5], Bell Lab’s
RTPlib[6], common multimedia library[7] of UCL(University College Lon-
don) and vovida.org’s VOCAL(the Vovida Open Communication Application
Library)[8]. These libraries can be used along with traditional operating sys-
tems such as LINUX or UNIX. Among these implementations, RADVISION
Company’s RTP/RTCP toolkit[5] is a general library that can be used in an em-
bedded system as well as a large-scale server system. This RTP/RTCP toolkit,
however, is not suitable for embedded system; this is because it did not consider

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 79–88, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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typical characteristics of embedded system such as memory shortage. No RTP
for embedded systems has been developed so far.

In this paper, we design and implement RTP at the kernel level(called as
embeddedRTP) to support smooth multimedia service in embedded systems.
The primary goals of embeddedRTP are to guarantee the small code size, fast
packet-processing and high resource utilization. Furthermore, embeddedRTP
can resolve resource-wasting problem caused by RTP that was implemented
redundantly by applications.

This paper is organized as follow. In Section 2, we discuss current RTP’s
problems and propose a solution to them. Then, Section 3 explains design and
implementation of embeddedRTP . Section 4 presents performance evaluation of
embeddedRTP and finally Section 5 concludes our work and discusses future
work.

2 Current RTP’s Problem

Because RTP is not a mandatory protocol to use Internet, network modules of
embedded system do not necessarily include RTP. Therefore, each application
requiring RTP in an embedded system should contain its own RTP as shown in
Fig.1. In this case, if embedded system must support various kinds of multimedia
services such as H.323[1], SIP[2] and RTSP[3], these applications must implement
RTP redundantly. Therefore, this method is inappropriate to embedded systems,
which do not have sufficient amount of memory.
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Fig. 1. Protocol stack in case that RTP is included in each application

RTP can be also offered as a library for application layer as shown in Fig.2.
This method can resolve RTP’s redundancy problem. However, when data is
transmitted from UDP to RTP and subsequently from RTP to an application,
overhead due to memory copy and context switching may occur. Since vari-
ous applications must share one library, library compatibility problem may also
occur.

If we implement RTP at the kernel level as shown in Fig.3, the protocol
redundancy and context switching problems can be resolved. Moreover, we can
reduce the code size of applications. To check if a received packet is in fact a
RTP packet, port numbers of all UDP packets should be examined. This checking
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Fig. 2. Protocol stack in case that RTP is supported by library

may cause overhead to other application layer protocols that use UDP. However,
such application layer protocols as TFTP, DHCP and ECHO are not used in
multimedia communication and do not cause much traffics. Moreover, these do
not require high performance. Consequently, we can expect that overhead caused
by RTP checking does not have serious effect on performance of these application
layer protocols.
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Fig. 3. Protocol stack in case that embeddedRTP is implemented at the kernel level

3 Design and Implementation of embeddedRTP

3.1 Overall Structure

For efficient memory usage, fast packet processing and removal of redundancy
problem, embeddedRTP is designed to reside in the UDP module as shown in
Fig.3. Fig.4 shows overall structure of embeddedRTP .

EmbeddedRTP is composed of API, session checking module, RTP packet-
reception module, RTP packet-processing module, RTCP packet-reception mod-
ule, RTCP packet-transmission module and RTCP packet-processing module.
When an application uses TCP or UDP, BSD socket layer can be utilized as be-
fore. On the other hand, applications requiring RTP can utilize embeddedRTP ’s
API for RTP services.

3.2 Communication Mechanism

Since RTP is implemented at the kernel level in embeddedRTP , communica-
tion channel between RTP module of application layer and UDP module of the
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Fig. 4. Overall Structure of embeddedRTP

kernel should be changed to communication channel between embeddedRTP
and UDP module of the kernel. For communication between application and
embeddedRTP , special mechanisms supported by OS should be provided.

Application Calls EmbeddedRTP : In this case, we use system call as a
communication channel. System call is the one and only method by which appli-
cation can use kernel modules in LINUX system. However, the current LINUX
kernel does not include RTP-related system calls. Therefore, we register new
system calls at the kernel so that application can call embeddedRTP .

EmbeddedRTP Calls Applications: In this case, we use signal and event
queue as a communication channel. Signal is a message transmission mechanism
that is used generally in LINUX, but has following problems. First, since we
can only use predefined signals, the signal mechanism cannot be used in data
transmission. Second, since the types of signals that can be transmitted are
not diverse, this mechanism’s usage should be restricted. Finally, there is no
mechanism to store signals. Therefore, if another signal arrives before the current
signal is handled, the current one will be overridden. Nonetheless, it is enough
for notifying the occurrences of events. The signal overriding problem can be
resolved by event queue. When an event occurs, it is stored in the event queue
and a signal is sent to an application to notify occurrence of an event. Event
queue used in embeddedRTP manages FIFO(First-In First-Out) queue which is
the simplest form of queue. And each queue entry stores the multimedia session
ID and event arisen.



A Kernel-Level RTP for Efficient Support of Multimedia Service 83

3.3 Session Management

Session management is important in embeddedRTP because it should be used
by all applications which need RTP services. When RTP is implemented at ap-
plication layer, it is enough for applications themselves to manage their session.
However, in embeddedRTP , all multimedia sessions must be managed by the
kernel.

As shown in Fig.5, multimedia session is managed by one-dimensional array
combined with circular queue. Each element of the array contains session in-
formation, which includes transmission related data such as the server address
and port number, event queue and packet buffer related data structures, and
statistical information. In this mechanism, each session can be identified by the
index of array; so session information can be accessed quickly. Moreover, front
and rear pointers can prevent the queue from overflowing. However, since there
is trade-off between the number of multimedia session and memory usage, it is
difficult to decide the proper queue size.
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Fig. 5. Data Structure for Session Management

3.4 Session Checking Module

When an RTP packet is received, UDP module does all processing related to
UDP packets such as checksum. After that, UDP module stores the packet in
socket buffer. At this time, this module checks whether there is a multime-
dia session associated with the received packet. If a multimedia session exists,
RTP/RTCP packet-reception module is called according to the packet type.

3.5 RTP Packet-Reception Module

RTP packet-reception module reads in a packet from socket buffer and sets
packet header structure. After that, it checks the version field and length of
packets to examine that packets are valid. If valid packets are received, it calls
RTP packet-processing module. Received RTP packet is managed by rtp packet
structure. This structure consists of rtp packet data structure that composes
packet buffer and rtp packet header that stores header information.

3.6 RTP Packet-Processing Module

RTP packet-processing module inserts a packet into packet buffer, and updates
statistical information. After that, this module informs application that the RTP
packet be received.
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Fig. 6. Packet Buffer

Packet Buffer: Packet buffer stores received RTP packets. As shown in Fig.6,
packet buffer is consisted of packet buffer chunk and bitmap. The former consists
of units with fixed size, while the latter is a bit-stream that shows whether each
unit of packet buffer chunk is available or not.

When a RTP packet is received, RTP packet-processing module checks if it
can be stored contiguously from a unit in packet buffer chunk corresponding to
searching point1 of bitmap. If so, it is stored in packet buffer chunk; otherwise,
searching starts from the next available searching point repeatedly until enough
units can be found. Once it has been stored in packet buffer chunk, bitmap
corresponding to the allocated units are set.

This mechanism utilizes memory more efficiently as the size of unit becomes
smaller. On the other hand, as it becomes smaller, the size of bitmap becomes
larger, resulting in longer searching time for bitmap. Since there is trade-off be-
tween memory efficiency and searching time, the unit size should be determined
appropriately according to the resources of target systems and the characteristics
of applications.

Packet Ordering: Since RTP uses UDP as a transmission protocol, RTP can-
not guarantee that packets are received sequentially(See Fig.6). Therefore, in
order to guarantee timeliness of multimedia data, embeddedRTP must maintain
the order of packets that a server transmits. We use circular queue using doubly
linked list to maintain the order of packets. Each node of circular queue stores
information on a packet stored in packet buffer chunk. Head and tail pointers of
circular queue indicate the first and last packet in the ordered list, respectively.

Each received packet will not be inserted into packet buffer from the unit
which is adjacent to the unit pointed by tail pointer, unconditionally. Instead,
it is inserted in a suitable place of the queue according to its sequence number.
If the sequence number is the same as a stored packet, it is dropped because it

1 The location of bitmap corresponding to a unit of packet buffer chunk from which
to search for enough unit(s) to store a packet.
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is duplicated one. Consequently, the application can access packets sequentially
from the head pointer.

3.7 RTCP

RTCP packet-reception module acts similar to RTP packet-reception module.
It reads in a packet from socket buffer and checks the validity of packet. After
that, it calls RTCP packet-processing module.

RTCP packet-processing module checks if received packets are in a multime-
dia session using the SSRC(Synchronization Source) field of RTCP header. If so,
it calls relevant processing routine according to the RTCP message type. After
RTCP messages are processed, it stores reception event into event queue and
sends a signal to the application to inform that RTCP message be received.

When an RTCP packet needs to be transmitted, RTCP packet-transmission
module creates and transmits the packet with calculated statistical informa-
tion. This packet includes various RTCP messages such as RR(Receiver Re-
port), SDES(Source Description) and BYE. Upon transmitting the packet, it
resets statistical information and terminates its execution.

4 Performance Evaluations

To evaluate performance of embeddedRTP , we measure the packet-processing
time, memory requirement, the code size, and session checking overhead. We
then compare them with those of UCL RTP library, which has been used in
MPEG4IP project[9].

4.1 Packet-Processing Time

Packet-processing time is one of the most important factors to evaluate the per-
formance of protocol stack. Packet-processing time is defined as time between
the moment when RTP packets are confirmed in multimedia session and the mo-
ment when the application consumes all the packets, after RTP packet-processing
has been done in UDP module. While tens of RTP packets are transmitted per
second, RTCP packets are transmitted about every 5 seconds. Therefore, we
excluded RTCP packet-processing time in our measurement. Table 1 shows the
measured packet-processing time.

Table 1. RTP Packet-Processing Time(ms/packet)

EmbeddedRTP UCL RTP

Packet-Processing Time 0.289 2.253

As shown in Table 1, embeddedRTP is about 7.8 times faster than UCL RTP
library. The biggest cause of this difference is that embeddedRTP uses stati-
cally allocated memory, while UCL RTP library allocates packet storage data
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structure dynamically. Another cause is the time when packet is stored. While
embeddedRTP stores packets at the kernel level, UCL RTP library stores packets
at the application layer. Therefore, UCL RTP library can be preempted to other
process by kernel scheduler while received RTP packets are being processed.
On the other hand, embeddedRTP is not preempted because RTP packets are
processed in the LINUX kernel.

4.2 Memory Requirement

To compare the memory requirement, four sample animations which have dif-
ferent bit and frame rates are used in measurement. We measure the average
payload size of sample animation, the average number of packets being buffered
and the number of units that are used in embeddedRTP . Since the average
payload size of animations used in the measurement tends to be multiple of a
roughly 200 bytes, we adopt 200 bytes as the size of unit. The media buffering
time when to start animation playback greatly affect the amount of memory to
be used. While buffering time is about 5 - 10 seconds for playing sample anima-
tions, in general, we allow only 2 seconds as buffering time to reduce memory
requirement without affecting animation playback.

Table 2. Memory requirement of UCL RTP and embeddedRTP

Sample
Payload
(bytes)

Buffered
Packets

Units
Memory Requirement(bytes) Bit

Rates
Frame
RatesUCL RTP EmbeddedRTP

1 798 27 4.683 40,087 25,031 125 15

2 849 57 4.935 85,580 56,315 277 30

3 389 87 2.778 131,180 47,469 101 30

4 280 58 2.099 86,594 24,231 68 30

As shown in Table 2, embeddedRTP ’s memory requirement is about 28% -
65% than UCL RTP’s. Also, the amount of memory required by sample anima-
tions varies according to their characteristics. Sample 2 and 4 have the similar
number of buffered packets, but their payload sizes differ as much as 570 bytes.
Since UCL RTP library uses the equal sized data structure regardless of the pay-
load size, memory requirement are similar. On the other hand, in embeddedRTP ,
sample 2 and 4 require about 65% and about 28% of memory required by UCL
RTP library, respectively.

The payload size of sample 1 is greater than that of sample 4, while the av-
erage number of sample 1’s buffered packets is much less than sample 4’s. Con-
sidering these two samples, embeddedRTP ’s memory requirements are similar
in both samples. However, in UCL RTP library, memory requirements increase
proportionally by the average number of buffered packets since the library allo-
cates pre-determined amount of memory per packet. Since sample 3 has smaller
payload size comparing with other samples, but has more average number of
buffered packets, sample 3 shows the largest difference in memory requirement
between embeddedRTP and UCL RTP.
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4.3 Code Size

Because embedded systems have much smaller physical memory than desktop
PC or server system, the code sizes of software is very important in embedded
systems. Table 3 shows the code size of embeddedRTP and that of UCL RTP
library. The former is determined by the total size of embeddedRTP modules
that are implemented at the kernel level and embeddedRTP ’s API. The latter
is determined only by modules relevant to packet reception. As shown in Table
3, embeddedRTP ’s code size is reduced to 42% of UCL RTP’s.

Table 3. Code Size(bytes)

EmbeddedRTP
UCL RTP Library

EmbeddedRTP Modules EmbeddedRTP ’s API
25,080 804

61,132
25,884

4.4 Session Checking Overhead

In embeddedRTP , all packets received by network system should be checked
whether they are in fact RTP packets. Therefore, we measure session checking
overhead for RTP packets which are not in a multimedia session and other UDP
packets which are not a RTP or RTCP packet. In the worst case, it takes 0.014
ms per packet. This time is relatively short comparing with packet-processing
time of embeddedRTP (0.289 ms). Note that such application protocols that
use UDP but are not be used in multimedia services as TFTP or DHCP, neither
generate much traffics nor require high performance. Consequently, the overhead
caused by session checking does not have serious effects on performance of these
application layer protocols.

5 Conclusions and Future Work

In this paper, we explained embeddedRTP which supports the RTP protocol
stack at the kernel level so that it is suitable for embedded systems. Since
embeddedRTP is designed to reside in the UDP module, existing applications
which rely on TCP/IP services can be processed the same as before, while appli-
cations which rely on the RTP protocol stack can request RTP services through
embeddedRTP ’s API. EmbeddedRTP stores received RTP packets into per ses-
sion packet buffer, using the packet’s port number and multimedia session infor-
mation. Communications between applications and embeddedRTP is performed
through system calls and signal mechanisms. Additionally, embeddedRTP ’s API
makes it possible to develop applications more conveniently. Our performance
test shows that packet-processing speed of embeddedRTP is about 7.8 times
faster than that of UCL RTP for multimedia streaming services on PDA in spite
that its object code size is reduced about by 58% with respect to UCL RTP’s.
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To improve the result of this paper, the followings should be investigated fur-
ther. Static packet buffer used in emdbeddedRTP can reduce packet-processing
time but restricts the extensibility. In order to overcome this shortcoming, ex-
tensible packet buffer using overflow buffer has to be implemented. In addition,
research on how to determine the size of unit dynamically is needed to obtain op-
timal performance. Furthermore, we need to investigate a mechanism to reduce
the number of memory copies between protocols stack and the applications.
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Abstract. This paper considers the problem of correctness to fault-
tolerance in global computing systems. Global computing system has
been shown to be exposed to intentional attacks, where authentication
is not relevant, network security techniques are insufficient. To guaran-
tee correctness for computation, fault-tolerance schemes have been used
to majority voting and spot-checking but these schemes intend to high
computation delay because are not applied scheduling scheme for result
checking. In this paper, we propose a new technique called GBSS(Group-
Based Scheduling Scheme) which guarantee correctness and reduce com-
putation delay by using fault-tolerant scheduling scheme to the result
checking. Additionally, simulation results show increased usable rate of
the CPU and increased performance of the system.

1 Introduction

Global computing systems are computing paradigm to run high-throughput com-
puting applications by using idle time of internet connected computers[12]. One
of main characteristics of the systems is that computation nodes are freely leaved
or joined according to their volatile property. Moreover, there exists different
administrator for each nodes. These projects have ventured to study and de-
velop global computing systems such as SETI@home [2], Korea@home [14], Dis-
tributed.net [9], Entropia [8], Bayanihan [3], XtremWeb [4][12], Charlotte [6],
Cilk [5], GUCHA [13].

Global computing systems assume relatively unreliable computing resources
because of the computation interference or submitting bad result of malicious
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workers. If malicious workers are submitting bad result, then all results could be
canceled. Practically, in the SETI@home, malicious workers returned bad result
as change original code[2]. Therefore, global computing systems have to consider
a result checking scheme for the computed result.

In previous work, a result checking scheme for the computed result presented
majority voting and spot-checking. A majority voting[7] scheme adapt result if
results are same value compare to least three result. This scheme has an expected
redundancy of 2k+1, so this scheme is becoming insufficient because of a waste
of the resource. In spot-checking scheme[3], the master node does not redo all the
work objects two or more times, but instead randomly gives a worker a spotter
work object whose correct result is already known or will be known by checking
it in some manner afterwards. These previous works are not applied a scheduling
scheme, so they have been the high computation delay and the high error rate.

In this paper, we propose fault-tolerant scheduling scheme through organized
group as credibility of worker. First, we calculate credibility of each workers
by spot-checking scheme. Second, we organize group through credibility-based
group organization scheme(CBGOS). Finally, we propose group-based schedul-
ing scheme. The GBSS guarantee correctness and reduce computation delay by
using fault-tolerant scheduling scheme.

The rest of paper is structured as follows. In section 2, we introduce executing
mechanism and assumption for global computing system model. In section 3,
this paper describe group-based scheduling scheme using the credibility of each
workers. In section 4, we describe implementation and performance evaluation.
Finally, in section 5, we discuss conclusions and future work.

2 Global Computing System Model and Assumptions

In this paper, we assume a work pool-based master-worker model. This model is
used in practically all internet-based distributed computing systems. As show in
fig. 1, a computation is divided into sequence of batches, each of which consists
of many mutually independent work objects. This work objects are located into
work pool by task allocation server(TAS). Work objects are assigned to each
workers by group-based scheduling scheme, and then they are executed compu-
tation in worker, after then scheduler return results to the TAS. Each workers
request new work object in work-pool and then they complete a batch as execute
a work objects by work stealing[5]. Also, we assume single-instruction multiple-
data(SIMD) model which execute single code through each different data.

For some applications, the acceptable error rate can be relatively high, about
1% or more. These include applications such as image or video rendering. But
also applications as climate forecast, acceptable error rate can be relatively low,
near 0%. Therefore, global computing systems need the result checking mecha-
nism to correctness for result. In this paper, we assume malicious failure model
as follows. Malicious failure means worker return malicious bad results. So, we
focus this problem that worker return bad results by malicious failure. Therefore,
we propose schemes to solve this problem.
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INTERNETINTERNET

LANLAN

Fig. 1. Global Computing System Model

3 Group-Based Scheduling Scheme for Result Checking

We describe the CBGOS and the GBSS proposed in this paper. Although work
has been made on the credibility-based fault tolerance scheme using spot check-
ing and majority voting proposed in [3], this scheme is not applied fault-tolerant
scheduling scheme. In our work, we propose scheduling scheme as credibility-
based grouping of each workers. Therefore, we can be guaranteed correctness for
computed result and reduce the computation delay by result checking scheme.

3.1 Overview

The GBSS is executed by grouping using the credibility threshold as fig. 2. We
apply GBSS as credibility-based grouping to guarantee correctness of executed
result by workers. First of all, this scheme have to calculated credibility Cv of a
worker vi by majority voting and spot-checking before assign work object to the
workers. If we only accept a result for a work object when the probability of that
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Fig. 2. Work Pool and Work Tree to Group-based Scheduling
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result being correct is at least threshold θ, then the probability of accepting a
correct result would be at least θ. θ has different value as each applications and
calculated as θ = 1 - ε by acceptable error rate ε.

In the global computing system, the executing applications have each different
error rate f. An executed result by worker could be accepted if results have verify
the reliability by the majority voting. First of all, when scheduler assigns work
object, it execute concurrently assignment for point of group by credibility of
group. As error rate, it determine a number of redundancy k/(1−f) and assign to
itself or to upper group when execute k+1 majority voting scheme. k+1 majority
voting adapt more than half in k+1, this is to reduce redundancy. If it lead to
bad result, executed result by majority voting scheme as a redundancy, then
we have one more redundancy. In the next section, we guarantee more higher
performance than previous schemes by group-based scheduling scheme.

3.2 Credibility

We calculate credibility of workers to guarantee correctness for executed results
by workers. This paper defines credibility of a worker as follows.

Definition 1. Credibility(C). The credibility is a determining foundation of
correctness as executed computation result by worker. This use error rate f,
participated degree in computation and the number of spot-checks passed by a
worker, n, to estimate likely a worker is to give a good result.

Cvi
= 1− f

n
· CPD(vi)(n > 0) (1)

Cvi
= 1− f · CPD(vi)(n = 0) (2)

Definition 2. Computation Participation Degree(CPD). The CPD define that
worker is the rate of how long does it participate at the computation, so we
calculate really participated time at the computation. The participation degree at
computation CPDk(vi) for a worker vi calculate as follows.

CPDk(vi) = 1− CJTk(vi)
CJTk(vi) + CLTk(vi)

(3)

In equation 1, Cvi
is the credibility of the worker vi and n is the number of

spot-checks returned by a worker and f is the probability that a worker chosen
at random would be bad. If n is 0, then it would be calculated by equation 2.
And participation degree of computation CPDk(vi) is calculated by the rate of
really participated term for really participated term of worker and leaved term of
worker. In equation 3, CJTk(vi) is participated term of vi in computation and
CLTk(vi) is leaved term of vi in computation. Therefore, if leaved term in com-
putation is more than really participated term in computation, then credibility
of vi is relatively the less. Also, the higher participation degree of computation
have the higher credibility.
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var
n := theNumberOfWorkers; //the number of workers
θ := credibilityThreshold; //credibility threshold
vi := worker; //ith worker
gid := groupID; //ID of group
Cvi

:= credibilityOfWorker; //credibility of worker vi

OrganizeGroup()
for i := 0 to n do

Cvi
:= ClassifyWorkersByCredibility();

gid := organizeCBWT(Cvi
);

endfor

Fig. 3. Group Organization Algorithm

3.3 Credibility-Based Group Organization Scheme

The CBGOS organize group by credibility of a worker. Before assign a work
object, it complete work tree as group organization algorithm with information of
the workers as calculated credibility value Cvi

by spot-checking. If the credibility
of group is more higher than the least threshold when it organize group, then it
is place at the highest level. And, workers update work tree by CBGOS whenever
they return result. As fig. 2, the credibility-based work tree determine that it
assign to which worker selected next work object in cycle linked list of work pool.
A state of worker in the work tree have idle(i) which is computation available
state, busy(b) which is computation unavailable state and die(d) which is stop
failure state.

After organized credibility-based work group when assign computation to
each group, scheduler assign identifier to know which work object assigned to
which worker and organized in which group. The elements of work object is as
follows.

WO(vid, wid, gid) (4)

A vid is the identifier of a worker and a wid is the identifier of a work object
and a gid is the identifier of a group. Also, these identifiers are divided into
CBWT.

3.4 Group-Based Scheduling Scheme

A work scheduling of this paper apply basically eager scheduling scheme with
added GBSS. We firstly execute spot-checking in order to calculate credibility
of a worker before allocate a work object. After then, we organize credibility-
based group. As fig. 4, an allocation server of task allocates a task Wi to a
worker through GBSS. If allocated worker‘s credibility is more less than credibil-
ity threshold, then it execute majority voting. Executed result Ri by two workers
confirm result and return to task allocation server if scheduler give good result
through CBGOS. In this time, GBSS allocate a same work object to a worker of
group to more upper level through CBWT. When it execute scheduling, we have
to consider state of work object as follows. A work object of work pool have three
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Fig. 4. Scheduling Sequence Diagram through GBSS

var
wo := WorkObject;
wp := WorkPool;
wt := CBWT;
wid := IDofWorkObject;
vid := IDofWorker;
gid := IDofGroup;

while wp.nextWorkPoolObject() != null &
wp.nextWorkObjectState == ”undone” do

wo := wp.nextWorkObject();
if initial computation then

allocateWorkObject(wo);
else

for wt.everyCredibilityGroup do
if ( wt.gid > wo.gid )

vid := wt.searchWorker(”idle”);
endif

endfor
wo.gid := wt.getGroupID(vid);
allocateWorkObject(wo);

endif
endwhile

Fig. 5. GBSS Algorithm

states such as ”done”, ”undone” and ”doing”. The ”done” state means return
correct result after executed by worker. The ”undone” state means worked state
or work state before execution. Also, the ”doing” state means working state by
a worker. In fig. 5, we present a GBSS algorithm.

4 Implementation and Performance Evaluation

We measure performance of added component to global computing system,
”Korea@home”[14]. This system is able to data centric distributed computing
system because of consisted of huge amount of data in set of single instruction.
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Type The Number of Workers Rate

Xeon 50 1.20%
P4 2.0G over 1,145 27.37%

P4 2.0G under 602 14.39%
P3 1,067 25.48%

P2 under 211 5.05%
Intel Celeron 148 3.54%
Intel Mobile 73 1.75%

AMD Athlon XP 296 7.07%
AMD Athlon 138 3.30%
AMD Duron 38 0.91%

AMD 32 0.76%
AMD Mobile 4 0.10%

Etc 2 0.05%
Not Aware 378 9.03%

Total 4,184 100%

Fig. 6. Organizing Distribution as CPU type

Execution between each data have to independent relation to mutual exclusive
execution.

In Korea@home, applications such as ”fundamental research to protein fold-
ing” and ”fundamental research to discover a new medicine” are executed during
from November 2003 to February 2004 by participation of 1,845 users and 4,184
workers. In fig. 6, workers of Korea@home have various CPU types. We present
statistical information of workers’s CPU type as follows.

– Organized Distribution as CPU type. The workers of 27% for all have
Pentium4 2.0Ghz and workers of about 25% have performance of Pentium3.
The Pentium4 and Xeon type have relatively high performance as about
43%. Also, AMD CPU has about 12%.

4.1 Performance Evaluation of Group-Based Scheduling Scheme

Group-based scheduling scheme for result checking proposed in this paper presents
more low computation delay than previous scheme. First, this scheme to result
checking guarantee the reliability for a result as consist of group by the credibil-
ity of a worker and then assigns a work object to the organized group. Therefore,
this scheme shows more low computation delay than previous scheme. Second,
We measured computation delay. As shows in fig. 4, we can be reduced compu-
tation delay as execute fault-tolerant scheduling in the same time.

– Guarantee of correctness for result. We could verify to guarantee cor-
rectness for result by our proposed GBSS. First of all, we measure credibil-
ity of worker and then apply scheduling scheme by measured credibility of
workers. Therefore, we describe equation of proposed scheme in this paper
as follows.

RT =
n∏

i=1

Rgi
(5)
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Also,Rg = 1−
m∏

j=1

(1−Ri) (6)

In equation 5, Rgi
denoted reliability for group, RT denoted reliability for

all system. Also, in equation 6, Ri denoted reliability for a worker. In previous
scheme, it is dependent of reliability of each workers to guarantee correctness, but
as equation 5, we scheme can shows reliability for all computation by reliability
of group Rg. Therefore, we does show reliability for all computation of group by
reliability of group verify higher than previous scheme. So, probability to voting
normal workers is presented by the ”Bernoulli Trials”. Therefore, we verify
group-based scheduling scheme have voting probability worker of more higher
credibility than previous scheme.

Px = (n
s )| F

N −∑n
j=k NG

|s|1− F

N −∑n
j=k NG

|N−S (7)

In equation 7, Px is probability to normal worker and n denoted n trials,
sequence of independent repetitions, and s denoted s successes and F denoted
the number of normal worker and N denoted the number of all workers. In
equation 7, NGj

denoted the number of workers of jth group and F is proba-
bility of voted normal worker in rest workers of N minus other groups. We are
compared with two equation. In previous scheme, it present the number of as-
signed worker to prior to executed worker among total workers, but in proposed
scheme, it has probability the higher correctness because of voted worker in more
upper group than itself by GBSS.

– Measurement of CPU usable rate applied group-based schedul-
ing scheme. We measure CPU usable rate applied group-based scheduling
scheme. fig. 7 shows experimental results we plot ranking of CPU usable
rate of participated worker’s PCs during a month period, from SEP. 2004 to
OCT. 2004 at Korea@home.
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Fig. 8. Performance of Korea@Home measured during about three month

The usable rate of CPU means rate of turnaround time, computation time of
all at worker’s PC. In here, turnaround time of worker’s PC presents normally
executing time of worker’s PC. First of all, we are shown as follows when we are
not apply GBSS. Generally, while measured term of CPU usable rate, worker’s
PCs of 958 executed task from server and shown CPU usable rate of average
9.68%. But, when we are apply group-based scheduling scheme, worker’s PCs of
1598 executed task from server and shown CPU usable rate of average 38.19%.
We can know discarded results in previous work, and also we can know high
usable rate by reduction of discarded results by GBSS. Therefore, we can getting
high performance by GBSS.

– Performance Evaluation by applied GBSS. We measured performance
by apply GBSS in Korea@home. fig. 8 shows experimental results it shows
measured result during about three month period.

The workers participated average 412(max 942) while a day. We can get 3,185
GFlops more 13% than before and performance of average 1,457 GFlops. In this
way, GBSS can be guaranteed the higher correctness.

5 Conclusion and Future Work

In this paper, we proposed GBSS by credibility-based group organization in
global computing system. This scheme apply scheduling scheme through organi-
zation of group as participated degree in computation and credibility of worker.
We can be guaranteed correctness for executed result by workers and also re-
duced computation delay as result checking.

In near future, we should research for advanced scheduling scheme and de-
pendency model between work objects to implement in Korea@home. Also, we
should research for the least turnaround time to the fast response time by
scheduling scheme using availability of workers.
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Abstract. Service discovery protocol is the main element that determines the 
efficiency in middleware platform of ubiquitous networks. Recently, a large 
number of middlewares supporting scalability which focus on the distributed 
computing and data sharing among tremendous peers has been proposed. How-
ever, due to the distributed nature of ad-hoc networks, peers may not be able to 
find other peers and corresponding resources persistently. Furthermore, current 
service discovery engines do not provide open scalability that can make them to 
interoperate with each other. In this paper, we propose a simple mechanism, 
which provides cross-platform interoperability through directory federation 
combined with DHT mechanism to support open scalability and lightweight 
service discovery in ad-hoc network based on FIPA compatibility agent frame-
work. 

1   Introduction 

These days, the computing environment is becoming more and more pervasive, ubiq-
uitous and mobile. As the number of Internet services grows, it becomes increasingly 
important for network users to be able to locate and utilize those services which are of 
interest to them on the Internet. As a result, service discovery plays a key role in 
highly dynamic networks, for example, in ad-hoc networks. Especially, with the in-
creasingly wide utilization of mobile devices such as PDAs, the dynamic discovery of 
services in a visited foreign network and automatic system configuration is becoming 
very important.  

Much of the previous work that has been done on service discovery is based on 
centralized registries such as UDDI [2]. However, this approach suffers from the 
traditional problems of centralized systems, namely performance bottlenecks and 
single points of failure. In addition, centralized registries may be more vulnerable to 
denial of service attacks. Moreover, storing vast numbers of advertisements on cen-
tralized registries prevents their timely update as changes are sometimes made in the 
availability and capabilities of the providers involved.  
                                                           
* This work was supported by  a grant from the CUCN, Korea. 
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In contrast to the traditional ‘client/server’ architecture which is server-centric, the 
“peer-to-peer” (P2P) architecture allows every peer in the network to act as both a 
client and a server, i.e. every peer has equivalent capabilities and responsibilities. In 
such an environment, a peer can be any network-aware device such as a cell phone, 
PDA, PC or anything else you can imagine that passes information in and out. Alter-
natively, a peer might be an application distributed over several machines. The entire 
premise of the Internet is centered on the sharing of information and services. The 
focus of P2P networks is on how a peer provides services to other peers and how it 
discovers the services available from other peers, i.e. the methods of service discovery 
that are based on different P2P applications.  

A great deal of papers dealing with service discovery has recently been published. 
Although many efficient and fast searching schemes for service discovery are pro-
posed in these papers, they do not consider the problem of inter-operability among 
discovery protocols. In this paper, we focus on service discovery in a large scale net-
work. In such a pervasive environment, heterogeneous middlewares exist, which 
should be able to inter-operate with each other. Because most of the proposed 
schemes provide scalability only within their own domain, they cannot communicate 
with peers in different domains and, thus, cannot find each other. For this reason, in 
this study, we developed a new agent platform in order to provide open scalability. 
Open scalability refers to expanded scalability, namely the capacity to communicate 
with peers in different domains without any modifications being required to the exist-
ing systems (protocols/middlewares). We define scalability according to the system’s 
interoperating capability. 

Closed Scalability: Existing systems (e.g. Jini, UPnP[5], JXTA) may support scal-
ability, but only in their own domains. In a ubiquitous environment, however, users 
with wearable/portable devices (e.g., notebooks, PDAs, cellular phones) can move 
among domains. Such systems, which only support closed scalability, cannot provide 
users with inter-communication capability. 

Open Scalability: As mentioned above, open scalability allows users to communicate with 
each other without any modifications being required to the existing systems. For example, if 
user A in Jini[3] and user B in JXTA[4] want to communicate with each other, these two users 
would need to modify their systems. In contrast, a system supporting open scalability would 
have the inherent capacity to provide inter-operability automatically.  

Some approaches (e.g. NaradaBrokering[6], BASE[7], and ReMMoC[8]) which 
support open scalability have already been published. The ReMMoC project, cur-
rently being carried out at Lancaster University in collaboration with Lucent Tech-
nologies, is examining the use of reflection and component technology, in order to 
overcome the problems of heterogeneous middleware technology in the mobile envi-
ronment. Narada is an event brokering system designed to run on a large network 
consisting of cooperating broker nodes. Communication within Narada is asynchro-
nous and the system can be used to support different interactions, by encapsulating 
them in specialized events. The BASE is the uniform abstraction of services as well as 
device capabilities via proxies as the application programming interface. Conse-
quently, the middleware delivers requests to either device services in the middleware 
or transport protocols. In our proposed architecture, we use a FIPA-compatible Agent 
Platform to provide open scalability in a ubiquitous environment. A more detailed 
explanation will be given in Section 3. 
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In order to satisfy interoperability and open scalability between heterogeneous ser-
vice platforms in an ad-hoc environment, we designed a modified algorithm based on 
a distributed hash table and implemented an extended agent platform based on a FIPA 
compatible agent platform and a lightweight service discovery protocol suitable for 
ad-hoc networks. The main contribution of this paper is the association of the DHT 
algorithm with the DF of the agent platform, in order to guarantee open scalability. 

The remainder of the paper is organized as follows. Section 2 describes the basic 
service discovery protocols and FIAP agent platform. Sections 3 and 4 provide the 
details of the proposed agent platform and lightweight service discovery protocol for 
use in ad-hoc networks. Finally, Section 5 gives our conclusions and the scope of 
future works.  

2   Related Works 

2.1   Agent Platform 

Many service discovery protocols have been proposed for wired networks (e.g. Jini, 
SLP[1], UPNP), all of which are based on the assumption of there being a common 
data model for the services involved. Agent platforms have also been designed to 
facilitate flexible service/agent discovery within an agent community. In all of these 
platforms, an agent uses a Directory Facilitator (DF) and an Agent Management Sys-
tem (AMS) to register/manage the services and agents [9]. AMS manages the life 
cycle of the agents, the local resources and the communication channels. It also acts 
as a “white pages”, which allows agents to locate each other by their unique names. 
The DF provides a “yellow pages” service that identifies which agent provides what 
services. The reference FIPA model described in the FIPA Agent Management Speci-
fication also introduces Agent Communication Channels (ACC); ACC manages the 
interchange of messages between agents on the same or different platforms.  

Recently, FIPA published the FIPA Agent Discovery Service Specification (FIPA 
ADS), which describes the interoperability of agents in Ubiquitous Computing envi-
ronments with ad-hoc communication. The DF federation mechanism is not suitable 
for flexible service discovery with mobile ad-hoc communication, because it takes a 
long time to find a remote DF and to search for the services registered there. For these 
reasons, FIPA ADS uses the existing Discovery Middleware (DM) (e.g. Jini, JXTA 
and Bluetooth) for service discovery in the ad-hoc environment. The FIPA JXTA 
Discovery Middleware Specification deals with the use of JXTA as a discovery mid-
dleware (DM) for the Agent Discovery Service (ADS). Although these specifications 
provide solutions to the problem of the agents’ interoperability, it is difficult to im-
plement all of the different discovery middlewares used in the various agent platforms 
in order to provide sufficient scalability. This means that FIPA AP with DM provides 
scalability only in a few domains, even if we attach a new DM whenever necessary. 
In this paper, we propose a new mechanism for DF federation using a distributed hash 
table (DHT). DF federation with DHT provides open scalability to FIPA AP without 
the assistance of other DMs. This implies that we can find services/agents in different 
domains without the need for any other discovery middlewares. In addition, we intro-
duce a lightweight discovery middleware for mobile devices in ad-hoc networks, 
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since the currently available discovery middlewares are too heavy to be used to find 
services in an ad-hoc environment. We describe the design method in more detail in 
Sections 3 and 4. 

2.2   Service Discovery Overview 

In this section, we discuss several of the different service discovery protocols and 
middlewares, which have been proposed in order to facilitate dynamic cooperation 
among devices/services with minimal administration and human intervention. In order 
to be able to support the impromptu community, these protocols and middlewares 
should have the means to announce their presence to the network, to discover the 
services that are available in their neighborhood, and to gain access to these services. 
Basically, SLP, Jini, UPnP and Salutation[10] all address these concerns, but in dif-
ferent ways. A direct comparison between these different schemes is attempted here, 
since it is helpful to understand each of them, although they each put different weights 
on the above mentioned functionalities.  

SLP (Service Location Protocol): The SLP is an IETF standard which allows IP network-
based applications to automatically discover the location of a required service. The SLP defines 
three agents, viz. the User Agent, which performs service discovery on behalf of client soft-
ware, the Service Agent, which advertises the location and attributes on behalf of services, and 
the Directory Agent, which stores information about the services announced in the network. 

Jini: Jini is a technology developed by Sun Microsystems. Jini’s goal is to enable truly distrib-
uted computing by representing hardware/software as Java objects. The service discovery 
mechanism in Jini is similar to the Directory Agent in SLP, and is called the Jini Lookup Ser-
vice.  

UPnP: UPnP uses the Simple Service Discovery Protocol (SSDP) as its discovery protocol. 
SSDP can work with or without the central directory service, called the Service Directory. 
When a service wants to join the network, it first sends an announcement message by multicast-
ing, in order to notify the other devices of its presence. Thus, all of the other devices can see 
this message, and the Service Directory registers the announcement.  

 

 

 

 

 

 

 

Fig. 1. Agent Platform 
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Salutation: Salutation is an architecture used for looking up, discovering and accessing ser-
vices and information. Its goal is to solve the problems associated with service discovery and 
utilization among a broad set of applications and devices in an environment of widespread 
connectivity and mobility. 

     All of the above mentioned service discovery infrastructures and architectures, 
such as the Service Location Protocol (SLP), Jini, Universal Plug and Play (UPnP) 
and Salutation, have been developed in order to explore the service discovery issues 
in the context of distributed systems. While many of these architectures provide good 
foundations for developing systems with distributed components in networks, they do 
not adequately solve all of the problems that may arise in a dynamic domain and a 
large scale network. Thus, in this study, we propose a new scheme to provide an effi-
cient and more scalable  architecture, by using  a  FIPA  compatible  agent  platform. 
To

 
accomplish  this,  we  modify  the  FIPA  standard  specification  to  provide  open

 scalability.  

3   Proposed Agent Platforms 

In this section, we describe the proposed Agent Platform (AP) architecture. The over-
all design of the architecture is shown in Figure 1. We adopt the FIPA reference 
model and add several new components. The Agent Security Manager is a managing 
component which monitors agents that register and de-register with the DF. This 
component provides these agents with secure communication by using authentication, 
authorization, etc. The Agent Service Manager is a routing solution for ad-hoc net-
works. In the proposed AP, we create a virtual network overlay on top of the existing 
physical network infrastructure, as in the case of JXTA. Even though this virtual net-
work allows a peer to exchange messages with any other peer, independent of its 
location, it does not take into consideration physical network status information such 
as congestion, bandwidth and other network parameters. With this in mind, we intro-
duce a new component, the Agent Service Manager, to provide our system with 
physical network context information.  
     In fact, the FIPA DF federation mechanism is not suitable for flexible service dis-
covery in mobile ad-hoc networks, as described Section 2. FIPA ADS uses the exist-
ing discovery protocols, as shown in Figure1. The functionality of ADS is similar to 
that of DF. The ADS maintains one or more DM modules, each of which provides 
access to a certain ad-hoc network. Although this architecture follows the FIPA speci-
fication to discover agents/services in other domains by using the existing discovery 
protocols, there are still some problems which need to be resolved. Firstly, in an ad-
hoc network, there are many devices and services available and the users are suscep-
tible to move from domain to domain. We cannot know in advance which domain a 
given user wants to go to or how many DMs he or she needs. Because mobile devices 
(e.g. PDAs) have limitations such as power, memory, etc, we need to add all DMs 
present in the AP, in order to cover all domains. Secondly, since the AP can support 
inter-communication capability by using DM modules, each DM maps its description 
to a DAD (DF-agent-description). However, due to the DM’s peculiar description, it 
is difficult for these DMs to map each other completely. For these reasons, FIPA ADS 
cannot support open scalability. To overcome the problems described above and with 

Platf ro m 
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the aim of supporting open scalability, we introduce an algorithm based on distributed 
hash tables (DHTs) in the proposed agent platform. Before describing the extended 
AP architecture, we summarize some of the currently available DHT algorithms. 

CAN: A Content Addressable Network[11] is a mesh of N nodes in a virtual d-dimensional 
dynamically partitioned coordinate space. The CAN mechanism uses two core operations, 
namely a local hash-based look-up of a pointer to a resource, and the subsequent routing of this 
look-up request to the resource using the acquired pointer.  

Chord: Chord[12] addresses key location and routing in an overlay network forming a ring 
topology. Keys are assigned to nodes using a consistent hashing algorithm, enabling a node to 
locate a key. 

Pastry: Pastry[13] is a prefix-based routing protocol. Each node in the Pastry network has a 
unique identifier in the form of a 128-bit circular index space. The Pastry node routes a mes-
sage to the destination node, using the identifier that is numerically closest to the key contained 
in the message.  

     Note that DHTs were designed to be used in peer-to-peer networks in order to 
guarantee scalability, and they are unsuitable for pervasive computing, because they 
rely on the presence of fairly stable underlying networks. The approach proposed in 
this study is taken partially from one of the DHT algorithms, which operates on top of 
the agent platform, in order to maintain open scalability. We use Chord-like DHT 
algorithm for DF federation to support open scalability.  

3.1   Directory Federation with DHT 

P2P systems are distributed systems without any centralized control or hierarchical 
structure, in which the application running at each node is equivalent in functionality. 
Unfortunately, most of the current P2P designs are not scalable or, even if they do 
provide scalability, it is effective only within its own domain. This means that the 
current P2P systems cannot provide open scalability which is independent of their 
supporting scope. The DHT enables the proposed AP architecture to be extended. In 
such a system, users can communicate with each other independently of the domains 
in which they are located and without the need for any additional DMs, other than the  
 

(a)                                                                                     (b) 

Fig. 2. (a) Routing tables in DF                 (b) Local routing table of node DF0 
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ones they are currently using. In the extended AP, we modify ADS so as to enable 
DHT functionality. 
    Unlike Chord, the DF using DHT (D2HT) is a hierarchical mapping algorithm. The 
FIPA-compatible AP uses DF as its yellow pages in each domain. Thus, DF has ac-
cess to the local domain information pertaining to agents/services. In the local do-
main, we can locate agents/services simply by using the DF functionality. However, 
in a large scale network, the searching mechanism based on DF federation is insuffi-
cient, as mentioned in Section 2. For this reason, we adopt a Chord-like algorithm, in 
order to resolve these scalability problems. It is difficult to apply the Chord algorithm 
to an ad-hoc network, because peers join and leave the network dynamically in such 
an environment. Whenever the network configuration is changed, the Chord algo-
rithm must redetermine which peer is in charge of the network, thereby complicating 
the situation, i.e. the overhead required to keep this information up-to-date is quite 
substantial. In D2HT, however, this information does not need to be reconfigured, 
because the DF in D2HT not only manages the agents/services in the local domain, 
but also acts as a superpeer (rendezvous-peer), which manages the local information 
of peers in JXTA. Also, we assume that nodes with the DF are reliable once they have 
been initiated. Thus, we adopt a Chord-like algorithm to federate the DFs. The archi-
tecture of D2HT is depicted in Figure 2. 
    When we create an agent in an AP, the agent registers its name and property with 
the DF in the local domain. If an agent wants to find another agent, it sends a request 
message to the DF. If it cannot find all of the services in the local domain, the DF 
forwards the request message to the DFs in other domains (Figure 2(a) shows the 
architecture). Domains in different networks use different discovery protocols, as 
shown in Figure 2(b). The applications on the JXTA can find the services in domain 2 
or 3 by using D2HT. Note that we implement a trivial version of DM for LSD (light-
weight service discovery), as explained in Section 4. By using these different versions 
of the DM, an application in a given domain is able to communicate with an applica-
tion in another domain. We implement three DMs to validate our D2HT mechanism.  

3 2   Routing in D2HT 

In a dynamic network, nodes can join (and leave) at any time. The main challenge in 
implementing these operations in the Chord algorithm is preserving the ability to 
locate every key in the network. But in our proposed mechanism, D2HT, there is no 
need to reconfigure the routing table, which is called the finger table in the Chord 
algorithm. As discussed above, we assume that the DF does not leave and join once it 
has been initiated. Thus, there is no need to reconfigure the routing table. 

We allocate 8 bits per node to make the local routing table. Each node has 65536 
entries in each table (Figure 2(b) shows an example of a local routing table). Thus, 
each node has a range of 65535 distinct values. Because there are nodes continually 
moving in and out of the network, we should reconfigure the local routing table each 
time a node configuration is changed. While the routing tables of the DF do not need 
to be reconfigured, the nodes in the vicinity of the DF may join and leave at any time. 
However, even so, we can reconfigure the tables only once in a while, because the DF 
is the mandatory server in each domain, and the network administrator who manages 
the DF can reconfigure the table whenever necessary. The remaining parts of the 

.
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D2HT algorithm follow the Chord algorithm, with the exception of the node interval. 
Thus, we modify the Chord algorithm in order to generate the D2HT algorithm. 

As an example, consider the Chord ring in Figure 2(a). Suppose node DF2 wants to 
find the 1.00001. Since 1.00001 belongs to the circular interval [6,2) (since the prefix 
of 1.00001 is node id 1), it belongs to the third entry in DF0’s routing table. There-
fore, DF0 searches for 1.00001 in its local routing table.  

As mentioned above, we assign 8 bits to the local routing table. In an ad-hoc net-
work, the number of nodes may exceed the maximum number allowed. If such a 
situation arises, we need to install a new DF in the domain. Alternatively, all of the 
services may exist in the routing table for a certain interval (referred to as the time-to-
live value). When this value is expired, we delete the entry from the table. This is 
similar to the concept of leasing, which already is used for service advertisements.  

4   Lightweight Service Discovery Protocol 

The LSD (Lightweight Service Discovery) protocol, denoted by a dotted line in Fig-
ure 1, is one of the discovery protocols which is mapping into DF-agent-description 
and vice versa by using DM. We designed a new discovery protocol for mobile ad-
hoc networks. Such an environment, in which small handheld mobile devices with 
wireless connectivity communicate with each other, is vastly different from the tradi-
tional infrastructure-based environment. For this reason, a lightweight model is 
needed for the ad-hoc environment.  
The service discovery has focused on the service management layer dealing with 
services provided by devices (e.g. printers, multimedia-systems, sensors, etc.). In an 
ad-hoc environment, small handheld devices join and leave the network dynamically 
and the number of devices and services tends to increase. In the proposed service 
discovery protocol, we use a cache manager which registers information about the 
services offered by peers in the network. All devices in the network should listen to 
all advertisement messages and save the local cache for a given period of time. When 
a user wants to find a particular service, he or she first searches for it in the local  
 
 

Fig. 3. Light-weight Service Discovery Protocol Architecture 
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cache. If there is no information in the local cache, the user sends a request message 
using local-multicasting. Figure 3 shows the LSD architecture. 
     We use LSD to provide the user with a light version of the service discovery 
mechanism, whose full functionality can be obtained by using other discovery proto-
cols available in the AP architecture. We assume that the user wants to obtain light 
services such as printer services, audio-video services, fax services, etc. Thus, a com-
plicated architecture is not suitable for use as a discovery protocol in an ad-hoc net-
work. The LSD architecture shown in Figure 3 comprises three layers. The applica-
tion layer provides the user with applications such as an audio-video player and a 
printing application. The service management layer provides the services associated 
with discovery. The network communication layer is divided into two protocols. The 
first is UDP, which is used for multicasting; the second is TCP, which is used for 
unicasting. Advertise/request messages are sent using UDP, and the data is retrieved 
using TCP. We implemented LSD using Personal Java 1.2 and J2ME CLDC/MIDP. 
For this implementation, we used WinCE based iPAQ’s from Compaq and Jeode VM 
from Insignia Inc[14]. However, this architecture is a preliminary version, and we are 
now working on the development of a complete implementation. More details are to 
be found in [15]. The whole framework discussed so far may be summarized as fol-
lows. In an environment with little route stability, such as an ad-hoc network, broad-
cast service discovery/advertisement is likely to be more effective, as shown in LSD, 
On the other hand, more stable networks, which can exploit the greater capabilities of 
their powerful nodes, may be able to take advantage of a structured P2P algorithm 
such as DHT. The agent platform also enhances the functionality of the service dis-
covery mechanism. The proposed scheme combines these methods in order to solve 
the open scalability, dynamicity and interoperability problems which are susceptible 
to arise in highly dynamic, heterogeneous environments, such as ubiquitous networks. 
Based on these ideas, we present an initial implementation of the combined algorithm 
and related protocols, as shown in Figures 1 through 3. 

5   Conclusions  

As more and more people start using mobile devices such as PDAs, cell-phones, 
notebooks, etc. the need to connect them to the Internet for ubiquitous sharing and for 
accessing data will increase. An efficient service discovery infrastructure will play an 
important role in such a dynamic environment. In this study, we reviewed a number 
of existing service discovery frameworks and found that they all have one problem in 
common, namely, a lack of inter-operability within the network. In this paper, we 
introduced an agent platform designed to support open scalability by using D2HT and 
the lightweight service discovery protocol for ad-hoc environments. D2HT, which 
adopts the Chord algorithm for DF federation, is one of the main contributions of the 
proposed system. Unlike in the case of the Chord algorithm, in D2HT it is not neces-
sary to reconfigure the routing table when nodes join or leave the network. We are 
currently evaluating the performance of D2HT and working on the full implementa-
tion of LSD. In the second phase of our framework, which combines D2HT with 
FIPA-compatibility, we will add security and service management components to the 
framework.  

Platf ro m 
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Abstract. One of the most important aims of the Grid technology is using ge-
ographically distributed resources. Nevertheless, Grid environments have a great
problem: the system management is very complex because of the large number
of resources. Thus, improving the system performance is a hard task and it would
be advisable to build an autonomic system in charge of the system management.
The autonomic system must take decisions based on the analysis of the moni-
tored data of the whole Grid trying to improve the system performance. These
decisions should not only take into account the current conditions of the Grid but
the predictions of the further future behaviour of the system too. In this sense, we
propose a mathematical model to decide the optimal policy based on predictions
made thanks to the known past behaviour of the system. This paper shows our
model on the basis of the decision theory.

Keywords: Grid computing, Autonomic computing, performance models, pre-
dictive models.

1 Introduction

A Grid environment [Fos02] could be understood as the result of the geographically
distributed computing and storage resources. As system, we should try to get the best
performance in any kind of access to any grid element or the whole environment.

Although the Grid community has changed its directions towards a services model,
as is described in [FKNT02] and [CFF+], the high number of resources, which consti-
tute the grid, makes difficult the system management and therefore to obtain the maxi-
mum system performance.

In order to make easier the system management, administrators must not be in
charge of solving the whole system complexity and they could be helped by an au-
tonomic system. Autonomic computing [RAC] [Iac03] is used to describe the set of
technologies that enable applications to become more self-managing. Self-management
involves self-configuring, self-healing, self-optimising, and self-protecting capabilities.
The word autonomic is borrowed from physiology; as a human body knows when it
needs to breathe, software is being developed to enable a computer system to know
when it needs to configure itself and in our case study optimise itself. Taking decisions
based on the data analysis is one of the problems that must be solved if we want to
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obtain and use the strategy that optimises the system and maximises its expected per-
formance.

This decision problem, seen in the field of system analysis and evaluation, can be
found in another different areas. For example, in Health Sciences different strategies
have been studied to help to take decisions about the illness of a patient, analysing the
observed facts and symptoms found in him, like in [Dei] and [Abi99].

Sciences, like Phisics and Chemistry, are characterised by establishing deterministic
laws. Thus, if an experiment is repeated in same conditions, same results are obtained
because of they are defined by natural laws. Nevertheless, in our field, the usual sit-
uations are random and do not comply a natural law. Thus, it is necessary to make
a probabilistic data analysis based on the statistic regularity principle. This principle
states that if the number of repetitions of a experiment is large, its relative frequency
tends to be stabilized in the value represented by its probability.

This probabilistic data analysis should analyse the current state of the system. How-
ever, only this feature is not enough. It is required to predict the future system behaviour
to select the best strategy that maximises the expected system performance. We must in-
crease the system performance in a concrete point of time and in future actions. Nowa-
days, there is a lack of mathematical predictive models to take decisions suitable for
Grid environments. This paper shows a predictive model based on different techniques,
which are used in decision theory and could be used in an autonomic system to make
easier this hard task.

The outline of this paper is as follows. Section 2 defines the background of known
mathematical models used to build our approach. Section 3 describes our proposal,
which is based on the mathematical models shown below. Finally, Section 4 explains
the main conclusions and outlines the ongoing and future work.

2 Statistic Models

Getting the best strategy adapted to the necessity of taking decisions is a hard problem.
With the aim of simplifying it, first of all, we will use different known techniques.

2.1 Decision Theory

Keeney and Raiffa in [KR93] define the decision analysis as a procedure that helps to
people to decide when they have to face difficult situations.

The are several methods to select the best decision. Each one shows a different
perspective of tackling the problem.

Maximin. This method uses the criterion of selecting the action that has the best of the
worst possible consequences.

In this sense, it is possible that the selected action does not maximise the profit be-
cause the aim is obtaining a result that was not harmful. This method could be useful in
an autonomic system that wants to improve the response time of the set of applications
running over it without getting the minimum respond time of a particular application.

Expected Value. The idea of this method is assigning occurrence probabilities to each
event and select the decision whose expected value was the highest one. For calculat-
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ing the expected value of each action is necessary to add the result of multiplying the
assigned values to each action, if the event occurs, and its occurrence probability.

The problem is how to obtain the occurrence probabilities of the events. These prob-
abilities can be predefined or can be extracted from the past behaviour of the system. In
this last case, it would be necessary to accept that the system behaves in the future in a
similar way than in the past.

2.2 Decision Trees

In [RS61] the origins of decision trees can be found. Decision trees are a very useful
resource to represent decision problems composed of several decisions, making easier
the understanding and the resolution of complex problems.

In short, a decision tree is a probability tree that has three types of nodes:

1. Decision nodes. They have tree branches that represent possible decisions.
2. Chance nodes. They represent the possible states.
3. Value nodes. They are terminal nodes that indicate the utility associated to the taken

decisions and states visited.

A decision tree can be seen as a set of policies that indicate action plans. The evalu-
ation of decision trees aims identifying an optimum strategy, searching the strategy that
maximises the expected utility.

The use of decision trees is useful to represent system policies and how they af-
fect to the system. The disadvantage of solving the system using decision trees is that
the change state probabilities must be defined “a priori”, and this makes difficult the
prediction of future behaviours.

2.3 Bayesian Approach

One of the most important strategies to take decisions is the Bayesian approach. This
approach uses the famous Bayes theorem presented in 1763 in [Bay63].

The Bayes theorem is enunciated as the following: being A1, A2, ..., An a com-
plete system of events with probability different to 0, and being B another event whose
conditional probabilities are known p(B|Ai), then the probability p(Ai|B) is:

p(Ai|B) =
p(Ai)× p(B|Ai)

k∑
i=1

p(B|Ai)× p(Ai)

By using this theorem, we can represent an objective decision procedure taking into
account the appearance probability of a certain event based on real facts. This allows
us to calculate the probability an event happens while different additional information
about the occurrence or not of related event is incorporated.

In short, the steps of the Bayesian approach are the following:

1. Calculate the “a priori” probability that A event occurs.
2. Calculate the probability that different events occur which depend of A, knowing

that A has happened.
3. Calculate the “a posteriori” probability the A event occurs knowing that the other

events have occurred by means of Bayes theorem.
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The Bayesian approach is the most used selection method. In our case, it is not
useful to make predictions about the system behaviour. In conclusion, the Bayesian
approach allows us to know the probabilities of being in a certain state of the system
based on monitored data. But this does not allow us to infer which is the probability
that in the future the policy applied by this method maximises the system performance.

Although the Bayesian approach does not solve our full problem, it is an interesting
start point to calculate the initial probabilities.

2.4 Markovian Approach

The Markovian approach is based on Markov chains. A Markov chain is a stochastic
process that represents a system whose state can change. These changes are not prede-
termined, although the probability of getting the next state depending on the previous
state, is known [Dav93]. In addition, this probability must be constant along time.

Markov chains include in the probabilistic analysis remunerations, numeric value
associated to the transition between two states, without assuming nothing about the
indicated value nature. This value could include every aspect needed for the model,
as losses as profits. After a large number of steps, the transition probabilities between
states reach a limit value called stationary probability. This one can be used to take
decisions.

It is possible that the stationaries probabilities do not depend on the initial state.
In this sense, all probabilities tend to a limit value since we increment the number of
transitions among states. All states can be reached in the future and the behaviour does
not change along time.

A Markovian process is said to have decision if for each transition a variable can be
fixed and it is possible to choose between different sets of transition probabilities and
different values from associated remuneration.

A Markov chain with remuneration is created from the definition of policies, rules
that fixes for each state the value of the decision. For each policy it is necessary to define
the probabilities of transition between the different states and the existing remunerations
between them.

Due to the decision capacity of the system, the maximum remuneration in a large pe-
riod of time,is obtained. This maximum remuneration policy is called optimum policy.

In order to establish the optimal policy, two methods can be used:

1. Iterating in the state space until the system converge to a certain policy that max-
imises the expected remuneration.

2. Iterating in the policy space. It allows the problem to be solved in an infinite hori-
zon.

Thus, it will be necessary to define:

1. A matrix of transition probabilities between states.
2. A matrix of benefits or losses obtained when a transition between two states is

made. At first the predefined values of remuneration will indicate the obtained ben-
efits if this decision is taken.

3. The establishment of policies in the system. For each policy, probabilities and re-
munerations must be defined.
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Although the Markovian approach allow us to infer the probability to reach a certain
state in a further future (infinite horizon), it is necessary not to forget that the future
behaviour is random and we are only inferring its behaviour in a probabilistic way.

3 Proposal

The concept of grouping is fundamental in every aspect of the life. Edwin P.Hubble,
which is considered the founder of the observational cosmology, said in the thirties that
the best place for searching for a galaxy is next to another one, describing the concept
of galaxy grouping. Like in real life, computer science has a significant number of
groupings, such as process group or user group, which are used for representing sets of
objects from the computing field.

In a grid environment, the concept of grouping is very important. The use of dif-
ferent clusters that belongs to the grid generates the abstraction of the server concept,
entrusting to the cluster instead of the server the storage of the information. This causes
the need of knowing the parameters in a cluster level.

For knowing this parameters, a mathematical formalism should be defined. These
parameters could be monitored to improve the decisions about its performance. Two
types of parameters can be defined that must be managed by the system:

1. Basic parameters. They lead the operation of the system. By its influence on the
performance we might emphasise:

– Capacity (C). Occupation percentage of the hard disk of each server.
– Load of the Network (N). Busy rate of the network.
– Workload (W).

2. Advanced parameters. Parameters that have an influence in the performance of the
autonomic system. It is very important:

– Time window (T). Period of time in which the system monitors its perfor-
mance. It should be calculated depending of the environment.

But it is necessary to consider and monitor every node belonged to the cluster to
know the value of the cluster parameter. The parameter model based on the grouping
concept is shown in Figure 1.

There are different methods to figure out the cluster parameters based on the nodes
parameters. In the case seen in Figure 1, the parameters values for the cluster are the
worst values of all nodes that compose it. In this sense, the system makes decisions
based on the worst possible case. Other policies that the system can use are based on
other variants.

The autonomic management of the system must face the decisions taken in a certain
time trying to improve the future behaviour of the system. The decisions taken in the
present should consider the future previsions. For predicting, it should be very useful to
consider the past behaviour of the system.

In order to know the past behaviour of the system the events must be monitored each
certain period of time corresponding to the time window (T). Then, we can calculate
the occurrence probabilities of each event that are updated when new occurrences occur
into the system.
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Being G1, . . ., Gn clusters

where Gj = {S1, ..., Sm} ∀ i ∈ {1, ..., n}

Being Cji = Node capacity Si ∈ Gj

Then Cj = min Cji ∀ i ∈ {1, ..., m}
and Cj is the capacity in a parallel cluster Gj

Being Nji = load of the network to access to the node Si ∈ Gj

Then Nj = max Nji ∀ i ∈ {1, ..., m}
and Nj is the load of the network to access to the cluster Gj

Being Wji = workload of node Si ∈ Gj

Then Wj = max Wji ∀ i ∈ {1, ..., m}
and Wj is the workload of the cluster Gj

Fig. 1. Parameters model

The system evolves in a non deterministic way around a set of states. Due to this
behaviour, the system operation can be formalised following the lines indicated by the
statistical method of Markov chains. This statistical method provides the capability of
taking decisions.

The initial probabilities for the Markovian approach can be calculated from the data
acquired previously into the system. To obtain the values of probability considering
the parameters that have an influence in the performance, the Bayesian approach with
the formula of the inverse probabilities can be used, calculating the probability that
the parameters of the system take certain values in a certain state. By means of Bayes
theorem, the inverse probability can be obtained, that is, the probability of staying in a
state when parameters have certain values.

This probability calculated for the state changes will not be determinate but it varies
with the changes that occur into the system. The Markovian approach defines the proba-
bility of reaching a state as a constant, but our model must allows changes of probability
along time.

Considering that the obtained probabilities of the system study will vary along time
and the predictions can change, the system must be represented by different Markov
chains. Each Markov chain will formalise the future operation of the system in a certain
moment. A homogeneous operation of the system is assumed so that the probabilities
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obtained by the data analysis in the past are taken as reference in the future to predict
the system behaviour. Therefore, we build a new Markov chain each T time.

On the other hand, everything that helps to make better predictions should be taken
into account. Therefore, the autonomic system should make possible the use of hints
of the future system performance. To do this, the autonomic system must modify the
remuneration predetermined to the transitions between states based on the extracted
knowledge of the use of hints. The hints could change the predefined values of benefit
assigned to the Markov model, fitting better the behaviour predicted of the system.

The number of states depends on the number of parameters that define the system. In
a first approach, for each parameter, it should be advisable to define a state that represent
its normal values, another with optimal values and a last state for values that make worse
the system performance. The number of states by parameter could be increased to model
in a better way the system, but the complexity of the problem grows exponentially and
requires huge calculation time than it could not be assumed if a real time analysis is
desired.

After a certain number of transitions sufficiently high, the information of the initial
state will have been lost, and the probability that the system will be in a state will
depend on this one. In this sense, predictions of the behaviour of the system can be
made because the possibility of being in a state is known and it is possible to take
decisions based on the collected data.

For the inclusion of the decision policies in the system and mainly with the aim
of formalising its representation, decision trees can be used. In this sense, policies are
represented by means of decision trees, but the Markovian approach will be applied to
solve the optimal policy, being able to take decisions based on the values of transition
probability between predicted states.

The different defined policies that manage the system operation can be transformed
into a Markov chain with remuneration. Its evolution will be defined by an evolutionary
sequence that follows a Markovian decision process that affects to the transition to
the following stage. This kind of systems is denominated E/D (Evolution/Decision)
systems.

4 Conclusions and Future Work

In this paper we have deeply analysed the way of obtaining a better performance in
a Grid environment by using an autonomic system. We propose to improve the taken
decisions selecting the optimum policy. This optimum policy should not only take into
account the current conditions of the Grid but the future behaviour of the system. We
have analysed different mathematical approaches to get the benefits that can contribute
to our model.

In summary, our goal is to make a prediction about the future behaviour of the
system according to the analysis of the current and the past system states. Thus, it will
be necessary to do the following steps:

1. Finding the occurrence probabilities of being in a certain state, the values of the
system parameters are in a certain rank. Thus, system logs and different monitoring
tools could be used.
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2. Finding the probability that the system is in one or another state knowing that the
parameters of the system have a certain value by means of the Bayes theorem.

3. Creation of the initial matrix of probabilities of transition between states, from the
previously collected data.

4. In case of the use of hints, it will be necessary to modify the matrix of remunerations
obtained previously based on these ones, which indicate the future operation of the
system. Thus, it is necessary to increase the remuneration in the transition towards
those states that have a greater probability of occurrence according to indicated in
the hints.

5. Calculating the matrix of remunerations, trying to lead the system towards the most
beneficial states to reach an improvement in the system performance.

6. Establishment of policies in the system formalising them by means of decision
trees. The Markovian problem will be affected so that the previous matrices can
have different probabilities and remunerations for each policy.

7. Resolution of the problem of searching the optimal policy that maximises the ex-
pected remuneration following the proposed Markovian approach. This will be the
decision that will be taken in real time on the system to improve the future perfor-
mance of such system.

As future work, we aim to adapt this mathematical model to a real environment.
Furthermore, we want to study the increase of the number of states that define the
problem to adapt it in a better way to environment changes, and how this affects to the
computing time. Finally, we will analyse different monitoring tools to find one which
can be adapted to our needs and, therefore, which allows us to measure new important
parameters.
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Abstract. Spatial Analysis is a relatively young discipline, descending from a 
modelling tradition where the analyst possesses all the knowledge and qualities 
that lead him/her to the definition of the optimal model. Numerous spatial 
analytical techniques are available these days in general-purpose GIS software, 
but their user interfaces are dry and do not offer structured choices in pull-down 
menus, as they do for more conventional operations in GIS. The average GIS 
user is often unprepared to identify the right solutions without guidance. 
Defining optimizing criteria and introducing them in structured software 
interfaces appears to be, at present, the best means to promote a widespread and 
appropriate use of spatial analysis. Defining such criteria constitutes at the same 
time an important line of research, potentially capable of furthering the 
theoretical underpinnings of the discipline, aiding its transition from infancy to 
maturity. 

1   Introduction 

As more and more sophisticated methods for spatial analysis become available, an 
increasing level of knowledge and understanding is expected on the user. The 
emergence of local as opposed to the more traditional global methods is the most 
recent example: which method is more appropriate for a given spatial process? A 
global estimator, which addresses the inefficiency induced by spatial autocorrelation, 
or a local one, that best deals with local non-stationarities? Is the average GIS user 
prepared to answer this question and to make the choices that stem from this 
decision? This paper outlines a discussion of the dangers that may arise when a non-
expert user applies a powerful statistical technique, which requires delicate and 
informed choices, liable to alter the results of the analysis. The alternative solution is 
providing the inexpert user with a handful of guided choices, thus shifting the burden 
to the developer of the analytical software. The latter solution presents several 
advantages, and may be at present the most appropriate.  

1.1   Background 

When, in my lecture on multivariate statistics, I introduce principle components 
analysis, I start the lecture by writing on the board a bunch of variables and I ask my 
students to organize them into groups, in order to reduce their number. Every time, 
each class proposes several alternative groupings, all equally legitimate. In 
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commenting the subjectivity of that exercise, I have occasionally used the term 
alchemy: the alchemist believes that he can extract gold from some less noble 
minerals, and he proceeds, guided by his religious and philosophical creed, to 
implement methods and make choices, some right, some wrong, but he cannot count 
on a rigorous methodology to determine specific procedures, temperatures and 
reagents, which would vary depending on the mineral at hand, the available tools, and 
environmental conditions. And he usually fails to achieve his goal. 

Does an objective and rigorous method exist, to extract, if not gold, at least some 
meaningful groups from our set of variables? It certainly does: there exists a scientific 
method, based on the computation of correlations, eigenvectors and eigenvalues; 
rigorous and objective, applicable to any set of variables, and capable of guiding any 
researcher to identical results: it is what we call principal component analysis. Once 
the method has been applied, one must complete the next stage: the interpretation of 
those golden components. And here all the textbooks say more or less the same thing: 
the components, mathematically derived, are often difficult to interpret: it is up to the 
researcher, based on their sensibility and knowledge of the data, to understand and 
define the sense of those components [14; 11]. I suspect that my students fail to catch 
the subtlety, but I still feel that in this stage we are playing the alchemists again!  

In the introductory class to my “advanced spatial analysis and modelling” class, I 
define spatial analysis1 and place it in the context of GIS, I than encourage a discussion 
on the definition of GIS: the already classic debate between Geographic Information 
Systems and Science [4]. After the ritual oscillations, the class usually reaches a 
consensus on the idea that spatial analysis is the element which, more than any other, 
contributes to make GIS a Science. Once, however, a student surprised me by proposing 
the thesis that GIS is nor a System or a Science, but an Art. I believe I reacted to that 
comment with an intrigued smile but, having to pacify the rest of the class, I concluded 
that the definition of Art is not wrong, but certainly more appropriate to such sub-
disciplines of GIS as cartography and visualization, than to spatial statistics. 

Alas! While discussing the optimal number of variables in a multivariate model, 
the choice among different models, or the strategies to optimize their properties, I 
have caught myself stating that spatial analysis is an art! And the more I think about 
the techniques we use and the ways in which we use them (principal component 
analysis is only a trivial example – not necessarily applied to spatial data), the more I 
tend to think that that definition, apparently so extravagant, is in fact appropriate for 
spatial statistical analysis. Indeed, I tend to think that it is the only definition that can 
provide a key to resolve such contradictions as the one between the rigor of a method 
and the subjectivity of its interpretation. 

2  Art and Science of Spatial Analysis 

The lack of objective criteria in spatial statistical analysis certainly is not a new 
problem; the novelty is in the increasing availability of routines for the 
implementation of such analyses in standard commercial GIS software. Consequently, 

                                                           
1  I am using the term spatial analysis to refer to models and quantitative techniques beyond 

simple operations such as overlay, spatial queries, buffering, etc., which yet are often termed 
spatial analysis in introductory GIS textbooks; see, for example, [6]. 
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an ever growing number of users daily approaches such analyses, but often get 
trapped when questions arise to which they do not know the answer. What is even 
more disconcerting is the range of results that can be obtained from the same analysis 
by only varying some of its parameters2.  

What is important, in such situations, is not really which parameters are chosen in 
a specific application, but whether some criteria (and if so which criteria) should be 
set to guide such choices, or the choice of the parameters should be left to the user’s 
discretion. The latter question may be tackled only by considering the skill and 
knowledge that may be expected from the user, and in turn it opens a wide range of 
solutions. On one end of the spectrum are the ad hoc solutions, subjective and specific 
to each application: what I take the liberty of calling Geographic Information Art, 
where the choice is left to the user’s sensibility, from which the final results of the 
analysis depend. By narrowing down the possibilities, establishing borders and 
suggesting paths, one reaches the other end of the spectrum: the definition of 
objective and rigorous criteria. Defining such criteria corresponds to what is 
commonly known as Geographic Information Science, but such science3 is usually 
exerted by those who are behind the commercial software, and the user can only 
choose within a narrow range of options, following the instructions provided.   

How many variables should a regression model contain? What is the best cell size 
in a point pattern analysis? What is the ideal degree of the polynomial in a trend 
surface analysis? How many intervals should be defined for a variogram? Is a 
multivariate model better than an autoregressive one?  These are the questions that my 
students ask me every day. But who are my students? The typical audience of my 
lectures consists of students of a Master in GIS: they are graduates, they often have a 
considerable background and experience, and in a few months they will go and work 
for the private industry or some government agency, as high level technicians or 
managers, with tasks involving the diverse GIS applications: from urban planning to 
national park management, from sales organization to the management of coastal 
traffic. They are the professionals who, within a few years, will use the science and 
the technology to direct the future of our planet. But there is more to this. A few years 
ago I was myself employed in the private sector, working in the GIS industry in 
Europe: the average specialization level was perhaps slightly lower, the applications 
equally ambitious, the problems to solve equally important. And the questions that my 
colleagues used to ask me every day were just the same. Why are the questions 
always the same? Is there a fil rouge that connects students and professionals, through 
diverse applications, in different countries and continents, and throughout the years? 

2.1   Science and Users 

Considering the series of questions that systematically puzzle the various users, it is 
clear that those questions do have at least one, apparently trivial, common trait: they 
are all questions to which no answer is provided in the pull-down menus of 
commercial GIS software. The average GIS user does not know the answer to those 
questions, gets hampered and, incapable of finding himself a solution, must revert to 
his instructor or his more expert colleague. 
                                                           
2 The range of variation depends both on the routine and the data employed. 
3 I will not attempt a discussion on the definition of science in this context. 
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The scenery that is emerging is indeed disconcerting: these people, who should call 
themselves GIS professionals, behave instead as simple users. The analyses that these 
professionals conduct are the scientific ground for the “big decisions” that concern 
our future: safety of high speed trains, environmental impact assessments, etc.… Yet 
these professionals are experts in data management, they are masters in representing 
phenomena via vivid and effective maps, perhaps they know which analyses are the 
most appropriate, but when it comes to defining the details of such analyses –
important details, liable to change their results- they do not have enough knowledge, 
they do not have enough critical judgment to be able to choose the appropriate 
parameters. And they must revert to someone else’s advice. 

I find the situation preoccupying, and I am personally convinced that this tendency 
is not limited to the GIS world, but pervades already the many disciplinary and 
professional realms where user-friendly interfaces have replaced the traditional 
systems, where the users were expected to have some knowledge and understanding 
of the tool they were using. Ten years ago Umberto Eco [8] referred to the former as 
Catholic, the latter as Calvinistic systems. I find Eco’s (ibidem) essay, though ten 
years old, disconcertingly current. What should be noted of these ten years is the turn 
undoubtedly catholic imposed by Windows on the old DOS, and I believe that very 
few doubts are left about the triumph of such Catholicism and its champion4. I believe 
that  if the community of professionals -of GIS and beyond- has slowly become a 
community of users, much of the responsibility should be attributed indeed to the 
unquestioned supremacy of that operating systems, which interfaces the software 
environment to which these professionals –to which indeed we all- are accustomed: 
the reassuring environment of the pull-down menus, where the user is never asked to 
make a real choice, where indeed the possible choices have been delimited by the 
software developer, and all the user is expected to do is choose one of a fistful of 
alternatives.  

In this protecting and comfortable world, users are well aware that everyone is 
entitled to reach --if not the Kingdom of Heaven--the moment in which their beautiful 
map is printed; and it is only natural that they feel bewildered when they cannot 
obtain, with the same ease and confidence, the end results of their spatial statistical 
analyses. Addicted to the catechistic approach, they ask to be taken by the hand and 
guided in any choice: they cannot make the transition from users to professionals of 
GIS. They cannot exert the Art of spatial statistics. 

2.2   Art and Professionals 

Trying to define Geographic Information Art cannot proceed without a definition of 
art: an objective that exceeds by far the scope of this paper. Perhaps an acceptable 
idea is that art is associated with something that is esthetically pleasing. Is this the art 
that is required to perform good spatial analysis? I think that very few people would 
get aesthetic pleasure from a well calibrated spatial analytical model! On the other 
hand, very few –I believe- can appreciate that a good statistical model is not made 

                                                           
4  This is not the appropriate place to discuss the destiny of the Macintosh and its influence on 

the dominant doctrines. 
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only of sound theories and rigorous applications. A good spatial analysis is certainly 
made of experience, theoretical knowledge, an in-depth understanding of the 
techniques, but also, and perhaps most of all, of intuition, logic, sensibility, 
intelligence, perspicacity: in short, of that set of personal qualities that make some 
individuals artists. Choosing the optimal number of parameters in a multivariate 
analysis; identifying the function that best approximates the crucial properties of a 
distribution; interpreting the components defined by correlations in a vector space; all 
this requires knowledge and understanding of the phenomenon under scrutiny – what 
is known as the spatial process. What is needed therefore is an abstract and 
theoretical knowledge of the analytical tools, a practical and applied knowledge of the 
spatial process, not less than those ineffable individual talents that make each 
individual take different choices: some better, some worse, some right, some wrong. 

We have always thought that GIS fulfils its artistic vein in the production of the map: 
an exercise in color matching and relief rendering, whose result can indeed give aesthetic 
pleasure. But the age of hand drawn maps is long gone! When I think about the production 
of those contemporary beautiful maps, I can only picture a user who mechanically selects 
from a pull-down menu pre-packaged ranges of color and contrasts of light and shade; and 
when I think about the work behind that user, I picture a programmer who encodes light 
and colors in a dry and rigorous language. Paradoxically, it is indeed in the phases of 
definition and implementation of statistical analysis that the user is required to be a bit of 
an artist, he is asked to make difficult and subjective choices, it is expected that he can 
reach, by himself, the end results of the optimal model. And this is because spatial 
statistics descends from a modeling tradition that knows no users, but only professionals 
that have all the qualities that it takes: a deep knowledge of the theories on which the 
techniques are based, a profound comprehension of the spatial process under scrutiny, and 
finally those individual artistic talents that make only some persons reach the right model: 
the Art that complements the Science. 

2.3   The Coming of Age of Spatial Analysis  

I believe I am (and I am considered) a supporter of GIScience, and even more so a 
promoter of spatial analysis as a qualifying element of GIS. I also share the 
proclaimed needs for standardization and interoperability in GIS; I share them so 
much that I am myself suggesting that also spatial statistical analysis should 
implement uniform criteria, such that they can result in software solutions capable of 
making all users converge to an identical result. I am so convinced of it that a great 
deal of my recent work aims at the definition of criteria, flexible yet consistent, for the 
assessment of spatial autocorrelation in spatial regression models [5]. 
     Am I thus siding with GIScience, much to the detriment of GI-Art? Faced with the 
widespread and criticized inaptitude in the professional practice of spatial statistical 
analysis, am I claiming to myself and a handful of colleagues (almost a sect) the 
right/duty of guiding users in the choices that they are not ready to make by 
themselves? Are we indeed (myself and my sect of spatial analysts) taking the role of 
catechists that we have criticized in those who have undertaken a lead role in software 
interfaces and operating systems? Does it make sense, these days, to propose uniform 
and optimizing criteria, as opposed to letting the users make their own choices? My 
answer is twofold. 
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     On a superficial level, I observe a deep gap between the structured procedures for 
standard GIS operations served on a silver plate by GIS software on one hand, and on 
the other hand the almost complete lack of guidance in the interfaces of specialized 
spatial analytical software5. I am afraid that, to this day, GIS users are not ready to 
make independently the required choices, and the reaction of the user community to 
this impasse takes different forms, ranging from the incorrect use of spatial analytical 
techniques to –even worse- the disregard or even refusal of techniques which are 
difficult to understand and demanding to implement. 
     There is, however, a recent tendency to fill that gap, by means of software 
products packaged with more interactive and cheerful interfaces, more inclined to 
take the user’s hand and guide him step by step – Anselin’s GeoDa [1] is perhaps the 
best example. I am pleased to notice that such tendency is matched by the literature: 
traditionally spatial analysis textbooks were unfriendly and specialized [7; 9], and 
there was a deep gap between these and introductory texts -indeed only very 
introductory and general texts. Some recent textbooks [2, 12] approach the subject 
from the round, basic concepts, and push it up to the most recent and advanced 
developments of the discipline. Providing a more structured set of solutions, by means 
of guidelines and criteria, may prove to be the best way to encourage a more 
widespread and appropriate use of spatial analysis. The tendency that is appearing 
both in software and textbooks is not only reinforcing the validity of structured 
interfaces, it also suggests a further means to promote knowledge and an appropriate 
use of spatial analysis: teaching it since the early stages of university and college GIS 
programs. This permits not only to build the necessary foundations, but also to 
promote an appreciation for spatial analysis, by showing that it represents a necessary 
tool in the toolbox of the GIS professional.   
     On a deeper level, I am convinced that a common criterion, an “objective” 
criterion, if not a universal solution – in many cases does indeed exist. In the 
discipline of geography we are not accustomed to searching for such criteria, as we 
often “let our data speak”, an attitude that may lead to a dangerously wide span of 
solutions. In my quest for a uniform criterion for the measurement of distance in a 
spatial autocorrelation model, the objective is measuring the variance associated with 
the regression model [5]. My work therefore represents an example of how the quest 
for a standardizing criterion represents by itself an important theoretical solution for 
the discipline.  
     Spatial analysis is a relatively young disciplinary field, where many of the current 
solutions are borrowed from other disciplines [3]: such solutions are consequently 
necessarily limited in scope and meaning, sometimes so crude that in attempting to 
solve one aspect of a problem they open up a new one. Such strategies might have 
been acceptable during the infancy of the discipline, but presently a call is heard from 
many parts, both within an outside the spatial analysis community [10; 13] for spatial 
analysis to develop a body of its own theories and techniques, such as to tackle the 
root of the problems, and to provide, in the long term, encompassing solutions, such 
as to open new research frontiers and to define a mature and independent discipline. 
Instrumental to the evolution of the discipline is the diffusion of a spatial analysis 
culture, awareness of the available techniques and of the benefits that the application 

                                                           
5 By they stand-alone programs, or modules of lager packages. 
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of such techniques can provide: on one hand the superiority of specifically spatial 
techniques in contrast to traditional methods, on the other hand the complementarity 
of such techniques to other methods for the comprehension of spatial processes. In 
order to achieve a spatial analysis culture it is necessary that a growing number of 
users and professionals be willing to use the techniques, but it is also necessary that 
such techniques be used in a rigorous and correct manner. 
     Providing criteria and guidelines may be simply a means, necessary in a specific 
historic phases, but it might be the only possible and practicable means, because it is 
the best means to communicate in the only language (the software interface) spoken 
today by professionals and users all over the world.    

3   Conclusion  

Spatial analysis is a young discipline, descending from a quantitative tradition in 
which the analyst possesses all the knowledge and skills that make him achieve the 
best model. Numerous analytical techniques are available today in standard GIS 
packages, but their user interfaces are arid and do not offer structured options in pull-
down menus, as it is the norm for most standard GIS operations. The average GIS 
user is often incapable of identifying the best solutions in the absence of guidelines. 

The definition of optimizing criteria and their inclusion in structured interfaces of 
GIS software may constitute, in the present historic phase, the best means to promote 
a widespread and correct use of spatial analysis. The definition of such criteria 
represents, at the same time, an important line of research, potentially capable of 
developing the theoretical bases of the discipline, helping its transition beyond the 
threshold of infancy. 
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Abstract. This research focuses on examining point pattern distributions over a 
network, therefore abandoning the usual hypotheses of homogeneity and 
isotropy of space and considering network spaces as frameworks for the 
distribution of point patterns. Many human related point phenomena are 
distributed over a space that is usually not homogenous and that depend on a 
network-led configuration. Kernel Density Estimation (KDE) and K-functions 
are commonly used and allow analysis of first and second order properties of 
point phenomena. Here an extension of KDE, called Network Density 
Estimation (NDE) is proposed. The idea is to consider the kernel as a density 
function based on network distances rather than Euclidean ones. That should 
allow identification of ‘linear’ clusters along networks and the identification of 
a more precise surface pattern of network related phenomena. 

1   Introduction 

This research is focused on examining point pattern distributions over a network, 
therefore abandoning the usual hypotheses of homogeneity and isotropy of space and 
considering network spaces as frameworks for the distribution of point patterns. Many 
human related point phenomena are distributed over a space that is usually not 
homogenous and that depend on a network-led configuration. That is the case of 
population or commercial facilities, which locate in space depending on road network 
infrastructures. The study of networks themselves can also be biased by assumptions 
on homogeneity and isotropy. The problem of analyzing networks and their 
influences over space can be reduced to analyzing their point structure, as proposed 
by some authors ([1]; [2]), but the consequent analyses focus on clusters in a 
homogenous space. 

The starting point of the present research is point pattern analysis, which both in 
spatial analysis and GI science is commonly adopted and used. Kernel Density 
Estimation and K-functions (Ripley’s and Diggle’s) are commonly used and allow 
analysis of first and (reduced) second order properties of point phenomena. Authors 
([3]) have proposed methods for estimating K-functions over a network structure. 
Here an extension of KDE, called Network Density Estimation (NDE) is proposed. 
The idea is to consider the kernel function as a density function based on network 
distances rather than Euclidean ones. One of the advantages of such estimator is that it 
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should allow identification of ‘linear’ clusters along networks and a more precise 
surface pattern identified of network related phenomena. NDE could find application 
in ‘traditional’ environment of KDE, as population analysis, crime studies, retail 
analysis, and network studies. 

2   Point Pattern Analysis: Density Estimation  

When dealing with a point pattern, authors like Bailey e Gatrell ([4], [5]) consider 
events, referred to observed phenomena over a point distribution, and points, referred 
to all the other places in the study area. The simple observation of events’ distribution 
over space can provide initial information on the structure of the distribution, but 
more refined analytical instruments are needed for more in depth analysis, and 
particularly to identify clusters or regularity in the distribution.  

Quadrat analysis is one of the means of ordering the pattern of a distribution of 
events within a region R. The procedure involves dividing the study region in sub-
regions having equal and homogeneous surfaces, or quadrats1. The following step 
consists of counting the number of events falling in each sub-region (quadrat) in order 
to simplify and group the spatial distribution. 

The number of events therefore becomes an attribute of the quadrat. It is then 
possible to represent the spatial distribution by means of homogenous and easy 
comparable areas. Density analyses become possible using an easy to use and to 
compute method ([6], [7]).  

The method has some disadvantages, as the loss of information from original data, 
as well as different levels of arbitrariness deriving from: 

- The choice of quadrat dimension; 
- The orientation of the grid; 
- The origin of the grid. 

Different analyses could be computed, changing a grid’s origin or the quadrats’ 
dimensions. One of the solutions involves considering the number of events for each 
area unit within a mobile ‘window’. A fixed radius is chosen and we hypothesise to 
centre it in a number of places in the space, where events are organised in a grid 
superimposed to the study region R. An estimate of the intensity in each point of the 
grid is therefore provided. This generates an estimate of the variation of the intensity 
smoother than that obtained from a fixed grid of square cells superimposed.  

Such method is very close and at the basis of the procedure called Kernel Density 
Estimation (KDE).  

The kernel consists of ‘moving three dimensional functions that weights events 
within its sphere of influence according to their distance from the point at which the 
intensity is being estimated’ ([6]).  

The general form of a kernel estimator is 
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1 Other tessalations of space are also possible, as triangles, hexagons or other polygonal shapes. 



128 G. Borruso 

 

where ( )s
∧
λ  is the estimate of the intensity of the spatial point pattern measured at 

location s, si the observed ith event, k( ) represents the kernel weighting function and 
τ  is the bandwidth. 

For two-dimensional data the estimate of the intensity is given by 
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where di is the distance between the location s and the observed event point si. The 

kernel values therefore span from 
2

3

πτ
 at the location s to zero at distance τ  ([6]). 

The kernel density estimation function creates a surface representing the variation 
of density of point events across an area. The procedure can be organized in three 
steps ([8]) 

- A fine grid is placed over the study region and the point distribution 
- A moving three-dimensional function visits each cell and calculates weights 

for each point within the function’s radius (threshold). 
- Grid cell values are calculated by summing the values of all circle surfaces for 

each location. 

3   Network Density Estimation (NDE): The Algorithm  

Kernel Density Estimation allows finding out clusters in point pattern distributions 
over a study area particularly highlighting ‘circular’ clusters. However clusters can 
appear also following different distribution schemes as network-led spaces. Here a 
procedure for considering network spaces in a point distribution is presented. 

The algorithm foresees in particular the modification of the searching kernel 
function from a circular to a network-based service area. 

Steps in the algorithm:  

1. selection of a point process (i.e., population, ATM, robberies, services’ 
locations) ; 

2. generation of a regular grid over study area;  
3. generation of centroids of cells belonging to regular grid overlapped to study 

area; 
4. definition of a bandwidth; (same process as Kernel Density Estimation) 
5. selection of a network;  
6. computation of service area analysis from cells’ centroids over network 
7. overlay (= spatial intersection) of service areas and point process; 
8. count of point (events) per service area; 
9. assignment of count (= weight; relative density, etc.) to cell centroid;  

9a.    if necessary, before visualising density surface a further interpolation could be 
performed between cell’s centroids in order to smooth the density surface] 

10.  Visualisation of density surface. 
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The derived density function reflects the network structure of the space. Point 
processes are therefore analysed rejecting the hypotheses of homogeneity and 
isotropy of space, considering the network-driven structure of the pattern. The density 
function is therefore not the result of a circular search radius but of a network-shaped 
one. Doing so allows evaluating more precise densities of network based phenomena, 
as ATM locations, burglaries, etc. One of the advantages in using such modified 
kernel density estimation is that clusters can be more easily detected when 
phenomena group along a street or a road, what is not always perceivable in 
traditional, Euclidean KDE.  

4   Network Density on Point Patterns: Applications 

4.1   Kernel Density Estimation on Networks 

An application of the Network Density Estimation procedure was carried out using 
GIS software and spatial statistical packages considering different phases and steps. 
The example considered starts from a research on network structures, where KDE 
algorithm was used to highlight network spaces starting from the spatial distribution 
of nodes ([2]). In that occasion a network density analysis was performed over a point 
distribution consisting of nodes of a road network. It was assumed that the network 
structure could be simplified by using nodes instead of arcs and therefore compute a 
density analysis. The aim of the network density analysis was the identification of 
network spaces and particularly centres of urban areas and settlements. As KDE 
allowed the identification of peak areas corresponding to higher concentration of 
nodes - junctions in the road network – centres and subcentres in urban areas and peri-
urban settlements could be highlighted.  

 

Fig. 1. Kernel Density Estimation computed over road network’s nodes distribution in the 
Trieste (Italy) city centre. 250 m Bandwidth (Density surface produced using CrimeStat 1.1 – 
[9]) 
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Figure 1 shows the results for a KDE performed over the road network of Trieste 
city centre (Italy). A 250 m bandwidth was chosen and nodes were weighted by the 
number of arcs converging to each node. The bandwidth of 250 m generates a surface 
that presents several peaks and therefore seems more suitable to highlight local 
interaction phenomena. Darker areas represent clusters of highly connected junctions 
in the road network. The density decreases as one moves from the ‘centres’, 
characterized by high values of road transport network density.  

Although interesting results can be found in the analysis of network structure and 
shape, particularly when they are compared with the built environment’s distribution, 
some limitations in the use of a ‘pure’ KDE to network point datasets exist. When 
dealing with network structures in fact the spatial configuration of point distribution 
over a network cannot be considered as lying onto a homogeneous and isotropic 
space.  

Such a limitation become particularly evident when linear clusters appear. Using 
KDE, which relies on a circular searching function, such kind of clusters are not 
always detected. A network density estimator therefore appears as a more suitable 
solution for highlighting a network’s structure and orientation. 

4.2   Network Density Estimation  

A initial version of the Network Density Estimation algorithm was implemented to 
adapt density analysis over network spaces. As suggested in paragraph 3, one of the 
steps of NDE involves the creation of service areas for each grid cell’s centroid. 
Service areas were therefore used to simply count the number of nodes falling inside 
and then assigning such value to cell’s centroid. In this initial application of the 
algorithm the proximity of the events to centroids into the service area was not 
considered.  

 

Fig. 2. Network Density Estimation computed over road network’s nodes distribution in the 
Trieste (Italy) city centre. 250 m Bandwidth. (Density surface produced using CrimeStat 1.1 – 
[9]) 
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Service areas were computed in a GIS environment, as well as the nodes’ count 
and assignment to service areas’ centroid. As not all of the cells’ centroids fall onto 
the network or close to it, not all of the grid cells were filled with density values. To 
avoid the presence of ‘holes’ in the final graphical representation of the results, the 
values from the density analysis were interpolated to obtain a KDE-like density 
surface. Interpolation was performed using a spatial analytical package. 

Figure 2 shows the results of the NDE performed over the road network of Trieste. 
The 250 m bandwidth was used to compute distances over the network rather than in 
the Euclidean space. Nodes – junctions – were counted and weighted by the number 
of arcs converging to each node.  

Centres highlighted by higher values of network densities can be spotted in Figure 
2. If we compare the results from the NDE with those previously obtained with the 
KDE we can notice different peak areas in the NDE analysis particularly in the 
western part of the map and a lighter one on the north-eastern part. Such peaks seem 
to be more consistent with the pattern drawn by the real road network.  

5   Conclusions 

The first applications of the Network Density Estimation procedure provided interesting 
results in highlighting network-driven distributions of events in space and therefore 
reducing the hypothesis of homogeneity and isotropy of space that to some extent is 
contained in the Kernel Density Estimation algorithm. NDE performed over road 
network’s junction distribution highlights in particular clusters following the orientation 
of the network, showing network spaces and centres in a more proficient way. 

Further research will involve tackling different open issues, both regarding 
network density analysis and concerning the study of other point-like phenomena 
distributed over a network space.  

With reference to the ‘pure’ network density analysis there is the need to 
implement the NDE’s steps within an algorithm in a complete GIS or spatial 
analytical environment. A distance-weighting function should be inserted to weight 
events according to the distance from the service areas’ centroid. 

With reference to the applications of the algorithm, when continuing the 
experiments on networks’ spaces minor, linear settlements should be considered to 
test clustering along main roads. An application of the algorithm to real transport 
networks should also involve the directional constraints an urban network usually has, 
as one ways and limited access arcs. That should interestingly affect the shape of 
service areas obtained and offer different network density areas in an urban 
environment.  

Finally the algorithm should be performed over other point datasets, as ATM, post 
office, retails, etc. in order to study their distribution along networks in urban and 
extra-urban areas.  
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Abstract. Bird populations are known to be affected by climate and habitat 
change. Here we assess on a continental scale the relationship of a bird popula-
tion index for the Pied Flycatcher (Ficedula hypoleuca) with spatially explicit 
long-term climate data. For 1971-2001 and using multiple linear regression and 
AIC selection methods for candidate models we found that log-transformed 30 
year long-term fall bird monitoring data from Rybachy Station (Russia), Baltic 
Sea, can be explained by 40% with monthly mean temperatures in the West Af-
rican wintering grounds; the positive relationship suggest that increasing bird 
numbers are explained by increasing mean November temperatures. Precipita-
tion, European fall, spring and breeding range temperatures did not show a 
strong relationship, nor with bird monitoring data from two other international 
stations (Pape and Kabli). Our findings help to improve hypotheses to be tested 
in the poorly known wintering grounds. However, due to various biases care 
has to be taken when interpreting international long-term bird monitoring data. 

1   Introduction 

For several decades, there has been an increasing interest in the trends shown by bird 
populations, including passerines [1]. The accuracy of such estimates, especially for 
common species, may be questionable and therefore ornithologists brought forward 
indices such as from Breeding Bird Surveys (BBS), Common Bird Censuses (CBC) 
or standardised long-term trapping projects. In Eurasia for instance, standardized bird 
trapping projects are run since the 1950s, and increasingly since the 1970s, e.g. Op-
eration Baltic, Mettnau-Reit-Illmitz-Program of Vogelwarte Radolfzell, projects run 
by the Biological Station Rybachy in Russia and Chokpak Ornithological Station in 
south Kazakhstan [2],[3],[4],[5],[6]. 

The aim of this paper is to investigate whether the use of long-term datasets origi-
nating from standardized trapping projects is representative of populations in time and 
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space, i.e. whether the dynamics of local trapping figures are a good indicator of the 
overall population dynamics which were already suggested to be determined by cli-
mate [7]. There are good reasons to believe that numbers of a migratory passerine 
population are related, among other factors, to their breeding performance and to 
survival rate in winter quarters [8], [9],[10]. Due to our currently incomplete knowl-
edge of density dependence and songbird populations [11] we do not address this 
subject in this study. 

Population size is also likely to be linked to habitat. However, on a continental 
scale we are lacking habitat data with a fine resolution in time and space. The best 
data available for these purposes is the widely known and used HYDE and SAGE 
data [12], which does not indicate relevant changes between 1970 and 1990 for our 
study area (Huettmann and Chernetsov unpublished). Therefore, we only deal with 
climate data here. 

In order to address the questions outlined above, we related long-term trapping 
data from three different stations on the eastern Baltic coast on the same flyway to 
large scale climate information from the presumed breeding grounds, winter quarters 
and migratory stopover areas in fall and spring. Although climate is known to vary 
spatially, so far, no true spatially explicit climate link has been made for bird monitor-
ing data. We selected the Pied Flycatcher Ficedula hypoleuca - a nocturnal migrant- 
as our model species because of all trans-Sahara passerine migrants, the best dataset 
was available for this species. It is known that fall numbers for this species are con-
sisting mostly of young birds. Using the best available scientific long-term data for 
birds and climates to investigate the outlined question, we assumed that if abundance 
indices derived from trapping data are reliable, a relationship between regional-scale 
climate fluctuations and bird trapping numbers should be found, since climate is re-
ported to be a proxy for survival [13]. An important outcome of this investigation is 
also to learn about the magnitude of the link between climate and bird monitoring 
data. Data we used are coming from three long-term migration Eastern European 
monitoring projects (Rybachy, Pape, and Kabli); and most probably sample the same 
passerine populations. 

2   Methods 

2.1   Bird Data  

We used the results of long-term migration monitoring projects run in Rybachy in the 
Kaliningrad Region of Russia (55º05’ N, 20º44’ E, Fringilla field station of the Bio-
logical Station Rybachy), in Pape (56º11’ N, 21º03’ E, Latvia), and in Kabli (58º01’ 
N, 24º27’ E, Estonia). All three stations use comparable, big stationary funnel traps to 
capture birds during the fall migratory season and allow for a powerful long-term data 
set. The fall trapping session at Rybachy covered the whole migratory period of the 
Pied Flycatcher (starting 15-20 August in the Baltic area [13], whereas trapping at 
Pape and Kabli in some seasons could commence after this date. Rybachy data date 
back to 1957, which makes it one of the longest standardized bird monitoring pro-
grams in the world. Pape started in 1967. For this study, we used the results obtained 
in 1971-2000 because it was the first year when the Kabli station started standardized 
operations, so that all three stations were run in parallel and produced comparable 
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Fig. 1. Map of bird monitoring sites and spatial strata with climate data. A = Breeding Ground, 
B = Spring Migration, C = Fall Stop-Over, D = Wintering Ground 

indices. In the analysis, annual totals were used, i.e. number of Pied Flycatchers cap-
tured during the specified fall time window. The vast majority of nocturnal passerine 
migrants captured at coastal banding stations in fall are hatching-year individuals (due 
to the so-called ‘coastal effect’). 

2.2   Climate Data 

In order to link the bird data with climate, we used the best source of spatially explicit 
large-scale data available. These data are provided by CRU (Climate Research Unit; 
CR2.0 [14]. Despite findings by [15] for spring migration we were not able to find a 
relevant relationship for our bird data with the North Atlantic Oscillation (NAO). 
NAO does not provide truly spatially explicit information, and we believe that the 
CRU grid data are of higher explanatory power due to their spatial-temporal resolu-
tion, and therefore contribute towards an improved inference how birds actually link 
with climate in space and time. We used climate data for the specific time windows 
and where they were of direct importance to the birds (breeding, migrating,wintering). 

2.3   GIS and Spatial Approaches 

We used ArcView 3.3 to plot and analyze data. Pre-processing was done in Excel.  A 
map of the study area and locations mentioned in the text are shown in Figure 1. The 
probable breeding areas of Pied Flycatchers migrating along the eastern Baltic coast 
were identified on the basis of band recoveries of birds marked at Rybachy and con-
trols at Rybachy of Pied Flycatchers banded elsewhere during the breeding period 
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(most of them were actually marked as nestlings [16]). This approach makes it possi-
ble to define an area relevant for the population sampled at the banding stations. Fur-
ther, two widely applied methods have been used to estimate the breeding area: mini-
mum convex polygon (9,360 0.5 degrees climate raster points) and 95% kernel (Ani-
mal Movement extension). These polygons were overlaid with climate data (mean 
monthly air temperature and precipitation for May, June and July each). The mean 
monthly air temperatures and precipitation values were nearly identical in breeding 
areas as indicated by minimum convex polygon and kernel (r2 > 0.99 for temperature 
and r2 > 0.96 for precipitation). Therefore, and for ease of interpretation, breeding 
area as estimated by minimum convex polygon was used in further analyses. 

The potential source of bias in these breeding area estimates is that the reporting 
probability might be much lower in NW Russia (Leningrad Region and Russian Kare-
lia) than in the adjacent Baltic countries and especially Finland. We however believe 
that if we underestimated the importance of these eastern potential recruitment areas 
for Pied Flycatchers migrating along the eastern Baltic coast, this bias is not very 
strong since only affecting a relatively small area from the overall contributing area. 
Therefore it is unlikely to affect our conclusions. Very few recoveries of Pied Fly-
catchers from African wintering grounds are available and they are still not sufficient 
to identify the area where Baltic Pied Flycatchers spend their winter. Therefore, we 
averaged the data from the whole wintering range of the species (22,754 0.5 climate 
raster points) as indicated by a local field guide [17]. Mean monthly air temperatures 
and precipitation from October throughout March (the time when birds are known to 
winter in Africa) were included in the analysis. Spatial stratification of the fall stop-
over areas was made difficult due to insufficient information on the spatial and tem-
poral schedule of Pied Flycatcher migration (but see [18]). We decided to analyze the 
data from Iberia and the adjacent parts of North-West Africa following [19] that this 
would be the area where Pied Flycatchers fatten up before crossing the Sahara (3,222 
0.5 degrees climate raster points). We assumed that weather in August and September 
in this area might have an effect on the survival of Pied Flycatchers during their fall 
migration and thus on bird abundance during the next year, as measured by trapping 
data in the Baltic region. This assumption is based on the need of birds to gain con-
siderable amount of fuel before crossing the Sahara.  

It has been suggested that temperatures during spring passage, i.e. in April, could 
influence migratory arrival, timing of breeding and breeding performance in the Pied 
Flycatcher (e.g. [13], [20]). Therefore, we included April weather data averaged 
across much of central and southern Europe (an area estimated by us to be of impor-
tance during spring migration) to test whether they might contribute to Pied Fly-
catcher numbers next fall. 

2.4   Statistical Analysis 

For each year, we averaged the monthly climate CRU grid point data for the relevant 
spatial strata (breeding, stop-over and wintering grounds) in ArcView 3.3. Within the 
spatial strata these long-term yearly means were regressed in S-PLUS 6.2 against log-
transformed long-term trapping numbers at the three stations. We log-transformed the 
fall catching data in order to obtain a normal distribution and a better fit. Monthly 
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 climate data relating to each stratum were also regressed with each other to assess 
their correlations and independence. As a next step, linear correlations with the yearly 
bird monitoring data were performed. For each spatial stratum (breeding, wintering, 
spring and fall stopover) we selected one, or sometimes two, predictors and then per-
formed a multiple linear regression to explain variation of bird numbers by climate. 
For the predictor set to be tested we followed [21] for model selection using candidate 
models and AIC values. AIC does not allow to be compared across data sets, and 
thus, our predictor sets varied. We decided to select models based on their lowest AIC 
values; the amount of explained variance was provided for additional information. 
This approach allowed us to infer from the most parsimonious models and their pre-
dictors explaining long-term bird trapping numbers with spatially explicit long-term 
climate data. For general comparison, we also included Null Models and computed as 
well the amount of variance explained by each candidate model. For Rybachy (see 
Table 1) and Pape we used 11 candidate models based on predictors that showed the 
highest partial correlations with bird data, and which were assumed to be independent 
judged by 5% significance levels. For Kabli we used seven candidate models. Linear 
regressions used these candidate models in order to explain Rybachy, Pape and Kabli 
bird data. For Rybachy, strongly correlated October and November temperatures 
competed to represent early winter temperatures, and for Pape, either June precipita-
tion or air temperature, but not both, were included. 

Table 1. Rybachy Models (T=Temperature, P=Precipitation, months abbreviated) 

Candidate Model       d.f. AIC 

Variance explained,    

% 

TNov+PMar+TSep 5 19.21 44.80 

TNov+TSep 4 21.00 37.37 

TNov 3 22.64 29.28 

PMar+TSep 4 22.73 33.64 

TOct+PMar 4 22.74 21.25 

TOct+PMar+TSep 5 23.63 36.03 

TSep 3 26.14 20.52 

TOct+TSep 4 26.87 23.83 

TNov+PMar 4 27.87 33.63 

TOct 3 29.01 12.54 

PMar 3 30.19   9.05 

NULL Model 1 31.03 NA 
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3   Results 

The overall set of candidate models is shown in Table 1 (Rybachy; Pape and Kabli are 
not shown for space reasons but follow similar structure), and the parameters of the  
model showing the smallest AIC values, are shown in Tables 2-4. In the Rybachy 
dataset, nearly 45% of variance could be explained by the predictors in the selected 
model which is shown in Tables 1 and 2.  

Table 2. Parameters of the best model for Rybachy, as determined by AIC. Null Deviance: 4.32 
on 29 degrees of freedom, Residual Deviance: 2.3879 on 26 degrees of freedom, Multiple r2 = 
0.44 

Predictor Coefficient  Std. Error Deviance 

Intercept -7.5834 2.96  

TNov  0.2801  0.12 1.26 

PMar -0.0063 0.00 0.18 

TSep  0.1092  0.04 0.48 

Table 3. Parameters of the best model for Pape, as determined by AIC. Null Deviance: 11.71 
on 29 degrees of freedom, Residual Deviance: 9.2134 on 27 degrees of  freedom, Multiple r2 = 
0.21 

Predictor Coefficient Std. Error Deviance 

Intercept -0.8021 1.73  

PJun -0.0135 0.00 1.57 

TSep  0.1395 0.08 0.92 

Table 4. Parameters of the best model for Kabli, as determined by AIC. Null Deviance: 6.81 on 
29 degrees of freedom, Residual Deviance: 5.45 on 27 degrees of freedom, Multiple r2 = 0.19 

Predictor Coefficient Std. Error Deviance 

Intercept  8.9383 4.2918  

PJun -0.0074 0.0045 0.72 

TDec -0.3081 0.1737 0.63 

This model is based on the mean November temperature in the wintering area, 
mean March precipitation in the same area, and September temperature in the fall 
stopover area (September and November of the previous year). Most variance is ex-
plained by West African November temperature (Table 1: 29 % variance when used 
alone; see also Table 2 for strongest deviance) which however stands for overall win-
ter months since temperature in different winter months was strongly correlated. 
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In the Pape and Kabli datasets, only 21% and 19 % of the variance could be ex-
plained (Tables 3, 4). We believe this is due to the fact that in some years parts of the 
migratory season were not surveyed adding noise to both datasets. At both stations, 
the model with the lowest AIC index included precipitation in June which represents 
weather conditions in the breeding area mainly during the nestling period.  

Interestingly, the best model for Rybachy did not include weather parameters from 
the breeding area (Table 1). Models from Pape and Kabli included climate from the 
breeding grounds, but the overall models were very low in explanatory power. 

4   Discussion 

Our findings are in support that temperature in winter quarters would affect popula-
tions through survival and subsequent ability to produce offspring next summer 
(which is caught in fall at banding stations). However, using linear regression of bird 
trapping numbers with climate on a regional scale (entire wintering ground), we found 
a positive relationship with early winter temperature, and a negative relationship with 
late winter precipitation. This is not in full agreement with other studies suggesting 
that droughts in winter quarters are major contributor to declining numbers ([8], [9], 
[10], [22]). These mismatches are probably not due to scale, but due to species spe-
cific wintering ecology. The derived regression coefficients from Kabli and Pape are 
more in support of earlier findings. We think that these bird trapping data have a high 
variance, and subsequently the predictors have a low explanatory power, likely due to 
imperfect standardization. It was also suggested that the CRU precipitation data for 
Africa are of lower quality (D. McGuire pers.com). So far, there are no better data 
available to us, but are urgently needed to address climate issues for birds. 

We tested three different bird datasets from the same flyway which could be ex-
plained in varying magnitude by weather predictors. Although not extremely clear 
defined, yet, we suggest that a relationship with wintering conditions in Africa does 
exist. Existing bias may be brought by (i) sampling procedure, (ii) use of indeces, (iii) 
relatively coarse climate data, (iv) spatial stratification, (v) use of a nocturnal migrant 
species and (vi) using relatively simple linear relationships. This has to be overcome 
in future studies. An example for (i) is presented by the late onset of trapping sessions 
in some years at Pape and Kabli (s. Methods section). (ii) for statistical reasons the 
use of indeces is not recommended (D. Anderson pers.com.). (iii): the CRU data set is 
currently the best globally available spatial climate information available to the re-
search community; before improved data are published this item cannot be improved 
on a large scale. Examples for (iv) are the spatial uncertainties in determining accu-
rate breeding and wintering areas; bird banding recovery data and distribution maps 
must be considered as being coarse and/or biased (but see [23] for statistically pre-
dicted wintering grounds). These biases might be especially large concerning African 
winter quarters, as we averaged weather variables for the known wintering range of 
the entire species. An example for (v) is that Pied Flycatchers, being nocturnal mi-
grants, are captured in large numbers at daytime stopovers following large landfalls, 
i.e. when a large number of migrants cease migration. It had been indicated that day-
to-day captures in funnel traps are only weakly related to the overall flow of nocturnal 
migrants, and there are no reasons to believe that the Pied Flycatcher forms an excep-
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tion from this rule. Landfalls of birds are likely to be associated with certain meteoro-
logical conditions ([24]) which might occur more or less frequently in a particular fall 
season. Finally, the use of linear relationships (vi) is common in ecology and orni-
thology but might miss more detailed features in a regression linking complex data 
such as climate and populations. It is suggested to assess alternative relationships for 
a better understanding of the ecosystem. 

Climate data from the breeding area, wintering area, and presumed fall stopover 
area were included into the most parsimonious models in various combinations. Pre-
screening excluded potential predictors that showed partial correlations with log-
transformed bird numbers with r2 < 0.05. All weather variables which showed 
stronger correlations were included into the set of candidate models. The best model 
for Rybachy, selected on the basis of AIC value, included all correlated variables 
except of October temperature which was strongly correlated with the best predictor, 
the November temperature. The best model for Pape did not include precipitation in 
November which showed a rather strong partial correlation (r2 = 0.11). The best 
model for Kabli excluded precipitation in August (partial correlation: r2 = 0.11). 
However, even with these variables included, this model was not parsimonious and 
variance explained was app. 24 % in both datasets which is much smaller than the 45 
% of variance explained in the Rybachy dataset. Despite uncertainties where exactly 
to cut-off AIC model selection [21], our results appear to be robust. 

Overall, temperature in the wintering area seems to be the most powerful predictor 
of bird numbers during the next fall. This could mean that the range of conditions 
experienced by Pied Flycatchers in the Baltic area basically allows this species to 
maintain the necessary level of breeding performance without major effects. It is 
worth noting is that the mean April temperature and precipitation in the large portion 
of central and southern Europe did not show strong  partial correlations with any of 
bird datasets. The strongest relationship was between the mean April temperature and 
bird numbers in Rybachy but it was not significant (r2 = 0.090, p>0.10). The local 
data for Kaliningrad showed a significant relationship between April temperatures 
and the timing of Pied Flycatcher arrival, breeding, and number of juveniles captured 
during the postfledging period. However, fall numbers of migrants were not related to 
local April temperatures ([20]). The averaged data on April temperatures from most 
of Europe south of Rybachy agree with the local pattern described here. 

Our findings are mostly correlational, but besides the presented inference and a 
quantified population-climate formula, we also provide new predictions to be tested 
as hypotheses in the future: warm early winter temperatures in West Africa increases 
the survival rate for Pied Flycatchers. It is necessary to understand the underlying 
biological mechanism of the derived correlation. Further studies of winter ecology of 
Palaearctic migrants in Africa, specifically dealing with the temperature link, survival, 
and the exact location of wintering grounds, are  also needed to understand how tem-
perature in the wintering grounds exactly affects survival of migrants across relevant 
scales (global, flyway, regional and small). The Pied Flycatcher is even one of the 
better studied species in African winter grounds (e.g. [25]); however much more 
needs to be known regarding habitat and prey preference, and the distribution and 
abundance of both. In addition, it would be desirable to know the exact spatial links 
between breeding and wintering grounds. 
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Overall, climate seems to affect bird populations, e.g. in wintering grounds. Even 
with our coarse data (0.5 degrees resolution and for a nocturnal migrant), we can 
explain app. 45% of the variation in bird numbers in Rybachy. Still, caution is to be 
taken when analyzing bird trapping data; other data are supposed to be analyzed to 
backup findings even further. As shown here, long-term index data from a single 
banding station might be distorted due to a variety of factors, e.g. imperfect standardi-
zation of the banding protocol or trapping session period, or local vegetation succes-
sion over time as suggested by [26] for certain stations. This is in support of the ar-
gument that Breeding Bird Survey data, if available, could be used as a better index of 
passerine populations and should also be considered for the type of investigations 
shown here. In areas where such data do not exist, bird migration monitoring data 
may prove useful and efficient if well standardized and designed methods are fol-
lowed. 
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Abstract. A globally weighted regression technique is used to classify
32 monitoring sites pinging data packets to 513 unique remote hosts. A
statistic is developed relative to the line of best fit for a 360o manifold,
measuring either global or local phase correlation for any given monitor-
ing site in this network. The global slope of the regression line for the
variables, phase and longitude, is standardised to unity to account for the
Earth’s rotation. Monitoring sites with a high global phase correlation
are well connected, with the observed congestion occurring at the remote
host. Conversely, sites with a high local phase correlation are poorly con-
nected and are dominated by local congestion. These 32 monitoring sites
can be classified either globally or regionally by a phase statistic ranging
from zero to unity. This can provide a proxy for measuring the moni-
toring site’s network capacity in dealing with periods of peak demand.
The research suggests that the scale of spatial interaction is one factor
to consider in determining whether to use globally or locally weighted
regression, since beyond one thousand kilometres, random noise makes
locally weighted regression problematic.

1 Introduction

The Internet forms the physical network of connectivity (such as, optical cables
and phone wires) where there are nodes or ‘routers’ that navigate packets of
data from one computer to another [3, 4, 5]. The time taken to transmit this
data between computers is termed ‘latency’. Packet loss is a proxy for peak
demand, since in heavy traffic periods, too many packets arrive and the routers
then hold them in buffers until the traffic decreases. If these buffers fill during
these times of congestion, the routers drop packets and this is measured as
‘packet loss’. Sites that are not well connected in the network suffer high ‘packet
loss’. Internet traffic within and between time zones can be described by a set
of equations for the exchange rate E(x, t), continuity conditions for monitoring
sites (origins) and remote hosts (destinations) and traffic flow as [1]:

E(x, t) = − 1
M

∂φ0

∂t
+ ηφ0 (1)
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∂φ0

∂x
= −∂E

∂t
(2)

∂φ0

∂x
=

1
M

∂2φ0

∂t2
− η

∂φ0

∂t
. (3)

where φ0(x, t) is the site density for a time distance p between pairs assumed
to be equal for remote hosts and the ith monitoring site (located at x and hav-
ing meridians of longitude as time bands between ti = ip); M is the transfer
capacity of the network infrastructure; and η as a deviation constant from inter-
ference generated by demand circumnavigating the Earth every 24-hours. The
ping latency Δt and the partitioning of distance Δx are constrained by the
inequality [2]:

2MΔx ≤ Δt2 . (4)

This inequality states that there will never be instantaneous Internet interaction
and the ‘death of distance’ hypothesis is void. These equations summarise In-
ternet interaction characterised by a demand wave of traffic, with regional and
global contributions, circumnavigating the Earth every 24-hours.

The determination of the source of packet loss (and hence congestion) from
regional traffic from the same time zone, or from global congestion from other
time zones (both forwards and backwards, relative to Greenwich Mean Time)
comes from considering the time operator components of Eq. 3. The second
order derivative ∂2

∂t2 calibrated to the first order spatial operator ∂
∂x yields time

gaussians across the same time zone. The second time derivative ∂
∂t describes

the deviation in the wave from congestion originating from different time zones.
What is then required is a statistic to measure the phase correlation of origin-

destination pairs with the local time zone and the remote time zones. This will
be shown using the year 2000 data set compiled by SLAC. The method used
was a linear regression plot of the phase of the wave (for 5% periodicity) against
longitude. This had to be constructed for points distributed relative to a 360o

manifold with a boundary. The slope of the regression line was then calibrated
for the global phase of unity from the rotation of the Earth and a slope of zero
for congestion in phase with the local time zone.

2 Classifying Internet Sites Using Linear Least Squares
Regression

Let θ and φ be longitude and phase respectively. Let (θi, φi) be the longitude
and phase of the ith data point. Let φG(θ) and φL(θ) be the linear least squares
regression of the n data points (θi, φi) where i ∈ {1...n} such that:

φG(θ) = θ + δG (5)
φL(θ) = δL . (6)

For some δG, δL ∈ [−π, π] ⊂ �. Since we must have dφ
dθ ∈ {0, 1} to satisfy

sensible boundary conditions of continuity over the 24 hour boundary.
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We wish to find δG and δL such as to minimise the normalised sum of the
squares of the residuals RG and RL.

Where:

RG =
1
n

n∑
i=1

min{(φG(θi)− φi)2, (|φG(θi)− φi| − 2π)2} , (7)

RL =
1
n

n∑
i=1

min{(φL(θi)− φi)2, (|φL(θi)− φi| − 2π)2} . (8)

We also wish to scale RG and RL so as to produce a useful statistic for compari-
son. To this end we multiply by a scale factor so that RG and RL take values on
the interval [0, 1] ⊂ �. The maximum sum of squares of angular residuals Rmax

occurs when the data points are uniformly distributed in the direction perpen-
dicular to the regression line. So that residuals r are uniformly distributed on
the interval [−π, π] ⊂ �. Thus

Rmax =
1
2π

∫ π

−π

r2dr

=
π2

3
. (9)

The general statistic is therefore defined as:

χ2 =
R

Rmax

=
3R

π2
. (10)

This statistic can either measure global or local connectivity. If χregional → 0,
then much of the congestion comes from periodic traffic generated in the local
time zone. It is not well-connected regionally or globally and the deviations
usually follow a horizontal line. Sites where χglobal → 0, show good connectivity
with the observed packet loss caused by periodic congestion in the remote time
zone. The points line up closely to the standardised global phase line with a
slope of unity. This statistic gives some proxy of the site connectivity and its
ability in dealing with regional and global traffic relative to its network capacity.

3 Methodology

The Stanford Internet experiments have been running from 1998 to 2004
with various monitoring and remote hosts distributed in a global network
http://www-iepm.slac.stanford.edu/pinger/The year 2000 had the greatest
connectivity between a network of sites and this year presents the best oppor-
tunity to develop the statistic. It featured 32 global monitoring sites and some
513 remote hosts, mainly distributed between the US and Europe (Fig. 2). These
monitoring sites pinged this network every hour and Stanford Linear Accelerator
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Fig. 1. The congestion wave for the vicky.stanford.edu monitoring site, 2000

Centre (SLAC) measured the ping latency and packet loss between each origin-
destination pairs. The raw hourly packet loss data was collated for a given period
and averages performed for each hour. This was plotted for the week (per hour)
for monitoring site-remote host pairs (Monday 00:00 to Sunday 24:00 GMT).

The packet loss can observed to follow a periodicity either from regional or
global traffic (Fig. 1). This packet loss is a proxy for peak demand and the capac-
ity of the network to deal with congestion. The aim is to use a global and regional
statistic to identify the capacity of each monitoring site in dealing with the traffic.
However, the periodic connections for each monitoring site and its remote hosts
need first to be identified. A Fourier analysis was performed for each pair (Mon-
day 00:00 to Friday 24:00 remote host local time, as weekends show much less con-
gestion) to determine periodicity and phase of the packet loss data. Each pair is
filtered for periodicity of more than 5% in the 24-hour component. This subset is
tested for regional and global phase correlation by globally weighted regressions.
An algorithm then decided which sites were dominated by locally periodic packet
loss (horizontal lines standardised with zero slope for the local time zone) or glob-
ally periodic packet loss from remote hosts in different time zones (standardised
with a slope of unity relative to the rotation of the Earth). Those monitoring sites
that were well-connected suffered little packet loss due to local congestion and
were defined by a χglobal statistic approaching zero.
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1 143.108.25.100 12 oceanus.slac.stanford.edu 20 sunstats.cern.ch
2 cmuhep2.phys.cmu.edu 12 patabwa.stanford.edu 21 noc.ilan.net.il
3 fermi.physics.umd.edu 12 vicky.stanford.edu 22 rainbow.inp.nsk.su
4 gull.cs.wisc.edu 13 pitcairn.mcs.anl.gov 23 ccjsun.riken.go.jp
5 hepnrc.hep.net 14 wwwmics.er.doe.gov 24 cloud.kaist.kr.apan.net
6 jasper.cacr.caltech.edu 15 dxcnaf.cnaf.infn.it 25 yumj2.kek.jp
7 jlab7.jlab.org 16 gate.itep.ru 26 sitka.triumf.ca
8 missinglink.transpac.org 17 icfamon.dl.ac.uk 27 ping.bnl.gov
9 netdb3.es.net 18 netmon.desy.de 28 icfamon.rl.ac.uk

10 netmon.physics.carleton 19 sgiserv.rmki.kfki.hu 29 www.nbi.dk
11 otf1.er.doe.gov 20 suncs02.cern.ch

Fig. 2. Location of monitoring sites and remote hosts in the 2000 data set
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4 Results

The calculations of the indexes are presented in Table 1. The US monitoring sites,
in general, had low χglobal statistics, suggesting that the network had the capacity
to deal, not only with local traffic, but peak demand generated from different
time zones across Europe and Asia. For example, vicky.stanford.edu in San
Francisco had a χglobal value of 0.059 and the regression plot, standardised to
the Earth’s rotation, showed most pairs periodic and in phase with the rotation
of the Earth (Fig. 3(a)). The majority of the packet loss was from remote hosts

Table 1. Monitoring sites showing latitude and longitude, periodicity, phase, phase

coordinate, regional and global phase statistics

Monitoring Site Latitude Longitude No Periodic (%) Phase χglobal Phase χregional

(at 5%) Intercept Intercept

143.108.25.100 -22 -46 73 70 96 152.9 0.316 112.5 0.086
ccjsun.riken.go.jp 35.7 139.767 99 61 62 150.0 0.424 -135.3 0.432
cloud.kaist.kr.apan.net 37.55 126.967 96 77 80 137.1 0.695 -78.4 0.172
cmuhep2.phys.cmu.edu 40.437 -80 47 40 85 142.1 0.134 79.5 0.576
dxcnaf.cnaf.infn.it 44.5 11.33 66 49 74 -167.8 0.421 174.7 0.106
fermi.physics.umd.edu 38.99 -76.93 42 25 60 141.8 0.068 142.0 0.533
gate.itep.ru 55 37 73 65 89 -169.1 0.502 169.7 0.042
gull.cs.wisc.edu 43.073 -89.401 60 38 63 149.4 0.283 106.0 0.575
hepnrc.hep.net 41.85 -88.31 175 90 51 127.2 0.184 113.5 0.564
icfamon.dl.ac.uk 53 -2 65 63 97 173.4 0.318 146.2 0.144
icfamon.rl.ac.uk 51.75 -1.25 63 57 90 169.8 0.265 145.3 0.297
jasper.cacr.caltech.edu 34.147 -118.133 68 43 63 128.8 0.161 141.2 0.450
jlab7.jlab.org 37 -76 217 134 62 136.8 0.183 125.8 0.360
missinglink.transpac.org 41 -87 49 30 61 154.5 0.074 173.4 0.521
netdb3.es.net 38 -122 74 47 64 134.5 0.186 140.0 0.587
netmon.desy.de 53 9 60 58 97 -173.8 0.425 178.0 0.100
netmon.physics.carleton.ca 45.42 -75.7 49 46 94 137.0 0.216 67.1 0.340
noc.ilan.net.il 31.783 35.233 49 36 73 170.7 0.222 163.5 0.220
oceanus.slac.stanford.edu 37.41 -122.2 224 152 68 131.3 0.223 108.5 0.445
otf1.er.doe.gov 38.9 -77.04 55 43 78 174.2 0.476 107.4 0.180
patabwa.stanford.edu 37.442 -122.15 85 39 46 146.5 0.063 131.8 0.528
ping.bnl.gov 40.76 -72.9 112 72 64 138.7 0.156 122.8 0.433
pitcairn.mcs.anl.gov 41.858 -88.017 222 182 82 131.4 0.161 84.9 0.483
rainbow.inp.nsk.su 55.06 83.08 58 45 78 -132.2 0.620 -145.8 0.094
sgiserv.rmki.kfki.hu 47.43 19.25 48 42 88 -159.3 0.550 167.5 0.090
sitka.triumf.ca 49.25 -123.08 45 32 71 126.5 0.187 -65.7 0.720
suncs02.cern.ch 46.23 6.06 25 2 08 147.5 0.023 -175.5 0.034
sunstats.cern.ch 46.23 6.06 147 85 58 144.5 0.078 144.0 0.444
vicky.stanford.edu 37.442 -122.15 87 41 47 143.3 0.059 152.2 0.523
www.nbi.dk 55 11 45 12 27 157.8 0.151 -174.7 0.324
wwwmics.er.doe.gov 38.9 -77.04 72 57 79 159.0 0.229 124.0 0.248
yumj2.kek.jp 36.08 140.25 51 51 100 -109.2 0.797 -118.3 0.143
Avg 158.0
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Fig. 3. The distribution of periodic origin-destination pairs relative to global or local

regression lines
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outside the US, and in phase with the remote time zone. The value of the χregional

statistic was 0.523 showing little correlation with the local time zone of the
monitoring site. Note that the global and local statistics are not complementary,
because the estimation is dependent on the clusters of pairs relative to the global
and regional regression lines.

For Europe, some sites were similar to the vicky.stanford.edu site. For
example, the sunstats.cern.ch site in Geneva, Switzerland had a χglobal value
of 0.078 and a χregional value of 0.444 (Fig. 3(b)). However, others struggled
and appeared to be dominated by packet loss from regional traffic. For example,
the icfamon.dl.ac.uk site in Liverpool, UK had a χglobal value of 0.318 and a
χregional value of 0.144. There is a noticeable cluster of periodic pairs of packet
loss from the local time zone (Fig. 3(c)). Indeed, the line of best fit is most
appropriate for the horizontal phase line with a 145.3o intercept (Fig. 3(d)). The
statistics identify regional capacity problems. This situation in the UK had been
previously reported by [6], where link speeds there contributed a longer latency
than in France. All UK hosts with hop counts of 10 had a longer delay than other
hosts with hop-counts of over 20 in France. The global and regional statistics
above support the identification of network problems in the UK and the benefit
of the above statistic is that any improvements can be gauged in the [0,1] value
range.

For Asia, there were network problems identified in the monitoring sites.
For example, the rainbow.inp.nsk.su site in Novosibirsk in Kazakhstan had a
χglobal value of 0.620 and a χregional value of 0.090 (Fig. 3(e)). It had substantial
periodic packet loss from local regional traffic. The yumj2.kek.jp site in Japan
had a similar problem with a χglobal value of 0.797 and a χregional value of 0.143
(Fig. 3(f)). This could be a result of an ‘island effect’ from the monitoring site
being surrounded by the Pacific Ocean and consequently a lack of network de-
velopment. It is a possibility that such sites could benefit from a locally weighted
regression to see whether the poor connectivity is an artefact of geography rather
than network investment.

5 Conclusion

A new application of globally weighted regression has been presented that has
been applied to classifying 32 monitoring sites pinging data packets within a net-
work of remote hosts. The congestion proxy is packet loss and the variables used
are phase and longitude for periodic pairs. Sites can be viewed either globally
against a regression line with the slope standardised to unity or regionally where
the phase line is horizontal (with a slope of zero). In doing so, significance test-
ing has been sacrificed for the physical constraint of the Earth’s rotation. The
global line looks at peak demand contributions from different time zones. Those
monitoring sites that are well-connected are in phase with the Earth’s rotation
and suffer minimal local interference. Those sites that are not well-connected
have problems navigating periods of local peak demand due to regional traffic
from the same time zone. The consequence is deviations relative to a horizontal
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phase line for the particular time zone. These points can be regressed against
a regional line of best fit which is horizontal and an index similarly calculated.
The US monitoring sites are generally well-connected with small global devia-
tions (χglobal → 0 and χregional → 1). The global and regional statistics are not
complementary because the values depend on the degree of clustering of points
relative to the global and regional regression phase lines. European monitoring
sites are a mixture of connectivity and ability to handle peak loads with the
UK identified as having problems in 2000. Asia had the worst connectivity for
the monitoring sites. It is surprising that the Japanese site struggled with the
global phase, but this could be a problem with the global weighting statistics
rather than network capacity and this is further complicated by the geography of
the country and its isolation. Perhaps in this case, a locally weighted regression
would be more appropriate. For the global phase regression, where contributions
are sourced from different time zones some thousands of kilometres away, the use
of a locally weighted regression would be problematic because of random noise
in the system.
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Abstract. Modern conservation management needs to link biological questions 
with computational approaches. As a global template, here we present such an 
approach from a local study on sage grouse breeding habitat, leks, in North Na-
trona County, Wyoming, using remote sensing imagery, digital datasets, spatial 
statistics, predictive modelling and a Geographic Information System (GIS). 
Four quantitative models that describe sage grouse breeding habitat selection 
were developed for multiple scales using logistic regression and multivariate 
adaptive regression splines (MARS-Salford Systems). Based on candidate mod-
els and AIC, important habitat predictor variables were elevation, distance to 
human development, slope, distance to roads, NDVI and distance to water, but 
not Sagebrush. Some predictors changed when using different scales and 
MARS. For the year 2011, a cumulative prediction index approach is presented 
on how the population viability of sage grouse can be assessed over time and 
space using Markov chain models for deriving future landscape scenarios and 
MARS for species predictions. 

1   Introduction 

Complex computations and advanced statistics play an important role for our daily 
lives. Biodiversity and habitats contribute to human well-being, but as well to eco-
nomics and wealth [1]. Often, it is not clear to the general public that these complex 
subjects are linked, and how computing, quantitative methods, biodiversity and habi-
tat data sets, biology and geography are connected towards a sustainable future [2], 
[3], [4]. We use the sage grouse (Centrocerus urophasianius) – a species of North 
American conservation concern - as an example how these research disciplines, with 
each method used here being at the forefront of the individual research discipline, can 
get merged at a local scale. As an outlook we show how such an approach can get 
applied globally. We believe that the methods presented here are of relevance to 
global management issues of biodiversity, wildlife and habitats, as well as to the well-
being of humans. 
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2   Methods 

Making informed decisions on the conservation of sage grouse requires the full un-
derstanding of its life history characteristics, preferences, limiting factors as well as 
its dependence on sagebrush vegetation. It also requires an evidence and an under-
standing of its habitat selection patterns and any observed underlying processes. This 
will aid in the identification and modelling of its habitats and how landscape change 
can affect this species with the goal of providing adequate and timely information for 
the species management. Approximately 736,000 km2 of sagebrush vegetation types 
existed in North America [5], making it one of the most widespread habitats in North 
America. Unfortunately, much of this habitat has been lost or degraded over the last 
100 years [6].  

2.1   Biology Data 

Sage grouse is an endangered species in North America. It can be found in sage (Ar-
temisia spp) habitat, which usually is rangeland used by cattle but which can be in-
creasingly diminished through other land uses such as real estate, industrial activities 
and road construction. Sage grouse mate at lek sites, which are crucial habitats for 
their reproduction; nests are usually found related to lek sites [7],[8],[9], [10]. For the 
study area, yearly lek site surveys were carried out during the years 1979-2001, result-
ing into a maximum of 11 detected and subsequently geo-referenced leks. 

2.2   Remote Sensing and Other Habitat Data  

A Landsat TM image was obtained 1985 for the study area. A second image, ETM+ 
Landsat 7, was obtained for summer July 2001. This image was processed and classi-
fied using approaches described in [11], [12], and resulting into an overall accuracy of 
85%. Computations for deriving NDVI and Greenness were applied. Other data such 
as DEM (including derived slope and aspect), roads and water features were also 
available to the project (see [11] for earlier work). 

2.3   Spatial Statistical Analysis 

All data were imported into the Geographic Information System (GIS) ArcView 3.3. 
and ArcGIS 8.2 for further processing and analysis.  
Dynamic population level processes with spatial characteristics can create patterns 
relating locational attributes to them. These spatial patterns are the result of underly-
ing processes and these processes can be described, measured, and evaluated using 
various spatial descriptive statistical methods. The observed patterns can then be 
related back to the ecology of the phenomenon in question and be used for predictive 
purposes.Point pattern analysis and spatial autocorrelation [13],[14],[15], were used to 
explore the distribution of observed sage grouse breeding habitats in North Natrona 
County, Wyoming. We examined if an underlying pattern exists in sage grouse breed-
ing habitats. 

The nearest neighbourhood index was estimated for describing the sage grouse 
breeding habitat patterns using a nearest neighbourhood index script in the Arcview 
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3.2 wGIS software. The analysis is based on the calculated average of all distances 
between each pair of points representing sage grouse breeding habitats using Pythago-
ras theorem. For the purposes of comparison, the calculated average nearest 
neighbourhood distance is compared to an expected average distance between nearest 
neighbours. The expected average distance between nearest neighbours is standard-
ised to account for area coverage in a random point pattern.
    According to [14] autocorrelation is a general statistical property of ecological 
variations observed across geographic space. [15] define spatial autocorrelation to 
measure the degree to which a spatial phenomenon is correlated to itself. Moran I and 
Geary’s C indices are types of spatial autocorrelation measures. Moran’s I represents 
the overall agglomerative patterns (i.e. are events clumped or dispersed ?) whereas 
Geary’s C explains the similarity or dissimilarity of events [14]. The spatial autocor-
relation of sage grouse breeding habitats was estimated using the above-mentioned 
metrics provided by the S-PLUS extension in the Arcview 3.2 GIS software. 

2.4   Modeling Habitat Relationships 

Based on known lek sites, we created ‘presence/absence’ locations. Following estab-
lished methodology this was done using pseudo-absences, random locations. As out-
lined in [2] first we used Generalized Linear Models (GLM) to build a model 
[16],[17]. For predictors we choose Land use, Distance to water, Distance to roads, 
Distance to human development, NDVI, Greenness, Elevation, Slope and Aspect. 

Model selection was done with a set of 83 candidate models and AIC; this method 
follows [18], [19] and was based on a modified S-PLUS code by [20].  

Non-linear models are powerful inference and prediction tools. They provide great 
alternatives, and often improvements, when compared with GLMs. We decided to use 
the MARS-Salford (Multivariate Adaptive Regression Splines) algorithm due its 
speed, convenience and general accuracy [21]; similar algorithms such as Cart (Clas-
sification and Regression Trees), Neural Networks and TreeNet could also have been 
used [22], [23], [24].  

We build models on two scales since it is known that the scale of study can affect 
the inference [25] and prediction. We choose the point scale, as well as the home 
range scale for each lek site in order to assess the scale effects. Home range size was 
determined from the literature and centered on lek sites. 

2.5   Future Landscapes and Sage Grouse Predictions 

Using the Markov [26], [27], [28] module in the IDRISI 32 software, multiple itera-
tions were run on land use maps classified from Landsat 1985 and Landsat 2001 im-
ageries in order to predict land cover changes for the next ten years, 2011 (see also 
[29] for other approaches to obtain cumulative effects landscape scenarios of the 
future). From the predicted distribution map of lek sites 2001 we computed a cumula-
tive prediction index of lek site occurrence in the study area. This cumulative index 
for the study area was equaled with the number of known breeding sites. We used 
MARS since it allows for a convenient, fast and reliable modeling of the future distri-
bution of sage grouse. Using the future landscape of 2011 as input into the 2001 
MARS model, we then predicted lek sites spatially. Finally, we computed the cumula-
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tive prediction index for 2011, as an indicator of how many breeding sites would exist 
in the future in the study area for the future landscape. 

3   Results 

3.1   Landuse Classification 

Figure 1 shows a reclassified result of a hierarchical image classification approach. 
Overall, thirty seven vegetation and land use classes exist. The results of the reclassi-
fication with 11 classes were used for simplicity in the following model development.  

3.2   Spatial Patterns 

The results of the nearest neighbourhood and quadrat analysis, Geary’s C and 
Moran’s I indices indicate that the location of sage grouse breeding habitat followed 
distinct patterns. Thus, sage grouse does not seem to select the location of its breeding 
habitat randomly, but certain characteristics that are favourable to its breeding habitat 
are considered at every location. The results of the exploratory process set the stage 
for further analysis using other statistical techniques for modelling and predicting the 
state of its present and future habitats.  

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Landcover classification from using 11 vegetation classes [7] 
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3.3   Spatial Prediction 

For the GLMs, from the 83 candidate models we identified a final model which was 
within 5 +AIC units. This was done for two scales, lek site and home ranges. Based 
on expert knowledge, we identified the homerange model as more accurate due to 
better predictive accuracies and higher variances explained.  Model coefficients are 
presented in Equation 1. 

ln(1/1-p)= -3.70503- 0.56858 (Slope) + 0.00007 (Dist. from Human development) 
+ 0.0030287 (Elevation)+ 0.0000101 (Dist. to water) -0.000901 (Dist. to Roads)- 
4.96345 (NDVI)            Equation 1 

When using MARS on the home range scale, only three predictors are selected 
(Table 1). However, it should be remembered that same as with the GLM, these im-
portance values are driven by the characteristics of the algorithm and GIS, but not 
necessarily  by the true biological needs of the sage grouse [2]. 

Table 1. Importance of predictor variables in MARS (Home range scale) 

Variable 
Cost of

Omission
Importance Scale of Importance 

Slope 0.078 100.000 ||||||||||||||||||||||||||||||||||||||||||||||||||||||| 
Distance to Human Develop. 0.077 82.111 ||||||||||||||||||||||||||||||||||||||||||||| 
Distance to Roads 0.074 37.210 |||||||||||||||||||| 
Distance to water 0.074 0.000  
NDVI 0.074 0.000  
Vegetation Classes 0.074 0.000  
Greenness 0.074 0.000  
Elevation 0.074 0.000  
Aspect  0.074 0.000  

Sagebrush vegetation has been reported to be prominent in the life of the sage 
grouse. However, the results of the most appropriate model developed for predicting 
sage grouse breeding habitats using logistic regression as well as MARS and on mul-
tiple scales show that sage brush vegetation as such is not the only and key predictor 
variable that determined the location of sage grouse breeding habitats in North Na-
trona County. Terrain characteristics, proximity to sources of water, roads and human 
development play prominent roles in determining the occurrence of sage grouse 
breeding habitats in the area. This provides new insights into habitat features relevant 
for lek sites, and likely for related nest sites. NDVI, which describes the richness and 
vigour of the vegetation, was the only predictor variable in the model on multiple 
scales from logistic regression that gave information about the characteristics of the 
vegetation cover. Candidate models developed with logistic regression where sage-
brush vegetation played a role as a predictor variable ranked between the 10th and 20th 
models across scales. This suggests that other identified habitat predictor variables 
should be more important in predicting the species habitat in North Natrona or other 
areas where sage brush is the major land cover type. 
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Applying the above home range formula with MARS for a prediction of lek sites to 
the overall study area for the year 2001 indicates that 28 of these breeding sites would 
exist. 

3.4   Landcover Change and Future Scenario 

Figure 2 represents the future distribution of lek sites in the landscape of North Na-
trona County, Wyoming, for the year 2011, based on the combined Cellular automata 
/ Markov chain land cover prediction procedure. The results indicate a more frag-
mented landscape scenario for 2011, and the extent and distribution of sagebrush and 
herbaceous rangeland vegetation is lower as opposed to human development (table 2; 
map not shown here). Without ground-truthing information, the reliability of this 
classification cannot be statistically ascertained but likely presents the general trend.  

Fig. 2. Predicted future distribution of sage grouse lek sites for 2011 
 
For the year 2011 a viability of the sage grouse population was estimated (compare 

[30]). Results suggest that an increase in the cumulative predicted probability index 
was experienced between 2001 (28 predicted lek sites) and 2011, increasing from 
73.79 to 79.47. At a cumulative predicted index value of 79.47, an estimated value of 
30 sage grouse breeding sites can be supported. However, the spatial distribution of 
these predicted sites in Figure 2 shows that they are mostly concentrated in the central 
portion of the study area, which coincides with predicted vegetation types such as 
sagebrush and rangelands reported to be favoured by sage grouse. Such a distribution 
might facilitate contact among individuals but also increases competition; it can pose 
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the threat that all relevant areas are concentrated into one single area making popula-
tions vulnerable if this one habitat would be majorly disturbed.  
 

Table 2. Changes in the Class Area Landscape Metric of Vegetation and Land Use Classes 
from 2001 to 2011 

Vegetation and Land 
Use Classes 

Class Area (2001) 
(ha) 

 

Class Area (2011) 
(ha) 

 

Change 
(ha) 

 

Roads 20522.97 23719.05 3196.08 
Grasslands 115747.1 68422.86 -47324.3 
Conifers 6773.31 29805.75 23032.44 
Deciduous 4166.28 18944.55 14778.27 
Herbaceous Rangelands 40155.57 25304.13 -14851.4 
Water 399.42 36790.65 36391.23 
Human Development 6234.21 32495.4 26261.19 
Agriculture 2495.25 8562.87 6067.62 
Sage brush 148235 100193.58 -48041.5 
Riparian 17374.14 22941.36 5567.22 
Bare surfaces 42060.78 36994.95 -5065.83 
 

4   Discussion 

Assessing biodiversity components and carrying out progressive and pro-active con-
servation research and management can require intensive digital data preparation and 
computationally demanding applications. Usually, this is done with the extensive use 
of modeling and statistical soft- and hardware and advanced (spatial) datasets; see 
[31], [32],[33] for change detection modeling and [29] for a future Landscape exam-
ple. Much more multidisciplinary expertise and international projects are needed to 
address issues relevant for sustainable landscape management on larger scale. This 
localized project and its methodology can be applied on a larger, continental and 
global scale, as well as with other species. It is made possible through the advent of 
large scale data (Sagemap USGS website: http://sagemap.wr.usgs.gov.htm, Wyoming 
State clearing house: http://www.wygisc.uwyo.edu/clearinghouse/county.html) as 
well as through global data sets such as Landcover and Human Populations (SAGE 
and HYDE [34]), Climate Data (CRU[ 35]), Digital Elevation (etopo2 [36]), and 
others. These global aspects to species and biodiversity modeling should be enforced 
much stronger. First approaches are coming forward for the globe as well as for 
world-wide marine and terrestrial applications (e.g. Neubauer and Huettmann unpub-
lished, Meyer and Huettmann unpublished). 

It is well known that habitats are modified, transferred and lost globally at an in-
creasing rate [37]. For the study area, table 2 shows that roads, conifers, deciduous, 
human development, agriculture, riparian cover classes, which are not favorable for 
the preservation of sage grouse breeding habitats, increased. This trend is in contrast 
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to herbaceous rangelands, grasslands, sagebrush and bare surface classes which sage 
grouse is more associated with and favorable to the species [38].  

The presented methods are affected by error propagation and accuracy issues [39]. 
In this study, the classification result from the Landsat 1985 image could not statisti-
cally get assessed for accuracy and reliability. Secondly, the Markov chain model 
used in predicting future land use scenario is based on a large assumption that the rate 
and type of change in a land use at a given time will be the same for another time 
period [26], [27]. Also, the reliability of spatial models developed using logistic re-
gression and MARS have not been statistically ground-truthed and its use and success 
in predicting sage grouse breeding habitats has not been quantified. Unfortunately, 
future models cannot be ground-truthed with real data neither since still in the future. 
More research is needed to overcome these problems across scales, but the overall 
methodology is established now and gets further developed [29]. We think the future 
will see an increased use of wildlife habitat resources, but also the data availability 
and computer power will increase making methods like the ones presented here more 
feasible providing opportunities for decisions support systems on a large and global 
scale (see for instance [40]). We suggest to further emphasize these biology-based 
computer models, their data and applications in governments, for environmental im-
pact studies and in policy towards a sustainable future of the globe (for more details 
on Biodiversity Informatics see also http://jbi.nhm.ku.edu/viewissue.php?id=2004]. 
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Abstract. Considerable attention has been paid in recent years to the use and 
development of local forms of spatial analysis, including the method known as 
geographically weighted regression (GWR). GWR is a simple, yet conceptually 
appealing approach for exploring spatial non-stationarity that has been de-
scribed as a natural evolution of the expansion method. The objective of the 
present paper is to compare, by means of a simulation exercise, these two local 
forms of spatial analysis. Motivation for the exercise derives from two basic re-
search questions: Is spatial non-stationarity in GWR an artifact of the way the 
model is calibrated? And, how well does GWR capture spatial variability? The 
results suggest that, on average, spatial variability in GWR is not a consequence 
of the calibration procedure, and that GWR is sufficiently flexible to reproduce 
the type of map patterns used in the simulation experiment. 

1   Introduction 

In recent years there has been, as documented by Fotheringham and Brunsdon [1],  
an increased interest in the application and development of local forms of spatial 
analysis – methods that produce local, mappable results, as opposed to the single, 
one-size-fits-all results of traditional global methods. Evidence of this interest is the 
attention that local measures of spatial association have aroused, as for example the 
Gi(d) [2] and LISA [3] statistics. In a multivariate framework, the spatial variability of 
relationships, or what has been termed spatial non-stationarity, has also received at-
tention. Early developments that consider the possibility of spatially-varying 
relationships include the expansion method, a form of analysis of the covariance 
proposed in the early 1970s by Casetti [4]. More recent research includes the 
development of geographically weighted regression, or GWR for short [5]. Among 
the techniques used to study spatial non-stationarity, the expansion method and GWR 
are conceptually very attractive because they recognize the continuous nature of space 
in many settings. In addition, by working with elemental spatial units, these methods 
avoid the problems that arise when using modifiable areal units. 

The roots of GWR can be found in local regression in statistics, and methods de-
veloped there based on the simple yet powerful idea of using sub-samples of data 
around specific points in attribute space [6]. More recently, GWR has been described 
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as a natural evolution of the expansion method [7]. Given the interest that the idea of 
developing local models GWR-style has generated (e.g., [8]), it is important to ad-
dress some issues that have so far tended to remain in the background. An important 
question relates to the situation, often encountered in practice, of finding extremely 
high coefficient variability, including sign reversals (see for example [9], and discus-
sion in [10]). This situation naturally stirs up a concern that GWR results may be mis-
leading. Underlying this concern is a more fundamental question, namely whether the 
variability observed is somehow built into the model by its own calibration and esti-
mation mechanisms. The objective of this paper is to compare, using of a simulation 
exercise, GWR and the expansion method. Motivation for this exercise derives from 
two research questions: Is spatial non-stationarity in GWR an artifact of the way the 
model is calibrated? And, how well does GWR capture spatial variability? The results 
reported suggest that, on average, spatial variability in GWR is not an artifact of the 
calibration procedure, and that GWR is sufficiently flexible to reproduce the type of 
map patterns used in the simulation experiment. 

2   The Models 

2.1   The Expansion Method 

The expansion method was proposed as a tool to model contextual variations, based 
on the principle of expanding the coefficients of an initial model as functions of con-
textual variables. The process of expanding the coefficient reflects, it has been argued, 
the way analysts prioritize their knowledge of spatial processes [11]. The result is a 
terminal model that incorporates “main” effects and “contextual” effects, or interac-
tions. The following is a generic initial model that relates a variable of interest y to 
explanatory variables x, and a small amount of random variation ε. 

1

K

i ki k ik
y x β ε

=
= +  . (1) 

The value of variable x1i is usually set to 1 for all i (i.e., to give a constant term). 
The coefficients of this model can be expanded based on the coordinates (ui,vi) of lo-
cation i to take into account the effect of spatial context. Consider as an example the 
following linear expansion of a simple bivariate model (note the use of subscript i in 
the expanded coefficients): 

1 11 12 13i i iu vβ β β β= + +  (2) 

2 21 22 23i i iu vβ β β β= + +  . (3) 

The terminal model becomes: 

( )1 2 2 11 12 13 21 22 23i i i i i i i i i i iy x u v u v xβ β ε β β β β β β ε= + + = + + + + + +  . (4) 

Polynomial expansions of higher degrees (i.e.. quadratic, etc.) can be used. Making 
suitable assumptions, the terminal model can be estimated using ordinary least 
squares (OLS) and the significance of the coefficients can be tested in the usual way. 
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The expansion method is a conceptually appealing and technically simple approach to 
modeling non-stationarity that, moreover, does not involve discontinuities of the es-
timated coefficient surface. It has been argued, however, that depending on the form 
of the expansion, the method might fail to capture more complex variation patterns 
[7]. It is within this context that GWR has been described as a natural evolution of the 
expansion method, and a more flexible approach to capture non-stationarity. 

2.2   Geographically Weighted Regression 

GWR is defined as a semi-parametric model of the following form: 

( )
1

,
K

i ki k i i ik
y x u vβ ε

=
= +  . (5) 

The error terms in the above expression assume the usual conditions of independ-
ence and constant variance (see Brundson et al. [12], p. 502). The difference with the 
global model is that the coefficients βk(ui,vi), instead of being constant, are unspeci-
fied (i.e., non-parametric) functions of the geographical coordinates of point i (ui,vi). 
As Brunsdon et al. note, if the function βk(ui,vi) is reduced to a constant, the model 
becomes the ordinary global, least squares specification [12]. To the extent that the 
coefficients of the model are continuous functions of space, it could be said that the 
task of the analyst is to evaluate (i.e. obtain a specific value of) the unspecified func-
tion at a given point in space. 

Specific values of the set of functions ( )ˆ ,i iu vβ  in model (5) are obtained using: 

( ) ( ) ( )1ˆ , , ,T T
i i i i i iu v u v u vγ γ γ

−
= X W X X W yβ  (6) 

where ( ),i iu v γW  is a diagonal matrix (n×n) of geographical weights defined by a 

geographical weighting (or kernel) function such as: 

( )2expij ijw dγ= −  . (7) 

Clearly, estimation of the spatial coefficients depends, in addition to the distance dij 
between observations i and j, on an unknown quantity, called a kernel bandwidth γ. 
This quantity controls the steepness of the kernel function, and thus the values of the 
weights assigned to individual observations. Estimation requires that this kernel 
bandwidth be calibrated, something typically achieved by means of a procedure 
known as cross-validation, in which a value of γ is sought to minimize the score: 

( ) ( )( )2

1
ˆ

N

i ii
C y yγ γ

=
= −  . (8) 

The cross-validation score C(γ) is simply the sum of squared errors between the 
observed values and the values predicted by the model at different points in space as a 
function of γ. The score can thus be seen as an overall measure of goodness-of-fit. In 
order to avoid perfect “fits” that disregard all but one observation, a leave-one-out 
procedure is adopted to obtain the bandwidth (i.e., observation yi is not used to obtain 
estimated value ˆ iy ). Once a value of the kernel bandwidth has been found that 
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minimizes the cross-validation score, this value can be plugged into the geographical 
weighting function [equation (7)], which is in turn used to estimate the value of the 
spatial coefficients at a given location using equation (6). Other technical details of 
this procedure can be found in (among other papers) Brunsdon et al. [5]. 

Note that when the value of the kernel bandwidth in equation (7) is 0, the weights 
become unity for all pairs of observations. Since all observations receive identical 
unitary weights regardless of location, the model produces spatially invariant coeffi-
cients (i.e., a global model). When the bandwidth becomes very large, on the other 
hand, the weights tend to produce large amounts of coefficient variability in order to 
simply “connects-the-dots”. To what extent if at all, then, is non-stationarity in GWR 
a consequence of the calibration procedure? The literature does not offer helpful 
guidance because work to date has tended to use empirical data for which the true un-
derlying process is not known. Simulation of known processes is expected to shed 
light on this issue. Design of the simulation experiment is described next. 

3   Simulation Design 

Three models with known properties were defined for the simulation experiment, cor-
responding to a global process, a linear expansion (LE) and a quadratic expansion 
(QE). The global model was defined as a bivariate regression equation as follows: 

1 2i i iy xβ β ε= + +  . (9) 

with spatially constant coefficients β1=1.8 and β2=1.2. 
Draws of the independent variable xi were taken from a uniform distribution 

bounded between 2 and 5, and the error terms εi were drawn from a standard normal 
distribution [N(0,1)]. The independent variable and the error terms are uncorrelated 
across space. Four hundred observations were simulated and placed in space at regu-
lar intervals (coordinates ui and vi), using a unit square area to avoid the potential for 
badly scaled matrix calculations. Scaling the distance to the unit does not affect the 
results of the model, as scale is absorbed by the coefficients, which are preset by de-
sign in the simulation. The process of randomly drawing values for xi and ε was re-
peated 1000 times to produce as many replications for the simulation experiment. 

The variables used to produce the global model were also used to produce the two 
models with locally-varying coefficients. The general form of the local models was 
given by the following expression: 

1 2i i i i iy xβ β ε= + +  , (10) 

The local coefficients of the linear expansion (LE) were defined as follows: 

1 1 0.7 0.3i i iu vβ = + +  (11) 

2 1 0.3 0.2i i iu vβ = + −  (12) 

to produce the coefficient surfaces shown in Figure 1. 
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Fig. 1. True coefficient surfaces for model 1 (Linear expansion) 

The quadratic expansion (QE) model, on the other hand, was defined using the fol-
lowing expressions for the two coefficients: 

2 2
1 1 0.5 0.1i i i i iu u v vβ = − + +  (13) 

2 2
2 1 0.5 1.5i i i i iu u v vβ = + − +  . (14) 

These expressions produce the coefficient surfaces shown in Figure 2. 
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Fig. 2. True coefficient surfaces for model 2 (Quadratic expansion) 

4   Results 

After data was simulated, three models (LE, QE, and GWR) were estimated for each 
replication. Of these, the two expansions match one of the three known processes. 
The following figures and tables summarize the main findings of the simulation ex-
periment. 
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(a) Local b1 (Linear Expansion)
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(c) Local b1 (Quadratic Expansion)
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(d) Local b2 (Quadratic Expansion)
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0.2 0.4 0.6 0.8 1

0.8

0.6

0.4

0.2

0
1.199

1.2

1.201

1.202

1.203

1.204

1.205

 

Fig. 3. Coefficient surfaces (β1 and β2) for three models: Figure 3 (a) and (b) are linear expan-
sion coefficients; Figure 3 (c) and (d) quadratic expansion coefficients; and Figure 3 (e) and (f) 
are GWR coefficients. The results are the mean of 1000 simulations. True values in the global 
model are β1=1.8 and β2=1.2 

Figure 3 shows the coefficient surfaces that result from the average of 1000 repli-
cations, when the true model is global [equation (9)]. Although there is some variabil-
ity, the surfaces are essentially flat. GWR is not artificially producing more variability 
than exists in the underlying process. The average kernel bandwidth was close to 0. 
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Fig. 4. Coefficient surfaces (β1 and β2) for three models: Figure 4 (a) and (b) are linear expan-
sion coefficients; Figure 4 (c) and (d) quadratic expansion coefficients; and Figure 4 (e) and (f) 
are GWR coefficients. The results are the mean of 1000 simulations. True values are as shown 
in Figure 1 

 
Next, the true model is a linear expansion. As seen in Figure 4, all three models re-

trieve (on average) the underlying process, with some distortions, produced by the pa-
rametric definition of the expansion, in the case of the quadratic expansion. These dis-
tortions appear to be less serious in the case of GWR. 
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Fig. 5. Coefficient surfaces (β1 and β2) for three models: Figure 5 (a) and (b) are linear expan-
sion coefficients; Figure 5 (c) and (d) quadratic expansion coefficients; and Figure 5 (e) and (f) 
are GWR coefficients. The results are the mean of 1000 simulations. True values are as shown 
in Figure 2 

Figure 5 shows the coefficients when the true model is a QE. Again, all three mod-
els capture the general trend, but the linear expansion is limited by its parametric 
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definition. The quadratic expansion successfully captures the general shape of the true 
surface, but GWR may be closer to the true one, as suggested by Table 1 below. 

In addition to the figures, some preliminary analysis was conducted on the esti-
mated coefficients and model performance. Table 1 shows the correlation between the 
estimated coefficient surfaces and the known values. The correlation provides an in-
dication of the ability of the different models to replicate the known surface, or in 
other words, of their ability to retrieve the underlying process. The estimated surface 
used to calculate the correlation is the average of 1000 replications. All models per-
form reasonably well in this regards. In the case of GWR, it is interesting to note that 
the correlations are, for all practical purposes, as high, or higher, than those corre-
sponding to the expansion models – despite the fact that the true underlying models 
were derived based on coefficient expansions. 

Table 1. Correlation analysis between true coefficients and estimated coefficients (surface 
compared in each case is the mean of 1000 replications) 

   Estimated coefficients 
   LE QE GWR 

True coefficients  
1̂iβ  2

ˆ
iβ  1̂iβ  2

ˆ
iβ  1̂iβ  2

ˆ
iβ  

1iβ  0.9998 - 0.9393 - 0.9944 - 
LE 

2iβ  - 1.0000 - 0.9452 - 0.9959 

1iβ  0.9722 - 0.9175 - 0.9941 - 
QE 

2iβ  - 0.9533 - 0.9957 - 0.9970 

Note.- LE: linear expansion, QE: quadratic expansion 

Table 2. Indicators of goodness of fit: absolute sum of errors and squared sum of errors 
(minimum, maximum and mean of 1000 replications) 

  
Absolute sum of errors 

( 310× ) 

Squared sum of errors 

( 410× ) 

True 
model 

Estimated model Min Max Mean Min Max Mean 

LE 2.298 2.491 2.401 1.3663 1.6007 1.4856 
QE 2.195 2.569 2.401 1.2360 1.7105 1.4855 Global 

GWR 2.298 2.493 2.401 1.3661 1.6003 1.4855 
LE 1.984 2.168 2.085 1.0326 1.2311 1.1318 
QE 1.848 2.207 2.044 0.8852 1.2754 1.0871 LE 

GWR 1.986 2.172 2.085 1.2265 1.2265 1.1285 
LE 2.831 3.064 2.947 2.2160 2.5998 2.3962 
QE 2.733 3.118 2.934 2.0819 2.7264 2.3875 QE 

GWR 3.051 3.051 2.939 2.1970 2.5691 2.3793 
Note.- Global: no expansion, LE: linear expansion, QE: quadratic expansion 
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Table 2, finally, shows two indicators of goodness-of-fit (absolute sum of errors, 
and squared sum of errors). The errors are calculated by comparing the known value 
of yi to the value estimated using the model. The table thus provides indication of the 
ability of different models to replicate the data – or in other words, of their predictive 
accuracy. The differences appear to be minimal. 

5   Discussion and Concluding Remarks 

The results of the simulation experiment suggest that, on average, the spatial variabil-
ity of the coefficients is not an artifact of the cross-validation procedure used to cali-
brate GWR models. For example, the coefficient surfaces were virtually flat and the 
kernel bandwidth was on average very close to 0 when the true model was a global 
model. In the case of other simulated processes, the average coefficient surfaces 
closely resemble the true values set in the simulation. In fact, correlation analysis of 
the estimated and known values suggests that GWR is sufficiently flexible to capture 
the kind of map patterns used in the simulation – in some cases even gaining a slight 
advantage over the expansion method. In terms of predictive accuracy, the difference 
in performance between the different models seems to be marginal at best. The results 
presented in this paper provide qualified support for the idea that GWR is not artifi-
cially producing spatial variability, at least on average. Further research is required to 
explore to what extent this remains so at the level of individual replications. Also, in 
this paper, only global and expansion type of processes were simulated. Coefficient 
surfaces of higher complexity should be considered in future research. 
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Abstract. Sharing spatial data derived from remote sensing is a very significant 
thing. Grid computing and Web Service technology provides fundamental 
support for it. In this paper we mainly discuss architecture and middleware of 
sharing spatial data derived from remote sensing and processing. Because 
middleware of automatically transferring and task execution on grid is the key 
of the architecture, we study the middleware. It can effectively protect the 
owner of data and middleware’s property through giving users their required 
result not just simply copying data and codes resource to them. Based on this 
sharing architecture and middleware technology, a data and middleware 
transferring example is showed. 

1   Introduction 

The Grid (http://www.globus.org/about/faq/general.html#grid) refers to an 
infrastructure that enables the integrated, collaborative use of high-end computers, 
networks, databases, and scientific instruments owned and managed by multiple 
organizations. Grid applications often involve large amounts of data and/or computing 
and often require secure resource sharing across organizational boundaries, and are 
thus not easily handled by today’s Internet and Web infrastructures. Ian Foster et al. 
[1][2][3] offered several definitions of grid: “A computational grid is a hardware and 
software infrastructure that provides dependable, consistent, pervasive, and 
inexpensive access to high-end computational capabilities”. Grid computing is 
concerned with  “coordinated resource sharing and problem solving in dynamic, 
multi-institutional virtual organizations (VO). … [A VO is] a set of individuals and/or 
institutions defined by [some highly controlled] sharing rules.”  

There are several famous grid projects today. Access Grid (ww.fp.mcs.anl.gov/ 
fl/access_grid) lunched in 1999 and mainly focused on lecture and meetings-among 
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scientists at facilities around the world. European Data Grid sponsored by European 
union, mainly in data analysis in high-energy physics, environmental science and 
bioinformatics.  Grid Physics Network (GriDPhyN) [4] lunched in 2000 and is 
sponsored by US National Science Foundation (NSF) mainly in data analysis for four 
physics projects: two particle detectors at CERN’s Large Hadron Collider, the Laser 
Interferometer Gravitational Wave Observatory, and the Sloan Digital Sky Survey. 
Information Power Grid [5] is the NASA’s computational support for aerospace 
development, planetary science and other NASA research. International Virtual 
DataGrid Laboratory (iVDGL) [6] was sponsored by NSF and counterparts in Europe, 
Australia, and Japan in 2002. Network for Earthquake Engineering and Simulation 
labs (NEESgrid) (www.neesgrid.org) intended to integrate computing environment 
for 20 earthquake engineering labs. TeraGrid (www.teragrid.org) is the general-
purpose infrastructure for U.S. science: will link four sites at 40 gigabits per second 
and compute at up to 13.6 teraflops. UK National Grid is sponsored by U.K Office of 
Science and Technology[7]. Unicore (www.unicore.de) is a seamless interface to 
high-performance Education and Research computer centers at nine government, 
industry and academic labs. The famous Grid focused on spatial information includes 
SpaceGrid, EnvirGrid and EarthObsevation Grid. ESA’s SpaceGrid is an ESA funded 
initiative (http://sci2.esa.int/spacegrid). 

EnvirGrid main goals are generalization of Earth Science application infrastructure 
to become GRID-aware, extend GRID access to European Environmental and Earth 
Science application to large science communities, to value adding and commercial 
communities, …, and demonstrate collaborative environment for Earth Science. 

Dozens of satellites constantly collecting data about our planetary system 24 hours a 
day and 365 days a year. Large scale of satellite data needed to be processed and stored 
in real time or almost real time. So far real time processing in remote sensing confronts 
much difficulties in one single computer, or even impossibility. Computing grid that is 
integrated by series of middleware provides a way to solve this problem [8].  

Serials of middleware [9] of remote sensing image processing on grid platform 
have been developing by Telegeoprocessing and Grid study group in Institute of 
Remote Sensing Applications, Chinese Academy of Science. But as common users, 
they can have neither remote sensing data nor processing middleware except 
requirement of result. Automatically transferring and task execution (ATTE) 
middleware on grid can meet the requirement through farthest sharing remote sensing 
data and processing middleware.  

The paper mainly describes the mechanism and process of the middleware. We 
describe the High throughput Computing for Spatial Information Processing System on 
Grid platform (HIT-SIP) developed in our research group in IRSA, CAS in Section 2.  

2   Remote Sensing Data Processing Middleware on HIT-SIP Grid 
Platform 

Remote sensing data processing is characterized by magnitude and long period of 
computing. Real time or almost real time processing is impossible on simple personal 
computer. But on the other hand, large numbers of PCs waste computing and 
restoring resources in certain time when they are free. So how to use the free 
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geographically distributed resources to process remote sensing data in cooperative 
type seems very significant and practicable. Luckily, emerging grid technology can 
provide large computing power in the Internet as the security type.  The grid 
computing nodes resource distribute loosely. They may be supercomputers or 
common PCs with heterogeneous architecture.  The grid computing nodes resource 
distribute loosely. They may be supercomputers or common PCs with heterogeneous 
architecture. 

The HIT-SIP system on Grid platform has been developed in Institute of Remote 
Sensing Application, Chinese Academy of Science. It is an advanced High-
Throughput Computing system specialized for remote sensing data analysis using 
Condor. Heterogeneous computing nodes including two sets of Linux computers and 
WIN 2000 professional computers and one set of WIN XP computer provide stable 
computing power. The grid pool uses java universe to screen heterogeneous 
characters. The configuration details of PCs in the pool are shown in Table 1. The 
structure of HIT-SIP system is shown in Figure 1. Figure 2 show the interface of front 
page of HIT-SIP system, which can be access by web service. 

Fig. 1. The Structure of HIT-SIP system 

The HIT-SIP system is a fundamental bare computing platform and can not run 
remote sensing image processing program. So remote sensing data processing 
middleware running on grid pool is inevitable. Common users can use the 
heterogeneous grid and share its strong computing power to process remote sensing 
data with middleware as if on one supercomputer. Till now, aerosol middleware, 
thermal inertia middleware and image classification middleware have been developed 
in HIT-SIP system.  
 

computer. But on the other hand, large numbers of PCs waste computing and 
restoring resources in certain time when they are free. So how to use the free 



176 J. Wang et al. 

 

Fig. 2. The interface of front page of HIT-SIP system 

Table 1. The configuration of computers used by HIP-SIP in the Grid pool 

IP Name Arch-OS Role 
192.168.0.5 Manager.linux Itel/Linux Manager/client 
192.168.0.3 Wjq.linux Intel/WIN50 Client 
192.168.0.102 Tele1.linux Intel/WIN50 Client 
192.168.0.111 Tele2.linux Intel/WIN51 Client 
192.168.0.6 Client2.linux Intel/Linux Client 

3   Share of Remote Sensing Data and Image Processing 
Middleware  

3.1   Sharing Requirement 

Remote sensing data sharing became more and more significant with the digital 
information era coming. Grid technology also provides powerful tool for remote 
sensing data sharing .In the mean time, sharing remote sensing data processing 
middleware on grid naturally become very important. There still has a sharp 
contradiction between data and middleware owners and common users: as data and 
middleware owners, they don’t just want to simply copy their production to other 
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people because of property, but as common users, they also don’t want to take long 
time to develop middleware. We have developed Middleware prototype of 
automatically transferring and task execution on grid to solve this contradiction. It can 
both meet users’ sharing requirement and protect owner’s property. 

3.2   Sharing Architecture of Remote Sensing Data and Image Processing 

We bring forward sharing architecture of remote sensing data and image processing 
middleware codes based on grid technology and Web Service. 

 

Fig. 3. Architecture of Remote Sensing Data and Image Processing middleware sharing 

Geographically distributed remote sensing data sets and middleware codes data 
sets can be involved in this architecture. XML (extensible Markup Language) acting 
as a new standard for data interchanging on Internet provides a powerful tool for Web 
Service. Metadata of remote sensing and middleware codes will be registered at 
clearinghouse in certain suited type. So common users can find required remote 
sensing data and middleware through metadata matching module. Nowadays, there 
exists several metadata standards about geo-spatial data derived from remote sensing, 
of which “Content Standard for Digital Geospatial Metadata: Extensions for Remote 
Sensing Metadata” is the most famous one made by Federal Geographic Data 
Committee (FGDC). Metadata on the grid must be different with the FGDC’s 
standards but with reference of it. Metadata of remote sensing data processing 
middleware must including task description files and middleware description files that 
must match the metadata format of remote sensing data. 

Through module of metadata describing middleware and remote sensing matching 
service, user can easily find matched data location. Java Remote Method Invocation 
(RMI) is an advanced java technology used for distributed application program. 
Middleware of automatically transferring and task execution (ATTE) on grid can 
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Fig. 4. Architecture of ATTE Middleware 

long-distance transfer geospatial data derived from remote sensing satellite and 
remote sensing data processing middleware codes. When user gets the URL 
(including directory) of remote sensing data and processing middleware codes, he can 
easily starts ATTE. Matched data and middleware codes can be executed on grid 
platform and computed result be automatically transferred back to user. 

3.3   Middleware of Automatically Transferring and Task Execution on Grid 

Recently Java RMI has been popular. It is easier to use than CORBA because 
applications may only be in one language. Object can be easily serialized and 
transferred long-distance but not needed to execute on local computer. 

The remote sensing data sets and processing middleware data sets nodes will be 
acted as server in the system architecture. Accordingly, user node will be acted as 
client. Application program on user node includes interface with server transferring 
module and task execution module on grid platform. RMIServer object will be 
serialized into Sub; so executing client sub is the same as executing server. 

3.4   A Practical Example Using ATTE Middleware and Processing Middleware 
on Grid 

On HIT-SIP grid platform, we test this sharing mechanism. Unsupervised 
Classification of Remotely Sensed Images middleware has been chosen as processing 
middleware codes resource. Overall resource and Internet configuration as following: 
The Table 2 shows remote sensing data sets resource located at Tele2 (IP: 
192.168.0.110) and unsupervised classification image middleware codes at TGP 
(IP:192.168.0.110). Client (IP:192.168.0.3) can be the node in the grid pool or not. In 
this test we choose it as the grid node and share its computing resource.  
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Table 2. Remote sensing aata and processing arrangement in the Grid pool 

IP Name Resource Role Grid node 
(yes/no) 

192.168.0.6 Condordlient2 Computing  yes 

192.168.0.3 WJQ Computing Client yes 

192.168.0.110 Tele2 RS data & Computing Server yes 

192.168.0.1 TGP Processing middleware Server No 

 

Following is the remote sensing data and middleware description: In this test, we 
use IKONOS satellite dada as data resource, which IKONOS satellite images were 
acquired on 26 April 2002 with approximately 1 m and 4 m spatial resolution in the 
visible (panchromatic) and relatively broad bands in the blue, green, red, and near-
infrared portions of the spectrum, respectively. We use bands of blue, green, red, and 
near infrared for about 4m spatial resolutions. Test ground surrounds Olympic park in 
Beijing. The middleware [9] is the no-alternative unsupervised calcification 
algorithm. We image that each job partition data should be computed individually and 
be submitted only once. After computing they can be fused and displayed. Through 
deep analysis we find that we can try to solve this problem for several reasons. Object 
can be distinguished and classified whatever in one whole image or in divided parts 
according to brightness of every pixel. The most important issue we care about is 
which type every object can be classified and the difference among different objects 
.We can do not care about the brightness of the whole core center. We set the 
classified number of each divided part. The problem may be that each divided part 
must be classified into given class number but it may be less the number in just one 
divided part. Through amalgamating dynamically class number through critical 
threshold we can adjust the class number in each divided part. Then classifying effect 
in each part can be almost the same as in one whole image after properly matching 
colors. 

4   Conclusions 

Architecture of sharing remote sensing 
data and image processing middleware 
codes provides a integrated reference 
framework for resource sharing. Grid 
computing and Web Service technology 
is really a very effective method for 
sharing remote sensing data and 
processing middleware codes. Metadata 
of Remote sensing and middleware will 
be issued at cleaning house. So user can 
find the correct URL of matched data 
resource. Through ATTE middleware 
that we have developed, the owner of data and middleware need not just simply copy 
the data to client because of property. User just gets the required result through ATTE 

 

Fig. 5. Classification Result on Client Node 
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middleware on grid instead of getting raw data. It is very convenient not only for user 
but also for owner. 
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Abstract. A new k-medoids algorithm is presented for spatial clustering in 
large applications. The new algorithm utilizes the TIN of medoids to facilitate 
local computation when searching for the optimal medoids. It is more efficient 
than most existing k-medoids methods while retaining the exact the same 
clustering quality of the basic k-medoids algorithm. The application of the new 
algorithm to road network extraction from classified imagery is also discussed 
and the preliminary results are encouraging. 

1   Introduction  

Clustering is the process of grouping a set of objects into classes or clusters so that 
objects within a cluster have similarity in comparison to one another, but are 
dissimilar to objects in other clusters [Han et al 2001]. In simpler words, clustering is 
a process of finding natural groupings in a set of data. It has been widely used in the 
applications such as marketing, city planning, insurance, medicine, chemistry, remote 
sensing, and so on. A complete review of the current state-of-the-art of spatial 
clustering can be found in [Han et al, 2001] or more recently, in [Guo et al, 2003]. 
In the field of automatic object extraction from remotely-sensed imagery, Doucette et 
al (1999; 2001) provided a self-organizing road map (SORM) approach to road 
centerline delineation from classified high-resolution Multi-Spectral Imagery (MSI). 
The SORM is essentially a spatial clustering technique adapted to identify and link 
elongated regions. This technique is independent from a conventional edge definition, 
and can meaningfully exploit multispectral imagery. Therefore, it has some promising 
advantages over other existing methodologies. 

Spatial clustering techniques enable the identification and link of elongated road 
regions. Unfortunately, traditional k-means, Kohonen learning approaches, which were 
used by Doucette et al (1999, 2001), are sensitive to the noises in classified images. The 
K-Medoids approach is more robust in this aspect, but it is very time-consuming. We 
have to investigate more efficient spatial clustering algorithms in order to apply these 
techniques to a large image. This is the main motivation of this paper. 

The remaining parts of this paper are organized as follows: The existing k-medoids 
methods are briefly introduced in the next section. The new efficient k-medoids 
algorithm is presented afterwards with some experiment results. The application of 
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the proposed algorithm in road network extraction is discussed and finally some 
conclusions are given.  

2   K-Medoids Clustering Methods 

The k-medoid method is one of the partitioning methods. Because it uses the most 
centrally located object (medoids) in a cluster to be the cluster centre instead of taking 
the mean value of the objects in a cluster, it is less sensitive to noise and outliners 
compared with the k-means approach [Han et al, 2001]. Therefore, the k-medoids 
method should be more suitable for spatial clustering purpose than the k-means 
method because of the better clustering quality it can achieve. However, it is well 
known that a k-medoids method is very time-consuming. This motivates us to 
investigate the possibility to improve the efficiency of the k-medoids method in the 
context of road network extraction.  

2.1   PAM Algorithm 

An early k-medoids algorithm called Partitioning Around Medoids (PAM) was 
proposed by Kaufman and Rousseeuw (1990). The PAM algorithm can be described 
as follow [Ng and Han, 1994]:  

1. Select k representative objects arbitrarily. 
2. Compute total cost TCih for all pairs of objects Oi, Oh where Oi is currently 

selected, and Oh is not. 
3. Select the pair Oi, Oh which corresponds to min Oi, Oh (TCih). If the minimum TCih is 

negative, replace Oi with Oh, and go back to Step (2). 
4. Otherwise, for each non-selected object, find the most similar representative object. 

Halt. 

Because of its complexity, PAM works effectively for small data sets (e.g., 100 
objects in 5 clusters), but is not that efficient for large data sets [Han et al, 2001]. This 
is not too surprising if we perform a complexity analysis on PAM [Ng and Han, 
1994]. In Step 2 and 3, there are altogether k (n-k) pairs of [Oi, Oh], where k is the 
number of clusters and n is the total number of objects. For each pair, computing TCih 
requires the examination of (n-k) non-selected objects. Thus, Step 2 and 3 combined 
is of O(k(n-k)2). This is the complexity of only one iteration. Thus, it is obvious that 
PAM becomes too costly for large values of n and k [Ng and Han, 1994]. 

2.2   CLARA Algorithm 

To deal with larger data sets, a sampling-based method, called Clustering LAR 
Applications (CLARA) was developed by Kaufman and Rousseeuw (1990). CLARA 
draws multiple samples of the data set, applies PAM on each sample, and returns its 
best clustering as the output. The complexity of each iteration now becomes O(ks2 + 
k(n-k)), where s is the size of the sample, k the number of clusters, and n the total 
number of objects. 

The effectiveness of CLARA depends on the sampling method and the sample 
size. CLARA cannot find the best clustering if any sampled medoid is not among the 
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best k medoids. Therefore, it is difficult to determine the sample size. Experiments 
reported in [Kaufman and Rousseeuw, 1990] indicate that 5 samples of size 40 + 2 k 
gave satisfactory results. However, this is only valid for a small k. In the case of road 
network extraction, we will have hundreds of medoids (i.e., k>100). To assure the 
quality, the “optimal” sample size has to be about 10 times of k, which will require 
too much computational time for performing PAM on each sample set.  

2.3   CLARANS Algorithm 

To improve the quality and scalability of CLARA, another clustering algorithm called 
Clustering Large Applications based upon RANdomized Search (CLARANS) was 
proposed in [Ng and Han, 1994]. When searching for a better centre, CLARANS tries 
to find a better solution by randomly choosing object from the other (n-k) objects. If 
no better solution is found after a certain number of attempts, the local optimal is 
assumed to be reached. CLARANS has been experimentally shown to be more 
efficient than both PAM and CLARA. However, its computational complexity is still 
about O(n2) [Han et al, 2001], where n is the number of objects. Furthermore, its 
clustering quality is depending on the two predefined parameters: the maximum 
number of neighbors examined (maxneighbor) and the number of local minima 
obtained (numloc).  

In summary, in terms of efficiency and quality, none of the existing k-medoids 
algorithms is qualified for spatial clustering for road network extraction. We will 
propose a new efficient k-medoids which can overcome part of the computational 
problems and is suitable for clustering large data sets. 

3   CLATIN: An Efficient k-Medoids Clustering Method 

When we take a close look at the PAM algorithm, it is found from Fig.1 that the 
replacement of the current medoid Oi with the non-medoid object Oh will only affect 
the small portion of the data set, i.e., the right bottom portion and the left top portion. 
Therefore, in Step 2 of the PAM clustering, to calculate the total cost of this 
replacement, we only need to take into account this small portion. The question 
remaining is then: how to determine efficiently this subset of the original data set?. 
Thankfully, we can use the triangular network of the medoids to help us find the 
subset (see Fig. 2). This leads us to develop a new efficient k-medoids clustering 
algorithm. We call it Clustering Large Applications with Triangular Irregular 
Network (CLATIN).  
The main steps of our CLATIN can be described as follows: 

1. Initialization. 

1) Select k representative objects arbitrarily as initial medoids. 
2) Construct the TIN of these k medoids. 

2. Compute total cost TCih for all pairs of objects Oi, Oh where Oi is currently selected 
medoid, and Oh is one of the non-medoid object. 

1) Determine the affected object subset S through a link analysis in the medoid-
TIN.  
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2) Calculate the total cost TCih over the neighboring object subset S.  

3. Select the pair Oi, Oh which corresponds to min Oi, Oh (TCih). If the minimum TCih is 
negative,  

1) replace Oi with Oh,  
2) update the TIN and clustering results locally,  
3) go back to Step 2. 

4. Otherwise, for each non-selected object, find the most similar representative object. 
Halt. 

  

Fig. 1. Illustration of the replacement of current medoid Oi with a non-medoid Oh in a PAM 
Clustering: Red crosses are current selected medoids, blue points are non-medoids 

If we compare the new algorithm with the previous one, there are three additional 
steps: Step 1.1, Step 2.1 and Step 3.2. These three steps consume a small amount of 
computational time. In Step 1.1, the TIN can be constructed with a complexity of 
O(klog k), where k is the number of nodes; in our case, the number of clusters. Step 
2.1 is almost of linear complexity. Step 3.2 is also of linear complexity because we 
can update the TIN and cluster locally. So in overall, the computation complexity is 
O(k (n-k) s), where s is the average number of the affected neighbors, which is around 
1/10 of n.  

There are many existing algorithms that can be chosen for the construction of the 
TIN of medoids. For example there is the incremental insertion algorithm of Lawson 
(1977), the divide-and-conquer algorithm of Lee and Schachter (1980), or the plane-

Oi 

Oh
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sweep algorithm of Fortune (1987). In our current implementation, we use the 
incremental insertion algorithm of Lawson (1977), which is also described in 
[Bourke, 1989]. This algorithm is not worst-case optimal as it achieves O(n2) time 
complexity. However, its expected behavior is much better. In average, O(n log n) 
time complexity is achieved.  

 

Fig. 2. Illustration of the replacement of current medoid Oi with a non-medoid Oh in a CLATIN 
clustering: Red crosses are current selected medoids, blue points are non-medoid points, black 
dash lines are the TIN of current medoids, red rectangles are the possible affected medoids 

Table 1 shows the computation time comparison between the new CLATIN 
approach and other existing k-medoids method on different data sets. The tests were 
performed in a PC with P4 2.02GHz CPU and 512 MB RAM. For CLARA algorithm, 
we set the number of sample set to 5 and the size of each sample set is 10*k, where k 
is the number of clusters. 

It can be seen that the CLATIN is faster than the basic PAM in all the cases, while 
retaining exactly the same clustering quality. The larger the number of clusters, the 
more time saving is achieved (see Fig 3). CLATIN is faster than the CLARA in the 
cases of small average cluster population (e.g. less than 50 objects per cluster) only 
(see Fig. 4). This is not surprising because we fixed the sample size as 10 times of the 
number of clusters for all the cases, and the computation time of CLARA is less 
sensitive to the number of objects. However, the clustering quality from CLARA 
usually is not comparable to that of PAM. To improve the clustering quality, we have 

Oh

Oi
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Table 1. Computation time comparison 

Computation time (seconds) 
Case #Sample #Cluster 

Average 
population PAM CLARA CLATIN 

1 1353 9 150.33 13 <1 11 
2 3531 9 392.33 111 1 111 
3 6000 9 666.67 351 1 364 
4 1353 42 32.21 57 27 29 
5 3531 42 84.07 411 29 184 
6 6000 42 142.86 1,447 35 633 
7 3531 120 29.43 1,100 693 229 
8 6000 120 50.00 3,251 675 900 
9 13531 120 112.76 18,742 707 3,311 

10 13531 270 50.11 45,207 7,424 4,261 
11 12859 270 47.63 38,778 6,982 2,685 
12 10228 270 37.88 25,165 5,780 2,438 

to either increase the number of sample sets or increase the size of each sample set. 
Both cases will result in a dramatic reduction in computation efficiency. This makes it 
justifiable to choose CLATIN over CLARA for large applications (e.g. spatial 
clustering for road network extraction).  

4   Applications 

In this paper, a similar methodology to the SORM proposed by Doucette et al (2001) 
is used. However, we use the new efficient k-medoids clustering algorithm: CLATIN.  

The proposed approach starts with an image segmentation using spectral clustering 
techniques. The road cluster is identified automatically using a fuzzy classification 
based on a set of predefined membership functions for different landscape types (e.g.  

 

Fig. 3. Comparison of computation time: CLATIN (black dash line) vs. PAM (red dotted) 
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Fig. 4. Comparison of computation time: CLATIN (black dashed) vs. CLARA (red dotted) 

water bodies, grasslands, roads). These membership functions are established based n 
the general spectral signature of each landscape type as well as the characteristics of 
the image scene under consideration. An angular texture index is used to further 
reduce the misclassifications between roads, buildings and parking lots. The whole 
road network is finally extracted by performing a spatial clustering on the road pixels. 
In this step, the new clustering algorithm is used for spatial clustering purpose and on 
the road pixels only. The neighboring cluster centers will be linked together to create 
the corresponding road centerlines and road junctions and to form the road network 
topology. 

The proposed clustering approach for road network extraction has been tested on 
several IKONOS MS images (4m spatial resolution) covering  

 

Fig. 5. Road center pixels (white) found by CLATIN algorithm (Test area 1) 
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Fig. 6. Road center pixels (white) found by CLATIN algorithm (Test area 2) 

the suburban area of the city of Fredericton, Canada. Some results are shown in Fig. 5 
and Fig.6. The results are quite encouraging in the sense that the topology of the 
whole road network has been precisely captured by the resultant road center pixels (in 
white in Fig 5 and 6). Note that in our current implementation, there is still a large 
misclassification among roads, buildings and parking lots which makes the results not 
that pleasing. However, with the introduction of angular texture index and thus the 
improvement in image classification, we expect much better results from spatial 
clustering. 

5   Conclusions 

Spatial clustering has been a useful tool for Geographical Data Mining. Experiments 
have also demonstrated that spatial clustering approach for linear feature extraction 
from remotely-sensed imager has some promising advantages over other existing 
methodologies because it is independent from a conventional edge definition, and can 
meaningfully exploit multispectral imagery.  

K-medoids methods are very robust to the existence of outliers. This makes it an 
ideal spatial clustering technique for road network extraction from classified imagery. 
To overcome the computational issue of existing k-medoids methods, we have 
introduced a new k-medoids algorithm, which is much faster than the basic PAM 
algorithm while retaining exactly the same clustering quality. The new CLATIN 
algorithm is also more efficient than CLARA in the case of large number of clusters.  

The future work includes the full implementation of the CLATIN-based road 
network extraction from multi-spectral imagery, particularly the improvement of 
image classification accuracy and the implementation of automatic link of clustering 
centers to form the whole road network. The applicability of clustering approach to 
road extraction in the urban area will also be one of our next steps. 
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Abstract. Internet and E-commerce technology are two fast developing
fields. Companies who adopt these new techniques have gained good
economic profit. In this paper, we will focus on the application of these
techniques in the virtual presentation and sale of textile product. The
paper will address the following technical problems in detail: Internet-
based garment CAD/electronic garment fitting, virtual presentation and
design of home textile product, security problems in electronic commerce,
and copyright protection of textile patterns on Internet.

1 Introduction

The garment industry in China has a very long history. In 1960’s, with the devel-
opment of computers, industrial automation has found application in garment
and textile manufacturing. USA, England, France, Italy, Spain, and Japan et
al employed the new technique and gained a lot. In 1980’s, a lot of garment
companies were established all over China. In Seventh-five Plan, garment CAD
was regarded as the key developing project, which had a great promotion to
the garment design, manufacturing, et al. Computers have been applied to var-
ious aspects of garment industry [1],[2],[3]. In the beginning of 1990’s, with the
promotion of human life level and the pursuit of high living quality, various
home textile products appeared in the market. And a lot of companies produc-
ing textile product were established in last decade. Beyond Company is a typical
example.

With the development of software technology, hardware technology, and In-
ternet, there will be certainly more application systems in the filed of textile and
garment industry. And these new techniques will bring a lot of economic profits
for companies in textile and garment fields.

� This research is supported by NSF in Zhejiang Province(grant no.KYZ070304005).
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Fig. 1. User Interface of our EasyShow system

Fig. 2. The Replacement Effects of Materials for Skirts

Several Universities and institutions have do some research work in electronic
garment fitting [4],[5],[6],[7],[8]. Even there are some electronic garment fitting
systems in the market, but they were not widely used. There are four reasons:

– The user interface of the systems is not intuitive and friendly, and it also
lacks intelligence,

– The effect for garment fitting is not as good as expectedtexture feature and
color feature can not reach realistic feeling,

– They lack efficient body-varying tool, since each individual has its own body
parameters.

To solve these problems, we develop a new generation electronic garment-
fitting system (Fig. 1 shows the user interface). The system can make replace-
ment to the cloth materials, cloth color. And in the replaced picture, the shadow
changes and crapy effect can be preserved very well (See Fig. 2).

EasyShow is a visual presentation and computer aided design system for
home textile, developed by State Key Lab. of Zhejiang University and Pioneer
Graphics Software Corp. It can display the layout of a room with all textile
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Fig. 3. Visual presentation of sofa slipcover

adornment (such as slipcover of sofabedspreadcarpetcurtainrag doll). For each
textile adornment, the system can change the color of cloth with the design
style unchanged. In addition, users can input their own image patterns into
image library, change the color of style with their own patterns(as Fig. 3).

According to our investigation, many textile mills and color separation press
factories have a lot of cloth styles and image patterns, which are useful to the
design of new textile products. It is very important to create a cloth style and
image pattern library, compress the library data, and save the information in
computer database. Then the users can search for a cloth style and image pattern
quickly and easily. The system is being developed, which can be used soon.

Firstly, electronic commerce over the Internet fundamentally depends on the
communication security services. In the commercial world, security problems man-
ifest themselves in a number of ways, such as eavesdropping, password sniffing,
data modification, spoofing and repudiation. However, various simple holes exist
in our software and systems and basic flaws exist in the Internet’s infrastructure.
Several studies have independently shown that many individuals and companies
are abstaining from joining the Internet simply because of security concerns.

Secondly, although the network distribution of multimedia information offers
the promise of improved efficiency and much lowered distribution costs, the un-
desirable side effects are the enormous business threats to information provider:
the unauthorized redistribution of the copyrighted multimedia data. Protecting
content against misappropriation or abuse is a key step toward a comprehensive
information commerce infrastructure.

Thirdly, fraud exists in current commerce systems: cash can be counter-
feited, checks altered, credit card numbers stolen, even our identities can be
forged. There is an urgent need for technologies and infrastructures that can
forestall spoofing and guarantee confidentiality in Web commerce. There are
several schemes now available to solve these problems to some extent: firewalls,
one-time passwords, data encryption, digital signatures, public-key certificates,
cryptographic protocols etc. However, a robust security solution satisfies all the
fundamental requirements for Internet-based e-commerce is still unavailable. In
this following, we propose a possible solution based on digital steganography
and watermarking for transaction. And we present our method for copyright
protection on clothing styles, flower pattern and design models.
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2 Security Management in EasyShow

2.1 A Secure Transition Model Based on Steganography and
Watermarking

Steganography deals with the hiding of messages so the potential monitors do
not even know that a message is being sent. It is different from cryptography
where they know that a secret message is being sent. The latter might consist of
an unreadable message like FOKLYA, while the former might use secret ink[9].

According to the consensus on the First International Information Hiding
Workshop, a slightly changed model of core components in a typical stegano-
graphic system, also called as stegosystem, is shown in Fig. 4. In such systems,
data is whatever types of data that’s appropriate, such as various multimedia
data. Embedded-data represents messages to be hidden. Cover-data is the in-
put that will be the carrier of the embedded-data. Stego-data, which has the
embedded message hidden in it, is the output of the hiding process.

Fig. 4. Model of core components of stegosystems

Stego-key is the additional secret data that may be needed in the stegano-
graphic process. Stego-key1 is used in the embedding process while stego-key2
is used in the extracting process.

Compared with the cryptographic terminology, if stego-key2 is the same as
stego-key1, we call the system symmetric, otherwise asymmetric. In a symmetric
system, the stego-key is also referred to as private key. And in an asymmetric
system, one key is called private, the other is called public.

Steganography conceals the very existence of the secret message. It’s therefore
broader than cryptography and can tackle some problems that are not solvable
by cryptography. Especially it provides an effective way to implement secure
communications, or in another word, secret communications[10]. Digital water-
marking stems from steganography, with robust embedded labels as a key fea-
ture. The label, called as a digital watermark, is a piece of hidden information
within digital data (such as audio, video, still images, text and 3D models). To
integrate the above ideas we propose a model that incorporates digital steganog-
raphy and watermarking into an online transaction. The model is depicted in
Fig. 5.
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Fig. 5. Watermark image

Our model meets the following requirements for secure transactions:

Security: The transaction data is embedded into an ordinary-looking multi-
media document being transmitted. It achieves the secure transaction desired
because ordinary documents are unlikely to be eavesdropped or to stimulate the
desire of spies to attack. Concealment is the first layer of security. The trans-
action data should be robustly embedded, in another word, it is difficult to be
extracted and damaged without the proper key and survives common trans-
formations and transmission errors. And only Bob can extract the transaction
data from the stego-document with his private key. Robust steganography is the
second layer of security.

Robust: The watermark must be difficult (hopefully impossible) to remove or
destroy. Acts of removal can be either unintentional, like common signal pro-
cessing operations, or intentional, like deliberate and malicious attacks such as
collusion and forgery.

Secure: The digital watermark is secure, i.e., the locations where the watermark
is embedded and how much modification occurs in order to embed the watermark
are secret and undetectable without secret elements.

Our blind digital watermarking algorithm is based on FFT frequency domain.
The original image is color image of 512× 512. The watermark image is binary
image of 64 × 64. Watermark embedment is taken as formula (1). Watermark
extraction is also described as following.

(1) Embedding watermarks

Step 1. Take Fourier Transform of R,G,B components of original color image of
size 512× 512 and get Fourier magnitude matrixes Ai and angle matrix Zi, i =
1, 2, 3. If the size of the original color image is more than 512 × 512, we only
select one part of it to 512×512. The watermark image is binary and every pixel
is 0 or 1. We take every pixel of the watermark image and get a sequence of 0
and 1. The sequence is divided into three groups and we can get Bi, i = 1, 2, 3,
The total 0 in Bi is Ci,i = 1, 2, 3.

Step 2. Embed Bi into some fixed positions of Ai and get Di, i = 1, 2, 3. The
watermark embedment is taken as following formula (1):

v′
j = vj + αwj , α� vj (1)

wj ∈ Bi, wj=0 or 1, vi is chosen data from,i = 1, 2, 3. strength parameter
α = 12000.
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Fig. 6. Embedding watermark interface of Easy Show system

Step 3. Invert FFT transform to Di and Zi and get Äi, Äi is R,G,B components
of the image-signed, i = 1, 2, 3. So, we get the image-signed IW .

(2) Extracting watermarks

Step 1. Take R,G,B components of the image-signed IW and get Ai, magnify
the noise of Ai and get Äi using method mentioned in Section 2.1, β = 30,
i = 1, 2, 3.

Step 2. Take Fourier Transform of Ai and get Bi,i = 1, 2, 3. Find watermark
information from the corresponding positions of Bi and get sequence Ei, i =
1, 2, 3. Turn Ci minmum of Ei into 0 and turn others into 1 and get sequence
Fi, i = 1, 2, 3.

Step 3. Let F = {Fi}, i = 1, 2, 3. Turn F into 64 × 64 blocks and get the
watermark image covered W .

(3) Experimental Results

The watermark image is the binary image (see Fig. 5). We embed it into Easy
Show system to protect copyright of textile products (see Fig. 6).]

3 Conclusion

The introduction of new information technology will accelerate the development
of textile and clothing industry, and it is a very good chance for the companies
in this field to have revolution on traditional manual design and manufacturing
methods. The Internet-based electronic commerce provides good chance for the
fast development for the companies in textile field. Besides establishing web site,
the companies can also set-up a virtual product presentation studio, supporting
electronic clothing-fitting of human beings on Internet and the interactive design
and customizing of home-textile product through Internet.
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Abstract. In this paper, we present an efficient method for generation of
free from surfaces using the solution to a fourth order partial differential
equation. In the interest of computational efficiency, the surface function
is taken to be the combination of the boundary functions modulated
by some unknown functions. Making use of the properties of boundary
functions, the fourth order partial differential equation is transformed
into a fourth order ordinary differential equation. To solve this equation,
we further convert it to a set of one-dimensional finite difference equa-
tions where the number of unknowns is reduced significantly allowing
fast surface generation.

1 Introduction

Surface generation is an important topic in computer graphics and CAD. Many
methods have been developed. Among current techniques, Bézier, B-spline and
NURBS are the most popular [1].

Alongside the purely geometric methods in surface modelling, complementary
approaches are being developed. For example, Sederberg and Parry proposed a
free form deformation (FFD) tool for shape manipulation of surfaces [2]. Coquil-
lart extended free form deformations to EFFD [3].

PDE (partial different equation) based surface generation is another effective
approach, which was originally proposed by Bloor and Wilson [4], [5]. Later
on, this approach was extended and applied to various developments, including
vase surface design [6], blending surface generation [7] and surface modelling [8].
Most recently, Monterde and Ugail investigated harmonic and biharmonic Bézier
surfaces [9].

Fourth order partial differential equations used in surface representation are
often difficult to solve with analytical methods, if not impossible. In many cases
numerical methods, such as finite differencing and finite element methods, are
the only option. As two independent variables are necessary for surface repre-
sentation, the resolution of fourth order PDEs is a two dimensional problem
involving many unknowns to be solved. Consequently, it is expensive both in
terms of processing speed and memory consumption. In order to address this
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problem, in this paper, we present an efficient resolution method to solve fourth
order PDEs and employ it to generate free form surfaces.

2 Finite Difference Algorithm

Subject to suitably defined boundary conditions, the solution to a vector-valued
fourth order PDE can be employed to represent a free form surface [6], [7]. In
this paper, we use the following partial differential equation

∂4x
∂u4

+ b
∂4x

∂u2∂v2
+ c

∂4x
∂v4

= 0 (1)

where b = [bx by bz]
T and c = [cx cy cz]

T are vector-valued shape parameters,
and x = [x y z]T is a vector-formed positional function.

Given two non-coincident 3D curves, we can create a surface which passes
these two curves. The slope of the surface can be described with the tangents
of the surface at these two curves. Therefore, the boundary conditions for the
surface can be written as

u = 0 x = g0(v) ∂x
∂u = g1(v)

u = 1 x = g2(v) ∂x
∂u = g3(v)

(2)

where g0(v) and g2(v) are called the boundary curves, and g1(v) and g3(v) are
called the boundary tangents.

The closed form solution of PDE (1) under the boundary conditions (2)
usually does not exist. Among various numerical methods, the finite difference
approach is a common one. However, it is very expensive if this method is to be
directly applied to Eq. (1), as explained earlier. Below we present a new method
to get around the problem.

Since the surface to be generated must satisfy the boundary conditions, we
can construct a surface function which is a combination of some unknown func-
tions and the boundary functions given in Eq. (2). It takes the form of

x(u, v) =
3∑

i=0

fi(u)gi(v) (3)

where fi(u)(i = 0, 1, 2, 3) are unknown functions.
Substituting the constructed surface function (3) into PDE (1), the following

differential equation results

3∑
i=0

[
d4fi(u)

du4
gi(v) + b

d2fi(u)
du2

d2gi(v)
dv2

+ cf i(u)
d4gi(v)

dv4

]
= 0 (4)

Substituting the constructed surface function (3) into boundary conditions
(2), a series of new boundary conditions can be obtained.
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For the boundary condition x = g0(v) at u = 0, the insertion of surface
function (3) into (2) leads to

[f0(u)g0(v) + f1(u)g1(v) + f2(u)g2(v) + f3(u)g3(v)]u=0 = g0(v) (5)

Eq. (5) can be satisfied when the following conditions hold

f0(u) |u=0 = 1
f1(u) |u=0 = 0
f2(u) |u=0 = 0
f3(u) |u=0 = 0

(6)

Similarly, we can get the following boundary conditions.
For the boundary condition ∂x

∂u = g1(v) at u = 0,[
df0(u)

du
g0(v) +

df1(u)
du

g1(v) +
df2(u)

du
g2(v) +

df3(u)
du

g3(v)
]

u=0

= g1(v) (7)

df0(u)
du |u=0 = 0

df1(u)
du |u=0 = 1

df2(u)
du |u=0 = 0

df3(u)
du |u=0 = 0

(8)

For the boundary condition x = g2(v) at u = 1,

[f0(u)g0(v) + f1(u)g1(v) + f2(u)g2(v) + f3(u)g3(v)]u=1 = g2(v) (9)

f0(u) |u=1 = 0
f1(u) |u=1 = 0
f2(u) |u=1 = 1
f3(u) |u=1 = 0

(10)

For the boundary condition ∂x
∂u = g3(v) at u = 1,[

df0(u)
du

g0(v) +
df1(u)

du
g1(v) +

df2(u)
du

g2(v) +
df3(u)

du
g3(v)
]

u=1

= g3(v) (11)

df0(u)
du |u=1 = 0

df1(u)
du |u=1 = 0

df2(u)
du |u=1 = 0

df3(u)
du |u=1 = 1

(12)

After the above treatment, the resolution of PDE (1) subject to boundary
conditions (2) is transformed to solving Eq. (4) subject to boundary conditions
(6), (8), (10) and (12).

Observing Eq. (4), if the equation in the square bracket is zeroed, their sum
is also zero. Thus a solution of Eq. (4) is found. In this way, we obtain four
differential equations and their corresponding boundary conditions.

d4fi(u)
du4 gi(v) + bd2fi(u)

du2
d2gi(v)

dv2 + cf i(u)d4gi(v)
dv4 = 0

(i = 0, 1, 2, 3)
(13)
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fi(u)|u=0 = ci1
dfi(u)

du

∣∣∣
u=0

= ci2

fi(u)|u=1 = ci3
dfi(u)

du

∣∣∣
u=1

= ci4

(i = 0, 1, 2, 3)

(14)

In the above equation, the known constants cij is determined below

cij = {1 for i = j
0 for i �= j

(15)

If the second and fourth derivatives of the boundary functions gi(v) (i =
0, 1, 2, 3) can be expressed with the functions themselves, we have

dg2
i (v)

dv2 = (−1)mξ2
i gi(v)

dg4
i (v)

dv4 = (−1)2mξ4
i gi(v)

(i = 0, 1, 2, 3)
(16)

where ξi (i = 0, 1, 2, 3) are known constants determined by the differential op-
eration, and m may take the value of 1 or 2 depending on the properties of the
boundary function.

For those boundary functions whose second and fourth derivatives cannot be
represented by the functions themselves, we can convert them into those which
have the properties given by Eq. (16).

The insertion of Eq. (16) into (13) results in a fourth order ordinary differ-
ential equation as follows

d4fi(u)
du4 + (−1)mbξ2

i
d2fi(u)

du2 + (−1)2mcξ4
i fi(u) = 0

(i = 0, 1, 2, 3)
(17)

Fig. 1. Typical node j

Fig. 2. Node collocation
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Central finite difference approximation of the second and fourth derivatives
in Eq. (17) can be written below using the nodes shown in Fig. 1.(

d2fi
du2

)
j

= fj+1
i

+fj−1
i

−2fj
i

h2(
d4fi
du4

)
j

= 6fj
i
−4(fj+1

i
+fj−1

i
)+fj+2

i
+fj−2

i

h4

(18)

Substituting Eq. (18) into (17), and putting together the terms with the same
node index, the finite difference equation at the typical node j is generated.

f j−2
i +
[−4 + (−1)mbh2ξ2

i

]
f j−1
i +
[
6− (−1)m2bh2ξ2

i + (−1)2mch4ξ4
i

]
f j
i

+
[−4 + (−1)mbh2ξ2

i

]
f j+1
i + f j+2

i = 0
(i = 0, 1, 2, 3)

(19)

Assuming the resolution region in u direction to be 0 ≤ u ≤ 1, and uniformly
dividing this region into n − 1 equal intervals, we get nodes shown in Fig. 2
where the numbers 1 and n are boundary nodes, 0 and n + 1 are imaginary
nodes outside the boundaries.

With the nodes shown in Fig. 2, boundary conditions (14) become

f1
i = ci1

f2
i − f0

i = 2hci2

fn
i = ci3

fn+1
i − fn−1

i = 2hci4

(20)

For function fi, its value at each node is unknown. There are n + 2 nodes in
Fig 2. Therefore, the total unknown constants are n + 2. For the inner nodes 2,
3, 4,· · ·, n−1, n−2 linear algebraic equations can be constructed from Eq. (19).
Plus the four linear equations given by Eq. (20), there are n + 2 linear algebraic
equations in total whose resolution determines n + 2 unknown constants. Then
substituting these function values back into Eq. (3), the constructed surface
function can be used to generate the resulting free form surface.

3 Numerical Applications

In this section, we will give a number of examples to demonstrate the applications
of the proposed method in surface generation.

Firstly, using a example we demonstrate how different node numbers affect
the surface quality. The boundary conditions for this example are

u = 0 x = r0 cos 2πv ∂x
∂u = r′0 cos 2πv

y = r0 sin 2πv ∂y
∂u = r′0 sin 2πv

z = h0
∂z
∂u = h′

0

u = 1 x = r1 cos 2πv ∂x
∂u = r′1 cos 2πv

y = r1 sin 2πv ∂y
∂u = r′1 sin 2πv

z = h1
∂z
∂u = h′

1

(21)
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The boundary functions are g0x(v) = r0 cos 2πv, g1x(v) = r′0 cos 2πv, g2x(v) =
r1 cos 2πv and g3x(v) = r′1 cos 2πv for x component, g0y(v) = r0 sin 2πv, g1y(v) =
r′0 sin 2πv, g2y(v) = r1 sin 2πv and g3y(v) = r′1 sin 2πv for y component, and
g0z(v) = h0, g1z(v) = h′

0, g2z(v) = h1 and g3z(v) = h′
1 for z component.

Substituting these boundary functions into Eq. (16), we find that m = 1 and
ξi = 2π (i = 0, 1, 2, 3) for x and y components, and ξi = 0 (i = 0, 1, 2, 3) for z
component.

Taking r0 = 0.6, r′0 = −2, r1 = 0.8, r′1 = 1, h0 = 3 and h′
0 = h1 = h′

1 = 0,
solving the finite difference equations for x, y and z components, respectively,
and using the solution to generate the surface, we obtain the images shown in
Fig. 3 where the left, middle and right ones are from n = 20, n = 40 and n = 60,
respectively. With the image magnitude given in the figure, only when node
number is greater than 60, the boundaries between two adjacent patches cannot
be observed.

n=20 n=40 n=60

Fig. 3. Surface generated with different node numbers

When the nodes are taken to be 60, only 62 linear algebraic equations are
solved with the method given in this paper. However, if Eq. (1) is solved directly
with the finite difference method, 62 × 62 = 3844 linear algebraic equations
must be solved leading to a much more expensive resolution process. Therefore,
the method given in this paper is very efficient and especially suitable for the
applications requiring real-time performance.

With the same boundary functions (21) but different geometric parameters
and vector-valued parameters, more shapes are generated and depicted in
Fig. 4.
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The second example is to generate a free form surface defined by the following
boundary conditions

u = 0 x = 0.5 sinh(0.3 + 1.6v) ∂x
∂u = 0.5η1 sinh(0.3 + 1.6v)

y = 1.6 cosh(0.6− 1.6v) ∂y
∂u = 1.6η2 cosh(0.6− 1.6v)

z = 0 ∂z
∂u = 0

u = 1 x = −1.8 sinh(0.8− 1.5v) ∂x
∂u = −1.8η3 sinh(0.8− 1.5v)

y = 1.6 cosh(0.2 + 1.5v) ∂y
∂u = 1.6η4 cosh(0.2 + 1.5v)

z = 2 ∂z
∂u = 0

(22)

For the above boundary functions, we found that m = 2 and ξ0 = ξ1 = 1.6
and ξ2 = ξ3 = −1.5 for x component, ξ0 = ξ1 = −1.6 and ξ2 = ξ3 = 1.5 for y
component, and ξi = 0 (i = 0, 1, 2, 3) for z component.

a b c

d e f

Fig. 4. Generation of surfaces with different shapes

Setting all the vector-valued parameters to 1 and ηi(i = 1, 2, 3, 4) to 0, the
surface in Fig. 5a is created. Changing η1 and η3 to -2 and η2 and η4 to 3, the
image in Fig. 5b is obtained. Keeping ηi(i = 1, 2, 3, 4) the same as those for Fig.
5a and setting bx = by = bz = 50, the surface in Fig. 5c is produced.

The third example is to demonstrate how to create free-form surfaces whose
boundary conditions do not satisfy Eq. (16). The positional boundary conditions
for this example are
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a b c

Fig. 5. Generation of free-form surfaces from accurate boundary conditions

a b

Fig. 6. Generation of free-form surfaces from approximate boundary conditions

w = 0 x = −30.01− 54.39v + 186.71v2 − 106.09v3

y = 5− 28.62v + 32.12v2 − 2.5v3

z = 3.25− 26.72v + 17.58v2 + 5.49v3

w = 1 x = −11.1− 51.07v + 185.38v2 − 120.05v3

y = −3 + 3.06v + 35.77v2 − 40.83v3

z = 14.9− 28.02v + 68.08v2 − 45.96v3

(23)

The functions in Eq. (23) do not satisfy Eq. (16). Here we use a series of
cosine functions to transform boundary conditions (23) into those that satisfy
Eq. (16). For illustrative purpose, we only take four terms in the cosine series
and set tangential boundary conditions to the corresponding positional boundary
conditions multiplied by a known coefficient (in this example, it is taken to be
0.1). In doing so, the following boundary conditions are obtained.

w= 0 x = x
0
(v) =−21 .2−14 .4 cos πv + 4 .3 cos(2 πv ) + 1.3 cos(3 πv ) ∂x

∂w= 0 .1x (v)
y = y (v) = 1 .2 − 0.6 cos πv + 4 .3 cos(2 πv ) + 0 .07 cos(3 πv ) ∂y

∂w= 0 .1y (v)
z = z (v) =−2.6 + 1 .8 cos πv + 4 cos(2 πv ) + 0 .06 cos(3 πv ) ∂z

∂w= 0 .1z (v)
w= 1 x = x

1
(v)= −4.8 − 9.5 cos πv + 0 .8 cos(2 πv ) + 2 .3 cos(3 πv ) ∂x

∂w= 0 .1x (v)
y = y (v) = −0.01 − 0.06 cos πv − 4 cos(2 πv ) + 1 .1 cos(3 πv ) ∂y

∂w
= 0 .1y (v)

z = z (v) = 1 2.1 + 1 .4 cos πv − 0.13 cos(2 πv ) + 1 .5 cos(3 πv ) ∂z
∂w

= 0 .1z (v)

(24)

0

0

0

0

0

1

1

1

1

1
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It should be pointed out that since only four terms are taken, the positional
boundary conditions are a rough approximation of Eq. (23). For a good approx-
imation, more terms should be used.

For each term of Eq. (24), the above method is employed to determine the
surface function and the created surface was given in Fig. 6a and 6b where both
images are obtained from the same surface but different view angles.

4 Conclusions

Fast surface generation is an important topic for applications requiring real-
time performance such as real-time animation, virtual environments and com-
puter games. Analytical PDE based surface generation is only applicable to a
small range of problems. Numerical PDE based surface modelling demands large
amounts of processing power and memory.

The method presented in this paper transforms a fourth order partial differ-
ential equation into a fourth order ordinary differential equation. Then finite dif-
ference approximation is applied leading to a small set of one-dimensional finite
difference equations. Compared to two-dimensional finite difference equations
for solving a fourth order PDE, the one-dimensional finite difference approach
involves significantly fewer unknowns and is almost two orders of magnitude
faster.
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Abstract. Business data collection is growing exponentially in recent years. A
variety of industries and businesses have adopted new technologies of data stor-
ages such as data warehouses. On Line Analytical Processing (OLAP) has be-
come an important tool for executives, managers, and analysts to explore, an-
alyze, and extract interesting patterns from enormous amount of data stored in
data warehouses and multidimensional databases. However, it is difficult for hu-
man analysts to interpret and extract meaningful information from large amount
of data if the data is presented in textual form as relational tables. Visualiza-
tion and interactive tools employ graphical display formats that help analysts to
understand and extract useful information fast from huge data sets. This paper
presents a new visual interactive exploration technique for an analysis of multi-
dimensional databases. Users can gain both overviews and refine views on any
particular region of interest of data cubes through the combination of interactive
tools and navigational functions such as drilling down, rolling up, and slicing. Our
technique allows users who are not experts in OLAP technology to explore and
analyze OLAP data cubes and data warehouses without generating sophisticated
queries. Furthermore, the visualization in our technique displays the exploration
path enhancing the user’s understanding of the exploration.

Keywords: Visualization, Visual Exploration, OLAP, data cube, data warehouse.

1 Introduction

Modern business processes generate an enormous amount of data that needs to be an-
alyzed and understood for better business performance. Executives, managers, and an-
alysts need a tool for making decisions and planning strategies. On-line analytical pro-
cessing (OLAP) has become an important tool for interactive analysis of multidimen-
sional databases such as data warehouses. This tool helps analysts to explore, analyze,
and extract interesting patterns from massive amount of data stored in multidimensional
databases. A variety of industries have adopted data warehouses as the preferred mode
of data storage in order to manage the explosive growth of their databases [1].

Data in warehouses are historical data which is summarized from a variety of rela-
tional databases. In both OLAP tools and data warehouses, a model of data is formed
as a multidimensional data cube. The data cube allows viewing aggregated data from
different perspectives and is commonly organized into dimensions and measures. Both
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dimensions and measures are similar to independent and dependent variables in statis-
tics. For instance, a product is the dimension and the number of unit sales of the product
is the measure. The dimensions usually have hierarchies consisting of multiple levels of
abstraction from a high level to a low level. For example, the same product dimension is
composed of product family, product department, and product name. A time dimension
comprises of year, quarter, and month.

OLAP tools provide functionalities such as slicing, rolling up, and drilling down
for an end user to analyze and navigate through dynamic multidimensional data cubes.
Though OLAP research has been conducted extensively in the past several years, there
is very little available research in interactive visualization for OLAP.

Visualization is a powerful tool supporting visual representation and exploration of
massive data sets. The capability of humans to interpret and capture information from
graphical formats such as a chart is better than from a list of numbers or from viewing
text formats. This paper introduces a novel interactive visual exploration technique for
analysis of multidimensional data cubes from data warehouses. To obtain an effective
and powerful analysis, the tool incorporates visualization into OLAP service which
enables analysts to explore overviews of high levels of data and drill down into levels
of detail of each dimension directly. The incorporation of both visualization and OLAP
not only helps users to extract interesting patterns but also help them to interpret and
analyze the extracted information from OLAP faster. Our technique allow users to view
the visualization of all previous selected paths of interest so that users do not need to
recognize which levels and dimensions they are looking at.

The rest of the paper is organized as follows. We discuss some related work on
OLAP visualization in Section 2. We present our visualization framework in Section 3.
We discuss the visual exploration process in our system through the generation of MDX
queries in Section 4. We present a case study using our system in Section 5. Finally, we
make some concluding remarks in Section 6.

2 Related Work

An extensive amount of research has been done on OLAP including textual presentation
of queried results [2, 3, 4] such as a pivot table. We only discuss OLAP services which
employ information visualization. ADVIZOR [5] provides visualization tools for ex-
ploring database through visual query and analysis. Three techniques, Single Measure,
Multiple Measure, and Anchored Measure, are parts of this tool. The Single Measure
approach represents a measure by using a 3D bar chart on a centered window called 3D
Multiscape. The height of each bar shows a measure value. The Multiple Measure ap-
proach applies Scatterplot to visualize two measures along x-y axis rather than 3D Multi-
scape. Colors can display the third measure. The Anchored Measure approach combines
ParaBox, Bubble plots, Parallel coordinates, and Box plots to visualize multidimensional
data. Bubble plot axes visualize dimensions and Box plots are used for measures. Both
Bubble plot axes and Box plot axes are arranged in the parallel coordinate style [6]. The
system allows drilling down into low levels of abstraction only one dimension at a time.

Polaris is an interactive visual exploration tool which employs a table based visual-
ization technique [7]. A graphical display of the table looks similar to a pivot table in
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a textual format. The table of Polaris consists of three axes in which the x-y axes rep-
resent the numbers of rows and columns while the z-axis is a layout pane for viewing
different visual metaphors such as glyphs and bar charts of the same table structure and
data sets. The extension of Polaris [8] provides a tool for interactively exploring hierar-
chical structures in data sets. The system allows users to get overviews of data and drill
down into low levels like a pivot table approach. In contrast, our technique allows users
to explore independent overviews of data, low levels of detail, and any particular region
of interest anytime during navigation.

Maniatis et al. [9] have developed their model for OLAP screens, called Cube Pre-
sentation Model (CPM), and applied a visualization technique, Table Lens, into their
model. The CPM model consists of two layers which are logical and presentation lay-
ers. The logical layer deals with data retrieval while the presentation layer is for data
presentation. The model employs cross-joins for retrieving maximum, minimum, and
closest average values. The main goal of the system is to determine the window of in-
terest for viewing the data detail of particular areas in large overviews of the cross-join
window. The system does not provide drilling down and rolling up features for explor-
ing multiple levels along different hierarchies.

3 Our Visualization Framework for OLAP

Since hierarchical structures have been deployed in most multidimensional databases,
we feel that it is difficult for users to explore multidimensional data with a tool provid-
ing only overviews of data. It is important for users to interactively drill down through
the low levels of detail to refine their views. Furthermore, only interactive textual dis-
plays such as PivotTable is not effective for understanding or extracting patterns from
multidimensional databases.

Our technique allows users to make a decision whether they want to get overviews
of data, to drill down into low levels, to roll up to high levels, or to view any particular
region of interest of data anytime. Our system provides a navigation facility which
reduces user responsibility of remembering the exploration path of interest.

In the remainder of this section, we give a short review of our method of hierarchical
visualization, the design of our tool for visual feedbacks, and the interactive tools for
exploring OLAP data cubes.

3.1 Hierarchical Exploration

We briefly introduce the Hierarchical Dynamic Dimensional Visualization (HDDV)
[10] technique. In this technique, a horizontal bar, called a barstick, represents a dimen-
sion in a data set. Each barstick has the same length to optimize the screen space and
consists of a sequence of vertical lines representing one or more records. The number
of records in each vertical line are equal to the total number of records in the database
divided by the length of the barstick. The color of each vertical line shows the density
of the number of records satisfying the query range. A darker color represents higher
number of satisfying records. The analysis in HDDV is driven by query range. The user
can explore a set of attributes or dimensions in a hierarchical fashion by specifying
query ranges. Suppose attribute1 and attribute2 are two attributes of interest. When the
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user specifies a range for attribute1, the vertical lines containing records in this range
are rendered in color. Then, the user chooses a range for attribute2. The vertical lines
containing the records satisfying both the ranges for attribute1 and attribute2 are ren-
dered.

3.2 Visualizing OLAP Data Cubes

We have modified the idea from HDDV [10] for exploring hierarchical structure of
OLAP data cubes. We use a barstick for representing each dimension of the data cube
but the details of the display are different. Each barstick is vertically arranged in hier-
archical fashion when users select the highest level of dimension of interest. A barstick
is divided into small rectangles which represent all existing members of the level in
that dimension. A barstick does not show the member with no measure value. In other
words, the member which does not have a measure value is hidden from the barstick.
The width of each rectangle is calculated based on the proportion of measure value of
the member in the selected dimension. For example, if the selected dimension is ‘time’,
it contains four members in the next level called ‘quarter’. The total profit is $250,000
and profits for the quarters are $70,000, $55,000, $37,500 and $87,500. The calculated
proportions of all profits in each quarter are 28%, 22%, 15%, and 35%, respectively and
they are the proportion of the width of all rectangles representing the quarters.

Figure 1 presents an example of visualization for exploring OLAP data cubes. A
tree structure in the left panel of Figure 1 represents the hierarchical arrangement of
the data cube. The upper right panel displays explored hierarchical barsticks while the
lower right panel illustrates one deeper level of the currently selected member. In this
example, the variable ‘Unit sales’ is selected as a measure of interest. The first bar-
stick represents a ‘Product Family’ level of the ‘Product’ dimension. There are three
members including ‘Drinks’, ‘Foods’, and ‘Non-consumable’ in ‘Product Family’ and
‘Foods’ has the highest unit sales displayed by its widest proportion of the rectangle in
the barstick. The second barstick illustrates a ‘Product Department’ level of the ‘Prod-
uct’ dimension. In ‘Product Family’, the members of ‘Drink’ consists of ‘Alcoholic
Beverages’, ‘Beverages’, and ‘Dairy’. ‘Store Type’ level of the ‘Store Type’ dimension
is selected in the third barstick and ‘Supermarket’ has the highest proportion of unit
sales of the drink product followed by ‘Deluxe Supermarket’, ‘Gourmet Supermarket’
(G), ‘Mid-Size Grocery’ (M) and ‘Small Grocery’ (S). The fourth and last barsticks
are explored in the ‘Year’ and ‘Quarter’ levels of the ‘Time’ dimension. The data for
unit sales of ‘Drink’ product exist only for 1997 and the fourth quarter has the largest
amounts of unit sales. The lower right panel displays the month level consisting of July,
August, and September or 7, 8, and 9 when the user places the mouse over the third
quarter of the last barstick.

3.3 Interaction

To efficiently support the analysis and exploration processes of the hierarchical struc-
ture, our technique provides several navigational functions:

Drill down: Drill down is a function to navigate into deeper hierarchical levels in each
dimension. This feature allows users to view a dimension in more details. Our technique
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Fig. 1. The left panel shows the tree structure of the OLAP data cube. The upper right panel
visualizes the selected dimensions as hierarchical bar sticks including Product Family, Product
Department, Store Type, Year, and Quarter levels. The lower right panel displays one deeper
level of the data cube in advance depending on the position of the mouse. In this case, the user
has positioned the mouse on ’Q3’ and this panel shows the ‘Month’ level of the fourth quarter

provides this function through left mouse double click. Users can drill down into deeper
levels any time in any dimension. Figure 1 shows drilling down in the ‘Product’ dimen-
sion from ‘Product Family’ to ‘Product Department’ and in the ‘Time’ dimension from
the ‘Year’ level to the ‘Quarter’ level of ‘Unit sales’ sold in the ‘Deluxe Supermarket’
store type.

Roll up: Roll up is a function to navigate for exploring upper levels of dimensions.
Users can roll up any particular dimension by double clicking the right mouse button.
Figure 2 illustrates rolling up of the ‘Product’ dimension from the ‘Product Department’
level to the ‘Product Family’ level.

Slice: This function allows users to view a particular sub-cube for any selected di-
mension of the data cube. Our tool provides this function through left mouse click for
viewing a measure value of other members in the same level. Figure 3 shows the change
of exploration from Deluxe Supermarket (in Figure 1) to Supermarket.
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Fig. 2. This figure shows the selected dimensions including Product Family, Store Type, Year,
and Quarter. The Product dimension is rolled up from the Product Department level to Product
Family level of Figure 1

Fig. 3. This figure shows the change of member selection from Supermarket to Deluxe Supermar-
ket in the Store Type level

All navigational functions can be automatically combined when users interact with
each barstick so that they can view any particular region of interest in the data cube. For
instance, the combination of drill down and slice functions allow users to explore unit
sales of Alcoholic Beverages in Product Department for all quarters in 1997. Moreover,
users can view each independent dimension when each barstick is first created or by
clicking the right mouse button on any barstick. The system supports on demand details.
When users move mouse over any rectangle in the barstick, the details of the rectangle
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including the name of the specified member and its measure value are shown in a pop-up
box as shown in Figure 1.

4 Visual Exploration and MDX Query

Similar to a SQL syntax for querying and manipulating data from relational databases,
Multidimensional Expressions (MDX) is a powerful syntax for querying and manipu-
lating multidimensional data from OLAP data cubes [11]. We have implemented the
binding of MDX queries with the navigational functions of the interactive tool to en-
able users who are not OLAP experts to explore OLAP data cubes and data warehouses
without generating sophisticated MDX queries.

We describe some examples of the combination of MDX and the interactive tools
based on Figure 1. Suppose ‘Sales’ is a selected data cube, ‘Unit Sales’ is a selected
measure, and ‘Product Family’ is the selected level of the ‘Product dimension’ for
querying. To view all members of the ‘Product Family’ level in proportion, a MDX
query implying this process can be described as:

WITH MEMBER Measures.[sum] AS
′sum([Product].[ProductFamily].members,Measures.[UnitSales])′

MEMBER Measures.[percent] AS ′(([Product].CURRENTMEMBER,
Measures.[UnitSales])/(Measures.[sum]))′,

FORMAT STRING = ′Percent′

SELECT {[Measures].[percent], [Measures].[UnitSales]} on columns,
NON EMPTY [Product].[ProductFamily].members on rows
FROM Sales

When the user drills down on the ‘Product Department’ level through ‘Drink’ in
the ‘Product Family’ level, an equivalent MDX query as shown below is automatically
generated to display the ‘Product Department’ members on the second bar stick.

WITH MEMBER Measures.[sum] AS
′sum([Product].[AllProducts].[Drink].children,Measures.[UnitSales])′

MEMBER Measures.[percent] AS ′(([Product].CURRENTMEMBER,
Measures.[UnitSales])/(Measures.[sum]))′,

FORMAT STRING = ′Percent′

SELECT {[Measures].[percent], [Measures].[UnitSales]} on columns,
NONEMPTY{DESCENDANT[All Products].[Drink],[ProductDepartment])}
on rows

FROM Sales

As shown in Figure 1 and Figure 3, suppose that the user changes the queried mem-
bers in the bar stick representing the ‘Store Type’ level from ‘Deluxe Supermarket’ to
‘Supermarket’. The equivalent MDX statement for this process to display the ‘Year’
members on the fourth barstick of the ‘Time’ dimension is:
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WITH MEMBER Measures.[sum] AS
′sum([Time].[Year].members,Measures.[UnitSales])′

MEMBER Measures.[percent] AS ′(([Time].CURRENTMEMBER,
Measures.[UnitSales])/(Measures.[sum]))′,

FORMAT STRING = ′Percent′

SELECT {[Measures].[percent], [Measures].[UnitSales]} on columns,
NON EMPTY [Time].[Year].members on rows
FROM SalesWHERE ([Product].[All Products].[Drink].[AlcoholicBeverages],
[Store Type].[All Store Type].[Supermarket])

We generate these MDX queries automatically depending on user interaction.

5 Case Study

We use a FoodMart 2000 database [12] in the case study. The database consists of data
cubes such as ‘Budget’, ‘HR’, ‘Sales’, and ‘Warehouse’. The ‘Sales’ data cube com-
prises twelve dimensions excluding the hierarchical levels of each dimension and seven
measures. The ‘Product’, ‘Time’, ‘Store Type’, ‘Promotion Media’, and ‘Promotions’
dimensions and ‘Unit sales’ and ‘Profit’ measures are used for the case study. Suppose
the store manager would like to increase the sales of the drink product stocked in the
store. Figure 1, 2, 3 shows exploring of the drink product family. The manager can
extend the exploration of the ‘Promotions’ and ‘Promotion Media’ dimensions to ob-
tain how they affect the sale amounts in each year. For example, it is easy to find the
following correlations from exploration of the data cube.

Daily newspaper, radio, and TV tend to be the most effective media to increase the
amount of sales in sales days promotion of the supermarkets while bulk mails tend
to be the most effective way to advertise the promotions including ‘You Save Day’,
‘Shelf Emptiers’, and ‘Sales Galore’ for gourmet supermarkets. Daily newspaper is
the most effective media to advertise the promotions such as ‘Big Time Discounts’ for
mid-size groceries, and ‘In-Store Coupon’ is the most effective way to increase the
sale promotions for small groceries. In addition, the amount of unit sales vary over
time. For instance, the fourth quarter has the highest amount of alcoholic beverage and
beverage sales in all stores except the small groceries which have the highest amount of
alcoholic beverage sales in the third quarter and the gourmet supermarkets which have
the highest amount of beverage sales in the second quarter. However, as the analysts,
managers, and executives know better market and store situations, they can explore and
analyze the data in more efficient ways.

6 Conclusion

We have introduced a novel interactive visual exploration tool for analysis of OLAP
data cubes. Our technique provides visual feedbacks while users explore data cubes in
graphical formats rather than textual table formats. The incorporation of both visual-
ization and the OLAP service enhances users to deeply understand, gain insight and
extract useful information faster from their data. We present hierarchical barsticks for
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exploring and visualizing hierarchical structures of the OLAP data cubes. Users can
view the trail of the exploration through visualization in order to reduce the recognition
load and also view one deeper level in advance before drilling down into deeper lev-
els. In addition, our technique provides users overviews and refined views of interest in
the data cubes. Users are allowed to change the exploration views anytime through the
combination of navigational functions and interactive tools. We expect our tool to be
useful for interactive visual exploration of data cubes.
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Abstract. Recent interest in large displays has led to the rapid devel-
opment of cluster-based tiled display wall systems, which are comprised
of many individual projectors arranged in an array, and driven by a clus-
ter of PCs. In this paper we describe an interaction protocol and the
essential synchronization mechanisms to support interactive 3D editing
on cluster-based tiled display wall. In order to examine the feasibility of
our approach, we have developed a parallel interaction library, named
PIEL (Parallel Interactive Editing Library). By using the PIEL library,
we can conveniently port rendering applications running on stand-along
PC to cluster-based tiled display wall systems.

1 Introduction

While the performance of commodity interactive graphics hardware has been
greatly improved over the past few decades, not only have the speed improve-
ments kept up with Moore’s Law, but also each successive generation of graph-
ics hardware has expanded the feature set. However, because of the enormous
economies of scale afforded by commercialization, it is still quite unpractical to
make effective use of such systems as general-purpose parallel scientific visualiza-
tion of large data sets, Distributed Virtual Reality (DVR) and large tiled display
wall systems.

The necessary components for large tiled display wall systems on clusters of
PCs have matured sufficiently to allow exploration of clusters as a reasonable
alternative to multiprocessor servers for high-end visualization. In addition to
graphics accelerators, processor power, memory and I/O controllers on commod-
ity PCs have reached a level of sophistication that permits high-speed memory,
network, disk, and graphics I/O to all occur simultaneously, the high-speed gen-
eral purpose networks are now fast enough to real-timely handle the demands
of routing commands and data between PCs [11]. By taking advantage of these
facilities, we have designed an interaction protocol and several essential synchro-
nization mechanisms for interactive 3D editing on tiled display wall systems.
As a typical example, we have developed a parallel scene-editing library, named
PIEL (Parallel Interactive Editing Library), which is an implementation of our
parallel interaction protocol and encapsulates the synchronization mechanisms.
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2 Related Work

2.1 Parallel Interaction Protocol

Crockett introduced the Parallel Graphics Library (PGL), which supports par-
allel polygon rendering on distributed-memory message-passing (DMMP) archi-
tectures [1, 4]. Due to the characteristics of its target architecture, the PGL is
intended specifically for distributed memory message passing environments. Pix-
elFlow [5] is another system designed to support multiple simultaneous inputs
from a parallel host machine. However, due to the underlying image composi-
tion architecture, the PixelFlow also imposes frame semantics. Because of these
constraints, the PGL and the PixelFlow do not meet the requirements of many
graphics applications. Igehy [3] described a parallel graphics interface, which
can be used in conjunction with the existing API as a new paradigm for high-
performance graphics applications. Their work has mainly focused on overcom-
ing system bus bottlenecks. Moreover the same technique allows multiple remote
hosts to submit streams in parallel to a single rendering server over a high-speed
network. In the parallel programs, each stream has a distinct associated OpenGL
context, and explicit synchronization primitives are inserted into the command
streams if the programmer wishes to express ordering constraints between con-
texts [2]. Therefore, when the rendering server sees a synchronization primitive,
it must quickly switch OpenGL contexts to begin executing commands from
another stream until the synchronization primitive can be resolved.

2.2 PC-Cluster Based Large Display Wall

The WireGL [7, 9] is a scalable graphics library to realize PC-cluster based tiled
display wall. However, as it is a set of low-level application programming in-
terfaces, the WireGL does not include any architecture to handle interactions.
Moreover, it must use some special designed networking hardware to transfer a
great amount of data for composing tiled images. Another approach related to
our synchronization mechanisms for interactive 3D editing in parallel computing
environment was discussed in [8], which repartitions models stored in a scene
graph across multiple nodes in a PC cluster. The objective of this approach is
to minimize geometry broadcast during rendering. In their experiments, a large
static 3D model is preprocessed to create a hierarchical multi-resolution model.
Portions of the model are replicated across some, but not all, nodes to reduce po-
tential communication bottlenecks associated with moving graphics data during
interactive rendering. However, it does not handle relevant interaction informa-
tion for 3D scene editing.

3 Objective

Both the interactive 3D editing technique and the cluster-based large display wall
have been developed for years separately. A number of algorithms and architec-
tures have been presented for each technique respectively. However, few studies
have been conducted on how to integrate them. We are dedicated to designing
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Fig. 1. The architecture of our support environment. Each client render is connected

to a projector, and the projectors constitute a large tiled display wall

a support environment for interactive 3D editing on cluster-based tiled display
wall, including an interaction protocol and relevant synchronization mechanisms.

The architecture of our support environment is illustrated in figure 1. The
operation commands are sent from the console, and the client renders draw
3D scene according to the received commands. The Server is responsible for
maintaining frame synchronization and global clock synchronization.

4 Parallel Interaction Protocol

Ongoing conversations between agents often fall into typical patterns. In such
cases, certain message sequences are expected, and, at any point in the conver-
sation, other messages are expected to follow. These typical patterns of message
exchange are called parallel interaction protocols [14]. Considering the scenario
of interactive 3D editing on PC-cluster with a tiled display wall, we focused on
the following four factors.

– Network delay. In Distributed Virtual Reality Environment (DVRE), the
immersive sensation heavily depends on the real time of interactive manipu-
lation. Therefore, given a set of networking hardware, relieving the influence
from network delay is an important factor in designing our interaction pro-
tocols.

– Communication bandwidth. Bandwidth is a key factor that affects the inter-
action efficiency on PC-cluster. A great deal of rendering primitives is often
transferred from some computation nodes to others. Thus, poorly designed
interaction protocols can greatly debase the interaction performance.
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– Reliability. The reliability problem of interaction protocols roots in a va-
riety of synchronization mechanisms. We must deal with a great variety of
synchronization problems such as frame synchronization, viewpoint synchro-
nization, object status synchronization and global clock synchronization, etc.
Improper mechanisms for dealing with the synchronizations may result in
some severe problems as deadlock or starvation.

– Scalability. The choices of parallel mechanisms will determine the scalability.
Whether peer-to-peer or client/server parallel is dependent on applications.

In our scenario as the interactive editing on PC-cluster with tiled display wall,
many types of messages must be handled. Our interaction protocol defines five
types of messages. All messages are of the same format of data package, as shown
in Figure 2. Because all of them are predefined, the types of their senders and the
length of their parameters are determined implicitly. A data package consists of
three parts: Priority Level, Message Type and Message Parameters. The Priority
Level is used for priority control, the detail of which will be discussed in the next
section. The Message Type occupies a single byte, and the Message Parameters’
length is variable according to the Message type. The syntax and semantics of
each message types are given as follows.

Message Type Message Parameters

a single byte a variable length

Priority Level

a single byte

Fig. 2. The format of data package. Each message type corresponds to a set of message

parameters. For a given kind of message, the length of entire data package is fixed

All messages defined in our interaction protocol are described in an aug-
mented Backus-Naur Form (BNF) as follows [14].

OCTET = <any 8-bit sequence of data>
CHAR = <any US-ASCII character (octets 0 - 127)>
BOOLEAN = <any US-ASCII digit "0".."1">>
DIGIT = <any US-ASCII digit "0".."9">
CTL = <any US-ASCII control character

(OCTET 0 - 31) and DEL (127)>
TEXT = <any OCTET except CTLs >
HEX = "A" | "B" | "C" | "D" | "E" | "F"

| "a" | "b" | "c" | "d" | "e" | "f" | DIGIT

4.1 Background-Render-Complete Message and Begin-Swap-Buffer
Message

These two messages are used for the frame synchronization, which is crucial
for various applications such as walkthrough and interactive 3D editing. The
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background-render-complete message notifies the server that some client render
has completed the back-buffer rendering. And the begin-swap-buffer message
informs the entire client renders that the time to swap buffer has arrived.

message = msg_type * BOOLEAN
msg_type = OCTET

4.2 Camera-Update Message

This message is for changing viewing parameters, wrapped as a camera object.
The camera-update message informs the entire clients renders to update their
local cameras. The camera updating includes camera translating, panning, ro-
tating, etc.

message = msg_type *msg_para
msg_type = OCTET
msg_para = *TEXT | *HEX

4.3 Object-Status-Update Message

This message is used for modifying objects in a scene. The object-status-update
message informs the entire clients renders to update a given object. The related
operations mainly include object selecting, adding, deleting, transforming, etc.

message = msg_type *msg_para
msg_type = OCTET
msg_para = *(target_object [operation_data])
target_object = *TEXT
operation_data = *HEX

4.4 Global-Clock-Signal Message

Since continuous interactive objects may move by themselves even without any
operation issued on them, the states can continuously update not only according
to the operations issued on it, but also because of the passage of time as well
[12]. Thus, in addition to the object-status-update message, a global-clock signal
is necessary for all client renders.

message = msg_type *DIGIT
msg_type = OCTET

5 Synchronization Mechanism

Maintaining the consistency of models in a scene graph cross nodes in a PC-
cluster is one of the most significant challenges. Accounting for our scenario, we
deal with four kinds of synchronization, such as frame synchronization, camera
synchronization, object status synchronization and global clock synchronization,
as shown by figure 3.
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 Server

Thread1
loop:
    connect console and all client renders
    listen()
    deal with background-render-complete
message from client renders

…
    broadcast begin-swap-buffer message to all
client renders

Thread2
loop:
    waiting for a given time
    broadcast a global clock signal
to all client renders

Console
loop:
    capture mouse operations
    broadcast objects status updating messages to
all client renders
    capture keyboard operations
    broadcast viewpoint updating messages to all
clients renders

Client Renders
loop:
    glClear()
    listen()
    apply camera updating
    apply objects status updating
    compute and draw back buffer
    WaitingAllCompleted()
    ::SwapBuffer()

Fig. 3. A simple interactive process. The client renders compute and write back frame

buffer concurrently, and the console collects operation commands and dispatch them

into the client renders. The server coordinates per-frame operations and offers global

clock signals

5.1 Frame Synchronization and Camera Synchronization

Frame synchronization is to keep every client render in the cluster displaying
images in the same rate. It is crucial for interactive 3D editing visually on the
tiled display wall. In our synchronization architecture, once a client render com-
pletes the rendering in its back buffer for a frame, it sends a background-render-
complete message to the server. After the server has received all of background-
render-complete message sending by each client render for a given frame, it
broadcasts a begin-swap-buffer message to notify each client render to swap
frame buffer.

The camera synchronization is to keep all viewing frustums of client renders
consistent when viewing parameters are adjusted. It is realized by broadcasting
a camera-update message from the console to all client renders whenever some
interactive operation messages arrive.

5.2 Object Status Synchronization and Global Clock
Synchronization

Object status synchronization is necessary for the scene edit. After users edit
some objects in a scene, the status of the object is modified. Then, the console
must obtain the objects’ ID and related parameters, and send them to all client
renders. On the other hand, if there are some dynamic objects driven by time
signal, a global clock signal across all nodes in the cluster should be provided
for this kind of objects instead of local clock signal of each node [15, 13]. In
our implementation, a high frequency clock signal is broadcast from the server
to all client renders. Nevertheless, broadcasting high frequency clock signal is a
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bandwidth-consuming operation. As an alternative, we let the server send time
adjustment signals to all client renders in low frequency. This kind of signal is
used to adjust the local clock of each client render.

6 Implementation

In order to test the feasibility and reliability of our interaction protocol and
synchronization mechanism presented in this paper, we have developed a library
named PIEL. The PIEL, which implements the interaction protocol and encap-
sulates the synchronization mechanism, is capable of handling multiple client
renders for interactive 3D scene editing on tiled display wall.

6.1 PIEL

The PIEL is intended both as a test bed for research on parallel interaction
protocols, as well as a semi-production interactive 3D editing library for paral-
lel scientific and engineering applications. Figure 4 shows the flow of messages
through the PIEL pipeline. The pipeline contains several threads, shown as gray
boxes, which communicate through some connection-oriented sockets. In this
example, the server act as a bridge between the console and the client renders.
The operation commands from the console are firstly sent to the server, and then
dispatched to all client renders. The server and the client renders communicate
with each other to achieve frame synchronization. Meanwhile, the server broad-
casts the global-timer-signal for timer synchronization between the console and
all client renders.

One key design issue that comes up in developing the PIEL is how to keep the
consistent of the status of 3D scene objects, which are distributed in several client
renders working on different PCs. When the console sends commands that affect
some objects’ status in the scene, the console must update all client renders and
itself at the same time. But whether or not we should update the console immedi-
ately is a contradiction. If we update the console immediately, then the console’s
output is uninterrupted while the console may be inconsistent with the client ren-
ders. On the other hand, if we update the console till the entire client renders re-

CR BRC

CON

CU OSU

SR
BSB

GTS

CR BRC

Threads

CON Console
SR  Server
CR  Client Render

Messages

CU  Camera-update
OSU Object-status-update
BSB Begin-swap-buffer
GTS Global-timer-signal
BRC Background-render-complete

Fig. 4. The Pipeline of the PIEL. Two client renders work synchronistically with a

console through a server
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Fig. 5. A typical view from the Model of the West Lake, Hang Zhou

Fig. 6. Performance Graphs. In order to compare with the stand-alone applications,

all the cures for performance start from a single client render. To show the impact of

the network bandwidth on the interaction rate, we have tested the performance under

the conditions of 100M network and gigabit network respectively

sponses arrive, then the user may feel as if the keyboard failed to function. As a
tradeoff, we implement it by maintaining a command queue and lazily updating.
If a client receives new updating commands while waiting for frame synchroniza-
tion, it just pushes them into commands queue. After the frame synchronization
has completed, the pushed commands are executed immediately.

Another key implementation design issue that comes up in implementing the
PIEL is the global clock synchronization. There may be some dynamic objects
driven by one clock, so a global clock signal in the PC-cluster is necessary.
However, sending high frequency global clock signal from server to the entire
client renders is bandwidth-consuming and unreliable. We deal with this problem
by discontinuously sending correcting signals, instead of sending high frequency
clock signals. The correcting signals are used to adjust the local clock where the
client renders run.

6.2 Performance

Because poor performance often hides architectural bottlenecks, the performance
is in the first consideration of designing the PIEL. To test its performance, we
applied the PIEL to two stand-alone applications: a VRML render engine and a
terrain render engine.

By using the PIEL, the VRML render engine[10] can concurrently render
VRML scenes on multi-PCs to display images in a tiled display wall with the
aid of multi-projectors. Moreover, we can edit the scene interactively through a
virtual mouse on the tiled display wall. The terrain render engine enable our to
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work though on the tiled display wall by a virtual mouse or keyboard. Figure 5
shows a view of the tiled display wall.

Figure 6 shows the performance of the PIEL. According to the figure, the
walkthrough application is always faster than the scene editing application un-
der the same conditions. The reason is that the network traffic during the walk-
through is less. We can also find that the loss of the interaction rate, especially
for the editing, can get considerable decrease in the case of gigabit networks.
At the same time, the figure shows that the decrease of the interaction rate is
acceptable, even under conditions of the 100M networks, when the number of
client renders is bellow sixteen.

7 Conclusion

We present an interaction protocol for interactive 3D editing on tiled display
wall, and address the related synchronization issues. The PIEL is one typical
implementation of these ideas. However, the architecture embodied by the PIEL
is not the only possible choice, and it is instructive to examine the design con-
siderations of alternative implementations.

To gain the maximum performance, client renders should have roughly the
same amount of work to do. On the other hand, as most sort-first [6] parallel
rendering systems, applications using the PIEL go without dynamic load bal-
ancing schemes. If primitives are uniformly distributed among client renders,
the rendering process is almost perfectly parallel, although overheads are in-
troduced due to primitive splitting. Unfortunately, most 3D scenes are not so
well-balanced, thus integrating dynamic load balancing with this work would be
an interesting research direction.
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Abstract. This paper describes the Entity Modeling and Simulating
Platform (EMS), a toolkit which can automatically model and simu-
late multi-articulation entities (actor or avatar) in a distributed virtual
environment. EMS focuses particularly on modeling the physical and
behavioral attributes of an entity and defining the relationship among
different attributes. Using EMS, a user can interactively define the at-
tributes of an entity, run and control the entity in a distributed virtual
environment without programming. In this paper, the main modules and
key technologies of EMS are introduced.

1 Introduction

Distributed Virtual Environment (DVE) creates a shared and consistent envi-
ronment for the users located in different areas. In the DVE, every real object
in the world can be abstracted as an entity (actor or avatar), such as a terrain,
a building, a car or even a virtual human etc. The users can then immerse into
the virtual environment, to control these entities and to collaborate with others.

As Distributed Interactive Simulation (DIS) is an important application field
of the DVE, two important IEEE standards [1] [2] have been setup to regulate
the developing process of DIS, mainly focused on network protocols [1] and the
interface specification between application layer and communication layer [2]. In
[1], the entity in a DVE is defined as follows: Entity is an element of the syn-
thetic environment that is created and controlled by a simulation application and
effected by the exchange of DIS protocol data units. Creating an entity includes
two important processes: the modeling process and the simulating process. The
modeling process is in charge of describing three kinds of important properties
of an entity, the geometrical properties (the geometry shape of an entity, such
as point, line, surface and geometry topology), the physical properties (such as
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Fig. 1. Distributed Virtual Environment and the Entities

Fig. 2. Software Architecture of an entity

weight, material) and behavioral properties (such as the kinematics or dynamics
of an entity), the simulating process then makes use of these modeling informa-
tion obtained from the modeling process to make the entity run. In addition, to
get a 3D entity in a DVE, both a 3D graphics rendering module and a network
communication module also need to be added in the simulation process.

There are three main characteristics of an entity. The first is Diversity.There
are many kinds of entities in a DVE. Different properties can be used to define a
particular kind of entity. Those entities with the same properties can be regarded
as one kind of entity. For example, there might be three kinds of entities such as
aerial, oceanic and terrestrial; each must have different properties to differentiate
itself from the other.The second is Multi-Articulation.Typically, an entity in
a DVE has multi articulations. The number of articulations of each entity might
vary in a wide range depending on how complex the target entity is. For example,
there should be more articulations for a complex entity like a virtual human
comprising a head, all kinds of organs, arms, hands an so on than a relatively
simple entity such as a tank, which is made up with only 3 parts as a body, a
turret and a gun barrel. Usually, the user need to control each articulation of
an entity in a DVE.The third is Multi-Granularity. The entity also has multi

ng
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granularity. For example, the ”car” entity has a different view from different
granularity. In the highest granularity, it can be viewed as the instruments of
the driver and the seat of the passenger, the user can operates these instruments;
in a middle granularity, it can be only viewed as the shape of the car and the
user can only make it turn left, turn right, go ahead or stop.

The more features added to an entity, the more complex the modeling and
simulating process will be. To get the DVE developing process easier and faster,
keeping researching the automatic entity developing method becomes very im-
portant.

The structure of this paper is as following: Section2 serves as an introduction
to the background and some related work. Section3 focuses on the core modules
of the EMS built in this work as well as the runtime results of it. The last Section
4 summarizes the work have been done and proposes the potential research work
in the future.

2 Related Works

A lot of research work has been done on investigating a variety of methods to
create the entities in a DVE. All the different methods being developed so far
can be characterized into three main categories.

2.1 Program Based Method

Program Based Method might be the most widely used method to create en-
tity. The users first use software such as Multigen creator, 3DMAX to make
geometry model, and then programming. The program usually includes physical
and behavioral modules, 3D rendering, network communication and interactively
controlling. To reuse entity program, some general frameworks (such as dll, lib)
[3][12][13][15] are developed.

To reuse entity program, some general frameworks (such as dll, lib) [3] are
developed. However, in most cases, different entities need different codes. As a
result, the maintenance work of software becomes very hard.

2.2 Script Based Method

In this method, an Entity Definition Script (EDS) is given to describe the geom-
etry, physical and behavior properties of an entity and a compiler is also given
to compile the script in the runtime. This method can be divided into two types
[4]: geometrical property based and behavioral property based. The first type in-
cludes VRML [5], OML [6] and Starship [7] etc; the second type includes SCPL
[4] and ABL[14].

As this method is focused on the EDS, the users/ developers have to be
familiar with it and to be able to integrate their own codes to the runtime
software (such as 3D rendering and network communication).
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Table 1. Differences of Entity Developing Methods

Program Based Script Based Toolkit Based

Entity Description No Yes No

3D Effect Module User writing User writing No

Network Module User writing User writing Yes

Multi Articulation User writing No No

Convenience Bad Medium Good

Maintainability Bad Medium Good

Expansibility Bad Medium Good

Main User Programmer Programmer Professional

2.3 Toolkit Based Method

This method uses toolkit to help the users develop an entity. A toolkit usually
has a library containing many basic entities. The user can either choose one of
or combine some of these basic entities via user interface to get an entity which
is close to their target, and then add the specific behaviors as demands. This
method is widely used in the DIS application development, the tools includes
VRForce [8], STK [9] etc. These tools usually have a network communication
component and some of them even follow DIS or HLA standard.

There are some limits to these tools as follows:These tools only provide 2D
but 3D UI. Although 2D UI does help simplify development procedure, in some
particular cases when a user need 3D user interface, he has to use the library
of a toolkit and write program by himself (Like Programming Based Method).
These tools also do not provide multi articulation support, so the users can not
control the components of the entities. The differences of the three methods are
shown in table 1.

In this work we developed the Entity Modeling and Simulating Platform
(EMS) as an entity development toolkit for distributed virtual environment.
The EMS overcame the limits of toolkit based method by providing more func-
tionalities, including 3D GUI and multi-articulation support. Now users get the
control over both the entities and the articulations of them via 3D GUI.

3 System Overview and Main Modules

3.1 Architecture

The EMS comprises two main modules: the modeling module and the simulating
module, which is designed mainly for the individual entity developing based on
MDA (Model Driven Architecture) principle. To be able to interactively commu-
nicate with each articulation of the entity and to create multi articulation entity
automatically forms the basic requirements of developing the EMS. Nowadays
the EMS has achieved its communication through the whole network by adopt-
ing the IEEE1516 (High Level Architecture) standard. The entities generated
from the EMS can run on different nodes in the network and communicate with
each other. Its architecture is as follows:

L.X ia et al.ng



Automatically Modeling and Simulating 3D Multi-articulation Entity 229

3.2 Modeling Module

The key functionality provided by modeling module is to facilitate the users
to define both the properties of an entity and the relationship among these
properties. These definitions then will be stored in a XML format file. Another
functionality provided by modeling module is environment information modeling
etc. Main characteristics of this module are as follows:

-Supporting multi articulation entity modeling.
-Providing Entity Template to describe an entity.
-Providing GUI Interface.
The key technologies of this module are as follows:

-Skeleton of Entity for Multi-articulation
The most important and complicated part of the multi-articulation entity devel-
oping is how to make as many as possible articulations of the entity controllable
by the user as well as to keep the structure of the entity remaining clear For this
purpose, we make the following basic definitions:

Definition 1: Component. Component is a user controllable articulation part
of entity.

Definition 2: Action. Action is a kind of property of a component, by which
the user can control the entity.

Definition 3: Attribute. Attribute is a variable belongs to a component. Each
component can be controlled by the user.

The component can be described as follows:
Component = {GeometryName, ActionSet, AttributeSet}.
GeometryName is the name of a component in the geometry model, ActionSet

contains all the actions by which user can control a component (To make EMS
more reusable, each action is a dll module. The user can rewrite the action dll.),
AttributeSet contains other variables belonging to a component, two important
variables of them are the position and rotation of the entity.

To help describe the relationship between different components, we also define
the skeleton of the entity. The skeleton consists of many joint points which are
used to store the DOF information of adjacent points. The user can either define
by themselves or select a propagation module that can be used between adjacent
points.

-Entity Template
The core of this module is the Entity template (ET) that abstracts the main
properties of individual entity, including geometrical, physical and behavioral
properties. From a developer’s side, the ET can be regarded as a Geometry
Based Entity Description Script (EDS) as well as the modeling module can
be regarded as a way to visualize these script by which the users can set the
parameters of the script.

The runtime result of this module is shown in Figure 4.
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Fig. 3. The EMS Architecture

3.3 Simulating Module

This module is the runtime part of the EMS. Before running this module, the
description script of the entities must have been generated by the modeling
module. This module then interprets the entity description script and makes
the entities to run. There are four windows available from different aspects to
display the runtime information of the distributed virtual environment: the 3D
window is in charge of displaying the DVE by using 3D graphic, the 2D window

Fig. 4. The Runtime Result of Modeling Module
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COMMunication window allows the users to chat through the DVE. The runtime
result of the SM is shown in figure 5.

Fig. 5. Runtime Result of the Simulation Module

The characteristics of this module are as follows:

-Providing 3D user interface by which the users can control each component
of the entity through 3D interface.

-Providing IEEE 1516 (HLA/RTI) network interface.
This module comprises four main sub modules:

-Simulation Engine
Simulation Engine is the core of the SM. Its main tasks include loading and
interpreting the ET file, controlling the progress of the simulation.

-Environment Information Server(EIS)
To make the DVE usable, it should not only provide the visual information
(geometry and image) of the DVE, but also provide the attributes information
of it. In the EMS, the EIS sub-module provides the environment information
such as elevation of terrain, features of terrain and atmosphere etc. The EIS
does not actually generate the geometry model of target entity like terrain and
sky, it gets the information from the model files such as OpenFlight and 3ds
and sets up a communication between the users and the DVE to allow the users
interactively change the environment attributes.

To support different applications, EIS adopts multi-layers and multi-resolution
regular grid to store the attributes, as shown in Figure 6.

The different layers of the grid are used to store different information of the
terrain seperately, each layer corresponding to an attribute of the terrain such
as buildings, roads, rivers, soil type etc. The different resolution of the grid is
used according to the different types of the entities (such as plane, car or virtual
human).

works as the plan view of the DVE, the EVENT widow is for displaying the
event information of the DVE (such as collision, fire and explosion) and the
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Fig. 6. Multi-layer Grid of the Environment Information

Now we use the component technology to implement the EIS, the runtime
result of it is as follows:

Fig. 7. The EIS Runtime Result

-3D Interface
This Interface provides a 3D graphics user interface by which the users can not
only view the DVE but also control the entity in a 3-dimentional mode. This
interface is based on a 3D graphic engine called VEE (Virtual Environment En-
gine) also developed by ourselves, providing an object level control in the virtual
environment. The application programming interface (API) of the VEE includes
loading model, setting position or orientation of an object, testing interaction,
setting global light etc. The core of the VEE is a scene graph which can be
regarded as data structure. The rendering process of the VEE is shown in fig. 8.
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Fig. 8. Structure of the VEE

The key technology adopted in the 3D interface of the EMS is the primary
attributes set., aiming to save users/developers from repeating coding work each
time when a new entity need to be added. By defining a lot of primary attributes,
the 3D interface can be independent of a particular entity type. So the 3D codes
don’t need to be changed whenever a new entity is added into the DVE.

-Network Interface (NI)
The network interface is in charge of providing network communication service,
which is an essential sub-module to develop in creating a DVE. To make the
network interface more reusable, IEEE launched two important standards: IEEE
1278 in 1995 and IEEE 1516 in 2000. Comparing the two IEEE standards, we
found that IEEE 1278 concentrates on the protocol itself of a DIS application,
on the other hand, 1516 is focused on the interface specification (relating to the
management) of a DIS application and the RTI. Table 1 in [10] illustrates the
main differences between IEEE 1278 and IEEE 1516 as we have pointed out.

In this work, the network interface of the EMS supports IEEE 1516 interface
(High Level Architecture and Runtime Infrastructure) and both the Federation
Object Model (FOM) and Simulation Object Model (SOM) are similar to the
entity template (ET).

4 Conclusion and Future Works

In this paper, we introduced the Entity Modeling and Simulating Platform for
the Distributed Virtual Environment. Assuming that the end users don’t have a
particular knowledge of computer programming, the EMS needs to be transpar-
ent for the users. All the users need to do is to set the properties of entity and
the relationship among these properties. The rest work then will be done by the
EMS based on the information provided by the users, including automatically
generating the entity program integrated with interactive 3D user interface and
maintaining communication among entities in the network., The main technolo-
gies involved in the development of the EMS include entity template, skeleton of
entity, simulation engine, environment information service etc. Using the EMS
can accelerate the process of the development of the distributed virtual environ-
ment. Now the EMS has also been used in the development of the DVENET.
The future research work can be carried on in improving the overall performance
of the EMS from the following aspects: adding more realistic 3D effort of the
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3D user interface, achieving more standardized interface of the action DLL and
optimizing the action set.
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Abstract. In this paper, we describe a novel method to analyze cap-
tured human motion data. As described later, we analyze the sequences
of footprint of the moving figure to extract different motion stages, as
well as the switch frame between two adjacent stages. The displacement
between left and right footprints is a time varying function. The change
of motion (in direction, posture, speed etc.) can be reflected by the dis-
placement between left and right footprints. Each motion stage is a se-
quence of motion data. Two adjacent motion stages can be different just
in movement direction despite they are in the same movement style. In
the second half of this paper, we apply footprint analysis on a short
human motion clip of walking forward, and synthesis new motions of
walking (running) along a path, of which the direction can be changed
interactively in running time.

1 Introduction

Realistic human motion synthesis is a rising research area in computer graphics
and computer animation in recent years. Many advances have been made in
both physics/biomechanics based method and motion capture based method.
Here, we roughly divide these methods into two categories. The first class is
called physics/biomechanics based methods. The methods of this class generate
motion mainly based on physics and biomechanics knowledge such as direct and
inverse kinematics, direct and inverse dynamics, dynamics and controllers.

The methods of the second class are based on the data captured by motion
capture equipment, are called motion capture based methods. With advances in
motion capture techniques, people can record human motion data from real ac-
tors. Applying the captured data to computer generated characters can achieve
fine realistic motion. The pattern and structure of the motion data are unknown.
It is hard to describe the data by several parameters, and it is even more difficult
to edit the data. In order to reuse the collected motion data, researchers have
built several excellent models for human motion data e.g. motion graph [14],
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motion texture[25]. The basic mechanism of most of these models is separating
one motion clip into a series of segments of frame sequences, and building transi-
tion matrix or paths or other relationships for those segments. Some researchers
follow another novel way by introducing signal processing techniques into mo-
tion analysis and synthesis. They use temporal domain and frequency domain
analysis techniques on human motion to blend or change motion. MRA(Multi-
resolution analysis) [11] makes it easy to modify motion at different resolution
levels and provides more control on synthesized human motion.

Currently, most work focuses on analyzing motion data not only building
a pure mathematics model but also introducing physics constraints onto the
model. More physics realistic motion then can be synthesized in this way.

As more and more techniques on human motion synthesis emerging, the need
for evaluation on synthesized result seems rising. Paul et al. has done some
interesting work on it [18].

Fig. 1. (upper left) A short motion stage of walking forward, (upper middle) and (upper
right) synthesized motion of walking along a specified path, (lower left) the displace-
ment of footprints of the motion stage in (upper left), (lower right) the displacement
of footprint of the synthesized motion

This paper focuses on analysis of footprints of moving figure rather than
the full skeleton motion data. Footprint Analysis has some advantages. First,
position of footprint in 3D space is naturally three dimensional function of time.
Secondly, the sequences of footprint show the path of the motion. Lastly, the
capability of generalization: Walk with head nodding and walk with hand shaking
may be the same type of motion called ”Walking” or so in footprints analysis
despite having different upper-body motion. In fact, it can be seen later that a
clip motion of walk and run are looked as the same type and dealt with by the
same technique.

The remainder of this paper is organized as follows. In section 2, we discuss
related work. In section 3 we introduce our method of footprint analysis and
build a set of parameters to describe one footstep cycles and motion stages.
Section 4 focuses on our motion synthesis approach. In this section, foot skate is
cleaned up in a simple way and form a short motion stage a long motion which
follows a user specified path is synthesized. Section 5 discusses the result. Lastly,
we summarize our contributions and outline possible future work.
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2 Related Work

Realistic human motion synthesis is an active research area. Since our work
is based on capture motion data, the following brief review of related work is
mainly focused on motion capture based methods.

There are many studies on footprint and gait of human walking in biomechan-
ics [17][16]. R. Boulic et al. proposed a human walking model which produces the
values of the spatial, temporal and joint parameters for each frame. They treated
walking motion as walking cycles according to the footprint on the ground [6].

Foot as constraint is used in motion control [5][19]. In [19], the foot place-
ment of support leg served as a kinematics constraint, then footprint planning
was generated in high-level locomotion control and all body joint angles were
adjusted in low-level control. Kovar et al. [15] described a simple method to
remove foot skate using IK algorithm. Anthony et al. [2] used a set of objec-
tive functions and constraints that lead to linear time analytical first derivatives
including constraints on physical validity, such as ground contact constraints.
Torkos et al. [22] proposed a footprint model and scattered the footprints along
a user specified path, and, reconstructed the motion using inverse kinematics.

To analysis raw motion data directly is difficult. So researchers built many
mathematical models for captured motion data. Since human motion is recorded
as motion sequences which are both nonlinear and time-varying, effective models
of human dynamics can be learned from motion capture data using statistics and
stochastic processes theory. These models include hidden Markov model (HMM)
[8][1][20][21], directed graph [14][3], and statistical model [25][7].

Techniques from the image and signal processing domain have been success-
fully applied to designing, modifying, and adapting animated motion [9]. Unuma
et al.[23] used Fourier expansions of experimental human motions to interpolate
or extrapolate the human locomotion. Witkin and Popovic [24] modified a refer-
ence trajectory by interactively turning the position of selected key-frames and
by scaling and shifting the angles. Jehee Lee et al. [13] [11] edit the motion
data with a hierarchy of displacement maps. In Jehee’s work, Multi-Resolution
analysis is applied on motion data, and the motion data is represented as a
Multi-Resolution hierarchy and be reconstructed at different resolution levels.

The system described in [12] allows users to control the avatar in virtual
world by making desired motions in front of a single video camera interactively.
Arikan et al. [3] proposed an approach which can generate motion sequences
that satisfy a variety of constraints automatically in real time, and then users
can author complex motions interactively. Kovar et al.’s work [14] also provides
users the ability to create natural walk motions along arbitrary paths under
user’s control.

In this paper we analyze the displacement of footprints to separate one motion
into different motion stages and extract some info about each motion stage such
as direction and speed. We also develop a simple foot skate removal algorithm
when generating motions of walking (running) along a path specified by the user
interactively.
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3 Footprint Analysis

In this paper we focus on the motions that move body from current location
to a particular destination. And we call these motions Move Motivated Motions
(MMM or M3). In M3 the footprint of moving figure is important because that
the change of body location is achieved by moving legs alternately and is reflected
by the footprint on the ground. Fig. (2) shows the footprint of a clip motion of
walking forward and then turning left.

Obviously, the footprint can start at any position, and we would apply some
preprocess on it to extract relative position.

3.1 Footprint Displacement

To extract relative position from footprint of a motion, we subtract the position
of start footprint from all the sequence footprints. Thus, the first footprint be-
comes origin and the entire footprint is relative to this point. We go further to
extract the displacement of left and right feet projection on the ground at each
frame. We define displacement of footprint as follow:

FP ′
i = FPi − FP0

Di = FP ′
i left − FP ′

i right, (i = 0, 1, 2 . . . , n)
(1)

In Eq. (1), Di is the displacement between left and right feet; FPi is the
original footprint of the moving figure at i frame; FPi’ is the counterpart of FPi

after preprocess, and n+1 is the length of the motion clip.

Fig. 2. The footprint of a walking
motion: walk forward, then turn
left and walk forward again

Fig. 3. The displacement of the footprints of a
walking motion: walk forward, turn left and for-
ward again. (yellow: displacement along X axis;
green: displacement along Z axis)

Fig. (3) shows the displacement of left/right feet along X and Z axes. As can
be seen in Fig. (3), we ignore the Y axis because the projection of feet on the
ground is more essential for analyzing the Move Motivated Motions, and this
makes it much easier to analysis.

3.2 Motion Stages and Parameters

In order to describe the motion data more precisely we make the following defi-
nitions.
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Footstep: Here we define a motion cycle as the motion sequence between two
adjacent foot takeoff and foot strike. As described later, we replace adjacent
takeoff and foot strike with two adjacent wave crest and trough in Fig. (3). This
means that one footstep can be regarded as a half period of the displacement
curve shown in Fig. (3).

Path: the path of the motion clip is represented by the footprint itself to repre-
sent. The reason for not using the root joint (centre of mass) is that, to match
two trajectory of root joint in 3D space means more strict constraints and re-
quires these two motions almost exactly the same. For most M3 the path often
has a clear destination, but for non-M3it is not the case.

Direction of footstep cycle: Direction is defined for each footstep cycle in this
paper. Here we define the direction cycle to be a vector that starts from the
takeoff and ends at the next foot strike.

DVj(DirectionV ector) = FPj(footstrike) − FPj(takeoff) (2)

DVj is the direction vector of the j-th footstep cycle. According to the above
definition, we can tell the footstep and direction from the direction vector of one
footstep cycle.

Fig. 4. The illumination of the parameters

Fig. 5. footskate removal: (left) Two rearranged motion stages, (middle) drag the sec-
ond motion stage to superpose the two feet, (right) remove the inter frames and inter-
polate transition frames

Motion Stage: As many other models or methods in motion editing and motion
synthesis, we would break a given motion sequence into several clips for further
analysis and reuse. We call each motion clip Motion stage. A motion stage is an
instance of a particular pattern of motion. So two motion stages may belong to
two different patterns, or the same pattern but with different parameter values.
Motion stage is more like “object” in Object Oriented Programming Language
rather than “class”.
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To extract motion stages from the original motion sequence, a two pass pro-
cess is used. In the first pass, we break the original motion into segments of
M3 and non-M3. To achieve this, we compute the angle between two adjacent
direction vectors by the following formula.

αj =
DVj ·DVj+1

|DVj | · |DVj+1| j = 0, 1 . . . k (3)

Here, k is the number of total footstep cycles in the given motion. Then a
low-pass filter is applied on all the angles (αj). The passed segment which has 5
or more footstep cycles would be a motion stage. Footsteps in the same motion
stage have approximate directions.

Switch frame: When the motion breaks into motion stages, the problem of how
to synthesize new motions with these motion stages rises. The original motion
seems fine at first, but turns to be unnatural when we exchange the order of its
motion stages. We should find the key point to integrate them smoothly – switch
frame. The first and last frame is naturally the switch frames when we arrange
the motion stages as they are in the original motion. In other cases, constrain
on feet should be considered, and we present a simple way to satisfy it in the
next section.

Direction of motion stage: the direction of a motion stage is a vector that starts
from beginning footprint of the motion stage and points to the last footprint
of the motion stage. As the direction of footstep cycles, this direction vector
indicates the net displacement and change in direction of the motion stage.

4 Motion Synthesis with Motion Stages

The basic idea of our motion synthesis method is very simple: to rearrange the
motion stages directly. There are more things to do to make the simple idea
work. First, we should allow users to predefine a path even change the path in
real time. Secondly, the motion stages should be arranged along user specified
path. And lastly, we would find out the switch frame of each motion stage and
smooth the connection between them.

4.1 Path Design and Arrange the Motion Stages

Users can define a path as well as the motion stages along the path. Each motion
stage has its own net displacement and direction, these two properties may do
not match the specified path very well. For some kind of motion stages such as
walking forward, it is not a problem because we can extend it to satisfy the path
constrains. For those non-M3 motion stages, we loop the motion stage along the
specified path and fill the remainder up with walking motion. The remainder is
deleted if it is small enough.

Rotation of Motion Stage: To fit the predefined path, the direction of the motion
stage should be changed to be consistent with the path. This is easy to achieve
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by rotating the entire motion stage to new direction. When applying a rotation
to the motion stage, the original of coordinate system is an invariant and should
be chosen carefully.

4.2 Smooth the Synthesized Motion

Smoothing the synthesized motion is divided into two processes: Find the switch
frames between the adjacent motion stages; Then interpolate the transition
frames between the adjacent motion stages with Cardinal Curve.

Finding Switch Frames: Two adjacent motion stages (e.g. walk forward in two
different directions), should have approximate motion state at the conjunct
frames so that we can smooth them to produce a natural transition. An im-
portant constrain on feet is to cleanup foot skate. We solve this constrain by
drag the successive motion stage to superpose the feet of the conjunct frame of
both predecessor and successor motion stages.

Fig. 6. Interpolating between two adjacent motion stages: (a) Motion stage of walk
forward, (b) connect two motion stages directly, (c) interpolated from (b), need foot
skate removal, and (d) interpolated after drag two motion stages to superpose their
feet

According to the ”Characteristic phases of a walking motion” [Multon et
al. 1999], we select the support feet to superpose. So, we should find out the
corresponding frame in the successor motion stage which has the same sup-
port foot (e.g. left foot) with the end frame of the predecessor. As shown in
Fig. (4), one footstep cycle is depicted by a half period curve from one crest to
the neighboring trough. To find the best fit frame we define the error function
between two frames as follow:

errorij =
k=n∑
k=2

‖jointik − jointjk‖ (4)

Where error ij is the error between i-th frame and j-th frame, and n is the
total number of joints. This error function is a full skeleton compare between two
frames. In Equation (4), k starts from 2 because the root joint is discarded in the
error function. This makes the error be calculated in local-coordinate system.

The definition of the distance function used in Equation (4) depends on the
representation of joint rotation angles. In our work, we use exponential maps
[Jehee Lee et al. 1999] and we define the distance as follow:

‖j − j′‖ =
√

((jx − j′x))2 + ((jy − j′y))2 + ((jz − j′z))2 (5)
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Here j and j’ are the joint rotation angles, and x,y,z are the three components
of j and j’. This distance equation is similar to Euclidean distance in the form.

Suppose that the index of the last frame of predecessor motion stage is k,
and the first footstep cycle of the successor motion stage is ranged from s to t,
we compute the errors between them – errorki , for i =s, s+1. . . t. and select the
frame with the lowest error. We call this error Error(K), and record this frame
to be the corresponding switch frame in the successor motion stage. Further
more, we can compare Error(K-2) and Error(K-1) with Error(K) to select a
more appropriate switch frame in the predecessor motion stage.

Interpolate: The switch frames do not always match each other very well, so
we should interpolate some transition frames between this two motion stages.
Suppose that the switch frame is k-th frame of the successor motion stage, we
would replace the frames range from 0 to k-1 with the interpolated frames. This
makes the transition between two motion stages more smooth.

There are many interpolate techniques for motion synthesis, here, we take the
Cardinal curve to accomplish the job. Cardinal method has some advantages as
follows: First, Cardianl spline is easy to implement. The algorithm is simple and
efficient. Secondly, Cardianl spline passes the control point. In our application,
the endpoints are switch frames of adjacent motion stages. Lastly, Cardinal spline
provides user the ability to control the tightness of the interpolate curves.

5 Result

We choose walk and run motion to analyze in our work because they are two
typical human motions and are move motivated motions. It took about 4 ms to
extract 3 motion stages from a clip of 187 frames walk motion on Inter Pentium
IV 1.7G computer with 256M memory. To deal with a more complex dance
motion of 1470 frames, it took approximately 10ms and extracted about 23
motion stages on the same computer. The algorithm to extract motion stages
from a perticular motion has a linear complexity -O(n), where n is the number
of footstep cycles.

To synthesize a new walk/run motion along a specified path is not a time
consuming job. The implementation of our interpolating algorithm based on
Cardinal splines involves 4×n×n additions where n is the number of generated
frames and k is the number of total DOFs of the skeleton. In our experiments,
n is 8 and k is 57.

6 Conclusion and Future Work

We present a novel way to analyze human motion - footprint analysis. Footprint
analysis considers the motion as a series of motion stages which consist of foot-
step cycles. And both motion stage and footstep cycle are described by a set
of intuitionistic parameters. This representation of motion is more perceptually
and people can grasp the characters of the original motion without replaying it.
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Different from most methods which divide the motion into several motion
patterns, motion stage is more precise for distinguishing two instances of the
same motion pattern.

The footprint is mostly related with the lower-body of the skeleton. So the
same motion stages may have different upper-body motions. We call this the
capability of generalization. With the capability of generalization, we can apply
the same technique on a set of same motion stages with different upper-body
motions.

Fig. 7. Synthesized motion of running along a specified path: several screenshots of
the synthesized running motion
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Abstract. This paper describes an adaptive and efficient algorithm for
polygonization of implicit surfaces, which consists of two steps: initial
polygonization and adaptive refinement. The algorithm first generates
an initial coarse triangular mesh from implicit surface using a varia-
tion of the traditional Marching Cubes (MC) Algorithm. And then the
triangles in the coarse mesh are iteratively subdivided by employing a
sampling rate that varies spatially according to local complexity of the
surface. The new created vertices in refined mesh are projected onto the
implicit surface by gradient descent method. Consequently, the algorithm
produces the minimum number of polygons required to approximate the
surface with a desired precision and the final mesh is simplicial complex.
Our algorithm can be used in the real-time environment of visualization
of implicit surfaces.

1 Introduction

Implicit surfaces are represented by mathematical functions of the form f(x, y, z)
= 0, where for arbitrary functions f(x, y, z), it is not possible to explicitly ex-
press x,y and z in terms of parameters generally. The functions classify points
(x, y, z) in R3 space as inside the shape, outside the shape or on the shape’s
surface according to sign of f(x, y, z). The advantage of implicit technique over
that of parametric counterpart is that very intricate geometric and topological
(smooth) shapes can be described extremely quickly using a skeletal model[1].
Additionally, typical modelling operators such as Constructive Solid Geometry
(CSG) are closed about implicit surfaces[2]. Since the early 1980’s, implicit sur-
faces have become very attractive and were widely used, especially for complex
object modelling, computer animation, medical data visualization and entertain-
ment industry[3]. However, they still suffer from the lack of a good algorithm
which could draw them in real-time with a high quality[4]. The main reason is
that they have no 2D parameter domain to decide coordinates for a given point
on surface, just like their parametric cousins, so visualization techniques of them
involve inevitably a notoriously heavy computing consuming.

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 245–255, 2005.
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Roughly speaking, there are two types of methods to render implicit surfaces
today, based on Ray-tracing[5] and polygonization techniques[4],[6] respectively.
The ray-tracing based methods directly render realistic implicit surfaces from
their implicit equations, but they are so slow that only can be used in post-
processing rendering environment, because that they have to calculate multi-
tudinous intersections of rays and surfaces and the implicit functions very often
involve complex operations. Polygonization based methods realize rapidly visu-
alization of the surfaces by transforming the surfaces to approximated polyg-
onal meshes and by using widely existed graphic hardware of even nowadays
cheap personal computer systems. Furthermore, sometimes a conversion to an-
other representation is necessary for implicit surfaces because of the simplicity
of polygonal meshes. So the latter becomes practically mainstream of rendering
of implicit surface in interactive environment.

The algorithms of polygonization of implicit surfaces must solve two interde-
pendent problems[7]: a) How to optimally sample vertices on the surface, and b)
How to connect correctly the samples in order to create mesh topology for the
surface.

Since finding roots of implicit function during sampling is inevitably involved,
the most of the existing algorithms use spatial dissection technique to acceler-
ate process of sampling. Allgower and co-workers[8] induce tetrahedrons to dis-
sect the space; moreover, Wyvill et al.[9] use more simpler uniform cube units.
Bloomenthal[10] brings the famous Marching Cubes (MC) method that is often
used in science data visualization into polygonization, in which the cubes, which
are transverse with the surface, propagate across those faces of a seed cube. The
method effectively removes needless computation in virtue of the consistency
of the surface in three-dimension space. In [11], Wyvill gives a subdivision ta-
ble data structure used in Bloomenthal’s algorithm, and [6] and [10] give some
implementation skills of the table.

In the algorithms mentioned above, all samples are obtained by using uni-
form subdivision strategy without considering local characters of the surface, for
example, local distribution of curvature on the surface. In this case, it is obvi-
ously that sampling is not sufficiency in the curved parts and over sampling in
relatively flat regions, on the surface. For this reason, the adaptive methods are
presented. [6] gives an adaptive method employing an octree data structure of
spatial subdivision. But in order to avoid “crack”[6] occurred at adjacent posi-
tions between cubes that belong to different levels of subdivision, the algorithm
restricts the difference that is only one between two adjacent cubes in octree.
This strategy makes the algorithm complex and declines the efficiency of the
algorithm. For the sake of this, so far there are not general octree-based adap-
tive polygonization methods of implicit surfaces. In [12], Yu et al. present an
adaptive algorithm based on projection idea and interval arithmetic, which is
appropriate to visualize a trimmed implicit surface. But it doesn’t resolve adap-
tive problem in deed for that the algorithm is strongly relative to the direction of
projection. Turk and co-workers[13] bring the potential energy model of spring
system into sampling process and present a physically based adaptive algorithm,
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and Figueiredo et al.[14] also present a discrete physically-based methods simu-
lating particle systems to visualize implicit surface. Although the two methods
resolve adaptive sampling problem finely, they involve so much excess compu-
tation that cannot be used in interactive applicant. In [7],[15], Velho presents a
simple adaptive method to construct adapted polygonal meshes of implicit sur-
faces. The method starts with a coarse uniform polygonal approximation of the
surface and subdivides each polygon recursively according to local curvature.
The shortage of it is that there are many redundant triangles and “T”-edge in
resulting meshes (please refer to Fig. 6, the first-left column). Ning[16] considers
an inverse process: divide the space into tiny cells firstly, and then implement
adapted sampling by uniting interrelated tiny cells. This method is unable to
solve efficiency problem, too.

In this paper, we present an adapted polygonization of implicit surface, which
is similar to Velho’s method. The main differences between Velho’s method and
ours are: a) our method employs quick cubes-propagating algorithm to generate
a coarse meshes instead of Velho’s complete and uniform spatial dissection; b)
our method employs new adaptive subdivision rules of triangles in meshes to
subdivide mesh facets and the “T”-edge problem occurred in Velho’s method is
avoided.

2 Algorithm Description

The main difficult of adapted polygonization of implicit surfaces comes from two
aspects: a) how to change sampling rate according to the local curvature distri-
bution on the surface, i.e. to select appropriate number and geometric positions
of sample points on surface, and b) how to keep local and global consistency of
topology of mesh, i.e. to correctly connect the points to form a correct topology
for mesh approximating linearly the surface. Thus, we have to design a mecha-
nism to synchronize the two aspects. If they are dealt with incorrectly, sample
points would be mistakenly connected and “hole” or “crack”[4] would appear in
the resulting mesh.

In this paper, just like Velho’s method, we divide the polygonization task
into two stages, which called construction and adapted-subdivision respectively.
The former firstly constructs a coarse mesh. In this process, polygonization is
executed in a relative lower resolution and is expected to correctly grasp the
topology of implicit surface. The coarse mesh provides a basic method for con-
trolling adaptive rate of sampling in next stage, and a basic scheme to maintain
consistency of topology/geometry of resulting mesh with the surface. The latter
adaptively and iteratively subdivides the coarse mesh according to the curva-
ture of the surface at a triangle facet until pre-defined tolerance is satisfied. The
curvature change of the surface along with an edge of a given triangle is char-
acterized by the inter-product of two normal vectors at ends of the edge, which
can be directly calculated from implicit equation by different operator.
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2.1 Computing Initial Mesh

The first step of our algorithm is generation of a coarse linearly approximated
mesh for the implicit surface. The output of this process is a triangular mesh that
served as the basis for adaptive refinement. Velho does this work using uniform
space decomposition in [15]. But in this paper, we do it by employing a more
efficient algorithm presented in [6]:

At first, an initial seed cube, called cell, which intersects surface is established.
New cells propagate along established edges that intersect the surface, of the
seed cell. The cells may be stored as an adjacency graph, with care requires
that no cell be added redundantly to the graph. Then new cubes are expanded
or propagated according to the cases that the implicit surface crosses the six
faces of seed cell. All the new cells intersect with the surface in deed. Taking
new expanded cells as new seeds and iteratively execute aforementioned research
process, we can find total cells bestriding the surface (see Fig. 1a), which are
registered in the graph. In this procedure, no computation for redundant cells
or cubes is involved.

Fig. 1. Constructing initial mesh by using cell propagating method: Catched total cells

bestriding the surface(left), and Mesh constructed from bestriding cubes(right)

Very different from traditional method decomposing cubes into tetrahedrons
and linearizing surface to triangles in tetrahedrons, we polygonize surface parts
in cubes as Fig. 2[6]. The three dimensional ordering of intersects, called surface
vertex, of a cube can performed by a simple procedure as: begin with any surface
vertex on the cube and proceeds towards the positive corner and then clockwise
about the face to the right until another surface vertex is reached. This process
iterates until a repeat surface vertex is found. Connect the surface vertex orderly,
a closed space polygon is obtained.

For the purpose of adapted refinement, all the polygons should be triangu-
lated by the following rules: if a polygon is a quadrilateral, connect the nearer di-
agonal vertex-pair and two triangles are created; otherwise, calculate the barycen-
ter coordinate, denoted by v , of the vertices of the polygon and then connect
v with the vertices respectively, n (vertex number belonging to the polygon)
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Fig. 2. Generating a 3D linearly approximate polygon from a bestriding cube[6]

triangles can be obtained. Collecting all the triangles, a coarse mesh is built
naturally (Fig. 1b).

As we known, our algorithm needs to compute coordinates and its function
value of vertices of each cube or cell in the course of establishing the coarse
mesh. Besides, normal or gradient direction, ∇f = (∂f/∂x, ∂f/∂y, ∂f/∂z), at
each vertex of cell should be calculated Since implicit function usually is complex,
we compute centric difference instead of complex derivatives:

∇f ≈ f(v + Δ)− f(v −Δ)
2Δ

2.2 Adaptive Refinement

Whether to subdivide a triangle in coarse mesh or not depends on surface cur-
vature change along the three edges of it. If all the edges of a triangle are plat
enough (or non-curved), i.e., tolerance of difference between normal vectors at
two ends of edges of the triangle is satisfied, we regard the facet approximating
the surface so good that it is unnecessary to be refined further; otherwise, the
triangle should be subdivided into smaller ones.

In [7],[15], as long as there is one of edges of a triangle is curved, the triangle
should be subdivided into four sub-triangles (see Fig. 3). In this paper, we use
a very different strategy:

Fig. 3. 1-4 subdivision of a triangle, where m i is midpoint of corresponding edge

– If all the edges of a triangle, �v iv jvk, are curved, the triangle is subdivided
into four sub-triangles and the midpoints of corresponding edges of are moved
onto surface. This case is illustrated by �v2v3v4 in Fig. 4.
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Fig. 4. Adaptive subdivision rules used in our algorithm

– If exactly two edges of a triangle �v iv jvk are curved, a 1-3 subdivision
would be done. Without loss of generality, let us suppose that the two
curved edges are v iv j and v ivk respectively, and corresponding final po-
sitions that their midpoints are moved to are m ′

k and m ′
j respectively,

connecting m ′
k and m ′

j generates the first new sub-triangle, �v im
′
kv

′
j .

Next work is contrasting the distances of m ′
k ∼ vk to that of m ′

j ∼ v j , if
||m ′

k − vk||2 > ||m ′
j − v j ||2, connect m ′

j and v j to generate new triangles
�v jvkm

′
j and �v jm

′
jm

′
k; otherwise, connect vk and v ′

k , �v jvkm
′
k and

�vkm
′
jm

′
k would be created. This case illustrated by triangle �v1v2v3 in

Fig. 4.
– If exactly that only one edge, e.g. v jvk, of triangle �v iv jvk is curved, and

suppose its midpoint moved onto the surface is vertex m ′
i, we can obtain a

1-2 subdivision by connecting v i and m ′
i, and two triangles �v iv jm

′
i and

�v im
′
ivk should be resulted. See �v0v1v2 in Fig. 4.

– If all the edges of triangle �v iv jvk are flat enough, the triangle isn’t nec-
essary to be subdivided anymore and the triangle is output.

For the new-generated sub-triangles, aforesaid rules are repeatedly used and
subdivision is carried out to deeper levels until there is no triangle can be subdi-
vided. Since subdivision rules are adapted and the rules disenable the generation
of “T”-edge, these insure the simplexity and topological consistency of resulting
mesh.

2.3 Controlling Curvature and Topological Consistency

Change of surface curvature along with a triangle edge can be measured by an
angle, α, between two normals, n i and nj , at endpoints of the edge (Fig. 5). This
is because that geodesic curvature radius may be approximated by formula[17]:

d

2 sin(α/2)

where d is length of the edge. When α is larger than threshold, α0, the edge can
be considered as curved. In interactive case, α0 may be customized by user in
order to attain the more visual effect of polygonization.

Once a triangle is subdivided, a key step, moving new-generated midpoints
of edge onto the surface, must be done in order to enable mesh to approximate
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the surface more accurately. This process is simple but important because it
provides a mechanism to insure topological consistency between two adjacent
facets, which share a common edge in mesh. For example, edge v2v3 of triangle
�v1v2v3 in Fig. 4 is curved, then its midpoint m1 is moved to m ′

1 on surface;
obviously that v2v3 is also curved in �v2v3v4 in the nature of things for same
threshold, its midpoint is moved to m ′

1 in same way. Above operating is unable
to leave “hole” or “crack” in resulting mesh.

Fig. 5. Measure of surface curvature along an edge of a triangle

2.4 Moving Midpoint onto Surface

During the period of subdividing the coarse mesh, if an edge v iv j is curved, it
would be split into two pieces by its midpoint m and the point m would be moved
onto the surface so that the subdivided mesh is a finer linear approximation of
the surface. Therefore, we wish find a sample point m ′ on the surface such
that f(m ′) = 0 and it minimizes the distance, ||m − m ′||, between m and
m ′. The solution of such an optimization problems can be calculated by various
numerical methods. In this paper, gradient descent is employed, which is simple
to implement and provides good accuracy control and takes fewer time.

The basic idea is as following: considering implicit function f of the surface
as a potential function, which defines a potential field in R3 and has the lowest
potential on the surface, furthermore, considering midpoint m a unit mass par-
ticle. When the particle is placed in the field, it will move to the lower energy
places forced by the field. The gradient of |f | can be used to generate such a force
that drives particle to the implicit surfaces[14]. This physically-based method is
modelled by following differential equation:

dx

dt
+ sign(f)∇f = 0

The above equation can be solved iteratively using an explicit Euler’s time inte-
gration method. The position of a particle m t+Δt at the next time-step t + Δt
can be calculated from its current position m , at the current time t by :

m t+Δt = m t + Δt ∗ sign(f(m t)) ∗ ∇f(m t)

The iteration computing is repeated until the particle is close enough to the
surface, i.e. f(m t) less than a predefined minimum ε.
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If the time step is too big, the particle would oscillate from one side of the
surface to the other, rather than converge onto the surface. In order to prevent
such a case, the time step is reduced by half the particle crosses the surface every
time.

In addition, owing to f = 0 is the minimal level set of f2, the “force” defined
as following formula is also “push” particle onto the surface f [18]:

F (f) = −C∇f2 = −2Cf∇f

where C is a constant.

3 Experimental Results

Our algorithm is implemented by using C++ language on P4(1.2GHz, 256M)
PC. The sample implicit functions used in the paper are listed in the Appendix
at the end of the paper. Fig. 6 illustrates the adaptive comparing effect of our
polygonization of implicit surface and Velho’s. Table 1 is comparison of the time
consumptions between the two algorithms.

In Fig. 6, the top and middle rows are curved parts of Jack surface and Peanut
surface (see Appendix) respectively. The bottom row is surface, called Blobby,

Fig. 6. Graphic effects of polygonizations using different initial meshes and different

adaptive subdivision rules
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Table 1. Time comparison for polygonizations of implicit surfaces between our algo-

rithm and Velho’s (time: ms)

Surface Unit sphere Peanut Blobby Jack Topology

Triangles Time Triangles Time Triangles Time Triangles Time Triangles Time

Velho’s 3561 330 5416 237 11718 931 12323 911 68574 1452

Ours 1500 50 2460 58 6134 200 8338 291 58501 1132

blended from three spherical surfaces, on which the blended local has high cur-
vature. The left column is generated by Velho’s algorithm, there are many trivial
triangles in meshes; the second left column is generated by our adaptive rules
but refined based on Velho’s uniform sampled coarse mesh; the second right col-
umn is generated by Velho’s adapted method but based on coarse mesh built by
Bloomethal’s quick algorithm. The right column is result created by our method
at same precision just used by its left columns. It has fewer triangles and elimi-
nates “T”-edge automatically. In Table 1, both Velho’s algorithm and ours use
the same subdivision precision of 0.9 and the equal-size cubes during generat-
ing basic coarse mesh. Subdivision space used in Velho’s algorithm is near-tight
axis-parallel bounded-box that envelops corresponding surfaces. Time consum-
ing in the table is confirmed by averaging time of algorithm running 1000 times
continuously, in the process OpenGL is employed.

From Fig. 6 and Table 1 we can take a conclusion that our algorithm prevents
redundant triangles without loss of approximation precision and eliminating the
unexpected“T”-edges. In fact, the more the areas of curved parts on surface
and the deeper the subdivision levels, the more efficient in reducing redundant
triangles and economizing the time consumed in polygonization. Furthermore,
executing time of the algorithm is affected greatly by the geometric character of
implicit surface and the complexity of implicit function involved in the implicit
function.

4 Conclusions

By dividing the polygonization of implicit surface into two stages of construction
and adapted-subdivision, we present a quick adapted algorithm that can be used
to render implicit surface in interactive environment. The algorithm not only
eliminates completely unexpected “T”-edges in resulting mesh by using new
defined subdivision rules, but also reduces efficiently the number of triangles
in polygonization without reducing approximation precision of polygonal mesh.
Moreover, it also optimizes the configuration of triangles in mesh.
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Appendix: The Used Implicit Surfaces in the Paper

Unit-Sphere: f(x, y, z) = 1− x2 − y2 − z2

Peanet:[6] : f(x, y, z) = e−((x−0.78)2+(y−0.78)2+3.25(z−0.78)2)

+ e−((x−0.23)2+(y−0.23)2+3.25(z−0.23)2) − 0.9

Blobby: f(x, y, z) = e−((x−1.0)2+y2+z2) + e−(x2+(y−1.0)2+z2)

+ e−(x2+y2+(z−1.0)2) − 0.9

Jack:[10] : f(x, y, z) =
((

1(
(4x/3−4)2+16y2+16z2/9

)4 + 1(
(4x/3+4)2+16y2+16z2/9

)4 +

1(
x2/9+4y2+4z2

))4

+
(

1(
y2/9+4x2+4z2

))4

+
(

1(
z2/9+4x2+4y2

))4

+

1(
(4y/3−4)2+16x2/9+16z2/9

)4 + 1(
(4y/3+4)2+16x2/9+16z2/9

)4)− 1
4

− 1

Topology: f(x, y, z) =
(

1−
(

x
6

)2

−
(

y
3.5

)2)(
(x− 3.9)2 + y2 − 1.44

)×(
(x + 3.9)2 + y2 − 1.44

)− z2
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Abstract. The GIS plays a vital role in public health information visualization
for public health information management, broadcasting, data management, sta-
tistical analysis, and decision supporting. This paper described the elementary
requirement and the essential technology for public health information visualiza-
tion and proposed a framework of the unified public health information visual-
ization platform based on the Web GIS and visualization technology. The system
framework adopted multi-tier system infrastructure that consist the sever tier and
the front tier. In the server tier, the J2EE based architecture was adopted to con-
struct a distrusted system infrastructure. In the front tier, the GIS map java applet
is used to show the public health information with spatial graphical map, and the
web based graphics figures such as curves, bars, maps and multi-dimensional vi-
sualization technology are used to visualize the public health information. The
public health information contained the geo-referenced data, such as specific lo-
cation, area code, latitude and longitude, street address, and geopolitical bound-
aries can be visualized with GIS distribution maps. The system infrastructure,
functions, system integration, and some key technology were discussed in this
paper. It would have the important practical value for constructing the visible
public health information system.

1 Introduction

The GIS plays an important role in public health information visualization. In the pub-
lic health crisis, such as the burst of infectious disease, the geo-reference information
visualization will be essential to protect people from the nature disaster. Web GIS based
visualization information can be used for warning, monitoring, processing and control-
ling the emergent event with its visible spatial information. With the development of
Internet, the Web GIS becomes a desirable technology for building the public heath in-
formation system to prevent against the infectious disease and public health crisis. It is
an essential tool for sharing the infectious diseases information, rescuing the infectious
patients, isolating virus source area, and sending out the alarm to the public in short
time [1-3].

GIS has been used for public heath area for long time. As early as in 1854, Dr. John
Snow had used a map to track the original area where the cholera disease erupted in Lon-
don in first time. From that time, map had been used in the infectious disease controlling
and preventing, and it becomes an essential tool in protecting the public health environ-
ment [4]. The research subjects of applying the GIS to the public health have attracted
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much interest in recent years, especial after the eruption of SARS in 2003 [5]. The World
Health Organization has used the GIS technology to forecast and analyze the spreading
tendency of SARS with a GIS. ESRI Corporation has developed a WEB-GIS based in-
formation system to issuing the SARS distribution map in China and Hong Kong area.
The SARS infected regions were shown with the visual technology in the map to report
the SARS cases and distributed information to public. SarsNet, WHO and the Freach IN-
SERM 444 research institute have developed an infectious disease supervisory system,
which can be used to search the newest SARS surveillance statistical information from
different nations and different time periods. The system has also provided the functions
of searching the special disease information according to the geographical position and
expressing the results with the visual technology. SarsNet also proposed SARS dissemi-
nation models, which can dynamically produce a new SARS distribution map to express
developing information of SARS disease in next time [5,6,7,8].

In China, the Remote Sensing Institute of Chinese Academy of Science has con-
ducted a knowledge innovation-engineering project named “Research on the SARS in-
fectious situation information visible decision-making support environment” [9]. This
project has applied the GIS technology to show spatial chart of the SARS infectious
situation in China and Beijing area. The project has preliminarily investigated the re-
lationship between the urban population transportation passenger flow and the SARS
dissemination. They also have simulated the future SARS infectious situation. Their
researches have provided the scientific foundation for understanding the SARS dissem-
ination mechanism and provided a good tool for the SARS infectious situation con-
trolling and the decision-making. In addition, the Science Geography Science and Re-
sources Research Institute of Chinese Academy, the Beijing Supper Map GIS Company,
and the China Infectious Disease Control Center also have conducted the research on
Web-GIS based the public health application.

We started a research project on the SARS information management system for pre-
venting and controlling the SARS disease from 2003. We have developed a Web GIS
based interactive SARS information system, which can enable the public to participate
in the prevention activities and reported the SARS information to the Health Cure Cen-
ter. With that help of the system, the public and the medical worker could work together
to explore and report the cases of illness, survey infectious disease area situation, isolate
the infectious area in the shortest time.

In this paper we will report our research work on the elementary requirement and
the essential technology in building the Web GIS based public health information visu-
alization platform. The our research aims to apply the Web GIS based visualization
technology for public health information broadcasting, data management, statistical
analysis, and decision supporting. The research subjects of system infrastructure, func-
tions, Web-GIS, web based visualization technology, system integration, and some key
technological will be discussed in this paper.

2 WEB-GIS Based Public Health Visualization

Web-GIS is a technique that can set up geographical information system on Web. User
can get the geographical information mutually by Web-GIS application through Inter-
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net. It makes GIS function of system expand to web site by combining web with GIS
technology. Various kinds of geographical space data, attribute data, picture can be ob-
tained through web. With the rapid development of Web-GIS technology, GIS based
applications can be developed with low costs, little maintain work. Web-GIS based sys-
tems have been popularizing in large scale [12,13].

While Web-GIS based system used the CGI based technology in early time, presently
GIS java applet is mainstream technology as the front end in the browser to show the
graphical map. In the CGI based Web-GIS system, web server transfers outside graph-
ical user interface of GIS system. It expanded the network function of web server. The
CGI is a bridge between graphical map interfaced and GIS application program in web
server. Web server responds the request from web browser and transmits the GIS map
and data information as picture, and sends the information back to the web browser.

Another technique to realize Web-GIS is to utilize ActiveX. The controlling parts
and COM model technology are used to set up Web-GIS system. Microsoft Company
provides the COM technology that can develop powerful Web-GIS system both in
client/server and browser/server system structure. It also supports many kinds of de-
velopment environments such as VB, VC, Delphi and PowerBuilder at the same time.
With such technology, the GIS systems have the good flexibility and ability of expand-
ing. To use the COM and ActiveX in the browser/server system structure, the COM

Fig. 1. Web-GIS based public health information visualization: distribution map with grade color
to express quantities of infectious situation
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Fig. 2. Web-GIS based public health information visualization: Distributions map with the pie
chart to express the public health information

and ActiveX serve as the plug-in in the browser. It is a good technique to set up Web-
GIS system. There many Web-GIS application systems use this kind of technology. The
plug-in gets the GIS data in server and display the graphical map in the browser. User
can directly view and operate the graphical user interface by plug-in. It reduced con-
sumedly the data transmitted in the network compared to the CGI based GIS system
and solves the deliver bottleneck of graphical data in network. At the same time, plug-
in also provides database operation function to view attribute data, search information,
and operate the map by a graphical user interface.

The COM and ActiveX can only run in browser of IE produced by Microsoft Com-
pany and run on the Windows platform. It limits their application in other browser such
as Netscape and other platform such as Unix operation system. Because java is platform
independent, java GIS applet becomes the mainstream technique to establish the system
of Web-GIS. The Java language is a language for network and object oriented. It seals
object, dynamical inherit. With characteristic of object, overwhelming majority of data
type appears in object form. Because Java adopts Virtual Machine technique, the target
code has nothing to do with system platform. At the same time, it supports the distribute
network computing. Because of these characteristics, java GIS applet becomes an ideal
technique to realize the Web-GIS application. Presently GIS java applet is mainstream
technology as the front end in the browser to show the graphical map.
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Fig. 3. Web-GIS based public health information visualization: a distribution map of accumulated
infectious disease cases

2.1 The GIS Data and Public Health Information Visualization

By combine of the data of public health information with spatial data of GIS, distribut-
ing information of infectious disease situation can be visually displayed on electronic
map of GIS. The infectious disease situation data such as the patient’s number, the virus
source areas can be shown at corresponding geographical position. The electronic map
with GIS can realize the flowing functions [14,15]:

1) Necessary theme layers and marks;
2) Zoom in, zoom out, pan and selection functions on map;
3) Search functions such as the graphic objects search, the key words search, etc.;
4) Data inputting functions on map, such as the functions to input GIS relevant infor-

mation in the corresponding area on the map.

Basic GIS and infectious disease situation data needed to be collected for setting
up the distribution maps of newly increased case in real time. By connect with the
GIS database, we can browse and search the basic public health information, infectious
situation area, hospitals distribution in the area.

2.2 The Visualization of Infectious Disease Situation with Distribution Maps

There are several kinds of distribution maps: the distribution map of newly increased
case and the distribution map of the accumulative total cases. Using the grade color
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Fig. 4. The pictures show the visualization the relationship of the public health historical data and
virus-developing tendency

can show the distribution situation information. The bar and pie pictures can be used to
express the dimensional quantities of infectious situation.

The figure 1 to 3 shows the distribution map for public health information visualiza-
tion with geo-reference data. The figure 1 shows a distribution map of newly increased
infectious disease cases. The different color express different numbers of the cases, the
legend figures are shown in the left. The figure 2 shows pie chart distribution map of
percentage in newly increased cases, suspect cases, and death cases. The figure 3 shows
a distribution map of accumulated infectious disease cases.

2.3 The Visualization of the Historical Data and Infectious Spreading
Tendency

We can click on the map to inquire about the infectious situation of this area about the
information of historical data, developing tendency, which can display visually three-
dimensional line chart, bar to express the data of infectious situation.

The figure 4 shows the visualization of the historical data, virus-developing ten-
dency.

1. The left-top picture is a distribution map.
2. The right top picture is a bar chart to show the historical data.
3. The bottom pictures are three-dimensional line charts to express the tendencies of

infectious situation.
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3 A Framework for the WEB GIS Based Public Health
Information Visualization Platform

In order to setup up a visual work environment for public and hygiene department to
research, statistical analyze and broadcast the public health information between the
spatial graphical data and the infectious disease data, we proposed a framework for the
Web GIS based public health information visualization platform.

Web-GIS applet can be used to get and show the geographical information for public
in web site. Also, public can use the GIS java applet in browser to reporting the most re-
cent public health information. After the message received from the public, there will be
a serious of immediate actions, such as confirming the information, notifying relevant
department, rescuing the patient, isolating the infectious disease area and broadcasting
the information. The all processes will get many departments involved, such as hospital
rescuer center, police station and relevant government department. The unified visual-
ization information platform is a powerful assistant for achieving of communication,
interactive operation, effective data processing, and GIS data visualization.

Because there is many computers with different kinds of operating system will work
in coordination in the system, the distributed, platform independent system architecture
needed. To enable application system be accessed by lots of different computers in net-
work, we choice the J2EE and EJB technology that offer framework of service system
to construct enterprise system structure.

The middleware of CSCW, GIS, and public health information EJB offers dis-
tributed transaction processing. Many host computers can join to offer the many ser-
vices. Compared with other distributed technology, such as CORBA technology, the
system structure of EJB has hidden the lower detail, such as distributed application, the
events management, the target management, multi-thread management and connoting
pool management etc. In addition, J2EE technology offers many kinds of different mid-
dleware to be applied to business logic. The data are stored and managed with EJB.
Distributed computing enable users operate in any time, any place, and obtain busi-
ness logic and data processing in remote server. The distributed systems enable the
databases and services in the same or different computers. The databases consist of
CSCW database, public health information database, and interoperable GIS informa-
tion system database. The database uses JBBC to communicate with EJB (back-end
server). The system front-end adopts JSP/Servlet. JSP and Servlet use the back-end
work to provide service. The front end adopts a java GIS applet to communicate with
JSP/Servlet and back end EJB in Browser.

System architecture is platform independent, multi-layers and distributed structure.
It can combine GIS database, CSCW database, and many host computers together and
share the system resource and data.

Web-GIS based public health information visualization platform should be consid-
ered and realized the following basic functions.

Information Sharing: The databases of GIS, public health data are the information
center of the system. All the cooperating work and information sharing is dependent on
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them. For example, when the public reports the infectious situation through system, the
information will be stored in the database and be shared by others.

Human Computer Interaction Based on WEB-GIS: The Web-GIS is the basis graph-
ical user interface of man-machine interface in the system. Based on WEBGIS, interop-
erable information visualization platform obtains the geographical position at the same
time. The friendly interface and interactive system is convenient for information man-
agement.

4 Discussions and Further Work

We developed a framework of the unified visible public health information visualization
platform based on the Web GIS technology. There are two components for the platform:
the platform server end and the client end. In the server end, we will develop GIS server
based on the J2EE framework. In the client end, we will investigate a visible harmonious
cooperation user interface to realize the public health information visualization and
cooperation.

Although we completed a framework the public health information visualization
based on the WEB-GIS technology, there are still many technical problems to wait for
the research:

(1) The different GIS spatial data frequently existed in different format document. The
special GIS data format transform software is needs to translate the GIS data format (for
example ARC/INFO, ArcView, MapInfo, ERDAS, and Atlas and so on). The system
lacks the exchange standing for information and data and the resources cannot be shared
by other system.
(2) The spatial data is usually huge (several hundred MB to several GB). The user
must have enough storage and the bandwidth to transmission data. While in very many
situations, user possibly only needs a small area of the whole map or the partial GIS
data, not the complete spatial data. As a result of the network and the bandwidth limit,
the system performance becomes very slow.

These problems are the essential technical problems, which need to be solved in
building a Web-GIS, based the public health information visualization platform. The
further research work will focus specifically on the following aspects:

(1) The essential technology that realizes the interactive and convenience man-machine
user interface will be investigated to break the limitation of the WEB-GIS system.
(2) The visualization technology for the public health information data, such as 3D and
the virtual reality technology (VR) would be considered to applying the simulation of
the real public health environment. It will enhances the cognition effect in the interactive
observation and the analysis public health environment
(3) The essential technology of data compression and data optimization are the bottle-
neck problems on the Internet transmission when the spatial data transferred from the
far-end server to the browser in the Web GIS system.
(4) The system data specification of the public health information based on OGIS
(OGIS, Open Geo-data Interoperable Specification) and SVG (Scalable Vector Graph-



264 X. Lu

ics) should be investigated to enable the geography data and the public health attribute
data exchangeable between the different geographic information system software and
system.

5 Conclusions

The public health information management is a socialized work that the public would
be very important to participate in the activity for preventing and controlling the acute
bursting infectious disease. In the process of preventing and controlling the acute burst-
ing infectious disease, an Web-GIS based visible and interactive public health informa-
tion operation environment will be helpful for the public to participate in prevention
disease on their own initiative. The public and the hygiene department could be coop-
erated together to prevent and control the acute bursting infectious disease, rescue the
patient, and isolate the infectious disease source area.

This paper proposed a framework of the unified public heath information visual-
ization platform based on Web-GIS and virtualization technology. The Java GIS applet
technology combined with web based visualization technology has been applied to the
public heath information visualization of the geographical distribution and the historical
developing tendency. It can be applied to the visualization of public health information
management, such as information broadcasting, data management, statistical analysis,
and decision supporting.

The Web-GIS based visible and interactive public health information visualization
environment will be helpful to track infectious disease-spreading tendency, to build up
the immunity isolation mechanism for the infectious disease, establish the best trans-
portation line for the personnel and the equipment supply in the infectious region, dy-
namically issue the medical service health device information on the Internet. It may
provide the tools for the visible infectious disease trend analysis, the visible medical
service demand analysis, the hospital and the outpatient clinic location, the visible re-
gion analysis, and the resources and equipment management. It will have the important
practical value and to protect the life and health, play a vital role in the visible public
health information system construction.
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Abstract. Registration is crucial in an Augmented Reality (AR) system
for it determines the performance of alignment between virtual objects
and real scene. Colored-makers with known world coordinates are usu-
ally put in the target scene beforehand to help get a real-time, precise
registration because they can provide explicit 3D/2D correspondences
and four such correspondences can produce adequate and accurate equa-
tions of the pose matrix if the camera’s intrinsic matrix has already been
calibrated, and then registration can be achieved by solving these equa-
tions. However, usually only limited number of (e.g. two or three) mark-
ers out of four can be captured and this will make the colored-marker
based method fail. In order to overcome such shortcomings an improved
colored-marker based registration method is proposed in this paper which
works when the target scene is a plane. The proposed method integrates
both 3D/2D and 2D/2D information by updating the cost function used
in the optimization step of RANSAC, and thus combines the virtues of
homography based method. Experimental result shows that the proposed
method can provide acceptable pose estimation and its potential to be
applied in actual AR systems.

1 Introduction

AR is a new technology in which computer-generated virtual objects can be
merged into the image sequences of real scene. Rather than immersing the user
into an absolutely virtual world as a Virtual Reality (VR) system does, an AR
system allows its user to view the real environment with the virtual objects
imposed on. An AR system can be widely applied in many fields such as medical
care, entertainment, manufacturing, outdoor navigation and cartoon film etc.
[1], [2].

One of the key issues when building an AR system is accurate registration,
whose solution is used for the alignment of virtual objects and real scene. Com-
pared with the sensor-based registration approach, vision-based method is much
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cheaper and more reliable, though its computation cost is greater, which causes
lower frame rate. In a vision-based method, colored markers are usually placed
in the target scene beforehand to help get accurate registration, which can pro-
vide stable, explicit 3D/2D correspondences, and four coplanar correspondences
could provide adequate equations of the camera’s pose matrix after the camera’s
intrinsic matrix has already been obtained during the process of calibration,
then precise registration result can be obtained by solving these equations as
described in [3], [4].

Although four coplanar marker based method is fast, accurate and widely
adopted in many real-time AR applications [5], [6], it does have some flaws. When
the number of captured markers is below four, registration will fail because for
every frame, all four markers have to be captured as an input to the registration
process. Moreover, applications with only four markers usually have very narrow
view fields and are sensitive to the occlusions on the markers, which sometimes
results in high-frequency jitter. Using more markers seems a feasible solution but
in many situations it’s not an easy thing, because defining each marker’s world
coordinate is also a hard work

When the target scene is a plane, relationships between two images shot from
different angles and between world plane and final image we see are both known
as homographies, which are much easier than those in general scenes. With these
homographies, there has already been registration approach to recover camera
matrix for each frame. [7], [8]. By tracking the world plane, this method can
get a larger view field. Because the estimation of homography with RANSAC is
robust and reliable, it can accommodate situations with occlusions. But it will
cause accumulative errors which leads to drifting, so it can not be applied for
long sequences.

To compensate for the shortcomings of the above-mentioned methods, a hy-
brid registration method based on both homographies and partial 3D/2D infor-
mation that comes from less than four colored markers placed on a world plane is
proposed in this paper. Although the conventional colored marker based method
will fail in such situation, the proposed registration method can be performed
and experiments show that it can still achieve reliable result, which shows the
robustness of the proposed method and its potential for future AR applications.

2 Coplanar Colored-Marker Based Registration Method

If the camera used to shoot the image sequence has already been calibrated, the
registration can be achieved with four coplanar markers whose world coordinates
have been predefined. A brief description of this method will be given.

2.1 3D/2D Homography

A 3D/2D correspondence (m,M) includes a 3D point M , which is always rep-
resented in homogenous form (X,Y,Z, 1)T , and a 2D pixel point m, which is
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also represented in homogenous form (x, y, 1)T . (m,M) is related by the 3×4
projective matrix Pi [4]:

m = λiPiM, Pi = K [Ri | ti] (1)

where Ri is a 3 × 3 rotation matrix, ti is the translation vector of the camera
and λi is the homogenous scale factor which is dependent of PiM . The camera’s
3×3 intrinsic matrix K can be written as:

K =

⎡⎣f s u
0 af v
0 0 1

⎤⎦ (2)

where f is focal length, (u, v) is principle point, a is aspect ratio and s is skew.
When the target scene is a plane and the world coordinate frame X-Y plane

is defined on the world plane, 3D point M on this plane will be in the form
(X,Y, 0, 1)T , then equation (1) can be written as:

⎡⎣x
y
1

⎤⎦ = m = λiPiM = λiK
[
ri1, ri2, ri3, ti

] ⎡⎢⎢⎣
X
Y
0
1

⎤⎥⎥⎦ = λiK
[
ri1, ri2, ti

] ⎡⎣X
Y
1

⎤⎦
(3)

where rij is the j th column of Ri [7], [8]. Thus, (m,M) is related by a 3×3
matrix Hi

w [3]: ⎡⎣x
y
1

⎤⎦ = λiH
i
w

⎡⎣X
Y
1

⎤⎦ , Hi
w = K

[
ri1, ri2, ti

]
(4)

Hi
w is called 3D/2D homography, which is a homogeneous matrix with 8 in-

dependent elements, and each 3D/2D correspondence (m,M) can provide two
independent equations of Hi

w. Thus, four coplanar markers can be used to solve
an accurate Hi

w.

2.2 Recovering Projective Matrix from 3D/2D Homography with
Known K

For the ith image, if Hi
w has been precisely obtained by the four coplanar markers

and the camera’s intrinsic matrix K has already been known and fixed, the
projective matrix Pi can be easily recovered from equations (1) and (4) because
R is a unit orthogonal matrix. [7].

K−1Hi
w =
[
ri1, ri2, ti

]
, Pi = K

[
ri1, ri2, ri1 × ri2, ti,

]
(5)

When all four markers have been captured, an accurate registration result can
be achieved. Although actually markers can be tracked and extracted by using
optical flow and color information etc. [5], it’s not an easy job to locate all four
color markers which are crucial for precise registration.
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3 Homograhpy Based Registration Method

3.1 2D/2D Homography

The relationship between consecutive images i and i + 1 of the same target
scene is usually described as fundamental matrix F . With F , a point in image
i is mapped to a straight line (called epipolar line) in image i + 1, and vice
versa. But when the target scene is a world plane, the relationship is a 2D/2D
homography Hi+1

i . With Hi+1
i , a 2D/2D correspondence (m,m′) is related by:

m′ = Hi+1
i m, m = Hi+1

i

−1
m′ (6)

where Hi+1
i is introduced by the world plane which is paid attention to in [4].

In real images of a scene plane, all Hi+1
i are obtained using a robust and fast

estimation method, e.g. RANSAC method [4].

3.2 Homography Based Method

A 2D/2D correspondence (m,m′) is the image of the same 3D world point M
in two images, thus equation (7) can be written as by combining equations (4)
and (6):

Hi+1
w = Hi+1

i Hi
w (7)

If the target scene is a plane and the first image 3D/2D homographyH0
whas

been accurately gained in advance, equation (7) could be written as [7],[8]:

Hi+1
w = Hi+1

i Hi
i−1...H

1
0H0

w (8)

Thus, Hi+1
w of every image in such sequence could be computed sequentially.

After getting Hi+1
w , registration can be accomplished with equation (5) after the

camera has already been calibrated just as the colored-marker based method
does.

However, it’s obvious that there is an accumulative error in Hi+1
w if Hi+1

i is
not robustly and reliably estimated, and this will result in the drifting of the
latter images of relatively longer sequences. In this homography based method,
Hi+1

i is accurately obtained with RANSAC algorithm.

3.3 Robust Estimation of Hi+1
i Between Two Images

RANSAC stands for “RANdom SAmple Consensus”, which is a robust esti-
mation method. The process to estimate Hi+1

i with it can be written as follows
[4]:

(1) Compute interest points in each image i and i + 1.
(2) Make putative correspondences.
(3) RANSAC estimation:

(a) Select a random sample of four correspondences and compute an Hi+1
i .

(b) Calculate the reprojection errors of each putative correspondence {dj}.
(c) Compute the number of inliers consistent with Hi+1

i by comparing
the errors with certain threshold t by dj < t.

Choose Hi+1
i with the largest number of inliers.
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(4) Optimization:
Re-estimate Hi+1

i from all correspondences classified as inliers by minimizing
certain cost functions.

(5) (Optional) Guided Matching:
Further interest point correspondences could be found using the optimized
Hi+1

i and these newly found correspondences can be determined as inliers
directly.

Steps (4) and (5) can be iterated until the number of correspondences is stable.

4 The Improved Marker Based Method

As mentioned before, the typical sub-sequence that causes abrupt jitter in normal
colored-marker based method is that, in the first image, all the four markers are
captured, and in the subsequent images usually only two or three markers can
be tracked As a result, the conventional four coplanar marker based method will
fail in the subsequent images.

To compensate for such shortcomings, an improved colored-marker based
registration scheme is proposed, in which under normal situations conventional
registration approach is performed, and under unsuccessful situations with mark-
ers lost, homography based registration approach is performed. Besides, the re-
maining accurate 3D/2D information from the remaining markers has also been
integrated in the process of Hi+1

i estimation, and plays a more important part
in the makeup of residuals for RANSAC method.

4.1 Updated Cost Function in 2D/2D Homography Estimation
with RANSAC

When applying RANSAC algorithm to compute 2D/2D homography between
consecutive images, certain cost function of residuals is used for the final itera-
tive refinement on the inlier matches. Usually, these residuals are 2D/2D repro-
jection error caused by the correspondences

(
mj ,m

′
j

)
, and this cost function’s

normalized form is:

c1 =
1
2k

k∑
j=1

d(mj ,H
i+1
i

−1
m′

j)
2 + d(m′

j ,H
i+1
i mj)2 (9)

where k refers to total number of
(
mj ,m

′
j

)
used to compute Hi+1

i , and d(X1, X2)
is:

d(

⎡⎣x1

y1

w1

⎤⎦ ,

⎡⎣x2

y2

w2

⎤⎦)2 = (
x1

w1
− x2

w2
)2 + (

y1

w1
− y2

w2
)2 (10)

In the typical sub-sequence, there are still remained markers in the images and
with these markers, extra 3D/2D information can be exploited. If Hi

w estimated
is assumed reliable, when less than four markers are captured in image i + 1,
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considering (4) and (7), a normalized cost function from 3D/2D reprojection
error is:

c2 =
1
s

s∑
j=1

d(nj ,H
i+1
w Nj)2, Hi+1

w = Hi+1
i Hi

w (11)

where (nj , Nj) is the accurate 3D/2D correspondences from the remained mark-
ers, and s refers to the total number of remained markers, s < 4, usually 2
or 3.

Generally the cost function C used to optimize Hi
w in the step (4) of RANSAC

contains only c1, which mean that it only uses the 2D/2D information.[4],[7].
But for the above-mentioned situation, C should of course integrate both c1 and
c2, and further, c2 should play a much more important role, because (nj , Nj)
which are obtained from the remained markers are very reliable. Thus the final
improved cost function is:

C = c1 + λc2, λ = 3 (12)

4.2 The Improved Registration Scheme

For a calibrated image sequence, registration for image i will be performed as
follows:

(1) Track and record markers in image i, with a KLT feature tracker.
(2) Count the number of tracked markers,denote it as N.
(3) If N = 4, perform normal marker based method. Firstly, compute current

image’s 3D/2D homography Hi
w. Secondly, deduce registration result from

Hi
w.

(Record this Hi
w for possible further use in image i + 1)

(4) If N < 4, firstly robustly estimate Hi
i−1 using RANSAC algorithm, with the

remained markers information integrated to update optimization process for
higher accuracy. Secondly, get current image’s 3D/2D homography Hi

w by
Hi

w = Hi
i−1H

i−1
w . Thirdly, deduce registration result from Hi

w.
(Record this Hi

w for possible further use in image i + 1)
(5) Proceed to image i + 1.

5 Experimental Result

A camera is used to shoot a 320×240 sequence of a plane scene and the camera
has been calibrated with a chessboard using Zhang’s method [3]. Two consecutive
images of the sequence are shown below, i.e. Fig. 1(a) image 0 and Fig. 1(b)
image1, one with all four markers captured and the other only three.

Surely colored-marker based registration would succeed on image 0. The reg-
istration for image 1 can be achieved by homography based method and our
improved marker based method separately. Harris corner detection is used to ex-
tract interested points. In order to make putative correspondences, Harris points
in image 0 and 1 are matched by maximizing the cross-correlation in a 7×7 win-
dow, within a 30 pixel disparity. Totally there are 75 putative correspondences
as input into RANSAC algorithm.
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a b

Fig. 1. Two consecutive images of a sequence: (a) Image 0 with all four markers cap-

tured. (b)Image 1 with only three markers captured

a b

Fig. 2. (a) Registration Using Homography Based Method. (b)Registration Using the

Improved Colored Marker Based Method

In the optimization process, the minimization of equation (12) is achieved
using the Levenberg-Marquard iterative algorithm.

Fig. 2 shows the experimental result. It can be easily found that our method
can give a relatively better result. In Fig. 2(a), the optimization of H1

0 is not
very reliable, because the number of final inliers we could achieve is small which
is not sufficient for the calculation of accurate estimation. However, in Fig. 2(b),
by integrating with 3D/2D information, our improved method can give a much
more reliable result, because the error are accumulative, our improvement does
make sense to reduce drifting.

6 Conclusion

To conclude, we have presented a registration scheme which combines the virtues
of both the colored-maker based method and the homography based method, by
developing a hybrid cost function to update the optimization step of RANSAC,
in which 3D/2D information is also integrated for higher accuracy. Experiments
show that the final registration result can be much improved.

The advantages of the proposed method are: Firstly, when the number of
captured markers is less than four, registration can still be robustly and reliably



An Improved Colored-Marker Based Registration Method 273

estimated. Secondly, although the homography based method can achieve regis-
tration without any markers, it does have an accumulative error causing drifting
problem, but when integrated with partial 3D/2D information, its registration
result can be greatly improved, and this will reduce drifting.

However, the proposed method still has the following shortcomings: Firstly,
the environments the proposed method applied in must have a dominant plane,
which can be easily satisfied in many applications, though sometimes it’s indeed
a hard constraint. Secondly, as the putative correspondences input into RANSAC
are from the whole images and thus, the computation is too heavy to perform in
real-time on an modest PC. Although our proposed solution can compensate for
some shortcomings of colored-marker based method, in fact it loses its important
real time quality. On the other hand, since no batch adjusting is used and the
proposed method is actually sequential-processing, it may be implemented in
real-time together with the rapid development of computer technology.
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Abstract. In this paper, we describe a system NP-TIP ( Non-Photorealistic
Tour Into Panorama ). It provides a simple non-photorealistic scene
model in which users can freely walk through and obtain enjoyable and
real-time artistic experience. In NP-TIP, firstly we design a new algo-
rithm for fast converting a photo or image to a synthesized painting
following the painting style of an example image. By treating painting
styles as sample textures, we reduce the problem of learning an example
painting to that of texture synthesis, which improves the speed of non-
photorealistic rendering. Secondly, we propose a new modeling scheme
for TIP based on the cubic panorama, which not only overcomes the
disadvantage of fixed viewpoint in browsing panorama, but also models
easily and computes simply. According to users’ selection from example
paintings of different artistic style, NP-TIP can provide stylized interac-
tive and real-time panoramic walkthrough of scenes.

1 Introduction

In recent years image-based modeling and rendering (IBMR) has been increas-
ingly interested by people. Unlike traditional 3D computer graphics in which
3D geometry of the scene is known, image-based rendering techniques render
novel views directly from input images. Panoramic image is synthesized by us-
ing several images took from the same viewpoint with certain overlapping areas.
Then the viewable portion of the panoramic image is re-projected to a view
plane to realize navigation of a real scene. Compared to traditional geometry
based modeling method, it can be not only realized easily, but also get better
effects for natural scenery which is very difficult to be represented by geometry
model.However, panoramic representations can only simulate camera rotation
under fixed viewpoint and provide simple zooming effects. It is not indeed walk-
through, which is very important visual effect for navigation. In 1997,Y. Horry
[2] and H. Kang [3] proposed a navigation method of single image respectively,
called TIP (Tour in to the Picture). According to the comprehension and imag-
ination to reference image, this method reconstructs a simple 3D model with
respect to reference image and generates realistic walk-through images by navi-
gating the model. TIP not only overcomes the problem of fixed viewpoint, but
also has the advantages of modeling easily and computing simply. It can be
applied to different kinds of real-time rendering of complex virtual scenes.

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 274–283, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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While current research in virtual environments has traditionally striven for
photorealism, for many applications there are advantages to non-photorealistic
rendering (NPR). Firstly, artistic expression can often convey a specific mood
difficult to imbue in a photorealistic scene. Secondly, through abstraction and
careful elision of detail, NPR imagery can focus the viewer’s attention on impor-
tant information while downplaying extraneous or unimportant features. Finally,
a NPR look is often more engaging than the traditional, photorealism computer
graphics rendering [1].

With the development of NPR, it not only processes 2D images, but also
extends to represent 3D scenes and objects. More and more researchers endeavor
to depict 3D model by NPR means. Robert D. Kalnins etc. have introduced a
very classic interactive NPR system for 3D model [4]. An outstanding feature of
this system is that the designer can choose varieties of brush styles and paper
textures to directly paint on the 3D model as his pleasure. The shortage of the
system is that the painting speed is limited by the amounts of polygon surfaces
on the 3D model. The similar systems can be referred to references [5] [6].

Allison W. Klein etc. have also described a system for non-photorealistic
rendering (NPR) of virtual environments [1]. By adopting the image-based ren-
dering methods at the off-line preprocessing step, the system achieves the good
interactive frame rates at run-time as well as frame-to-frame coherence. But
there are three disadvantages: (1) It has to build a coarse 3D model of the real-
istic 3D scene, so it is not fit to the fast rendering of the complex outdoor scene.
(2) Even to the simple indoor scene, the preprocessing steps of their method
also require several hours in all. (3) It has to design many different NPR filters,
those NPR filters may achieve different representations in their programming
complexity and computational complexity.

In this paper, by using a hybrid NPR/TIP approach we present a new method
for none-photorealistic tour into panorama (NP-TIP). First, we design a new al-
gorithm for fast converting a photo or image to a synthesized painting following
the painting style of an example image. Second, we proposed a new modeling
scheme for TIP based on the cubic panorama technology, making users expe-
rience the feeling of ”walking-into” the panorama. The amalgamations of the
NPR and TIP can not only make the users wander in the non-photorealistic
3D virtual environment, looking on the original real environment in any view of
artist, immersing himself into the artistic kingdom, both the vision and spirit,
but also avoid some critical problems in the photorealism systems mentioned
above.

2 Basic Architecture of NP-TIP System

In this section we will introduce the basic architecture of our NP-TIP system. At
a high level, our system proceeds in two steps as shown in Fig. 1. First, during
preprocessing, the system has to do three important works (1) Stitches three
fisheye images captured at a fixed viewpoint to synthesis the cubic or spheri-
cal panorama. The detail of the stitch method is described in papers [13] [14].
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Fig. 1. Basic architecture of NP-TIP system

(2) Reconstructs the foreground model and background model. (3) Fast transfers
the artistic style of an example image to the panorama image. Second, during
real-time rendering, the system has to do two important works (1) Re-renders
the NPR foreground model and background model (2) Interactively tour into the
NPR cubic panorama based on the 3D model we created. By abstracting NPR
preprocessing into a versatile rendering operation, our architecture supports a
number of NPR styles within a common framework. This feature gives users
flexibility, as the same panorama model can be used to produce real-time and
interactive walkthroughs in different NPR styles.

3 Fast Artistic Style Transfer Algorithm

For the purpose of providing a versatile NPR rendering interface, we need to de-
sign a versatile algorithm. Hertzmann presented a universal technique to learn
non-photorealistic transformations based on pairs of unpainted and painted ex-
ample images [7], but, the image analogies method is rather slow since it is
pixel-based-it normally takes a few hours to generate a synthesized painting
on a PC. Michael Ashikhmin has developed a fast texture transfer technique
based on the texture synthesis algorithm, and then put it into NPR rendering
[8]. Though this method has quickened the speed of artistic style transforma-
tion, the experiment results are not very perfect. Bin Wang has put forward an
efficient example-based painting and synthesis of 2D directional texture algo-
rithm [9], but the artistic style of the output images still looked very crudity
and stiffness.

In order to make the target image has the similar artistic style with the
example painting, a simple method is to make the texture feature of the ex-
ample painting transfer into the target image according to given rules. Because
of human’s vision is most sensitive to the change of luminance of image, it is
critical to transfer the luminance feature of the example painting into target
image, and that the color features of the target image should be consistent with
the source image. All of above is the basic thinking of our algorithm. Based
on Alexei A.Efros’s image texture synthesis algorithm [10], we have designed
another patch-based fast artistic style transfer algorithm. In the following sub
section, we will introduce the details of our method.
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Fig. 2. Fast artistic style transfer

3.1 The Color Space Transform and Luminance Transfer

The texture synthesis algorithm [10] makes the color of output synthesized tex-
ture image be in full consistent with the referenced sample image, but we only
need to do the process in the luminance channel when transferring the texture
features in practice. In order to decorrelate color space, we should process in
lαβ color space [11]. Our NPR rendering algorithm will be discussed in lαβ
color space. In addition, for the purpose of achieving more perfect and accurate
matching result when finding the local best block, our approach is to apply a
linear map that matches the means and variances of the luminance distributions.

Let L(t′) be the luminance of a pixel t′ in T , let L(e′) be the luminance of a
pixel e′ in E. Then the luminance of T can be remapped as:

L(t′)← k(L(e′)− μlE) + μlT (1)

Where μlE, μlT are the mean luminance, ∂lE, ∂lT are the standard devi-
ations of the luminance, both taken with respect to luminance distributions in
E and T , respectively. Set k to adjust the luminance variation in target image.
When k = ∂lT

∂lE
, the luminance distribution of target image equals to the distri-

bution of example image. Our means is similar to Hertzmann [7]’s Luminance
remapping.

3.2 Fast Artistic Style Transfer

Definition 1. Let N1, N2 be the two isometric blocks, then the L2 distance
between N1,N2 can be defined as:

Erorr(N1, N2) =
∑

p∈N1p′∈N2

[l1(p)− l2(p′)]2 (2)

Where l1,l2 are the luminance channels in N1,N2 respectively; p, p′ are the cor-
responding pixels in N1, N2 respectively.

Definition 2. Let Nt be an arbitrary block in the target image, SNe be a set
of blocks that are randomly sampled in the example image. Select one block Ne

from SNe which makes the value of Error(Ne, Nt) be minimum. Then Ne is the
best matching block in SNe with Nt.
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Fig. 3. Fast artistic style transfer by example image (Watercolor style)

Fig. 4. Fast artistic style transfer by example image (Van Gogh’s Style)

Definition 3. A best seam in this paper has the same conception with the Min-
imum Error Boundary Cut[10], but we add the boundary restrictive condition
to make it work more properly. (The blockOverlap in the equation 3 repre-
sents the aperture ratio of the overlap region between neighborhood blocks.) The
definition is as follows:⎧⎨⎩Ei,j = ei,j + min(Ei−1,j , Ei−1,j+1) if j = 0;

Ei,j = ei,j + min(Ei−1,j−1, Ei−1,j , Ei−1,j+1) if 0 < j < blockOverlap;
Ei,j = ei,j + min(Ei−1,j−2, Ei−1,j−1) if j = blockOverlap

(3)

When transferring the artistic style between the example image and the target
image, we first scans each block in target image in scan line order, at the same
time randomly choosing some sampling blocks (usually 400-500 blocks in our
experiment) from the example image, which are isometric with the blocks in
target image. Second, we computes the L2 distance between the sampling blocks
and the current scanning block in target image, then we choose a sampling block
that has the minimum L2 distance with the current scanning block in the target
image. Third, we copy this sampling block to target image. In this way, we can
fast transfer the luminance features of the example image to the target. But this
method will yield distinctive boundary between blocks. In order to eliminate the
boundary between blocks, we have introduced a method as same as A.Efros’s
image texture synthesis algorithm [10]. It is just allowing some overlap between
blocks when doing the synthesis process. Then we can find the best seam in the
overlap region by using the dynamic programming. Finally, we sew the overlap
region of blocks along the best seam of image by using alpha blend. Fig. 2 shows
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two overlapping texture blocks selected for the corresponding source blocks and
the seam line between them.

3.3 Color Transfer

After being processed by this way, the target image has taken on the similar
texture features with the example image. In order to keep the color characteris-
tics of the target image consistent with the source image, we only need to copy
the color information of the channels from the source image to the target image.
Fig. 3 and Fig. 4 shows the NPR rendering results; the example images are from
reference [7].

4 Non-photorealistic Panorama Walkthrough

4.1 3D Scene Model Reconstruction Based on a Vanishing Line

According to the imagination and understanding to the input image, user can
easily distinguish foreground from background. Thus the whole 3D scene model
reconstructed mainly consists of background model and foreground model.

Backgroud Model. The input image is divided into two disjoint regions by
the vanishing line. The region below the vanishing line in the image corresponds
to ground plane, and that above the vanishing line corresponds to back plane.
Since vanishing line contains all vanishing points formed by all parallel lines on
a plane, back plane can be thought of as a plane of infinite distance and the
points on it can be called the ideal points. For easy computation, we assume
that the camera is positioned at the origin, the view direction is towards +z, the
view-up vector is towards +y and the focal length of the camera is d. Thus, the
coordinates of each vertex in the background model can be obtained [3].

Foreground Model. A foreground object specified in the image is modeled
as a 3D polygon, called foreground model [3]. Suppose that the polygons stand
perpendicular to the ground plane. The coordinates of its vertices are then com-
puted by finding the intersection points between the ground plane and the ray

Fig. 5. the local model of one side of cube
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starting from the viewpoint and passing through the corresponding vertices in
the image plane.

As proposed in [3], a foreground object can have a hierarchical structure in a
more complex environment. That is, another foreground object can be attached
on a foreground object standing on the ground plane to form a hierarchical
structure. Together with the scene model, the images called background image
and foreground mask are generated by segmenting the foreground objects from
the input image. The background image is used as a texture, which is to be
mapped onto the background model. Foreground mask is used to distinguish the
exact portion of the foreground object from the background. After performing
the above all steps, we can render the scene model by changing the parameters
of camera.

4.2 Non-photorealistic Tour into Panorama

Although Kang had proposed a scene model based on a vanishing circle, spherical
panorama is a kind of uneven sampling representation, there are two disadvan-
tages:(1) Easily leads to distortion, especially on the North and South Pole. (2)
Needs additional transformation from non-linear map into linear map. There-
fore, this paper proposes a kind of NPR walkthrough model based on 3D cubic
panorama, which is easier in projection and simpler in calculation.

For cubic panorama, there is no important content on the top and the bot-
tom sides in general. Thus the system just simplifies to model the four sides
using vanishing line based TIP techniques. Supposed that the center of cube
(viewpoint) is positioned at the origin. Fig. 5 illustrates the local model of one
side of cube. We make local model for the four sides of cube respectively. Since
the input image is panorama, the vanishing line on each of the four sides will
have the same height above the bottom side. So the four local models will put
together to form a global scene model. Then, the system just needs to project
the top and the bottom sides of cubic panorama on the top and the bottom of
the global model respectively. Finally, we get a close hexahedron scene model.

With the above, the system renders the input image and the background
image using fast artistic style transfer algorithm mentioned in Section 3 and
generates textures. Finally, 3D interactive real-time walkthrough with different
artistic style can be realized by using texture mapping which maps the tex-
tures onto formerly reconstructed 3D scene model. Since system deals with each
side severally, maybe there is aberration between the local models. That can be
rectified using the method in Section 3.2.

5 Experiment Results

Our system works on Pentium III 1000MHz PC using Microsoft Visual C++
6.0 and the OpenGL texture mapping routines. The interactive real-time non-
photorealistic scene navigation is possible for an output of full-screen display. The
system has been applied to the panoramic walkthrough of Kunming horticultural
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Fig. 6. panorama walkthrough with expressionist style

Fig. 7. panorama walkthrough with watercolor style
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expo garden in China. In order to present much more artistic style to users and
enhance flexibility and extensibility, we have integrated Hertzmann’s algorithm
[12] into our system. Fig. 6 and Fig. 7 are some results of our system.

6 Conclusions

As yet, whether we see NPR for 3D scene from the speed or from the quality of
rendering, its effects are still not very perfect. In this paper, we describe a sys-
tem called NP-TIP. It has below key features: 1) Painting styles are represented
as one or more blocks of sample textures randomly selected from the example
painting; 2) The algorithm allows some overlap between blocks during the syn-
thesis process to eliminate the boundary effect between blocks. This method can
also eliminate the aberration between the local models of cubic panorama. 3) By
copying the color information of the αβchannels from the source image to the
target image, NP-TIP can easily keep the color characteristic of target image
consistent with the source image. 4) With the modeling scheme for TIP based on
the cubic panorama, the system not only overcomes the problem of fixed view-
point in panorama walkthrough based on image series, but also models easily. 5)
Since cubic panoramic image is a line-to-line projective mapping, we can directly
use it as a texture map and don’t need an additional transformation from the
non-linear map into a linear map, which reduces the complexity of computation.
Our system is not only fit to the fast rendering of the small-scale scene, but also
to that of the complex large-scale scene. Furthermore, according to users’ selec-
tion from example paintings of different artistic style, it can provide interactive
and real-time panorama walkthrough of corresponding style.
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Abstract. In computer graphics, silhouette extracting and rendering
has an important role in a number of application. Special features such as
silhouette and crease of a polygonal scene are usually displayed by iden-
tifying for the corresponding geometry especially in non-photorealistic
rendering (NPR). We present an algorithm for extracting and rendering
silhouette outlines and crease edges of 3D polygonal meshes in image
space. This algorithm is simple and suitable for modern programmable
graphics hardware implementation. It can generate NPR image synthesis
in real-time. Our experimental results show it satisfies real-time interac-
tive needs.

1 Introduction

The field of computer graphics is concerned with techniques for creating im-
ages via computer in order to communicate visual information. In view of this
idea, many algorithms and techniques have been proposed to generate photo-
realistic image synthesis. These include reflectance light models such as Cook-
Torrance[1]and Ashikhmin[2]models, ray-tracing[3]and radiosity [4]etc. However
photorealistic imagery might not be the best choice for communicating informa-
tion about 3D scenes. One reason is that sharp features such as silhouette could
convey a grate deal of information in a CAD diagrams. These facts induce a
new rendering approach called non-photorealistic rendering (NPR), which can
create compelling line drawings from 3D models. The NPR applications include
illustrations, painterly renderings, CAD/CAM 3D model representation and car-
toon production. The most common features in NPR are silhouettes and creases,
which can enhance the visual results in very efficient way. For polygonal meshes,
the silhouette edges are usually the visible segments of all edges that connect
back-facing polygons to front-facing polygons. Meanwhile a crease edge is a ridge
if the dihedral angle between adjacent polygons is less than a threshold.
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Generally, the NPR algorithms are classified into object-based, image-based
or hybrid approaches according to the techniques on how to find out the sil-
houette outlines and crease edges. Up to now, there are some techniques have
been explored and some approaches can do silhouettes extraction at interactive
rates that were described in[5][6][7][8][9]. The traditional approach is what called
”brute force” that traverse through the scene polygon graph and for each edge
finds the relationship between adjacent polygons to determine whether it is a
silhouette or a crease edge. Unfortunately, explicitly identifying such edges is
a burdensome process and not supported by current graphics hardware. How-
ever, image space algorithms turn to solve the problem in 2D image process-
ing. One of the most important approaches is a geometric buffer, known as
G-buffers, which preserve geometric properties of scenes objects in image space
such as normals, depth, or object identifiers[10]. A challenging task is that how
to find appropriate implementations of G-buffer generation and extract silhou-
ette outlines and crease edges in real-time rendering. Recent developments in
programmable graphics hardware armed with powerful GPU use programmable
graphics pipeline instead of traditional fixed function graphics pipeline. This
leads to new rendering algorithm.

Our algorithm is largely dependent on G-buffer techniques. To achieve real-
time performance, we construct G-buffer data using vertex programs and frag-
ment programs which are built in graphics hardware. Then we also do 2D image
processing to find out silhouette outlines and crease edges on graphics hardware
directly. Finally we blend these edges and rendering results of 3D scenes in frame
buffer.

The remainder of this paper is structured as follows. Section 2 gives brief
introduction of current graphics hardware architecture. Section 3, the main con-
tributions of this paper, illustrates the main features and implementations of the
algorithm. Section 4 figures out the lighting model used in this paper. Section 5
draws conclusion.

2 Modern Graphics Hardware Architecture

Most contemporary programmable graphics hardware architectures have mi-
grated standard pipeline into programmable one as shown in Fig.1. The trans-
form and lighting computation integrate into one step in which the position,
color and lighting of scene objects are determined by vertex program writ-
ten in a custom shader program. Similarly, the texturing and color composing
stages are also collapsed into a single abstract stage where the outputs are de-
termined by shader programs. The GPU in graphics hardware could execute
all these programs through 4-way SIMD instructions. That is the current pro-
grammable graphics hardware can do computations in parallel mechanism and
we can achieve more efficiency by writing our algorithm with graphics hardware
instructions.

Originally, hardware programming interface is low-level; it provides an
assembly-language-like interface or an explicit pipeline-configuration model. This
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Fig. 1. The graphics processing pipeline, the red box functions mean programs can be

run on GPU

interface often related to specified hardware vendors, for example, Nvidia’s GPU
gives a set of vertex program vector-based assemble operators, a set of texture
shader operators (executed by TS1.0) and a set of register combiner operators
(executed by RS1.0). Along with the developing of programmable graphics hard-
ware, many high-level shader language have been introduced, the most common
is Nvidia’s Cg (C for graphics) language[11]. The Cg language is based on both
the syntax and the philosophy of C language, and is a hardware-oriented lan-
guage. Cg defines an interface for data transferring with OpenGL extension. Our
works are largely dependent on Cg programming.

3 Silhouettes and Crease Edges Extraction in Image
Space

As described before, the silhouette outlines and crease edges extraction and their
renderings are very critical steps in NPR. They convey the primary features of
objects in a 3D scene and the observer can achieve the outlines of 3D objects
with the help of them. Firstly we give the definitions of silhouette and crease
edges:

Definition of a Silhouette. Given E(u,v) as the eye vector, a point on a surface
S(u,v) with surface normal N(u,v) is a silhouette point if E(u,v) ·N(u,v)=0.

Definition of Silhouettes for Polygonal Models. Given E(u,v) as the eye
vector, a set of polygons S={N1, N2, . . . , Nn}, where Ni represents the normal
vector of ith polygon. We assume that polygon normals point outward from
surface, then it can be said if E·Ni<0 the polygon is front-facing, if E·Ni>0 the
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polygon is back-facing. A silhouette edge is an edge adjacent to a front-facing
polygon and a back-facing polygon.

Definition of a Crease Edge. Given two front-facing polygons (or back-facing
polygons) P1={N1} and P2={N2}, a crease edge is an edge between P1 and P2

if N1·N2<δ , where δ is some threshold.

Generally, we have the facts that an abrupt change in the z-depth value occurs
at silhouette profiles. This induces that we can detect silhouette edges from z-
depth map of a typical 3D scene by 1th order differential operator in image space.
Additionally abrupt changes in the normal-buffer occur at crease edges. Also we
can detect them by inspecting the difference of two adjacent normal values in
image space. Actually the normal-buffer detecting approach can supplement the
z-depth methods. The overview of our algorithm is below:

Firstly, using vertex program and fragment program to generate G-buffer
data including normal-buffer and depth-buffer in a single texture object, then
with the image space edge detecting algorithm implemented in graphics hardware
to extract the silhouette outlines and crease edges directly.

Secondly, to use the same techniques to render the 3D scenes with NPR
lighting model and to blend the detecting edges with the rendering results using
projecting texture mapping techniques.

This algorithm presented in this paper can satisfy real-time interactive NPR
applications.

3.1 G-Buffer Constructions and Storage Mechanism

The G-buffer includes normal-buffer and z-depth buffer. In the first, objects in
3D scenes are rendered into a 2D texture with fragment normal values and z-
depth values. In order to have this step done, we turn to some hardware graphics
techniques that described bellow:

Upon using a normalization cube map texture, to render eye-space normal-
ized fragment normals of objects with Cg fragment program. The key Cg state-
ment is: float3 normalcolor = (texCUBE(normalMap, normalVector)).rgb, here
normalMap is a normalization cube map texture.

Upon using a 1D GL-LUMINANCE texture, to render eye-space z-depth value
of objects also with Cg fragment program. The key Cg statement is: float4 zColor
= tex1D(zDepthMap, zValue), here zDepthMap is a 1D grey-scale texture.

Upon using Render-To-Texture (RTT) techniques[12], we can store above
rendering results into a pixel-buffer. The pixel-buffer is constructed and re-
configured according to current drawing window size dynamically and can be
converted into a texture object TexObj. The TexObj uses RGBA format and
each texel content is {normalcolor.r, normalcolor.g, normalcolor.b, zColor.w}.

3.2 Edge Detection in Image Space Based-on Graphics Hardware
Programming

Modern programmable graphics hardware was primarily designed for 3D object
rendering pipeline, it is not intended to solve image-processing problem with
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its hardware architectures. One way to realize image processing is to copy the
contents in a pixel-buffer into main memory, and to process it in normal way sup-
ported by CPU. The post-processing result would be converted to an OpenGL
texture object and transferred it back into texture memory for further use. This
will lead the performance problem. In this paper, we choose to do image pro-
cessing with graphics hardware instructions. Since the graphics pipeline provides
4-way vector parallel streaming-oriented processing techniques, it will be more
efficient in image processing. Considering the fact that Z-depth buffer image is
gray-scale and its abrupt changes primarily caused by silhouette profiles, which
often have strong connectivity features. We adopt Kirsh operator to detect dis-
continuity edges in Z-depth buffer. On the other hand, the normal buffer contains
RGB that represents the fragment normal vector; we can use dot product value
of neighbor texels to inspect the abrupt changes of normal.

Z-Depth Buffer Edge Detection Using Kirsh Operator
Considering the texel neighborhood relationship of (s0,t0) in a typical texture
object (see Fig. 2), we will use Kirsh operator to determine the abrupt changes
of this texel (s0,t0). The Kirsh operator is formularized as bellow:

K(s0,t0)=max(1, max(5si-3ti)) (i=1,2,. . . ,8 ) (1)

Fig. 2. Neighbors of texel (s0,t0)

Where si is first three neighbors sum, and ti is the sum of other neighbors,
give a threshold Hk, if K(s0,t0)> Hk then the texel (s0,t0) is an edge texel.
We implement the algorithm with Cg fragment program based on intermediate
rendering passes, which render a textured window-aligned quad using multi-
texturing. The core Cg code is listed bellow:
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float2 sampleroffset[8]; float kirsh(uniform sampler2D tex, float2
texCoord, int offset) {
float2 texCoords[8]; float2 texColor[8];
float k1; float k2;
for(int i=0; i<9; i++) { texCoords[i]=

texCoord+sampleroffset[(offset) fmod (8.0)]; }
for(i=0; i<9; i++) {

texColor[i]=tex2D(tex, texCoords[i]); }
k1=5.0f*(texColor[0].w+texColor[1].w+texColor[3].w);
k2=3.0*(texColor[4].w+texColor[5].w+ texColor[6].w+

texColor[7].w)+texColor[8].a;
return (k1-k2);

}

Normal-Buffer Edge Detection
Normal-buffer contains fragment normals of object in a 3D scene that represent
in (R, G, B)value. To achieve the abrupt changes of normal value we inspect
(s2,t2), (s4,t4), (s6,t6) and (s8,t8) of texel (s0,t0). As described before, firstly we
sample these texel color, let them are texColor0, texColor1, texColor2, texColor3
and texColor4 respectively. Here we calculate dot product between texColor0
and other neighbor texColor(i) (i=1,2,3,4) respectively to determine the edge.
If the dot product less than a threshold H the texel is an edge texel. The core
Cg code is below:

float4 detec_val(dot(expand(texColor0),expand(texColor2));
float4 detec_val(dot(expand(texColor0),expand(texColor4));
float4 detec_val(dot(expand(texColor0),expand(texColor6));
float4 detec_val(dot(expand(texColor0),expand(texColor8));
float4 threshold(H,H,H,H);
float4 test = detect_val - threshold;
float final_color = step(float4(0,0,0,0),test);

Now through the above two passes edge detection, we can achieve black-white
texture object in texture memory that can be used by NPR techniques. Fig. 3(c)
and Fig. 3(d) show the experimental results. We find that normal-buffer edge
detection would produce more aliased edges.

Finally we can combine the result texture with NPR image by projective
texture mapping techniques.

4 NPR Lighting Model

In this paper we simply use following lighting model for 3D scene rendering:

I=((1+L·N)/2)kcool+(1-((1+L·N)/2))kwarm (2)

Where L is normalized light vector, N is the normalized normal vector,
kcool=kblue+αkd, kwarm=kyellow+βkd, kblue=(0,0,b) 0≤b≤1, kyellow =(γ,γ,0)



290 J. Wang et al.

Fig. 3. Experimental rendering results, (a) Z-depth buffer (b) normal-buffer (c) Z-

depth buffer detecting silhouette outlines (d) normal-buffer detecting crease edges (e)

final blending result

0≤γ≤1, kd is diffuse color coefficient. Here b and γ determine the temperature
shift by giving the maximum ”blueness” and ”yellowness”. The other two values,
α and β, determine the amount of which actual object color is visible.

We implement this lighting model using Cg vertex program, its performance
also can satisfy real-time rendering needs. Fig. 3(e) shows the final render result.

5 Conclusion

The presented algorithm solves the silhouette outlines and crease edges extrac-
tion and rendering with graphics hardware acceleration. Our experimental results
show it satisfies real-time interactive application in NPR. We implemented our
algorithm totally based-on Cg programming and completely fitted to today’s
programmable graphics hardware.

The main disadvantage of the algorithm is how to do anti-aliasing of the
detection texture. In near future we will turn to image erosion techniques to get
bone of detect image and fitted with Bezier curve to solve the problem.
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Abstract. Monte Carlo is a powerful tool for the computation of global
illumination. However noises, which are resulted from the low conver-
gence of Monte Carlo, are noticeable for the synthesized image with
global illumination effects and can be regarded as the combination of
Gaussian noise and impulse noise. Filter is a cheap way to eliminate
noises. In this paper, we investigate nonlinear filtering techniques to re-
duce the mixturing noise. Based on fuzzy theory, we present an adaptive
weighted average filter to optimize the weighs of the filters. Analysis and
the computational results, which have been obtained from experiments
for noise attenuation and edge preservation, indicate that the new algo-
rithm is promising.

Keywords: Fuzzy set, membership function, mixture noise, adaptive
filter, Monte Carlo, global illumination.

1 Introduction

Monte Carlo based methods are quite suitable for the calculation of global illu-
mination problem when highly complicated scenes with very general and difficult
reflection models are rendered. Especially, Monte Carlo is applied as a method
of last resort when all other analytical or numerical methods fail [1]. However,
the synthesized image generated by using Monte Carlo based global illumination
algorithms is very noisy. Usually, we can reduce the noise through taking more
samples within each pixel to get a visually acceptable image, but a lot of ren-
dering time must be spent because of the slow convergence of the Monte Carlo
technique.

Filtering is a cheap and good way to reduce noises for the synthesized im-
ages. Noise resulted from Monte Carlo can be considered as the combination of
Gaussian noise and impulse noise. L-filter [2] and alpha-trimmed filter [3] are
simple cases for this kind of filter.

Fuzzy theory [4, 5] has been widely used in the fields of pattern recognition,
image processing [6, 7, 8, 9, 10, 11] and automatic control [12, 13]. In this paper,
we propose an adaptive fuzzy weighted average filter (AFWA) based on fuzzy
theory. The new filter regards the pixels in the filter window as a fuzzy set.
Every pixel in the filter window can be depicted by membership function, which
is actually the weight of this pixel. The optimal weight can be derived from
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fuzzy iteration. The novel filter can cope with impulse noise and Gaussian noise
soundly, in the mean time, they can preserve edge perfectly.

This paper is organized as follows. In section 2 we introduce the fundamental
of fuzzy set. In Section 3 we detail the AFWA. Experimental results are presented
in section 4. And finally, conclusion is drawn in section 5.

2 Fuzzy Set and Image

Membership, in the N-dimensional Euclidean space EN , of a crisp set A, can be
defined in terms of the characteristic function μA :→ {0, 1}

μA(x) =
{

1
0

x ∈ A
x /∈ A

(1)

Membership of fuzzy set is characterized by its membership function μA :→
{0, 1}. The value μA(x)of the membership at point x of the N -dimensional Eu-
clidean space denotes the degree that point x belongs to set A.

The basic set operations, i.e. intersection, union, complement and difference
are defined as follows:

μA∩B(x) = min[μA(x), μB(x)] (2)

μA∪B(x) = max[μA(x), μB(x)] (3)

μAc(x) = 1− μA(x) (4)

μA\B(x) = min[μA(x), 1− μB(x)] (5)

Finally, the subset relation is

A ⊆ B ⇔ μA(x) = min[μA, μB ]⇔ μB(x) = max[μA, μB ] (6)

Let Z2 be the Cartesian grid and G = {0, 1/L, 2/L, ..., L/L}the set of L+1
normalized gray-levels. A normalized image A is defined as a mapping A :
Z2 → G.

An image can be considered as an array of fuzzy singletons, each with a
membership function equal to the normalized gray-level value of the image at
that point. A fuzzy singleton is a fuzzy set whole support is a single point.

3 The AFWA Filter

3.1 The Fuzzy Weighted Average Filter (FWA)

The FWA filter [14] regards the pixels in the filter window as elements of a
fuzzy set A. Each pixel in the window can be described by membership function
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μA(di), where di is the different between the pixel xi and the center c of the
set. The membership function μA(di) is defined by a decreasing function whose
domain is [0,+∞) and output range is [0, 1]. Here we use the Gaussian function
as the membership:

μ(x) = e
− (x−c)2

2β2 (7)

Where β is the scale parameter.
S(c, β) is the sum of the membership of all the pixels in the filter window:

S(c, β) =
N∑

i=1

μA(xi) (8)

Obviously, when the function S(c, β) get maximal Smax with a fixed scale pa-
rameter β, we can find the optimal fuzzy set and the fuzzy center by iteration:

c =
N∑

i=1

e
− (xi−c)2

2β2 xi/

N∑
i=1

e
− (xi−c)2

2β2 (9)

Note that the fuzzy set center c is the output of the filter.

3.2 The AFWA Filter

The FWA filter utilizes the fixed scale parameter to do filtering. But the scale
parameter should adapt to the different cases because the image to be is non-
stable. For example, the scale parameter should be small when the area to be
filtered is of edge or impulse noise, while the scale parameter should be large
when the area is constant and is not of impulse noise. In this section, we address
the optimization of the scale parameter β for the FWA filter.

Actually, the scale parameter β is a boundary between the edge pixels or
pixels corrupted by impulse noise (heavy-tail noise) and constant pixels or pixels
corrupted by Gaussian noise (short-tail noise). When there do not exist any
heavy-tail noise and edges in the filter window, the scale parameter trends to
infinity, while when there do not exist any short-tail noise in the window, the
scale parameter β should be small enough to preserve the edges and eliminate
heavy-tail noise.

For the pixels in the filter window, we can define sets S and B

S = {xi ||xi − c| < β} (10)

B = {xi ||xi − c| > β} (11)

The constant pixels and the pixels corrupted by short-tail noise are in set
S, while the edge pixels and pixels corrupted by heavy-tail noise are in set B.
When the set B is empty, we will use average to replace the output. And when
the local derivation of the set S is equal to zero, we will use the median of the
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pixels to replace the output. When the two conditions are not satisfied, we will
optimize the scale parameter β during the iteration algorithm.

To optimized the scale parameter β, we first get the local derivation of the
set S

σ̂=

√
1
M

∑
xi∈S

(xi − c)2 (12)

where M is the number of the pixels in the set S. Then we get the average
difference in the set B

D =
1

N −M

∑
xi∈B

|xi − c| (13)

To compromise the needs for smoothing short-tail noise and eliminate heavy-
tail noise, we get the following equation

De
− D2

2β2 = λô (14)

where 0<λ<1. From equation (14) we get

β =
1
2

√
D2

ln D
λσ̂

(15)

And from equation (15), we note that when σ̂ is increasing, the scale parameter β
is increasing, and then the smoothing capability is increasing. On the other hand,
when D is increasing, the rate D

λσ̂ is also increasing, and then the increasing rate
of scale parameter β is more slowly than D or even it is decreasing. Therefore the
edge preservation and attenuation of heavy-tail noise capability of the algorithm
is increasing with the increase of the D and the decrease of scale parameter β.

To guarantee the convergence of the filter, we add another constraint: when
the new difference of D and σ̂ is smaller than the old one, the scale parameter
β is not changed.

The AFWA algorithm is described as follows:

1. Let c0, which is equal to the average of the set, is the initial output cen-
ter. And we denote the initial β,β0 = min(σ, 50). From c0 and β0, we get
memberships of the elements in the set from membership function and this
center: μ0i = μ(xi, c0, β0).

2. Get the result of the weighted averaging of the set in which the weight of
every element is equal to the membership of the fuzzy set. Let the output
be new center c1. From c1 and β0, we change the pixels in the filter window
into two sets, and from (32), we get new scale parameter β1. Comparing the
new difference of D and σ̂ is with the old one, if it is smaller than the old
one, keep the scale parameter β unchanged.

3. Compare the new center with the old center. If the difference of the two cen-
ters is smaller than the pre-established value ε, the iteration ends; otherwise
go to 2 with the old center replaced by the new center.

4. If the iteration ends, the final center is the output of the set.
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4 Experimental Results

In this section, we study the performance of the AFWA filter to reduce different
noises.

Table.1 indicate that the smoothing properties of different filters for mixture
noise. Here, NMSE (Normalized Mean Square Error) is defined as follows:

NMSE =

∑
i,j

[x(i, j)− y(i, j)]2∑
i,j

x(i, j)2
(16)

Where, x(i, j) and y(i, j) is the origin image without noise and the image pro-
cessed by filters.

Fig. 1 is an image corrupted by mixture noise which includes Gaussian (σ =
20) and impulse noise (p=10%). Fig. 2 is the result of median filter of the noisy
image. Fig. 3 is the result of the AFWA filter with scale parameter β = 50,
and Fig. 4 is the result of the AFWA filter whose parameter λ = 0.9. From
these figures and Table 1, we can find that the performance of AFWA filter is
better than other filters for reducing mixture noise. We also compare the AFWA
filter, the average filter and the median filter for Gaussian noise with different
derivation (Fig. 5). From Fig. 5, we can find that except for extreme conditions
(the noise is too small or too heavy) the AFWA filter is better than the average
filter and the median filter.

Table 1. NMSE of images processed by kinds of filter

Noise FWA filter AFWA
β = 30 β = 40 β = 45 β = 50 β = 60 filter

Gaussian 0.009464 0.008602 0.008360 0.008244 0.008170 0.008093

mixture 0.012033 0.011248 0.010985 0.010951 0.011291 0.010773

Fig. 1. Image corrupted by mixture

noise

Fig. 2. Resultant image processed

by the median filter
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Fig. 3. Resultant image processed

by the FWA filter

Fig. 4. Resultant image processed

by the AFWA filter

Fig. 5. Comparison of different filter to Gaussian noise with different dervation

5 Conclusion

We have presented the new adaptive fuzzy weight average filtering scheme based
on fuzzy theory. Fuzzy membership function is introduced as a basis to obtain
optimal weight by using iteration. The convergence of the new filter can be
proved soundly in theory. Also, the experimental results for image filtering and
edge preservation show an improvement over the classic methods.

In the near future, we will study on the more elaborate iteration procedure
falling on some sound theoretical framework, for instance, information theory.
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Abstract. Support Vector Machine (SVM) as a learning system has been 
widely employed for pattern recognition and data classification tasks such as 
biological data classification.  Choosing appropriate parameters are essential for 
SVM to achieve a high global performance. In this paper, we propose a new bi-
nary multi-SVM voting system without difficult parameter selection for protein 
subcellular localization prediction. The sufficient experimental results demon-
strate that the multi-SVM voting system can achieve higher average prediction 
accuracies for the protein subcellular localization prediction than the traditional 
single-SVM system. 

1   Introduction 

Since Support Vector Machine (SVM) was first proposed by Vapnik [1]-[3], it has 
been widely employed for pattern recognition and data classification tasks, such as 
bioinformatics[4]. Based on the Structural Risk Minimization (SRM) theory, SVM 
generally has better generalization capabilities than other traditional Empirical Risk 
Minimization (ERM) based learning algorithms. In SRM [1,3,5,6], the concept of VC 
confidence Conf  is proposed, which decides the actual risk bound R , together with 

the empirical risk empR  in machine learning.  

ConfRR emp +≤  (1) 

A SRM based learning machine is expected to have the ability of finding an opti-
mal tradeoff point between low capacity and low empirical risk. The capacity is meas-
ured using VC dimension, which is defined as the maximum number of points “shat-
tered” by the machine. At the tradeoff point, the learning machine will work with the 
lowest actual risk. Fig.1 [3,5,6] shows the bound on the risk of a learning machine 
under the SRM theory.  

In SVM learning, the machine is expected to construct a hyperplane to separate the 
training data with the largest margin. To solve linear non-separable and nonlinear 
separable problems, the regularization parameter C and a nonlinear kernel function 
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with tunable parameters are introduced into SVM. With these selectable kernel func-
tions and tunable parameters, SVM is more flexible to handle various problems. On 
the other hand, it becomes more difficult to select appropriate parameters to make 
SVM work at the lowest risk point, such as the point *h  in Fig.1. 

 

Fig. 1. Relationship among the actual risk, VC confidence and empirical risk 

Some methods have been proposed to tuning SVM parameters. In [7], Chapelle et 
al. presented a gradient descent algorithm to minimize some estimates of the generali-
zation error.  In [8], Wang et al. used a fisher discrimination method to compute the 
optimal parameters and demonstrated some parameter range exists, within which the 
SVM generalization is stable. In [9], Duan et al. studied the VC dimension bound 
factor as a functional to tune the SVM parameters.  In this paper, we present a binary 
Multi-SVM voting system. Instead of tuning parameters to minimize some error esti-
mates, we sample multiple SVM classifiers with different capacities in a wide risk 
range (for example, the shadow ranges in Fig.1) and then use them to make a voting 
system for future classification tasks. Although this kind of voting system hardly 
reaches the optimal risk tradeoff point, it will work at a more stable and reliable risk 
point comparing to the system with only one SVM classifier. 

The binary SVM voting system is used for the prediction of protein subcellular lo-
calization and the experimental results indicate that the system can achieve higher 
prediction accuracies comparing to the average accuracies achieved by single SVM 
systems. 

The rest of the paper is organized as follows. Section 2 describes the basic SVM 
classification theories. In Section 3, the binary Multi-SVM voting system is presented. 
Section 4 shows the experiments and results. Finally, Section 5 gives conclusions. 
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2   SVM Theories 

In this section, we review the basic SVM theories for data classification. For a binary 
classification problem, given a training data set  

( ) ( )ll yxyx ,,,, 11  (2) 

where liRx n

i ,,1, =∈  are training example vectors with n-dimension and 

liyi ,,1},1,1{ =+−∈  is the class label associated with ix . SVM tries to find an 

optimal hyperplane,  

0, =+ bxw i  (3) 

where nRw ∈  is constructed using some training example vectors and Rb ∈ . The 
hyperplane is unique, which separates the training examples with the maximum mar-
gin under the condition of  

1),( ≥+ bxwy ii  (4) 

The decision function is  

( ) ),( bxwsignxf +=  (5) 

In practice, the optimal hyperplane is calculated by solving the following con-
strained optimization problem, 

Minimize +
i

iCw ξ2||||
2

1
 

(6) 

Subject to iii bxwy ξ−≥+ 1),(  (7) 

where iξ  are nonnegative slack variables used to penalize training errors and C  is 

the regularization parameter. The problem described by Eq. (6) and (7) is a QP prob-
lem, which can be transformed to  

Maximize −
i j

jijiji
i

i xxyy ,
2

1 ααα  
(8) 

Subject to 0=i
i

i yα  
(9) 

where ljiCi ,,1,,0 =≤≤ α  and those ix  with 0≠iα  are called support vectors. 

Generally kernel functions ),( ⋅⋅K  are used instead of the inner products ⋅⋅,  in (8). 

The kernel function maps input data from original space nR  into a higher dimensiona 
l feature space H , where a linear classification decision is made. (8) and (5) are re-
written as      
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Maximize ( )−
i j

jijiji
i

i xxKyy ,
2

1 ααα  (10) 

( ( ) )+=
i

iii bxxKyxf ,sgn)( α  (11) 

The following are some nonlinear kernel functions commonly used in SVM,  

Polynomial function dyxyxK )1(),( +•= ω  (12) 

RBF )||||exp(),( 2yxyxK −−= γ  (13) 

3   Binary Multi-SVM Voting System 

In this section, we present the binary multi-SVM voting system. Building the system 
involves selecting a risk range, sampling the SVM classifiers. 

3.1   Risk Range Selection 

In SVM, the capacity is measured using the VC dimension, which is bounded by the 
following inequality [3] 

( ) 1,min 22 +≤ nADh  (14) 

where D  is the radius bound of the feature space ball, A  is the bound of w  and n  

is the dimension of the feature space H . As suggested in [10], the longest support 
vector is used as the approximate value of D . If the VC dimension is too large, the 
actual risk will be high (see Fig.1). In the voting system, the risk range is evaluated by 
the ratio r of the training error Et  to the VC dimension bound ( ) 1,min 22 +nAD . 

The number of misclassified training data is chosen as the training error.  

( ) 1,min 22 +
=

nAD

Et
r  (15) 

where [ ]0,0 rr ∈  and 0r is  a linear SVM classifier’s r .  

3.2   SVM Classifiers Sampling 

[ ]0,0 r  is evenly separated into many subranges iα . To generate the classifier sample 

candidates the classifiers are trained with a series of parameters and values r  are 

calculated. Sometimes the large parameter values may result in long-time training. In 
practice we restrict the RBF’s γ  chosen from the set 

{ }109876543210 2,22,2,2,2,2,2,2,2,2 , Polynomial function’s d  chosen from 

{ }11,10,9,8,7,6,5,4,3,2,1  and C  chosen from { }BI , where 
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{ }9.1,8.1,7.1,6.1,5.1,4.1,3.1,2.1,1.1,1∈I and { ,4,5 −−∈B , }10,9 . During training if 

the classifier’s r  locates at a subrange iα , where no other r  locate at that time, the 

classifier will be chosen as a sample. The Multi-SVM voting system sampling proce-
dure is described in Table 1. In the procedure, T  represents the training set, i  is the 
number of subrange of [ ]0,0 r , P  is the kind of kernel functions and m ( i≤ ) is the 

number of samples. The returned set Ω  involves all SVM classifier samples. 

Table 1. Multi-SVM voting system Training Procedure 

Multi-SVM-Sampling ),,,( mPiT  
{ 

Initialize 0r ; 

Separate [ ]0,0 r  into i subranges iα ;                 

Choose a kernel function;  
For each regularization parameter C 

For each kernel parameter P                          
Train the SVM classifier (j) with C and P; 
Calculate hEtr /= ; 
If ( r belongs to iα and no other r has been located at iα )  

Then { 
Put the SVM classifier (j) into the sample set Ω ; 
Increase count; 

                   } 
If (count >= m) Then Stop sampling;     

For End 
For End 
Return set Ω ; 

} 
 

 

Fig. 2. The binary Multi-SVM voting system framework 
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3.3   Binary Multi-SVM Voting System Framework 

The binary Multi-SVM voting system framework is described in Fig. 2.  SVMj(Kj, Pj) 
are selected SVM classifiers during the sampling, where Kj is a kind of nonlinear 
kernel function, such as RBF or polynomial kernel and Pj is a group of  kernel and 
regularization C parameters used by SVMj. 

4   Experiments for the Prediction of Protein Subcellular 
Localization 

A protein’s subcelluar location in a cell plays an important role in deciding the pro-
tein’s function. The prediction of protein’s subcellular localization may help us un-
derstand its functions and interactions with other molecules [11]. Some computational 
methods have been developed to solve the problem in recent years. Most of them can 
be classified into two categories [12]-[14]. One kind of prediction is based on amino 
acid composition [15]-[18]; the other is based on the individual sorting signals [19]-
[20]. In [18], Hua and Sun developed a tree based SVM voting system and used a 5-
fold cross validation to select SVM parameters. In Hua’s system k SVMs were con-
structed for k-class classification. The difference between our system and Hua’s sys-
tem is that we use the multiple SVM classifiers voting to make one class classification 
each time. In the paper, we only consider the binary prediction based on amino acid 
composition. 

4.1   Data Sets Processing and System Evaluation 

We use two data sets collected by Reinhardt and Hubbard [15] to do the experiments. 
One is prokaryotic data set proS , which includes 997 prokaryotic sequences belong-

ing to three location categories (Cytoplasmic set 1proS  688, Periplasmic set 2proS  202, 

Extracellular set 3proS  107). The other is eukaryotic data set euS , which has 2427 

eukaryotic sequences belonging to four categories (Nuclear set 1euS 1097, Cytoplasmic 

set 2euS  321, Mitochondrial set 3euS  684, Extracellular set 4euS  325). The numerical data 

are generated based on amino acid composition of each protein sequence. 5-fold cross 
validation method is used to make an evaluation in the experiments. Table 2 shows an 
evaluation procedure on the Prokaryotic Cytoplasmic set 1proS . Other sets are trained 

and tested in a similar way. The voting system is built over the Joachims’ SVMlight 
[10] software. 

4.2   Experimental Results 

The experimental results are analyzed and evaluated based on the confusion matrix 
table (Table 3). To make compare the multi-SVM voting system with basic SVM 
system, we evaluate the system with RBF kernel and polynomial kernel separately. 
The results of evaluation on prokaryotic data sets are listed in Table 4 and 5. From the  
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Table 2. 5-Fold cross Validation Evaluation on the Prokaryotic Cytoplasmic Category 1proS  

 [Procedure]  
 Label positive on the data of 1proS ; 

 Label negative on the data of 2proS  and 3proS ; 

For 5,,1=j   

Create the training set j

pro

j

pro

j

proproj SSSST 321 −−−= ; 

Create the testing set j

pro

j

pro

j

proj SSSV 321 ++= ; 

'Ω =Multi-SVM-Training )121,,500,( RBFTj ; 

For each item v in jV  

Predict the item v using each samples in 'Ω ; 
                    The member of 'Ω  take a vote and judge if v belongs 1proS ; 

For end 
For end 

tables, it can been seen most of the prediction accuracies of the multi-SVM voting 
system using RBF and polynomial kernel are better than the average accuracies of121 
single SVM classifiers. In each 5-fold average case, multi-SVM voting system is 
always better than 121 single SVM classifiers. Using the RBF kernel, in the total 
average evaluation on prokaryotic set , the accuracy of the multi-SVM voting system 
is better than those of 121 single SVM classifiers by 2.12% on OA, 6.31% on Preci-
sion and 5% on Recall. Using the polynomial kernel, in the total average evaluation 
on prokaryotic set, the accuracy of the multi-SVM voting system is better than those 
of 121 single SVM classifiers by 1.26% on OA, 5.0% on Precision and 6.51% on 
Recall. The multi-SVM voting system using RBF kernel is a little bit better than that 
using polynomial kernel. The prediction performance of the system does not reach 
that of the best one of 121 single SVM classifiers, but it really better than the 121 
single classifiers in average case. It looks like the new system performance locate in 
middle of the average 121 single classifiers’ performance and the best single one’s. 

The results of evaluation on eukaryotic data sets are listed in Table 6 and 7. From 
the tables, We can see the prediction accuracies of the multi-SVM voting system 
using RBF and polynomial kernel are also better than the average accuracies of 121 
single SVM classifiers in most cases. In each 5-fold average case, the recall of multi-
SVM voting system is lower than that of 121 single SVM classifiers at Mitochond 
location. But for the total average evaluation of eukaryotic set, the multi-SVM voting 
system is better than the 121 single SVM classifiers in the average case by 1.7% on 
OA, 11% on Precision and 1.8% on Recall, when using the polynomial kernel. If 
using polynomial kernel, the improvements are about 0.6% on OA, 16% on Precision 
and 1% on Recall in the total average evaluation of eukaryotic set. It also looks like 
the new system performance locate in middle of the average 121 single classifiers’ 
performance and the best single one’s. 
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Table 3. Confusion Matrix in Classification 

 
Belonging to cate-

gory S 
Not belonging to cate-

gory S 
Classified as  
category S 

TP 
(True positive) 

FP 
(False positive) 

Classified as 
non-category S 

FN 
(False negative) 

TN 
(True negative) 

Overall Accuracy (OA) = ( ) ( )TNFNFPTPTNTP ++++ /  

Precision (Pre.)= ( )FPTPTP +/   

Recall (Rec.)= ( )FNTPTP +/ . 

Table 4. Evaluation results on prokaryotic data set proS  using RBF (%) 

 
Average Prediction 

of 121 single SVM 
classifiers 

The best prediction 
among 121 single SVM 
classifiers 

Prediction of Multi-
SVM voting system 

 OA Pre. Rec. OA Pre. Rec. OA Pre. Rec. 

1proS  91.27 91.06 97.27 95.57 95.54 100 93.87 93.3 98.09

2proS

 
94.83 84.98 63.10 96.98 100 83.15 95.88 90.97 69.14

3proS

 
89.04 83.36 54.56 93.86 100 80.59 91.75 94.08 62.66

.Ave
 91.71 86.47 71.64 95.47 98.51 87.91 93.83 92.78 76.63

Table 5. Evaluation results on prokaryotic data set proS  using polynomial kernel (%) 

 
Average Prediction 

of 121 single SVM 
classifiers 

The best prediction 
among 121 single SVM 
classifiers 

Prediction of Multi-
SVM voting system 

 OA Pre. Rec. OA Pre. Rec. OA Pre. Rec. 

1proS  91.64 91.51 97.06 94.27 94.32 100 92.46 92.35 97.09
2proS

 94.68 80.23 63.48 96.68 98.66 82.25 95.57 84.76 73.05
3proS

 87.28 75.09 47.12 92.36 96.63 75.25 89.34 84.59 57.05
.Ave

 91.20 82.28 69.22 94.43 96.54 85.83 92.46 87.23 75.73
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Table 6. Evaluation results on eukaryotic data set euS  using RBF kenrel (%) 

 
Average Prediction 

of 121 single SVM 
classifiers 

The best prediction 
among 121 single SVM 
classifiers 

Prediction of Multi-
SVM voting system 

 OA Pre. Rec. OA Pre. Rec. OA Pre. Rec. 

1euS  92.39 82.56 50.25 96.24 100 81.88 94.22 97.87 58.79

2euS  88.64 69.10 27.69 91.46 100 61.65 89.28 89.79 21.36

3euS  82.91 74.78 59.53 87.83 89.64 74.66 85.23 79.95 63.49

4euS

 
85.87 85.32 83.17 89.15 89.72 92.56 87.95 88.65 84.10

.Ave

 87.45 77.94 55.16 91.17 94.84 77.69 89.17 89.06 56.93

Table 7. Evaluation results on eukarytic data set euS  using polynomial kernel (%) 

 
Average Prediction 

of 121 single SVM 
classifiers 

The best prediction 
among 121 single SVM 
classifiers 

Prediction of Multi-
SVM voting system 

 OA Pre. Rec. OA Pre. Rec. OA Pre. Rec. 

1euS  90.08 70.25 31.30 93.81 97.38 68.3 90.68 91.02 33.51

2euS  87.43 60.28 7.85 88.99 100 40.84 87.50 100 5.55

3euS  80.38 70.72 49.52 84.08 85.02 68.26 81.48 74.02 53.17

4euS

 
84.38 86.15 77.81 87.46 89.19 83.76 84.78 86.47 78.5

.Ave

 85.57 71.85 41.62 88.58 92.90 65.29 86.11 87.87 42.68

5   Conclusion 

In this paper, we proposed a binary Multi-SVM voting system and use it to predict the 
protein subcellular localization. The experimental results of protein’s subcelluar local-
ization prediction demonstrate the method of multiple SVM classifiers voting within a 
wide risk range can work at a more stable and reliable risk point and give better gen-
eralization comparing to the system with only one SVM classifier system in the aver-
age case. 

Acknowledgment 

This work is supported in part by NIH under Grant P20 GM065762. 



308 B. Jin et al. 

 

References 

1. V. Vapnik, The Nature of Statistical Learning Theory, New York, Springer-Verlag, 1995. 
2. C. Cortes and V. Vapnik, “Support-vector networks,” Machine Learning, vol. 20, pp. 273-

297, 1995. 
3. V. Vapnik, Statistical Learning Theory, New York, John Wiley and Sons, 1998. 
4. Noble, William Stafford, “Support vector machine applications in computational biology,” 

Kernel Methods in Computational Biology, B. Schoelkopf, K. Tsuda and J.-P. Vert, ed., 
MIT Press, 2004. 

5. Smith, N. D, “Support vector machines applied to speech pattern classification”, Master's 
thesis, Cambridge University, Dept. of Engineering, 1998. 

6. K.K. Chin, “A Support Vector Machines applied to Speech Pattern Classification,” Disser-
tation, Cambridge University, Dept. of Engineering, 1999. 

7. O. Chapelle, V. Vapnik, O. Bousquet, and S. Mukherjee, “Choosing Multiple Parameters 
for Support Vector Machines,” Machine Learning, vol. 46, pp. 131-159, 2002.  

8. W.J. Wang, Z.B. Xu, W.Z. Lu, and X.Y. Zhang, “Determination of the spread parameter in 
the Gaussian kernel for classification and regression,” NeuroComputing, vol. 55, pp. 643-
663, 2003. 

9. K. Duan, S.S. Keerthi and A.N. Poo, “Evaluation of simple performance measures for tun-
ing SVM hyperparameters”, Neurocomputing, Vol. 51, 2003, pp. 41-59. 

10. T. Joachims, “Making Large-Scale SVM Learning Practical. Advances in Kernel Methods 
- Support Vector Learning,” MIT Press, 1999. 

11. Rong She, “Association-Rule-Based Prediction of Outer Membrane Proteins,” Thesis, 
Simon Fraser University, 2003. 

12. Chou, K.C., “Review: Prediction of Protein Structural Classes and Subcellular Location,” 
Curr. Protein Peptide Sci., 1, 171-208, 2000. 

13. K. Nakai, “Protein sorting signals and prediction of subcellular localization,” Adv. Protein 
Chem., 54, pp. 277-344, 2000. 

14. Ying Huang and Yanda Li, “Prediction of protein subcellular locations using fuzzy k-NN 
method”, Bioinformatics, Vol. 20 no. 1, pp. 21-28,2004. 

15. Reinhardt, A. and Hubbard, T. “Using neural networks for prediction of the subcellular lo-
cation of proteins”, Nucleaic Acid Research, Vol. 26, No. 9, pp. 2230-2236, 1998. 

16. Chou, K.C. and Elrod, D., “Protein subcellular location prediction,” Protein Eng., Vol. 12, 
No. 2, pp. 107-118, 1999. 

17. Yuan, Z., “Prediction of protein subcellular locations using Markov chain models,” FEBS 
Lett., Vol. 451, No. 1, pp. 23-26, 1999. 

18. Hua, S.J. and Sun, Z.R., “Support Vector Machine Approach for Protein Subcellular Lo-
calization Prediction,” Bioinformatics, vol. 17, No. 8, pp. 721-728, 2001. 

19. Nakai, K. and Kanehisa, M, “Expert system for predicting protein localization sites in 
Gram-negative bacteria,” Proteins Struct. Funct. Genet., 11, 95-110, 1991. 

20. Nielsen, H., Brunak, S. and von Heijine, G., “Machine learning approaches for the predic-
tion of signal peptides and other protein sorting signals,” Protein Eng., 12, pp. 3-9, 1999. 



 

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 309 – 317, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Gene Network Prediction from Microarray Data by 
Association Rule and Dynamic Bayesian Network 

Hei-Chia Wang* and Yi-Shiun Lee 

Institute of Information Management, National Cheng Kung University,  
Tainan, 701, Taiwan 

{hcwang, r7692102}@mail.ncku.edu.tw 

Abstract. Using microarray technology to predict gene function has become 
important in research. However, microarray data are complicated and require a 
powerful systematic method to handle these data. Many scholars use clustering 
algorithms to analyze microarray data, but these algorithms can find only the 
same expression mode, not the transcriptional relation between genes. 
Moreover, most traditional approaches involve all-against-all comparisons that 
are time consuming. To reduce the comparison time and find more relations, a 
proposed method is to use an a priori algorithm to filter possible related genes 
first, which can reduce number of candidate genes, and then apply a dynamic 
Bayesian network to find the gene’s interaction. Unlike the previous techniques, 
this method not only reduces the comparison complexity but also reveals more 
mutual interaction among genes.  

Keywords: dynamic Bayesian network, apriori algorithm, association rule, 
gene network. 

1   Introduction 

The Human Genome Project (HGP) has been in operation for a decade. The project 
originally planned to be completed in 15 years, but rapid technological advances 
accelerated its completion to 2003. The HGP's ultimate goal was to identify all the 
functions of the 30,000 human genes and render them accessible for further biological 
study. After the announcement that all human genes had been sequenced, the next 
stage was to investigate functional genomics (Hieter and Boguski, 1997; Eisenberg et 
al., 2000). To achieve this purpose requires the application of a powerful technique. 
Microarray technology is one of them. 

The development of microarray technology has been phenomenal in the past few 
years. It has become an important tool in many genomics research laboratories 
because it has revolutionized the approach to finding the relations among genes. 
Instead of working on a gene-by-gene basis, scientists can use microarray to study 
tens of thousands of genes at once. Many benefits result from this technology. One is 
determining how the expression of any particular gene might affect the expression of 
other genes. Another is determining the gene network. Another is determining what 
genes are expressed as a result of certain cellular conditions, for example, those 
expressed in diseased cells that are not expressed in healthy cells. 
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Currently, the most widely used algorithm for analyzing microarray data is 
hierarchical clustering (Eisen et al., 1998; Tavazoie et al., 1999; Tamayo et al., 1999). 
Although this method has been successful in showing that genes participating in the 
same biological processes have the same expression profiles, several problems 
remain. First, genes that are biologically related often are not related in their 
expression profiles and hence will not be clustered together (Torgeir et al., 
2002;Creighton et al., 2003). Second, clustering genes into disjoint clusters will not 
capture the fact that many gene products participate in more than one biological 
process (Becquet et al., 2003;Creighton et al., 2003). Third, no relationship can be 
inferred between the different members of a group (Becquet et al., 2003). Finally, the 
all-against-all comparison in clustering is time consuming.  

Here we describe our attempt to solve the above problems with an apriori 
algorithm to filter possible related genes first, which can reduce number of candidate 
genes, and then application of a dynamic Bayesian network to find the gene’s 
interaction. First, an association rule algorithm is applied to filter unimportant genes. 
Since the microarray data we used was limited and the apriori algorithm requires lot 
of data, we thought variation over time may reveal some association of genes. 
Therefore, we used an across time-finding algorithm to expand the microarray data. 
When the association rules were confirmed, genes could be listed under more than 
one rule. This means that a gene may be involved in more than one syn-expression 
group. Second, after the candidate gene associations were selected, a dynamic 
Bayesian network (DBN) was applied to construct a gene network for biologists. 
However the use of DBN is time consuming, irrelevant genes should be filtered to 
reduce the impact (Zou et al., 2004). In this research, we use an apriori algorithm in 
first step to filter irrelevant genes to reduce the impact and find extra information.  

2   Background 

Two important concepts, association rule by a priori algorithm and DBN, are used in 
this model. We explain them briefly in the following sections. 

2.1   Association Rule 

An association rule is presented in the form LHS RHS, where LHS and RHS both are 
“itemsets.” Itemsets can be defined in terms of “transactions,” which in the retail 
industry refers to customer transactions (a customer purchases one or more items at 
the checkout counter in a single transaction). Here we adopt the definition for itemsets 
and association rules from Doddi et al. (2001) to implement our program: 

DEFINITION 1: 

1. Given a set S of items, any nonempty subset of S is called an itemset. 
2. Given an itemset I and a set T of transactions, the “support” of I with respect 

to T , denoted by supportT (I ), is the number of transactions in T that contain 
all the items in I. 
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3. Given an itemset I, a set T of transactions and a positive integer , I is a 
“frequent itemset” with respect to T and  if supportT (I )> . We refer to  as 
the “minimum support.” 

DEFINITION 2: 

1. An “association rule” is a pair of disjointed itemsets. If LHS and RHS denote 
the two disjoint itemsets, the association rule is written as LHS RHS. 

2. The “support” of the association rule LHS RHS with respect to a transaction 
set T is the support of the itemset LHS  RHS with respect to T. 

3. The “confidence” of the rule LHS RHS with respect to a transaction set T is 
the ratio of support (LHS  RHS) to support (LHS). 

2.2   Dynamic Bayesian Network 

DBNs can be viewed as an extension of Bayesian networks (BNs). In contrast to BNs, 
which are based on static data, DBNs use time series data for constructing causal 
relationships among random variables. Suppose that we have n microarrays and each 
microarray measures expression levels of p genes. The microarray data can present n 

* p matrix. 1 2( , ,... )T
nX x x x= whose i’th row vector 1 2( , ,... )T

i i i ipx x x x=  

corresponds to a gene expression level vector measured at time t. The DBN model 
assumes that each gene’s responses depend only on the status of the previous time 
unit. In other words, the status vector of time i (in Figure 1) depends only on that of 
time i (in figure 1) depends only on that of time i-1  (Kim et al., 2003, 2004; Murphy 
and Mian, 1999)  

 

Fig. 1. DBN model 
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Based on this assumption, the joint probability can be decomposed as equation (1):  

 

 

 

According to the time dependency, only forward edges (i.e., edges from time i-1 to 
i) are allowed in the network, seen in Figure 2.  

 

Fig. 2. DBN interaction diagram 

 

Fig. 3. DBN used to solve cycles 

With DBN, the interaction between genes can be divided into 2 slices (shown as 
Figure 3). Hence, use of DBN can solve the cycle situation that BN cannot (Kim et al., 
2003, 2004). From the structure in Figure 3, 

1( | )i iP X X −  can be decomposed to: 

11 1 2 1 -1

1

( ,...., ) ( ) ( | ) ... ( | )        (1)

where   ( ,..., )  is a - dimensionalrandom variable

np n n

T
i i ip

P X X P X P X X P X X

X x x p

= × ×

=
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where  ( ,... )  

is a random variable vector of parent genes of th geneat time -1
j

i i i i ip i p

j j T
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We can then combine (1) and (2) for the DBN model as follows: 

11 1,
1 1

( ,..., )  ( | )

where  

pn

np j ij i j
i j

oj

f x x g x p

p

−
= =

=

= ∅
 

3   Method 

3.1   Research Model 

In this research, candidate data from a microarray is considered as input data. The 
output information is the gene relations represented in a network chart. By these 
relations, reactions of catalysis or restraint between genes can be obtained to help 
biologists find relations among genes. 

 

Fig. 4. System infrastructures 
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3.2   The Mining Engine Module 

Currently, most microarray data are analyzed by a clustering algorithm, which can 
find only the same model and may cause some information loss (i.e., transcription 
factor loss). To find this information, we adopt time series microarray data to make 
the variation between 2 slices more meaningful. We first expand the microarray data 
to find variation between 2 slices, then we use an a priori algorithm to analyze the 
data to find the complete relations among genes. Table 1 shows microarray data 
calculated by cy5/cy3.  

Table 1. Microarray data 

 A B C F 

1 2.5 1.5 1.1 1.3 

2 1.8 2.1 0.5 2.2 

3 1.3 2.7 1.0 2.8 

4 0.9 2.6 0.4 2.1 

Table 2. Microarray transporting data array 

 A B C F 

1-2 D U D U 

1-3 D U N U 

1-4 D U D U 

2-3 N U U U 

2-4 D U N U 

3-4 D N D U 

We then use the following steps to find rules by different time slices.  

1. Produce all possible situations from different time slices. 
2. Using the data in Table 1 and obtain the cy5 front value and background 

value for equation (1) to calculate the expression value to find the trend 
between the time slices. The results are shown in Table 2. 

3. Use the results to run an apriori algorithm to determine possible 
associations. 
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5 ( ) 5 ( ) 5 ( ) 5 ( )
_ log (4)

3 ( ) 3 ( ) 3 ( ) 3 ( )

i i j j
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Cy F Cy B Cy F Cy B
Expression Value

Cy F Cy B Cy F Cy B

− − −
=

− − −
 

After step 2, 3 possible levels could be found :  “U” for “expression”, “N” for “no 
reaction” and “D” for “deterrence.” They are judged by the rule: 

( 5 / 3)Value Log Cy Cy= . When the expression value is larger than 2, the data 
will be transferred to “U” as the expression status. When the value is between 1 and 
2, the data will be transferred to “N”, which means that the gene has no significant 
reaction in this process. When the value is less than 1, the data will be transferred to 
“D”, which means that the gene is in deterrence status at this time slice. 

After this step, the apriori algorithm is applied to find the possible rules. In this 
example, we find that:  

If  (A = D  and  F = U ) then  B = U 

3.3 Constructing the Gene Network 

After obtaining the rules, DBN is then used to build a gene network. We select all 
genes in all rules and ignore the rest. In a previous example, genes A, B, and F will be 
selected to go through the DBN. Figure 5 shows a possible result. In this example, 
suppose the probability of node B is as shown in Figure 5, which is calculated by the 
DBN model. In this figure, we use the sign “+” and “-” to present status. For example, 
“–F”shows that the value of F is D. +A shows that the value of A is U. It can be 
observed that B is U when A is D and F is U .So, genes A and F are 2 the factors that 
will cause the gene B reaction. 

 

Fig. 5. Network topology 

4   Conclusion 

This paper presents a way to use gene association rules to determine 2 types of gene 
interactions and to generate a gene network of microarray data. In this method, we 
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find the relational gene first by apriori algorithm and then adopt a DBN to find the 
gene network. Currently, we are using the microarray data from TaiwanOrchid 
(http://www.taiwanorchid.net) research team and evaluate the performance of our 
method. This method can find not only positive relations but also negative relations. 
Although it can find extra relations that cannot be found by similar methods, the 
method could be improved upon. 

1. The DBN still takes a lot of time to build, so we try to verify the rules before the 
DBN step. 

2. Some extra resources, such as annotations or literature, which contain biology 
meaning should be used to refine the gene network. 
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Abstract. Protein domains are evolutionarily-conserved structural or
functional subunits in proteins that are suggestive of the proteins’
propensity to interact or form a stable complex. In this paper, we pro-
pose a novel domain-based probabilistic classification method to predict
protein-protein interactions. Our method learns the interacting probabil-
ities of domain pairs based on domain pairing information derived from
both experimentally-determined interacting protein pairs and carefully-
chosen non-interacting protein pairs. Unlike conventional approaches
that use random pairing to generate artificial non-interacting protein
pairs as negative training data, we generate biologically meaningful non-
interacting protein pairs based on the proteins’ biological information.
Such careful generation of negative training data set is shown to result
in a more accurate classifier. Our classifier predicts potential interac-
tion between any pair of proteins based on the probabilistically inferred
domain interactions. Comparative results showed that our probabilistic
approach is effective and outperforms other domain-based techniques for
protein interaction prediction.

1 Introduction

Cellular processes are biochemical events that are typically achieved by the in-
teractions of proteins with one another. The elucidation of protein interactions
is therefore the necessary first-step for understanding the biology of cellular
processes. Many experimental methods have been developed to detect protein-
protein interactions, however, none of the current experimental methods is ade-
quate to interrogate the entire interactome [11, 15]. It is therefore useful to de-
velop complementary computational methods for predicting new protein-protein
interactions.

Several computational techniques have been proposed to predict protein-
protein interactions. For example, potential protein interactions can be derived
from gene context analysis such as gene neighborhood [3, 13], gene fusion [5, 9],
and gene co-occurrences and phylogenetic profiles [8, 14]. Alternatively, the phys-
iochemical properties or tertiary structure of proteins can also be used for pre-
dicting interactions[1, 10].
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Recently, however, there is an increased focus on using protein domains
to predict protein-protein interactions [4, 6, 7, 12, 16]. Protein domains are
evolutionarily-conserved structural or functional subunits in proteins found
across different proteins. They are often found to participate in intermolecular
interactions with one another. The existence of certain domains in proteins can
therefore suggest the possibility of interaction between two proteins. As such, the
analysis of many protein-protein interactions can be reduced to understanding
the underlying domain-domain interactions between two proteins.

Domain-based protein interaction prediction methods generally consist of two
main steps: 1) inferring domain-domain interactions from known protein inter-
actions, 2) predicting protein interactions based on the inferred domain-domain
interaction information. A few domain-based interaction detection techniques
have recently been proposed. Deng et al. described a Maximum Likelihood es-
timation technique to infer domain-domain interactions that was then used to
predict protein interactions [4]. Wan at al. presented a alternative statistical
scoring system as a measure of the interaction probability between domains [16].
Ng et al. devised an integrative approach to infer the protein domain interactions
[12] from other data sources in addition to experimentally determined protein
interactions. Han et al. designed a probabilistic framework that takes domain
combinations instead of single domains as basic units of protein interactions
[6, 7].

These proposed techniques can be grouped into two main paradigms in terms
of the way they infer domain-domain interactions. The domain interactions that
are used for predicting protein-protein interactions are learned either (1) from
an interacting protein set or positive class only [4, 12, 16], or (2) from both an
interacting protein set and an artificially generated non-interacting protein set as
negative set; the latter being generated by randomly pairing the proteins [6, 7].
In the case of (1) where learning is conducted only from an interacting protein
set, many false positive domain pairs may be derived because these domain
pairs may occur in the (unavailable) negative set with high frequency. In the
case of (2), the use of a putative negative data set helps alleviate this problem.
However, using artificially generated non-interacting protein set as negative set
is inadequate for inferring domain-domain interactions because the randomly
generated negative dataset may contain interacting protein pairs. In addition,
if the artificially generated negative dataset is subsequently used in evaluating
the performance of classifier, it will lead to inaccurate computation of the actual
sensitivity and specificity of the technique.

In this paper, we propose a novel probabilistic technique to infer domain-
domain interactions using both positive and negative training datasets. Our
probabilistic model was able to outperform other domain-based techniques in
predicting potential protein interactions. Unlike conventional approaches that
use random pairing to generate artificial non-interacting protein pairs as negative
training data, we generate biologically meaningful non-interacting protein pairs
based on the proteins’ biological information, namely, proteins are most unlikely
to interact if they are from different cellular locations and functional categories.
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We showed that the performance of classifier is improved with the more confident
negative dataset.

2 Methods

Our proposed approach classifies a protein pair to be either interacting or non-
interacting based on inferred underlying domain-domain interactions. The ap-
proach consists of three steps as follows: 1) generate the negative set N (non-
interacting protein pairs); 2) infer domain-domain interactions based on the
interacting proteins pair set I and the negative set N; 3) build a classifier based
on the interacting probabilities of domain pairs. Below, we present the methods
for these three steps in turn.

Generate the Negative Set: Proteins are most unlikely to interact if they
are from different cellular locations and functional categories. So our generated
negative set only pairs those proteins located at different locations and with
different functions. Algorithm 1 shows how to generate non-interacting protein
pairs (negative set).

Algorithm 1 Generate non-interacting protein pairs
1: Input: interacting set I, protein set P;
2: Output: negative set N;
3: BEGIN
4: Set N = ∅;
5: for all the protein pi ∈ P do
6: Search pi’s locations (l) and functional categories (c);
7: end for
8: Combine all protein pairs into a set PS: PS = {(pi, pj)|pi ∈ P, pj ∈ P, i �= j};
9: repeat

10: for each protein pair (pi, pj) ∈ PS do
11: if (pi, pj) �∈ I then
12: if ((pi.l �= pj .l) ∧ (pi.c �= pj .c)) then
13: N = N ∪ {(pi, pj)};
14: end if
15: end if
16: PS = PS − {(pi, pj)};
17: end for
18: until (PS = ∅)
19: END

In Algorithm 1, for each protein in P, the set of proteins of interest, we
retrieve the biological information about its locations and functional categories
(Steps 5-6) from the MIPS database1. Then, from Step 9 to Step 18, we check

1 http://mips.gsf.de/genre/proj/yeast/index.jsp
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each protein pair (pi, pj) in protein pair set PS: if it is already in the interacting
protein set I , we eliminate it from PS; otherwise, if pi and pj are located at
different cellular locations and from different functional categories, we add them
into negative set N.

Note that in Step 12, a protein (pi or pj) may be located at multiple locations
and has multiple functions. We consider (pi, pj) to be non-interacting only if none
of pi’s locations and functions match the pj ’s locations and functions. In addition,
because the proteins’ functional classifications given in MIPS are hierarchical, we
will only regard two proteins to have different functions at the highest possible
level of the MIPS functional hierarchy(Level 1). Such strict selection strategy
helps us get a much purer negative set for training our classifier.

Infer Domain-Domain Interactions: The objective of this next step is to
assign interaction probabilities to each domain pair based on its occurrence in
the protein-protein interacting set I and the negative set N. For a protein pair
(pi, pj) ∈ I, we infer that domain di,r potentially interacts with domain dj,s with
a probability of 1/(|pi| ∗ |pj |), where |pi| and |pj | are the number of domains in
proteins pi and pj respectively; di,r and dj,s are the r-th and s-th domains of
proteins pi and pj respectively.

Given that a domain pair (dx, dy) may occur in many interacting protein
pairs of I, the interacting frequency of (dx, dy) in I is defined as:

N((dx, dy), I) =
|I|∑
i=1

λi(dx, dy) ∗ 1
|pi

x| ∗ |pi
y|

(1)

where (pi
x, pi

y) is the i-th protein pair in I and λi(dx, dy) is the total number of
occurrences of the domain pair (dx, dy) in (pi

x, pi
y). We compute N((dx, dy), N),

the interacting frequency of (dx, dy) in N , in a similar way:

N((dx, dy), N) =
|N |∑
i=1

λi(dx, dy) ∗ 1
|pi

x| ∗ |pi
y|

(2)

Let a set of pre-defined classes be C = {I, N} and all the domain pairs
set be DP . For any domain pair (dx, dy) ∈ DP , their interacting probability
P ((dx, dy)|ce), with Laplacian smoothing and ce ∈ C, is defined as:

P ((dx, dy)|ce) =
1 + N((dx, dy), ce)

|DP |+∑|C|
k=1 N((dx, dy), ce)

(3)

For a domain pair (dx, dy), the greater the interacting probability
P ((dx, dy)|I), the more frequent it occurs in the interacting set I. However, since
such a domain pair may also be chanced occurrences in class I, it is necessary to
check its interacting probability in N: P ((dx, dy)|N). Obviously, if P ((dx, dy)|I)
is significantly larger than P ((dx, dy)|N), then the domain pair (dx, dy) is likely
to be a genuine domain-domain interaction. Otherwise, if P ((dx, dy)|N) is similar
or even bigger than P ((dx, dy)|I), then the domain pair is unlikely to be inter-
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acting. In other words, to check if a domain pair (dx, dy) interacts, we compute
its interacting probabilities in both interacting set I and negative set N.

Note that the purity of N can affect the accuracy of inferred domain-domain
interactions. If N were generated from randomly paired proteins, the false neg-
ative protein pairs in N will result in the inference of many domain pairs that
should have occurred only in interacting protein set (i.e. positive class). This
will result in assigning inaccurate interacting probabilities to domain pairs and
subsequently affect the accuracy of the eventual classifier to infer protein inter-
actions.

Build a Protein Interaction Classifier: Given a protein pair (pi, pj), in order
to perform classification (i.e. to judge whether the proteins may interact with
each other or not), we compute the posterior probability P (ce|(pi, pj)), ce ∈ C.
The prior probability P (ce) of class ce is defined as:

P (ce) =
∑

p(ce, (pi, pj)), (pi, pj) ∈ I ∪ U

|I|+ |N | (4)

Based on Equations (4) and (3), our proposed technique uses the joint prob-
abilities of domain pairs and classes to estimate the probabilities of classes given
a protein pair. Our classifier is described as follows:

P (ce|(pi, pj)) =
p(ce) ∗

∏|pi|∗|pj |
m=1 p((di,r, dj,s)|ce)∑|C|

k=1 p(ce) ∗
∏|pi|∗|pj |

m=1 p((di,r, dj,s)|ce)
(5)

For a protein pair (pi, pj), the class with highest P (ce|(pi, pj)) is assigned
as its final class label. In other words, if I = argmaxce

P (ce|(pi, pj)), then the
protein pair (pi, pj) will be classified as an interacting pair. Otherwise, it is
classified as non-interacting.

3 Evaluation

In this section, we evaluate the proposed technique for predicting protein inter-
actions. Positive and negative datasets are employed to train a classifier and to
evaluate the performance of our method. For positive datasets, interacting pro-
teins are retrieved from DIP2—a comprehensive curated catalog of about 44,482
experimentally determined protein-protein interactions in over 110 organisms.
We select all yeast interactions in DIP to construct our positive dataset I as this
species is particularly well-studied. The yeast positive dataset consists of 15,658
interactions among 4,749 yeast proteins. The negative set of non-interacting pro-
tein pairs used in this work is constructed using Algorithm 1 described in the
previous section. Proteins are paired up only if they are not from the same cel-
lular location and functional category. This results in a very large negative set
of 213,560 protein pairs. To avoid size bias between the positive and negative

2 http://dip.doe-mbi.ucla.edu/dip/

X.- . Li, S.-H. Tan, and S.-K. NgL



Protein Interaction Prediction 323

datasets, we randomly assembled a negative set N with the same number of
protein pairs as I.

The domain information of proteins are obtained from the Pfam database
[2], which contains a large collection of multiple sequence alignments and profile
hidden Markov models of protein domains. Both Pfam-A and Pfam-B are used
to ensure sufficient coverage. We first infer the domain-domain interactions from
both positive set I and negative set N. Each domain pair gets an interacting
probability for I and N using Equation (3).

Table 1. Top 10 interacting and non-interacting domain pairs

Interacting domain pairs Non-interacting domain pairs

(PF07719, PF00515) (PF00153, PF00400)
(PF02985, PF02985) (PF00560, PF00172)
(PF00515, PF00515) (PF00137, PF00400)
(PF00400, PF00118) (PF00172, PF07714)
(PF07719, PF07719) (PF00023, PF00153)
(PF02985, PF00514) (PF00036, PF00400)
(PF00400, PF00514) (PF00560, PF00096)
(PF00036, PF00612) (PF00400, PF00122)
(PF00076, PF00514) (PF00702, PF00400)
(PF00432, PF01239) (PF04082, PF00153)

For illustration, Table 1 shows the top 10 interacting and top 10
non-interacting domain pairs respectively. The top interacting domain pairs have
maximal values of P ((dx, dy)|I)/P ((dx, dy)|N). In other words, these are do-
main pairs with biggest P ((dx, dy)|I), while smallest P ((dx, dy)|N). The top
non-interacting domain pairs show those with significant occurrence in non-
interacting protein pairs. As we know, not all domain pairs derived from protein-
protein interactions are truly interacting as some could occur in interacting pro-
teins by chance. This could lead to false positive domain-domain predictions if
we learn from the positive class I only. For example, domain pair (PF07714,
PF00400) and (PF00515, PF00806) occurred 170 and 70 times in I respectively.
If we just learn from I, it is natural to infer them to be interacting domain pairs
since they have high occurrence in interacting set. However, with the help of our
biological refined negative class N, we were able to eliminate them since both
domain pairs also occurred 1141 and 160 times in N respectively. Furthermore,
since our negative class N is more biologically significant than randomly paired
proteins, we can estimate the interacting probabilities of each domain pair more
precisely and thus result in a more accurate classifier.

For evaluation, we use the inferred domain-domain interactions to classify
protein pairs. A 5-fold cross validation is performed to test the accuracy of the
classifier described in Equation (5). We compare our results with the reported
results using the “Hybrid Classification” technique from reference [7] and the
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“Possibility Ranking” technique from reference [6], both of which used positive
and negative training datasets for improved protein interaction prediction. Ta-
ble 2 shows the comparison results of four domain-based protein predication
techniques in terms of sensitivity and specificity. The first two techniques were
from references [7] and [6]. The other two are our probabilistic technique with
two different negative sets, namely, randomly paired negative set (random pairs)
and the biologically significant negative set (biological refinement).

Table 2. Classification results of different techniques

Techniques Specificity Sensitivity

Hybrid Classification [7] 56.00 86.00
Possibility Ranking [6] 75.00 84.36
Our technique with random pairs 83.71 84.80
Our technique with biological refinement 90.21 87.52

Compared with the techniques in [7] and [6], our probabilistic technique was
able to achieve much higher specificity at similar sensitivity regardless of whether
it has been trained with random protein pairs as the negative set or the refined
negative set assembled using biological domain knowledge. Our classifier that
was trained with the biologically refined negative dataset gave the best per-
formance, obtaining an increase of 6.5% and 3.3% in specificity and sensitivity
respectively as compared to the same probabilistic classifier trained with nega-
tive dataset of randomly paired proteins. This shows that the use of biological
domain knowledge for negative dataset construction can benefit the prediction
performance of the eventual classifier built on the training data.

The techniques from [7] and [6] were not tested with cross-validation. They
randomly selected 20% DIP data as test set and the remaining 80% as training
set. Then they repeated their experiments 3 times and got the average results.
In fact, as reported in [7], their specificities was rather fluctuating according to
the selected test sets. Our method is more robust as our results fluctuated only
within 3% in each division of cross validation.

Finally, we also investigate how the size of negative set may affect the per-
formance of our classifier. We systematically increase the size of N by 2 to 10
times. The results are shown in Table 3. With the increase in the size of the neg-
ative set, the specificity of our classifier increases while the sensitivity decreases.

Table 3. Performance of classifier with the different size of N

Size ratio 2 4 6 8 10

Specificity 93.00 95.51 96.07 96.27 96.32
Sensitivity 83.21 75.54 73.14 71.50 71.30

X.- . Li, S.-H. Tan, and S.-K. NgL
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One reason that sensitivity has decreased is that the imbalance of positive and
negative training set makes our classifier biased towards the negative class N .
However, we believe that it is possible to get better performance through intel-
ligently selecting negatives, and we will leave this problem as our future study.
Another possible future work involves integrate other biological features such
as “amino acid composition” with the domain information in the prediction of
protein interactions.

4 Conclusion

In this paper, we predict protein-protein interactions based on domain informa-
tion. Our learning algorithm first constructs a biologically meaningful negative
set based on biological domain knowledge. It then infers the underlying do-
main interactions based on their probabilities in both interacting class and non-
interacting class. A probabilistic classifier for predicting protein interactions is
then built upon the inferred probabilistic domain interactions. Our experimental
results show that our probabilistic approach is effective and outperforms other
similar domain-based techniques for protein interaction prediction.
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Abstract. With the increasing amount of biomedical literature, there
is a need for automatic extraction of information to support biomedical
researchers. Due to incomplete biomedical information databases, the ex-
traction is not straightforward using dictionaries, and several approaches
using contextual rules and machine learning have previously been pro-
posed. Our work is inspired by the previous approaches, but is novel in
the sense that it is using Google for semantic annotation of the biomed-
ical words. The semantic annotation accuracy obtained - 52% on words
not found in the Brown Corpus, Swiss-Prot or LocusLink (accessed using
Gsearch.org) - is justifying further work in this direction.

Keywords: Biomedical Literature Data Mining, Semantic Annotation.

1 Introduction

With the increasing importance of accurate and up-to-date databases for biomed-
ical research, there is a need to extract information from biomedical research
literature, e.g. those indexed in MEDLINE [34, 33, 15]. Examples of information
databases are LocusLink, UniGene and Swiss-Prot [24, 23, 3].

Due to the rapidly growing amounts of biomedical literature, the information
extraction process needs to be (mainly) automated. So far, the extraction ap-
proaches have provided promising results, but they are not sufficiently accurate
and scalable.

Methodologically all the suggested approaches belong to the information ex-
traction field [8], and in the biomedical domain they range from simple auto-
matic methods to more sophisticated, but manual, methods. Good examples
are: Learning relationships between proteins/genes based on co-occurrences in
MEDLINE abstracts (e.g. [16]), manually developed information extraction rules
(e.g. [35]), information extraction (e.g. protein names) classifiers trained on man-
ually annotated training corpora (e.g. [4]), and our previous work on classifiers
trained on automatically annotated training corpora [32]).

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 327–337, 2005.
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Examples of biological name entities in a textual context

1. “duodenum, a peptone meal in the”
2. “subtilisin plus leucine amino-peptidase plus prolidase followed”
3. “predictable hydrolysis of [3H]digoxin-12alpha occured in vitro”

Semantic Annotation

An important part of information extraction is to know what the information
is, e.g. knowing that the term “gastrin” is a protein or that “Tylenol” is a
medication. Obtaining and adding this knowledge to given terms and phrases is
called semantic tagging or semantic annotation.

1.1 Research Hypothesis

Our hypothesis is based on ideas from our preliminary experiments using Google
to generate features for protein name extraction classifiers in [?], i.e. using the
number of search hits for a word as a feature.

Fig. 1. Google is among the biggest known “information haystacks”

– Google is probably the world’s largest available source of heterogeneous elec-
tronically represented information. Can it be used for semantic tagging of
textual entities in biomedical literature? And if so, how?

The rest of this paper is organized as follows. Section 2 describes the mate-
rials used, section 3 presents our method, section 4 presents empirical results,
section 5 describes related work, section 6 discusses our approach, and finally
the conclusion and future work.

2 Materials

The materials used included biomedical (sample of MEDLINE abstract) and
general English (Brown) textual corpora, as well as protein databases. See below
for a detailed overview.
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MEDLINE Abstracts - Gastrin-Selection

The US National Institutes of Health (NIH) grants a free academic licence for
PubMed/MEDLINE. It includes a local copy of 6.7 million abstracts, out of the
12.6 million entries that are available on their web interface. As subject for the
expert validation experiments we used the collection of 12.238 gastrin-related
MEDLINE abstracts that were available in September 2004.

Biomedical Information Databases

As a source for finding already known protein names we used a web search system
called Gsearch, developed at Department of Cancer Research and Molecular
Medicine at NTNU. It integrates common online protein databases, e.g. Swiss-
Prot, LocusLink and UniGene, [24, 23, 3].

The Brown Corpus

The Brown repository (corpus) is an excellent resource for training a Part Of
Speech (POS) tagger. It consists of 1,014,312 words of running text of edited
English prose printed in the United States during the calendar year 1961. All the
tokens are manually tagged using an extended Brown Corpus Tagset, containing
135 tags (Lancester-OsloBergen-tagset). The Brown corpus is included in the
Python NLTK data-package, found at Sourceforge.

3 Our Approach

We have taken a modular approach where every submodule can easily be replaced
by other similar modules in order to improve the general performance of the
system. There are five modules connected to the data gathering phase, namely
data selection, tokenization, POS-tagging, Stemming and Gsearch. Then the
sixth and last module does a Google search for each extracted term. See figure 2.

1. Data Selection. The data selection module uses PubMed Entrez online
system to return a set of PubMed IDs (PMIDs) for a given protein, in our
case ”gastrin” (symbol GAS). The PMIDs are matched against our local
copy of MEDLINE, to extract the specific abstracts.

2. Tokenization. The text is tokenized to split it into meaningful tokens, or
”words”. We use the WhiteSpaceTokenizer from NLTK with some extra
processing to adapt to the Brown Corpus, where every special character
(like ( ) ” ’ - , and .) is treated as a seperate token. Words in parentheses are
clustered together and tagged as a single token with the special tag Paren.

3. POS tagging. Next, the text is tagged with Part-of-Speech (POS) tags
using a Brill tagger trained on the Brown Corpus. This module acts as
an advanced stop-word-list, excluding all the everyday common American
English words from our protein search. Later, the actually given POS tags
are used also as context features for the neighboring words.
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Porter Stemming

Google search

Gsearch Tagging

TOKEN

POS-Tagging

(Text) Tokenization

Data Selection

Fig. 2. Overview of Our Approach (named Alchymoogle)

4. Porter-Stemming. We use the Porter Stemming Algorithm (also from
NLTK) to remove even more everyday words from the ”possibly biologi-
cal term” candidate list. If the stem of a word can be tagged by the Brill
tagger, then the word itself is given the special tag ”STEM”, and thereby
transferred to the common word list.

5. Gsearch. Identifies and removes already known entities from the search,
but after the lookup in Gsearch, there are still some unknown words that
are not yet stored in our dictionaries or databases, so in order to do any
reasoning about these words it is important to know which class they belong
to. Therefore, in the next phase they are subjected to some advanced Google-
searching, in order to determine this.

6. Google Class Selection. We have a network of 275 nouns, arranged in a
semantic network on the form ”X is a kind of Y”. These nouns represent the
classes that we want to annotate each word with. The input to this phase is
a list of hitherto unknown words. From each Word a query on the form in
the example below is formed (query syntax: Word is (an|a)”).

Then these queries are fed to the PyGoogle module which allows 1000
queries to be run against the Google search engine every day with a personal



Semantic Annotation of Biomedical Literature Using Google 331

password key. In order to maximize the use of this quota, the results of every
query are cached locally, so that each given query will be executed only once.
If a solution to the classification problem is not present among the first 10
results returned, the resultset can be expanded by 10 at a time, at the cost
of one of the thousand quota-queries every time.

Each returned hit from Google contains a ”snippet” with the given query
phrase and approximately 10 words on each side of it. We use some simple
regular grammars to match the phrase and the words following it. If the next
word is a noun it is returned. Otherwise, adjectives are skipped until a noun
is encountered, or a ”miss” is returned.

4 Empirical Results

The table below shows the calculated classification scores for the expert eval-
uation phase. The first column shows correct predictions (True Positives and
Negatives), the second column shows incorrect predictions (False Positives and
Negatives), the third column gives Precision and Recall, the fourth gives the
standard (balanced) F-Score number, and the last column presents the overall
classification accuracy (correct classifications vs. incorrect ones).

Table 1. Semantic classification of untagged words

Classifier TP/TN FP/FN Prec/Rec F-score CA

Alchymoogle 24/80 31/65 43.6/27.0 33.3 52.0

5 Related Work

Our specific approach was on using Google for direct semantic annotation (search-
ing for is-a relations) of tokens (words) in biomedical corpora. We haven’t been
able to find other work that does this, but Dingare et al. is on using the num-
ber of Google hits as input features for a maximum entropy classifier used to
detect protein and gene names [10, 11]. Our work differs since we use Google
to directly determine the semantic class of a word (searching for is-a relation-
ships and parsing text (filtering adjectives) after (a/an) in “Word is (a|an), as
opposed to Dingare et al.’s indirect use of Google search as a feature for the infor-
mation extraction classifier. A second difference between the approaches is that
we search for explicit semantic annotation (e.g. “word is a protein”) as opposed
to their search for hints (e.g. “word protein”). The third important difference is
that our approach does automatic annotation of corpuses, whereas they require
pre-tagged (manually created) corpuses in their approach.

Other related works include extracting protein names from biomedical liter-
ature and some on semantic tagging using the web. Under, a brief overview of
related work is given.
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Work describing approaches for semantic annotation using the Web can be
found in [27, 12, 18, 19, 9, 22].

Semantic Annotation of Biomedical Literature

Other approaches for (semantic) annotation (mainly for protein and gene names)
of biomedical literature include:

– Rule-based discovery of names (e.g. of proteins and genes), [13, 29, 36, 35]
– Methods for discovering relationships of proteins and genes, [2, 16].
– Classifier approaches (machine learning) with textual context as features,

[4, 5, 6, 14, 1, 20, 30, 21, 17]
– Other approaches include generating probabilistic rules for detecting variants

of biomedical terms, [31]

A comprehensive overview of such methods is provided in [28].
The paper by Cimiano and Staab [7] shows that a system (PANKOW) similar

to ours works, and can be taken as a proof that automatic extraction using
Google is a useful approach. Our systems differ in that we have 275 different
semantic tags, while they only use 59 concepts in their ontology. They also have
a table explaining how the number of concepts in a system influences the recall
and precision in several other semantic annotation systems.

6 Discussion

In the following section we discuss our approach step-by-step. (The steps as
presented in fig. 2.)

1. Data selection. Since the results were inspected by cancer researchers the
focus was naturally on proteins with a role in cancer development, and more
specifically cancer in the stomach. One such protein is gastrin, and even
though a search in the online PubMed Database returned more than eighteen
thousand abstract IDs, only twelve thousand of these were found in our local
academic copy of MEDLINE. Therefore only 12.238 abstracts were used as
input to the tokenizer. Another important question is if the gastrin collection
is representative for MEDLINE in general or for the ”molecular biology” part
of MEDLINE in particular.

2. Tokenization into ”words”. The tokenization algorithm is important in
the sense that it dictates which ”words” you have to deal with later in the
pipeline. Our choice of using the Brown Corpus for training the Unigram and
Brill taggers also influences our choice of tokenizing algorithm. For example,
in the Brown Corpus all punctuation characters like comma, full stop, hyphen
and so on are written with whitespace both before and after them. This turns
them into separate tokens, disconnected from each other and from the other
tokens. How to deal with parentheses is another question. Sometimes they
are important parts of a protein name (often part of ”formulae” describing
the protein), and other times they are just used to state that the words within
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them aren’t that important. We decided to keep the contents of parentheses
as a single token, but this kind of parentheses clustering is a hard problem,
especially if the parentheses aren’t well balanced (like smiley and ”1), 2),
3)” style paragraph numbering). Parentheses in MEDLINE are usually well
balanced, but still some mistokenization was introduced at this point. Other
tokens that require special attention are the multi-word-tokens. They can
sometimes be composed using dash, bracket etc. as glue, but are at other
times single words separated with whitespaces, even though they should
really be one single token. One example is protein names, such as g-protein
coupled receptor (GPCR).

3. a) Brown Corpus and tagging. To train the Unigram and Brill taggers,
an already tagged text is needed as a training set. We used the Brown Corpus,
an American English corpus made from texts from 1961. They are rather
old, and might not be as representative of ”MEDLINE English” as we want.
There is also the challenge of how quote symbols and apostrophes are used
for protein names in MEDLINE abstracts, e.g. as a marker for the five-prime
or three-prime end of a DNA formula. Also, there are only one million words
in the corpus, so not all lowercase and capital letter combinations of every
word are present.
b) POS tagging with Brill algorithm and the Brown Corpus. The
Brill tagger doesn’t tag perfectly, so maybe classifier-based taggers such as
SVM could perform better. The performance of the Brill tagger could be
better if we used a higher-ordered tagger than the unigram tagger as input
to Brill, but the memory need for n-gram taggers are O(mn), where m is
the number of words in the dictionary. So with million word training- and
test sets, even the use of just a bi-gram tagger gets quite expensive in terms
of memory and time-use. Tagging itself may also introduce ambiguous tags
(e.g. superman is a protein, but it may be tagged as a noun/name earlier in
the pipeline, because that’s the most common sense mentioned in the Brown
Corpus).

4. Porter-stemming. turns out to work poorly on protein and biological
names, since they are often rooted in Latin or have acronyms as their name
or symbol. E.g. the symbol for gastrin is GAS, and the porter stem of GAS
becomes GA, which is wrong, and too ambiguous.

5. Gsearch. The indexing algorithm of Gsearch also contains some stemming
of the search terms, leading to some ”strange” results when removing well-
known proteins from the unknown words list. It should be extended with a
larger selection of databases and dictionaries covering biological terms, so
that protein names like ”peptone” could also be found in the database. In
other words there are ”precision and recall” issues also at this stage, but our
program should be able to solve ”half of this problem” automatically. The
worst problem is actually how to handle names with ”strange characters”
like ([]) in them, since these characters are usually not taken into account
during the index-building in systems like Gsearch (or Google).

6. Google Search. The precision of (positive) classification and the total clas-
sification accuracy is close to 50%, which is really good considering that no
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context information has been used in the classification process. By using
context information in the way that is done in [?] it should be possible to
increase the classification accuracy further. We had a lower recall than ex-
pected (24/89 = 27.0%), mainly because a lot of our unknown words are
parts of a multi-word-tokens, and can only be sensibly classified using the
context which contains the rest of the multi-word-unit. Also, many of the
words are not nouns, so they are not suitable class names in the first place,
but still expert biologists often think of them in a concrete way. One example
of this is ”extracardiac”, which were tagged as a place (outside the heart),
even though nobody would actually write ”extracardiac is a place outside
the heart”. (Except, I just did! And that really illustrates the problem of
freedom, when dealing with Natural Language Understanding.)

We did another test using 1500 semantic classes, instead of the 275 strictly
molecular biology related classes. Then we got more hits among the 200
words, so this may be a method to increase the coverage of our system. It is
of course much harder to manually evaluate these results, and there is also
the danger of lowering the precision this way.

7 Conclusion and Future Work

This paper presents a novel approach - Alchymoogle - using Google for semantic
annotation of entities (words) in biomedical literature.

We got empirically promising results - 52% semantic annotation accuracy
((TP+TN)/N, TP=24,TN=80,N=200) in the answers provided by Alchymoogle
compared to expert classification performed by a molecular biologist. This en-
courages further work possibly in combination with other approaches (e.g. rule-
and classification based information extraction methods), in order to improve
the overall accuracy (both with respect to precision and recall). Disambiguation
is another issue that needs to be further investigated. Other opportunities for
future work include:

– Improve tokenization. Just splitting on whitespace and punctuation charac-
ters is not good enough. In biomedical texts non-alphabetic characters such
as brackets and dashes need to be handled better.

– Improve stemming. The Porter algorithm for English language gives mediocre
results on biomedical terms (e.g. protein names).

– Do spell-checking before a query is sent to Google, e.g. allowing minor vari-
ations of words (using the Levenshtein Distance).

– Search for other semantic tags using Google, e.g. “is a kind of” and “resem-
bles”, as well as negations (“is not a”).

– Investigate whether the Google ranking is correlated with the accuracy of the
proposed semantic tag. Are highly ranked pages better sources than lower
ranked ones?

– Test our approach on larger datasets, e.g. all available MEDLINE abstracts.
– Combine this approach with more advanced natural language parsing tech-

niques in order to improve the accuracy, [25, 26].
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– In order to find multiword tokens, one could extend the search query (” X
is (an|a) ”) to also include neighboring words of X, and then see how this
affects the number of hits returned by Google. If there is no reduction in
the number of hits, this means that the words are ”always” printed together
and are likely constituents in a multiword token. If you have only one actual
hit to begin with, the certainty of the previous statement is of course very
weak, but with increasing number of hits, the confidence is also growing.
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Abstract. A parallel algorithm for the longest common subsequence problem 
on LARPBS is presented. For two sequences of lengths m and n, the algorithm 
uses p processors and costs O(mn/p) computation time where 1  p  max{m, 
n}. Time-area cost of the algorithm is O(mn/p) and memory space required is 
O((m+n)/p) which all reach optimal. We also show this algorithm is scalable 
when the number of processors  p satisfies  1  p  max{m, n}. To the best of 
our knowledge this is the fastest and cost-optimal parallel algorithm for LCS 
problem on array architectures. 

1   Introduction 

The problem of longest common subsequence (LCS) is a fundamental problem in 
bioinformatics. Aho et al. [1] have obtained a lower bound of (mn) on time for the 
LCS problem using a decision tree model. Using dynamic programming, it is shown 
in [2] that the problem can be solved using O(mn) time and O(mn) space. To further 
reduce the computation time, a lot of parallel algorithms have been proposed for the 
LCS problem on different models. On CREW-PRAM model, Aggarwal [3] and Apos-
tolico et al [4] independently proposed an O(log m log n) time algorithm using mn/log 
m processors. On the CRCW-PRAM model, Apostolico et al [4] gave a O(log 
n(loglog m)2) time algorithm using mn/loglog m processors. Babu and Saxena [5] 
improved these algorithms on the CRCW-PRAM model. They designed an O(log m) 
algorithm with mn processors and an O(log2 n) time optimal parallel algorithm. Unfor-
tunately, these algorithms are designed on the theoretical models and need large num-
ber of  processors (not less than mn/log m) which are hardly applied in realistic bioin-
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formatics problems. Several other algorithms have been proposed on systolic arrays. 
Chang et al [6] proposed a parallel algorithm with n+5m steps using m(m+1) process-
ing elements. Luce et al [7] designed a systolic array with m(m+1)/2 processing ele-
ments and n+3m+q steps where q is the length of the common subsequence. Freschi 
and Bogliolo [8] addressed the problem of computing the LCS between run-length-
encoded (RLE) strings. Their algorithm executes in O(m+n) steps on a systolic array 
of M+N units, where M and N are the lengths of the original strings and m and n are 
the number of runs in their RLE representation. 

Since these algorithms are designed on either theoretical models such as PRAM, or 
specialized hardware such as systolic arrays, they are not practical. Therefore, it is 
necessary to develop parallel algorithms for the LCS problem on a realistic computa-
tional model. Due to advances in optical technology, optical communication has been 
implemented in parallel computing systems. LARPBS presented by Pan and Li in [9] 
is a computational model based on optical bus technology. It has been shown that  
LARPBS is a realistic model and has been used as a standard computational architec-
ture for parallel algorithm designing by many researchers [10][11][12][13].  

In this paper, we propose a scalable LCS algorithm on LARPBS model. Our algo-
rithm uses p (1  p  max{m, n}) processors to compute the LCS problem in O(mn/p) 
time. Our algorithm has several advantages over the algorithms on systolic arrays. 
First, it is scalable with different values of p. Second, p can be as large as the maxi-
mum of m and n. This means that our algorithm can reduce the time complexity to 
O(min{m,n}), while the systolic algorithms all have a time complexity of 
O(max{m,n}). Third, time-area cost of our algorithm is O(mn) which reaches optimal.  

The rest of this paper is organized as follows. In Section 2, we explain pipelined 
optical buses and linear array with reconfigurable pipeline bus system (LARPBS). 
Primitive communication operations on LARPBS are also summarized. In Section 3, 
a cost-optimal parallel LCS algorithm on LARPBS is presented and its time and area 
complexities are analyzed. A scalable cost-optimal parallel LCS algorithm on 
LARPBS is given in Section 4. Section 5 concludes the paper.  

2   Structure and Primitive Operations of LARPBS 

Recently, arrays with reconfigurable optical bus systems [10] have been proposed and 
have drawn much attention from the researchers. In these systems, messages can be 
transmitted concurrently on a bus in a pipelined fashion and the bus can be reconfig-
ured dynamically under program control to support different algorithmic require-
ments. LARPBS is one of such model where any processor involvement is not al-
lowed during a bus cycle, except setting switches up at the beginning of a bus cycle. 
Hence, it can exploit the high bandwidth of optical buses used to connect processors 
there. Many algorithms have been designed for basic data movement operations, sort-
ing and selection, computational geometry, and PRAM simulation on the LARPBS 
model [10]. 

A pipelined optical bus system uses optical waveguides instead of electrical signals 
to transfer messages among processors. Besides the high propagation speed of light, 
optical signal transmission on an optical bus has two other important characteristics: 
they are unidirectional propagation and predictable propagation delay. These advan-



340 X. Xu et al. 

 

tages of using waveguides enable synchronized concurrent accesses of an optical bus 
in a pipelined fashion. 
 

 

Fig. 1.  An linear array of n processors with an optical bus 

Fig.1 shows a linear array of N processors connected via an optical bus. Each proc-
essor is connected to the bus with two directional couplers. Optical signals propagate 
unidirectionally from left to right on the upper segment and from right to left on the 
lower segment. An optical bus contains three identical waveguides, i.e., the massage 
waveguide for carrying data, the reference waveguide and the select waveguide for 
carrying address information, as shown in Fig.2. To operate an optical bus in a pipe-
lined fashion so that multiple data transfer can be performed in parallel, one unit delay 

 (shown as a loop in Fig. 2) is added between two consecutive processors on the 
receiving segments of the reference waveguide.  
 

 

Fig. 2.  An optical bus 

The coincident pulse addressing technique [10] can be applied on an optical bus 
system to implement the primitive operations of data transmission. Suppose that a 
source processor P(i) wants to send a message to a destination processor P(j). Proces-
sor P(i) first sends a reference waveguide at time tref, the beginning of a bus cycle, and 
a message frame at time tref on the message waveguide, which propagates synchro-
nously with the reference pulse sent by P(i). Processor P(i) also sends a select pulse at 
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time tsel(j) on the select waveguide. Whenever processor P(j) detects a coincidence of 
a reference pulse and a select pulse, it reads the message frame. Thus, in order for 
processor P(i) to send a message to P(j), we need to have the two pulse coincide at 
P(j). This happens if and only if tsel(j)= tref +(N-j-1)  , namely, the select pulse is 
delayed for (N-j-1)  time relative to the reference pulse. Since the reference pulse 
goes through N-j-1 delays on the receiving segments, the two pulse will meet just at 
processor P(j).  

Based on the coincident pulse addressing technique, the pipelined optical bus sys-
tems can support a massive volume of communications simultaneously and are par-
ticularly appropriate for applications that involve intensive communication operations 
such as broadcasting, one-to-one communication, multicasting, compression, split, 
and many irregular communication patterns. Here we describe implementation details 
of several primitive operations. 

(1) One-to-one communication.  Assume that processors P(ik) (k=1,2,…,M) are 
senders and processors P(jk) (k=1,2,…,M) are receivers. The operation is presented as:  

for  k  1  to  M  pardo  R(jk)  R(ik) 
(2) Broadcasting.  In this operation, the source processor P(i) wants to broadcast a 

message to all the other processors P(ik) (k=1,2,…,M) in the array: 
R(i1), R(i2),…, R(iM)  R(i)  
(3) Multicasting. The implementation of this operation is similar to that of broad-

casting. Processor P(ik) (k=1,2,…,M) wants to broadcast a message to P(jk,1), P(jk,2), 
P(jk,3),…. Namely: 

for  k  1  to  M  pardo  R(jk,1),R(jk,2),R(jk,3),…  R(ik)  
(4) Element pair-wise operations. Assume � is a binary operator. Element pair-

wise operations are presented as: 
for  k  0  to  N-1  pardo  R(i+k)  R(i+k)�R(j+k) 
(5) Binary prefix sum. Assume every processor P(i) (i=0,1,…,N-1) has a register 

R(i) which holds a binary value. The binary prefix sum operation is presented as:  
for  i  0  to  N-1  pardo  R(i) R(0)+R(1)+…+R(i) 
(6) Extraction and compression. In this operation every processor P(i) 

(i=0,1,…,N-1) has a value x(i), and we wish to extract those x(i) that have certain 
property and compact them to the beginning of the linear array. Suppose there are M 
x(ik) (k=1,2,…,M) that have such property and they stored in R(i1), R(i2),…, R(iM) 
(i1<i2<,…,<iM), the operation can be presented as: 

for  k  1  to  M  pardo  R(N-1-M+k)  R(ik) 

The reader is referred to [10] for implementation details of other primitive opera-
tions on the LARPBS model. It has been shown [10] that by using the coincident 
pulse addressing technique, all the above primitive operations take O(1) bus cycles, 
where the bus cycle length is the end-to-end message transmission time over a bus . 
To avoid controversy, let us emphasize that in this paper, by ‘O(f(n)) time’ we mean 
O(f(n)) bus cycles for communication plus O(f(n)) time for local computation. This 
approach of computation time measurement is commonly used in other computational 
models with optical connected bus systems such as AROB.  

In addition to supporting fast communications, an optical bus itself can be used as a 
computing device for global aggregation. It was proven in [10]  that by using n proc-
essors, the summation of n integers or real numbers with bounded magnitude and 
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precision, the prefix sums of n binary values, the logical-or and logical-and of n Boo-
lean values can be calculated in constant number of bus cycles. It was also shown in 
[10] that the minimum or maximum of n numbers can be found in O(loglog n) time on 
a LARPBS of size n.  

In addition to the tremendous communication capabilities, a LARPBS can also be 
partitioned into several independent subarrays. The subarrays can operate as regular 
linear arrays with pipelined optical bus systems, and all subarrays can be used inde-
pendently for different computations without interference. Hence, this architecture is 
very suitable for many divide-and-conquer problems. The basic communication, data 
movement, and aggregation operations provide an algorithmic view on parallel com-
puting using optical buses, and also allow us to develop, specify, and analyze parallel 
algorithms by ignoring optical and engineering details. These powerful primitives that 
support massive parallel communications plus the reconfigurability of optical buses 
make the LARPBS computing model very attractive in solving problems that are both 
computation and communication intensive. Although LARPBS has great potential of 
computational ability, it is still a theoretical computational model at present. But 
unlike many other theoretical models, such like PRAM, the LARPBS model is im-
plementable and practical using current optical technologies. 

3   Parallel Longest Common Subsequence Algorithm 

Let X and Y be two sequences with lengths of m and n respectively (m  n). The 
length of X is denoted as |X|, and X[i] is the ith character of X. Let A = (a[i, j]) be an 
m×n matrix, and a[i, j] be the length of the longest common subsequence of X[1: i] 
and Y[1: j]. Matrix A can be computed with the following well-known recursive for-
mula. 

{ }

0, if either 0 or 0

[ , ] [ 1, 1] 1, if [ ] [ ]

max [ 1, ], [ , 1] , if [ ] [ ]

i j

a i j a i j X i Y j

a i j a i j X i Y j

= =

= − − + =

− − ≠

 (1) 

We assume that all the indexes of the characters in Y matched with X[i] are  0< j1< j2 
<… < jr < n+1. Let j0 = 0 and jr+1 = n+1, we can get the following formula.  

{ }
1 2

1

1

0, if either =0 or = 0

[ 1, ], [0, )
[ , ]
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  (2) 

The proof for (2) is omitted due space limits. 
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3.1   Framework of the Parallel LCS Algorithm 

Based on (2), we can compute the elements of a[i, j] row by row sequentially and the 
entries of each row can be computed in parallel using the entries of the previous row. 
In the process of the ith row, the elements of previous row a[i-1, j] (j=1,2,…,n) are 
stored in the registers d[j] and q[j] of P(j)  (j=1,2,…,n), the value of a[i-1, jk-1]+1 are 
stored in the registers q[jk] of P(jk) (k=1,2,…,r), and elements of b[i, j] (j=1,2,…,n) are 
stored in the registers e[j] of P(j). The value of a[i, j], i.e. the new value of d[j] can be 
obtained by parallel computation of d[j]=max{ d[j], q[j] }(j=1,2,…,n). The value of 
q[j] in P(j) can be set by broadcasting a[i-1, jk-1]+1 to all the P(j) where j satisfies jk  
j < jk+1. Suppose m  n , in the LARPBS there are n processors which are denoted as 
P(1), …, P(n). Elements of sequence X=X[1 : m] and Y=Y[1 : n] are stored in the 
processors: X[i] is in P(i) (i=1,2,…,m) and Y[j] in P(j) (j=1,2,…,n). Suppose in the ith 
row, b[i, jk]=1 (k=1,…,r), P(jk) are called critical processor. The framework of the 
algorithm is as follows.  

Algorithm  PLCS       //Parallel Algorithm for LCS Problem 
Input :     sequence X=X[1 : m] and Y=Y[1 : n] are stored in the processors:  

X[i] is in P(i) (i=1,2,…m) and Y[j] in P(j) (j=1,2,…,n). 
Output :  The length of LCS of X and Y is in d[n] of P(n). 
01 for  j  1  to  n  pardo           // Initialize the length array d[] 
02     d[ j]  0      // P(j) does 
03 end for 
04 for  i  1  to  m  do 
05     P(i) broadcast X[i] to all processors in the array. 
06     for  j  1  to  n  pardo        //Compute e[j]  
07         e[j]  (X[i]=Y[j])  //P(j) computes e[j] using X[i] and Y[j] stored in P(j) 
08     end for 
09     for  j  1  to  n  pardo        // Initialize q[] 
10         q[j]  0   // P(j) initializes the register q[j] 0 
11     end for 
12     for  j  1  to  n-1  pardo      //One–to-One 
13         q[j+1]  d[j]    //P(j) sends d[j] to P(j+1), and P(j+1) stores d[j] as q[j+1] 
14     end for 
15     for  j  1  to  n  pardo       //Compute d[j] where e[j] = 1 
16         if  e[j] = 1  then  d[j]  q[j] + 1  // P(j) does 
17     end for 
18     for  j  1  to  n  pardo       //Re-initialize q[] 
19         q[j]  d[j]    // P(j) does 
20     end for 
21     for  j  1  to  n  pardo       //Compress 
22         if  e[j] = 1  then   
23             P(j) is a critical processor, denote the kth critical processor as P(jk).  

            P(jk) (k=1,2,…,r) compress the index jk and store jk in P(N-1-r+k). 
24         end if 
25     end for 
26     for  k  2  to  r  pardo      //One–to-One 
27         P(N-1-r+k) sends jk to P(N-1-r+k-1), hence P(N-1-r+k-1) holds jk-1 and jk  
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28     end for 
29     for  k  1  to  r  pardo      //One–to-One 
30         P(N-1-r+k) sends the index jk+1 to P(jk) , where we let jr+1 be n + 1. 
31     end for 
32     for  k  1  to  r  pardo      // Multicasting 
33         //Critical processor P(jk) broadcasts the value of q[jk] to q[j]  

         //for all j’s satisfying jk  j < jk+1. 
                    q[jk], q[jk+1], …, q[jk+1-1]  q[jk] 
34     end for 
35     for  j  1  to  n  pardo       //Compute d[] 
36         d[j]  max{d[j], q[j]}       // P(j) does 
37     end for 
38 end for 
39 return d[n] 

3.2   Complexity Analysis of the PLCS Algorithm 

For the two sequences of sequence X = X[1 : m] and Y = Y[1 : n] (m  n), it is obvious 
that the algorithm above uses n processors in the array. In each processor, only con-
stant number of registers is required.  

Next we show time complexity of the algorithm is O(m) using n processors. In the 
algorithm, lines 1-3 are simply operation of assignment which takes O(1) time. In 
each iteration of the i-loop, line 5 is a primitive operation of broadcast which takes 
O(1) time. In lines 6-8 every processor computes the e[j] in parallel, obviously this 
also requires O(1) time. Lines 12-14, lines 26- 28 and lines 29-31 consist of primitive 
operations of one-to-one communication, they also take O(1) time. Lines 21-24 use a 
compress operation which requires O(1) time. Lines 32-34 use a multicasting opera-
tion which also requires O(1) time. The other lines are simply operations of assign-
ment which require O(1) time. Therefore, the time complexity of each i-loop is O(1). 
Since the algorithm can be completed after m iterations of i-loops, time complexity of 
algorithm is O(m).  Therefore, time-area cost of the algorithm is O(mn) which is op-
timal for a parallel algorithm to computes the length of the two sequences with 
lengths of m and n .  

4   Scalability of the Parallel Algorithm 

While speed is an important motivation of parallel computing, there is another issue in 
realistic parallel computing, namely, scalability, which measures the ability to main-
tain speedup linearly proportional to the number of processors. It is less practical to 
build an LARPBS system with n processors. For a system with fixed size, a large 
sequence should be partitioned into subsequences to fit into the fix-sized array. We 
say that a parallel algorithm is scalable in the range [p1, p2], if linear speedup can be 
achieved for all p1 p  p2. In the other words, suppose the time complexity of a scal-
able parallel algorithm be presented as O(T(n)) using p processors where n is the size 
of the problem, for some constant r great then 0, if p/r processors are used, the time 
complexity must be rO(T(n)). Now we show that for 1  r  n, our algorithm is scal-
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able, namely, in case the number of processors is p(1 p n), the algorithm can be 
implemented in O(mn/p) time.  

To implement the algorithm in p(1 p n) processors, we first partition and store the 
elements of sequences X and Y into the processors. Assuming  N = ceil(n / p),  each 
processor has N registers to store the elements of X, here ‘ceil’ is the ceiling function. 
Denote the hth such register in P(g) as X[g, h]. The element X[i] is stored into X[g, h], 
here g = (i-1) mod p +1, and h = ceil(i / p). Elements of sequence Y are stored in the M 
registers for Y of the processors in the same way, here M = ceil(m/p). Similarly each 
processor has N registers for each of the variables d, q and e. Denote the hth such 
registers in P(g) as d[g ,h], q[g, h] and e[g, h] respectively. 

Algorithm  SPLCS         //Scalable Parallel Algorithm for the LCS Problem 
Input :  sequence X=X[1 : m] and Y=Y[1 : n] are stored in the processors, each proces-

sor has N of X elements and M of Y elements stored. In processor P(p), set 
d[p, 0] = 0. 

Output : d[(n-1) mod p +1, N] of P((n-1) mod p +1) 
01 M ceil(m / p), N ceil(n / p)  
02 for  h  1  to  N  do        
03     for  g  1  to  p  pardo 
04         d[g, h]  0 
05     end for 
06 end for 
07 for  i  1  to  m  do 
08     gi  (i-1) mod p +1,  hi  ceil(i / p)  
09     P(gi) broadcasts X[gi, hi] to all processors in the array, and X[gi, hi] is 
               stored in register Xt[g] of P(g ) (g = 1,2,…,p).  
10     for  h  1  to  N  do        
11         for  g  1  to  p  pardo 
12             e[g, h]  (Xt[g] = Y[g, h])      
13         end for 
14     end for 
15     for  h  1  to  N  do 
16         for  g  1  to  p  pardo 
17             q[(g mod p) · g + 1, h]  d[g, h- g/p]      
18         end for 
19     end for 
20     for  h  1  to  N  do 
21         for  g  1  to  p  pardo 
22             if  e[g, h] = 1  then  d[g, h]  q[g, h] + 1     
23         end for 
24     end for 
25     for  h  1  to  N  do 
26         for  g  1  to  p  pardo 
27             q[g, h]  d[g, h] 
28         end for 
29     end for 
30     for  h  1  to  N  do 
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31         P(p) sends d[p, h-1] to q[1, h] of P(1) 
32         q[1, h]  max{q[1, h], d[1, h]},  e[1, h]  1 
33         for  g  1  to  p  pardo 
34             if  e[g, h] = 1  then 
35                 P(g) is a critical processor. Denote the kth critical processor as P(jk). 

                P(jk) (k=1,2,…, rh) compress the index jk and store jk in P(p-1- rh +k). 
36             end if  
37         end for 
38         for  k  2  to  rh  pardo      //One–to-One 
39             P(p-1-rh+k) sends jk to P(p-1- rh+k-1) 
40         end for 
41         for  k  1  to  rh  pardo      //One–to-One 
42             P(p-1-rh+k) sends the index jk+1 to P(jk) , here we let jrh+1 be p+1. 
43         end for 
44         for  k  1  to  rh  pardo      // Multicasting 
45             // Critical processor P(jk) broadcasts the value of q[jk, h] to q[j, h] for 

 all j’s satisfying  jk  j < jk+1.  
         q[jk, h], q[jk+1, h], …, q[jk+1-1, h]  q[jk, h] 

46         end for 
47         for  g  1  to  p  pardo       //Compute d[: , h] 
48             d[g, h]  max{d[g, h], q[g, h]}       // P(g) does 
49         end for 
50     end for  // of  Line 30 
51 end for  // of  Line 3 
52 return d[(n-1) mod p +1, N] 

4.1   Complexity Analysis of the SPLCS Algorithm 

In each iteration of the i-loop in the algorithm, each of lines 1 and 8 takes only O(1) 
time, and line 9 is a primitive operation of broadcast which takes O(1) time. Lines 2-6 
sequentially execute the h-loop. Obviously each execution of its loop body also re-
quires O(1) time. Since the body of h-loop is executed for N different h values, lines 
2-6 takes O(N) time. Similarly, it is obvious that lines 10-29 also requires O(N) time. 
Lines 30-50 is also a h-loop for N different h values. In the body of the loop, lines 38-
43 consist of primitive operations of one-to-one communication, and can be executed 
in O(1) time. Lines 44-46 use a multicasting operation which requires O(1) time. 
Therefore lines 30-50 also requires O(N) time. Since the algorithm can be completed 
after m iterations of i-loops, time complexity of the algorithm is O(Nm) = O(mn/p), 
here the number of processors p satisfies 1  p  max{m,n}. Therefore, time-area cost 
of the algorithm is also O(mn) which is optimal for two sequences with lengths of m 
and n. Comparisons of the cost of our algorithm with that of other parallel algorithms 
are shown in Table 1. It is obvious that our algorithm has the least time-area cost and 
hence the highest efficiency. 
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Table 1. Comparisons of our algorithm with that of other parallel algorithms 

Algorithm 
Number of 

processors 
Time 

complexity 
Time-area 

cost 
Robert et al [14] m(m+1) n+5m O(m3+m2n) 

Chang et al [6] mn 4n+2m O(m2n +mn2) 
Luce et al [7] m(m+1)/2 n+3m+q O(m3+m2n) 

Freschi et al [8] M+N O(m+n) O((M+N)(m+n)) 
Ours m O(n) O(mn) 
Ours n O(m) O(mn) 
Ours 1  p  max{m,n} O(mn/p) O(mn) 

5   Conclusions 

In this paper, we present a parallel algorithm on LARPBS for computing the length of 
the longest common subsequence of two given sequences. For two sequences of 
lengths m and n, the algorithm uses p processors for 1  p  max{m,n} and costs 
O(mn/p) computation time by using the method of row iteration instead of traditional 
diagonal iteration. Time-area cost of our algorithm is O(mn) which reaches optimal, 
and space cost is O((m+n)/p) which also reaches optimal. Therefore it is superior to 
the other parallel algorithms in systolic array [6][7][8][14] in the aspect of efficiency. 
We also show this algorithm is scalable, namely, when the number of processors is p 
satisfying 1  p  max{m,n} time complexity is O(mn/p). These algorithms can be 
modified to compute the edit distance so as to speed up the process of sequences 
alignment which is useful in bioinformatics.  
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Abstract. In this paper, we propose a computational method for esti-
mating gene networks by the Boolean network model. The Boolean net-
works have some practical problems in analyzing DNA microarray gene
expression data: One is the choice of threshold value for discretization
of gene expression data, since expression data take continuous variables.
The other problem is that it is often the case that the optimal gene
network is not determined uniquely and it is difficult to choose the op-
timal one from the candidates by using expression data only. To solve
these problems, we use the binding location data produced by Lee et
al. [8] together with expression data and illustrate a strategy to decide
the optimal threshold and gene network. To show the effectiveness of the
proposed method, we analyze Saccharomyces cerevisiae cell cycle gene
expression data as a real application.

1 Introduction

Using gene expression data measured by microarrays, estimating gene networks
has received considerable attention in the field of bioinformatics. Boolean net-
works [1, 10] are a mathematical model for representing causal relationships be-
tween variables. While the Boolean network model succeeded in estimating gene
regulations from expression data in many cases, some practical problems still
remain to be solved: (1) Boolean network models require expression data to be
discretized into binary values and the threshold of the discretization could affect
the resulting gene networks. (2) Boolean network models often suggest a number
of gene networks as optimal. However, it is difficult to determine the optimal
gene network from the candidates by using expression data only. In this paper,
we address the above two issues by using the binding location data observed by
Lee et al. [8] together with expression data.

The choice of the threshold for discretization of expression data is an essential
problem for the Boolean network modeling. Therefore, we have to choose an
appropriate threshold, or the estimated gene network is not reliable. The mutual
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information is sometimes used for selecting the parent set for each gene in the
context of Boolean networks [9]. However, we cannot use the mutual information
for the threshold selection, because it can only evaluate the goodness of the
parent sets for given binarized expression data. Therefore, we newly define a
score function for choosing the optimal threshold based on the binding location
data. After determining the optimal value of the threshold, we obtain the optimal
gene network that gives the best fitting to the expression data and the binding
location data. We demonstrate the proposed method by using the Saccharomyces
cerevisiae cell cycle gene expression data of Spellman et al. [13] and estimate a
cell cycle-related gene network.

2 Estimation of Gene Networks

2.1 Boolean Networks and Best-Fit Extension

For using the Boolean network model, we need to discretize expression data
into binary values by a threshold. We convert an expression value x to 1 for
|x| ≥ θ, or 0 for |x| < θ, where θ is a threshold for discretization. That is,
genes with expression values greater than θ or less than −θ are considered as
significantly changed. A Boolean network model is constructed based on this
binarized expression data.

In the Boolean network modeling, Shmulevich et al. [11] provides a useful
framework for estimating gene networks in the context of the best-fit extension
problem, which is originally defined by Boros et al. [2]. We call that algorithm
the best-fit extension algorithm. In this paper, we first apply the best-fit exten-
sion algorithm to the binarized expression data. We briefly explain the best-fit
extension algorithm: Let fi be a Boolean function that models the values of the
ith gene, gi, depending on the expression pattern of its parents, i.e. formally
fi(v) = 1 or 0 for v ∈ {0, 1}Ki , where Ki is the number of parent genes of gi.
First, we construct the set of positive expression patterns Ti and the set of neg-
ative expression patterns Fi for gi from the binarized expression data, where a
Boolean function fi is expected to take 1 or 0 for an expression pattern included
in Ti or Fi, respectively. Next, for each fi, we can define the set Ti(fi) of expres-
sion patterns, called the true set, that fi takes 1 for an expression pattern of
Ti(fi). The false set Fi(fi) can also be defined by the expression patterns that
fi takes 0. The loss function ε(fi) for selecting the Boolean function fi and the
parent genes of gi is defined by

ε(fi) = |Ti(fi) ∩ Fi|+ |Fi(fi) ∩ Ti|, (1)

where |A| is the number of elements of the set A. We can choose the optimal
parents of gi and the Boolean function fi by minimizing ε(fi). Note that it is a
possible case that we find more than one set of parents that give the minimum
ε(fi) [7]. Moreover, it is possible that we obtain different results from the best-fit
extension algorithm for different thresholds for discretization. In the next section,
we describe a strategy for choosing the best parents and optimal threshold for
discretization.
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2.2 Scoring Estimated Gene Networks

The best-fit extension algorithm often gives more than one set of parent genes as
optimal for each gene. Let Paj(i) be the jth parent set of gi, where i = 1, . . . , p
and j = 1, . . . , mi, and let p(gk, gl) be the p-value of the relationship “gl → gk”
given by the binding location data. The best-fit extension algorithm chooses
the best parent set for gi in terms of the loss function ε(fi) defined in the
previous section. Therefore, we can divide the model estimation process into the
optimization of each local structure defined by a gene and its direct parents.
Hence, the score function SBLD(θ) (Score based on Binding Location Data) for
evaluating the threshold for discretization of expression data

SBLD(θ) =
p∑

i=1

si(θ), (2)

where we define the local score si(θ) that is related to gi and its parents by

si(θ) =
1

mi

mi∑
j=1

∑
g∈Paj(i)

ψ(α− β log10 p(gi, g)) (3)

with ψ(x) = 1/{1 + exp(−x)}. Here, α and β are parameters (β > 0). The
logistic function ψ(x) can be regarded as a transformation of the p-value to
the posterior probability of the edge “g → gi” conditional on p(gi, g), that is
Pr[“g→ gi”|p(gi, g)].

Note that we can define the optimal parent set P̂a(i) of gi by

P̂a(i) = argmaxPaj(i){
∑

g∈Paj(i)

ψ(α− β log10 p(gi, g))} (4)

and
∑

g∈P̂a(i)
ψ(α− β log10 p(gi, g)) can be considered as an alternative of si(θ).

However, it is a possible case that the difference between the optimal parents
and nearly optimal parents is not significant. For such a case, to obtain a more
robust choice of θ, we average

∑
g∈Paj(i)

ψ(α − β log10 p(gi, g)) against possi-
ble Paj(i). Therefore, the score function si(θ) defined in (3) can be consid-
ered as the averaged score when we set the equal probability to all possible
Paj(i). In addition, by using the logistic function ψ(x), we do not need to con-
sider the threshold for the p-value because ψ(x) is a continuous function. It
should be noted that the p-value p(gi, gj) is not available when gj is not a
transcription factor kept in the binding location data. In such a case, we use
ψ(α − β log10 p(gi, gj)) = λ|ρR(gi, gj)|, where ρR(gi, gj) is Pearson’s correlation
between (xi(2), ..., xi(T )) and (xj(1), ..., xj(T − 1)) and λ (0 ≤ λ ≤ 1) is a
parameter. Here xi(t) is the original expression value of gi at time t.

By using the score function SBLD(θ) defined above, we can describe an algo-
rithm for selecting the optimal threshold θ and gene network G as follows:
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Threshold Selection Step
Step 1 Discretize expression data by a threshold θ.
Step 2 Choose the parent sets Paj(i) for each gi by the best-fit extension algo-

rithm.
Step 3 Compute SBLD(θ) by (2) and (3).
Step 4 Repeat from Step 1 to Step 3 for each θ at a suitable interval.
Step 5 Choose the optimal threshold θ̂ that gives the largest SBLD(θ) in Step 4.

Network Construction Step
Step 6 Construct the parent sets Paj(i) of gi for the binarized expression data

against the optimal threshold θ̂ by the best-fit extension algorithm.
Step 7 Choose the optimal parent set P̂a(i) from the parent sets Paj(i) in Step 6

by (4).
Step 8 Repeat Step 6 and Step 7 for all genes.
Step 9 The optimal gene network is constructed by connecting each optimal

local structure L̂i defined by gi and P̂a(i).

2.3 Computational Complexity

Lähdesmäki et al. [7] proved that the best-fit extension problem with p genes
and k parents is solvable in

O

((
p

k

)
· p · poly(k) ·N

)
time, where N is the number of microarrays and poly(k) is some polynomial of
k. Although the threshold θ may be any real number, the number of candidates
can be limited to pN , since N time course microarrays with p genes has only
pN expression values.

Therefore solving the best-fit extension problem for all possible θ can be
done in O(

(
p
k

) · p2 · poly(k) ·N2) time. Calculations for each gene and threshold
are independent of each other, and the algorithm can easily be made to utilize
multiple processors for parallel computation. In the experiment of Section 3
(p = 52, k = 3, N = 32), about 13 minutes were needed for a given threshold
(Sun Fire 15K, 96CPUs, 1.2GHz).

3 Real Data Example

We analyze Saccharomyces cerevisiae cell cycle gene expression data collected by
Spellman et al. [13]. In this analysis, we use 34 time course microarray data of α
factor arrest and elutriation, because the other data contain many missing values.
In the binding location data, 106 genes are considered as the transcription factors
and the p-values are observed for each relationship between a transcription factor
and the other gene. At first, we choose transcription factors from the above
106 genes that are also categorized as the cell cycle related genes defined by
Spellman et al. [13]. This gives us 14 genes, ACE2, ASH1, CHA4, FKH1, GCR1,
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Fig. 1. (Left) Conversion of the p-values given in the binding location data into the

scores by the logistic function. (Right) The result of the threshold selection step. Y-axis

is the score of the network based on binding location data for each θ

PHD1, RAP1, RME1, SRD1, STB1, STP2, SWI4, SWI5 and YFL044C, as the
transcription factors. Next, we collected three genes with the smallest p-value
against each transcription factor listed above. As a result, 52 genes were selected
to be analyzed. The purpose of this analysis is to construct a gene network among
these 52 genes and to decide the threshold for expression data. The parameters
α and β are set so that ψ takes 0.94 for p = 10−3 and 0.001 for p = 1.0. The
rationale for choosing these parameters are: (1) It is thought that 94% of gene
pairs which have a p-value less than 0.001 interact with each other [8]. (2) We
assume that two genes do not interact when the p-value equals to 1.00, and
let ψ take a value close to 0 (0.001) when p = 1.00. Figure 1 (left) shows the
logistic function in this parameter set. Each circle is the conversion of p-values
between each transcription factor and its selected genes. The parameter λ is set
to 0.867 which is the minimum value of ψ(α−β log10(gTF(j), gTOP(j))) for all j,
where gTF(j) is the jth transcription factor and gTOP(j) is the gene which has
the minimum p-value for gTF(j). This is because regulations supported by the
binding location data are more reliable than those supported by the correlation
of expressions.

Figure 1 (Right) shows the values of score function SBLD(θ) for candidate val-
ues of the threshold θ. Since expression data are normalized for each gene, it does
not make sense that almost all genes have significantly changed. Therefore, the
minimum θ is set to 0.335 so that the number of 1’s in the binarized expression
data is less than 90%. We observe that the optimal threshold θ̂ = 0.802 from Fig-
ure 1. Figure 2 represents the resulting gene network obtained by the proposed
method. The 14 transcription factors are shown by red nodes. Note that the thick
edges are from transcription factors to transcription factors, the thin solid edges
are from transcription factors to non-transcription factor genes, and the dotted
lines are from non-transcription factor genes to any gene. In the estimated net-
work, there exist many interesting facts. First, most of the transcription factors
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Fig. 2. The resulting network estimated by the proposed method

have many outgoing edges, and this fact agrees with real biological processes.
Second, in the estimated network, SWI4 (one component of SBF) is a parent
of STB1. This relationship is suggested by Costanzo et al. [4] and Ho et al. [6].
Third, it seems to be plausible that SWI5 is upstream of RME1 according to the
previous work [5]. Fourth, there is a relationship “SWI5 → VIK1 → ACE2” in
the estimated network. SWI5 and ACE2 are M/G1 phase specific genes [5], and
VIK1 is known to have the microtubule motor activity [3]. Therefore this rela-
tionship may be correct. We expect that the estimated network contains other
biologically meaningful relationships of true regulatory mechanisms.

Shmulevich and Zhang [12] proposed a method for binarizing expression data.
An advantage of their method is that the threshold can be set for each gene. Their
method is based on expression data only, and transcriptional information is not
considered. For evaluating the proposed method, we obtained SBLD(θ) = 31.738
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for expression data binarized by the method of Shmulevich and Zhang [12]. On
the other hand, our method obtained SBLD(θ) = 36.241. Of course, this result
cannot claim that our method is better than Shmulevich and Zhang [12]’s method
because our method uses the binding location data for model learning. We can,
however, conclude that the proposed method works well in practice.

4 Discussion

In this paper, we proposed a novel strategy to construct Boolean networks aimed
at estimating gene networks based on expression data and binding location data.
The choices of the threshold for discretization of expression data and the optimal
parent set for each gene can be regarded as essential problems in the Boolean
network modeling. By using the binding location data, we newly defined a score
function so that we can choose the optimal threshold and the parent set for each
gene. A real example showed that the effectiveness of the proposed method and
we succeeded in estimating a reliable gene network.

We consider the following problems as our future works: (1) In our score func-
tion SBLD(θ), if a gene that is not a transcription factor is selected as a parent,
we simply put the correlation between genes to the score function. However, we
could establish a method to calculate the value of the score function in such a
case by using other types of genomic data. (2) For selecting the optimal par-
ent set for each gene, we used an exhaustive search method that calculates the
score function for all possible parent sets. Therefore, when the number of genes
we analyze is large, the computational time for constructing a gene network is
a problem in practice. We would like to discuss these problems in our future
paper.
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Abstract. In this paper, we propose an efficient method based on spectral 
analysis for matching and retrieval of gene expression time series data. In this 
technique, we decompose a gene expression time series into a set of spectral 
components. The spectral parameters can then be used to compute the correla-
tion between the expression data for a pair of genes using a closed-form 
mathematical equation. This method provides a reliable similarity metric for the 
comparison of gene expression data and can be used for efficient data retrieval. 

1   Introduction 

Massive amount of gene expression data can be produced in DNA microarray ex-
periments. Analysis of these data is a challenging problem [1-5]. In this paper, we 
focus on gene expression time series data. These data are commonly called discrete-
time signals in signal processing. Spectral analysis has been used successfully in 
many applications, such as speech and music signal processing, wireless communica-
tions, ECG and EEG data analysis, and medical image reconstruction [6-9]. We dem-
onstrate in this paper that parametric spectral estimation can also be used for gene 
expression time series data matching and retrieval effectively. 

An important problem in microarray data analysis is how to compare two sets of 
gene expression data. For example, in data mining, we may have a given gene expres-
sion time series as a key and need to search for all expression data in a database that 
are similar to the key. Thus, we need a similarity metric to compare gene expression 
data. Commonly used similarity metrics include the Pearson correlation coefficient 
and the Euclidian distance. We show in Section 2 that the two metrics are in fact 
equivalent for normalized data. Due to noise and phase difference, the Pearson corre-
lation coefficient and the Euclidian distance do not work reliably and we need to find 
better similarity metrics. 

Several methods have been proposed to compare gene expression data more accu-
rately. Aach and Church have developed an algorithm to compute the distance be-
tween two gene expression time series based on time warping [10]. The basic idea is 
to allow two waveforms to be expanded or contracted locally along the time axis to 
produce an optimal matching between them. This is often called flexible or elastic 
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pattern matching and has been used in speech and handwriting recognition exten-
sively. Filkov, Skiena and Zhi have introduced an edge detection method to filter the 
data and detect the edges, which are defined as piece-wise linear and monotonic seg-
ments, in a gene expression waveform [11]. The edge information is then used to 
match a pair of gene expression time series. Kwan, Hoos and Ng have developed an 
event based method to compare gene expression time series data based on the wave-
form slope information [12]. Their algorithm segments a gene expression waveform 
into rising (R), falling (F), and constant (C) regions. In this way, the problem of com-
paring two gene expression time series becomes one of alignment of event strings, 
which is similar to DNA or protein sequence alignment and can be solved efficiently 
based on dynamic programming. Ji and Tan have recently proposed a method to 
transform a gene expression time series data matrix to a slope matrix, which contains 
the information about temporal expression value changes, including increase, de-
crease or unchanged [13]. The slope information is then used to generate so-called q-
clusters, each of which contains genes with similar expression patterns over q con-
secutive conditions. The q-clusters are then used to analyze the co-regulations be-
tween genes and gene clusters. They have also shown successful application of the 
slope information to mining gene expression data for positive and negative co-
regulated gene clusters [14]. 

We have recently developed a spectral analysis based method for gene expression 
data comparison [15]. In our method, an expression time series is represented as the 
sum of spectral components and the correlation is measured component-wise. In our 
method, each spectral component is completely described by four parameters, its 
amplitude, phase, damping rate and frequency and we can calculate the correlation 
between two spectral components by setting the phase to zero. This effectively solves 
the phase shift problem for similar waveform shapes.  

In this paper, we extend our spectral analysis based method and introduce a 
closed-form mathematical solution for the correlation between spectral components. 
This new solution makes the similarity computation very fast. In addition, the new 
solution has several advantages. It can extrapolate gene expression time series and can 
match data obtained with different sampling rates and data lengths. The method can 
be used to design efficient gene expression data matching and retrieval algorithms. 

The remaining parts of the paper are organized as follows. In Section 2, we dis-
cuss the Pearson correlation coefficient and its limitation. In Section 3, we review the 
spectral component-wise correlation technique. Section 4 presents a fast method for 
computing the component-wise correlation and Section 5 develops an algorithm for 
data retrieval based on spectral parameters. Section 6 shows our experimental results 
on a database of expression data from genes with regulatory relations and Section 7 
concludes the paper. 

2   The Pearson Correlation Coefficient and Its Limitation 

Assume that the expression time series data of two genes a and b are represented by 
two vectors:  

[ ]T
aaaa Nxxx  ]1[]1[]0[ −=x   

. 
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and  

[ ]T
bbbb Nxxx  ]1[]1[]0[ −=x  

where N is the number of sampled data points measured along the time axis. The 
Pearson correlation coefficient between these two vectors is defined as: 
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are means values of the elements in xa and xb respectively.  
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which are the variance of the elements in xa and xb respectively. It can be proven that 
Equation (1) can be rewritten as 
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is the Euclidian distance between the mean removed and variance normalized version 
of xa and xb. 

Equation (4) shows the relationship between the Pearson correlation coefficient 
and the Euclidian distance between two vectors. Geometrically, 

( ) ),(cos, ba
baR θ=xx , where ),( baθ  is the angle between two vectors while 

( )baD xx ,  measures the distance between the end points of two vectors (Figure 1). 

Clearly, if the two vectors are normalized, when the angle is ),( baθ is small, the Pear-

son correlation coefficient ( )baR xx ,  is large and the distance ( )baD xx ,  is small, 

and vice versa. Because of the close relationship between ( )baR xx ,  and 

( )baD xx , , we will only consider ( )baR xx ,  in the rest of the paper. 
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( )baR xx ,  measures the closeness of two vectors in terms of the angle between 

them. It works well only if the vector elements are aligned. As an example, let us 
consider N = 6, and the following five vectors: 

[ ]T 
1 000121 −=x , [ ]T 

2 000121 −=x , 

[ ]T 
3 001210 −=x , [ ]T 

4 012100 −=x , 

[ ]T 
5 121000 −=x . 

The five vectors represent the shifted versions of the same waveform. We have 

( ) 1, 21 =xxR , ( ) 667.0, 31 −=xxR , ( ) 167.0, 41 =xxR , ( ) 0, 51 =xxR . We 

can see that a shift of the waveform can dramatically change the value of the Pearson 
correlation coefficient. 

Fig. 1. Geometric meanings of the Pearson correlation coefficient and the Euclidian distance 
between two vectors. 

In gene expression time series analysis, we consider two genes have similar func-
tions or a regulatory relation when they have similar expression waveforms. The time 
delay between the waveforms may determine whether the two genes are an activation 
or inhibition pair, but whether two genes form a regulatory pair should depend on the 
similarity of the waveform shapes and is independent of the time delay between them. 
One may ask why we do not just shift a time series for all possible time units relative 
to the other time series, compute the correlation between the two time series and find 
the maximum correlation value among all shift distances. For example, we can shift 
the elements in x5 to the left by three units, ignore the non-overlapping samples, and 
then compute the Pearson correlation coefficient between x1 and x5. The correlation 
coefficient will now become 1. This approach has two disadvantages. Firstly, if we 
shift one time series relative to the other, the number of overlapping samples will be 
reduced and the computation becomes more noise prone and less reliable. Secondly, it 
may produce an erroneous result. For example, if we shift one arbitrary time series by 
N − 1 points against another arbitrary time series so that there is only one point over-
lapping in two time series, then the Pearson correlation coefficient is always 1 as long 
as the overlapping samples are nonzero and non-overlapping points are ignored. 

As discussed above, the Pearson correlation coefficient is strongly affected by the 
alignment of waveforms along the time axis, and thus it does not produce reliable 

B xa 
xb 

A 

θ (a,b)
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results for gene expression time series analysis. Clearly an improved similarity metric 
is needed. 

3   Spectral Component Correlation 

To solve the alignment problem between two waveforms, we decompose a time series 
into a set of spectral components and set the phase of these components to zero before 
computing the correlations among them. Let 
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then it can be shown that the following equations hold [7-9,15] 
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where )21( Kkpk ≤≤  are coefficients of the following polynomial 
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Equation (7) represents the autoregressive (AR) model of the time series x[n]. The 
matrix equation consists of all linear prediction equations for the time series. The 

damping rates kσ and frequencies kω , where kkkz ωσ += , in Equation (6) can 

be determined from the roots of the polynomial in Equation (8) after we obtain pk 

from Equation (7). Once kz  are known, Equation (6) can be rewritten as another set 

of linear equations for different n values and we can then find kc  from these equa-

tions. 

Because x[n] is a real-valued sequence, kz and kc  must occur in complex conju-

gate pairs. Let kj
kk ec ϕα= , then Equations (6) becomes 
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where kα and kϕ are respectively the amplitude and phase of the k-th spectral com-

ponent 
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  ( )kk
n

kk
k nenx k ϕαϕ += cos];[)(        (10) 

Now we can compute the correlation between two gene expression time series in 
terms of spectral components. Let 
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which are component vectors of ];[)(
i

i
a nx ϕ  and ];[)(

k
k

b nx ϕ  respectively with their 

phases set to zero. We define the spectral component based similarity or simply spec-
tral similarity between two gene expression time series xa and xb as 
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where Tα  stands for the spectral component amplitude threshold. The thresholding 

operation is used to remove noisy components, which will be further discussed in 
Section 5. 

4   Fast Algorithm for Computing Spectral Component Correlation 

The parametric representation of a gene expression time series in Equations (9) and 
(10) makes it possible to extract the phase information. We can solve the time align-
ment problem by setting the phases to zero before computing the correlation between 
two spectral components. Another advantage of this representation is that we can 
extrapolate the time series. Although a microarray can accommodate a lot of genes in 
an experiment, only a small number of data points are measured along the time axis 
because it is very costly to conduct an experiment. However, Equations (9) and (10) 
represent a time series using a parametric model and we can extrapolate the expres-
sion values for n ≥ N based on the equations. In fact, Equations (9) and (10) can be 
considered as discrete versions of continuous signals or functions, which will be ana-
lyzed below. 

Now we consider continuous representations of Equations (9) and (10). In order to 
avoid too many notations, we use x[n] to represent a discrete-time signal or a se-
quence, x(t) to represent its corresponding continuous signal or function, and 

( )baR xx ,  to represent the Pearson correlation coefficient between either the discrete 

signals or the continuous signals, depending on the context. The continuous functions 
corresponding to Equations (9) and (1) can be written as 
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The Pearson correlation coefficient between two continuous functions xa(t) and 
xb(t) is defined as 
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Strictly speaking, Equation (16) is different from Equation (1) in the sense that the 
mean values of xa(t) and xb(t) are not removed before computing the correlation. 
There are two reasons for neglecting the means values. Firstly, each of the three inte-
grations in Equation (16) becomes infinity if we subtract mean values from xa(t) and 
xb(t) unless the means are equal to zero since the time variable t goes from 0 to ∞. 
Secondly, if we neglect the damping rate, each spectral component in Equations (14) 
and (15) indeed has zero mean. 

Let us consider two continuous spectral components, corresponding to the discrete 
representations in Equations (11) and (12) 
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The Pearson correlation coefficient between these components is 
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The above equation has a closed-form solution and it can be proven that 
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The Pearson correlation coefficient between the two spectral components can now 
be computed easily in terms of their damping rates and frequencies. Note that the 
correlation coefficient is independent of the amplitudes of the components because of 
the variance normalization. 
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We can see now that in addition to providing easy time alignment and data ex-
trapolation of gene expression time series, spectral representation also makes the 
computation of correlation between two time series very efficient. These properties 
have useful applications to data matching and retrieval, which will be discussed in the 
next section. 

5   Data Retrieval Based on Spectral Information 

The spectral correlation technique and the fast algorithm discussed above have useful 
applications in gene expression time series analysis. Here we focus on the problem of 
data comparison and retrieval. An important scenario is that we are given a time series 
and need to compare it with those stored in a database and find all similar ones. To 
make the time series search efficient, we can decompose each time series in the data-
base into spectral components and store their parameters. For the given time series, 
we compute its spectral parameters as well. Then to find similar time series in the 
database, we only need to compute the correlation coefficients based on Equation (17) 
and the similarity measure based on Equation (13). 

The time series comparison and retrieval procedure based on spectral information 
discussed above is applicable to data obtained with different sampling rates and dif-
ferent sequence lengths. For example, assume that xa[n] and xb[n] have Na and Nb 
samples and are obtained with sampling rates Δta and Δtb respectively. We cannot 
compute the Pearson correlation coefficient between these two time series based on 
Equation (1) directly. However, different expression data sampling schema do not 
pose a problem for computing the spectral correlation. Firstly, although the time se-
ries lengths (Na and Nb) affect the accuracy of spectral parameter estimation, they are 

irrelevant to ( ))()( , k
b

i
aR xx  in Equation (17). That is, we only need the spectral 

parameters themselves, not the data lengths, to compute the correlation between two 
spectral components. Secondly, we can normalize the spectral parameters to take into 
account of different sampling rates. In this case, we modify Equation (17) as 
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We need to select two key parameters in implementing the spectral correlation al-
gorithm.  The first parameter is K, the number of spectral components in a time series. 

The second one is Tα , the threshold for spectral component magnitude. For K 
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 spectral components, the order of linear prediction (the number of prediction coeffi-
cients or the number of variables) in Equation (7) must be 2K. The number of linear 
prediction equations is then N – 2K. When the number of equations equals to the 
number of variables, that is, N – 2K = 2K, or  

4

N
K =          (19) 

Equation (7) has a unique solution. In practice, because of noise, we often want 
the number of equations to be greater than the number of variables and the equations 
can be solved using the least squares error (LSE) algorithm. On the other hand, we 
want K to be as large as possible. A large prediction order will produce so-called 
extraneous poles and make the AR model more accurate [7-9]. In practice, we cannot 
choose a large K because N is often small. For example, N = 18 for the alpha dataset 
and N = 17 for the cdc28 dataset respectively [2,3,11]. We choose K = 4 for both 
datasets. For the amplitude threshold for each time series, we choose 

   max05.0 αα =T         (20) 

where maxα  is the maximum spectral component amplitude for the time series. 

We summarize below the steps needed for data retrieval: 

(1) Use Equation (7) to estimate kσ  and kω , and Equation (6) to estimate kα  and 

kϕ  for each gene expression time series in the database and add these parame-

ters to the database. 

(2) For an input time series, estimate the same set of parameters, iσ , iω , iα  and 

iϕ . 

(3) Set the phases of all spectral components to zero. 

(4) Remove all spectral components with amplitudes kα  and iα  less than Tα . 

(5) For each spectral component i of the input gene expression time series, for each 
gene expression time series in the database, and for each spectral component k of 
the time series in the database, compute the correlation coefficient based on 
Equation (17) or (18). 

(6) Compute the spectral similarity between the input gene expression time series 
and a time series from the database based on Equation (13). That is, find the 
maximum correlation value among all pairs of spectral components between the 
input time series and the time series from the database. 

(7) Accept a time series from the database as a similar one to the input time series if 
the similarity measure in Equation (13) is greater than 0.5. 

Repeat Steps (5) to (7) until the input time series is compared with all time series in 
the database. 
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6   Experiment Results 

We have used the regulatory gene pairs from [11] to carry out data comparison and 
retrieval experiments. The gene pairs are extracted by a biologist from the Cho and 
Spellman alpha and cdc28 datasets [2,3,11]. The purpose of our experiments is to test 
our spectral similarity metric for data retrieval. A retrieval works well if for a given 
input gene expression time series, expression time series from the genes that have 
regulatory relations with the input gene are retrieved. We consider two genes have a 
regulatory relation if the spectral similarity between their expression time series is 
greater than 0.5. 

Two examples are shown in Table 1. In the first experiment, we use gene 
YGL055W in the alpha dataset as an input. All genes with regulatory relations with 
the input gene, which are reported in [11], are retrieved, that is, the spectral similarity 
measure defined in Equation (13) is greater than 0.5 for expression time series of all 
retrieved genes. In the second experiment, we use YFL026W in the cdc28 dataset as 
an input gene and can also retrieve all genes that have regulatory relations with the 
input gene. We can see clearly from Table 1 that none of the genes would be retrieved 
if we use the traditional Pearson correlation coefficient as the similarity metric for 
data comparison and retrieval. The gene pairs from the two examples are shown in 
Figures 2 and 3 respectively. To display the gene expression waveforms clearly, we 
have normalized the maximum data amplitude of each time series to 1. 

Table 1. List of regulatory gene pairs from alpha and cdc28 datasets retrieved in two of our 
experiments 

  
Regulatory Gene Pair 

Pearson 
Correlation 
Coefficient 

Spectral 
Component 
Similarity 

YGL055W YBL021C 0.400982 0.984977 
YGL055W YGL237C 0.352143 0.953599 
YGL055W YGL035C 0.371153 0.952126 
YGL055W YKL109W 0.264123 0.949755 
YGL055W YLR256W 0.145242 0.943312 
YGL055W YOR358W 0.156708 0.921669 
YGL055W YPR065W 0.115811 0.878227 
YGL055W YCR084C 0.495500 0.847377 

 
 
 
 

Alpha  
dataset 

YGL055W YNL052W 0.253532 0.527289 
YFL026W YBL016W 0.035268 0.948141 
YFL026W YHR084W 0.345209 0.918485 
YFL026W YBR049C 0.379173 0.858287 
YFL026W YCR084C 0.089666 0.845108 
YFL026W YMR043W 0.114275 0.839648 

 
 

CDC28 
dataset 

YFL026W YOL004W 0.157451 0.736196 
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Fig. 2. Gene regulatory pairs from the alpha dataset in Experiment 1. The dashed line in each 
diagram represents the input expression time series from gene YGL055W and the solid line 
represents expression time series from a retrieved gene. From first to the ninth row, the re-
trieved genes are YBL021C, YGL237C, YGL035C, YKL109W, YLR256W, YOR358W, 
YPR065W, YCR084C, and YNL052W 
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Fig. 3. Gene regulatory pairs from the cdc28 dataset in Experiment 2. The dashed line in each 
diagram represents the input expression time series from gene YFL026W and the solid line 
represents expression time series from a retrieved gene. From the first to the sixth row, the 
retrieved genes are YBL016W, YHR084W, YBR049C, YCR084C, YMR043W and YOL004W 

Phase differences and noise fluctuations can be seen clearly in many gene expres-
sion time series in Figures 2 and 3 and it is not surprising why the Pearson correlation 
coefficient does not work well for these gene pairs. However, the spectral components 
do capture the shape similarity between the time series of these gene pairs. The ex-
pression time series of gene YLR256W (middle diagram in the second row of Figure 
2) is very noisy, but it still has an overall waveform similarity with the time series of 
YGL055W. The spectral component similarity is robust enough to detect such simi-
larity despite the noise. 

We should also point out here that the spectral component similarity measure can 
also be greater than 0.5 for gene pairs not present in the regulatory pair list found in 
[11]. Three such examples are, genes YGL055W and YJL157C with a spectral com-
ponent similarity measure of 0.977534, genes YGL055W and YJR086W with a simi-
larity measure of 0.821296, and genes YGL055W and YBR279W with a similarity 
measure of 0.669940, whose expression time series are shown in Figure 4. It is not 
clear whether these gene pairs definitely have or do not have regulatory relations, or 
whether the large similarity values are false positives. The Pearson correlation coeffi-
cients for these gene pairs are 0.602023, 0.222435 and 0.068640 respectively. It is 
interesting to note YGL055W and YJL157C look very similar and even the Pearson 
correlation coefficient between them is greater than 0.5. Ignoring phase reversal in the 
second case (YFL026W and YJR086W ) and slight phase difference in the third case 
(YFL026W and YBR279W), we can also observe the overall shape similarity be-
tween the time series of the gene pairs. 

H  Yan . 
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Fig. 4. Examples of gene pairs that are not in the regulatory pair list in [11] but with spectral 
component similarity measures greater than 0.5. The dashed line in each diagram represents the 
input expression time series from gene YFL026W and the solid lines from the first to the third 
row represent expression time series from YJL157C, YJR086W and YBR279W respectively  

7   Conclusions 

Designing a reliable similarity metric is a basic and crucial problem in gene expres-
sion time series analysis. In this paper, we focus on gene expression time series com-
parison and retrieval. We have shown that the commonly used Pearson correlation 
coefficient does not work well with gene expression time series due to noise and 
phase shift of the waveforms. In our spectral component correlation based method, we 
can estimate the parameters of all spectral components and can set the phase of each 
component to zero before computing the correlation. This effectively solves the phase 
shift problem. We have also demonstrated that the proposed method can reduce the 
effect of noise and detect the overall similarity between two gene expression time 
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series. The correlation between two spectral components can be computed based on a 
closed-form mathematical equation and the algorithms can be implemented very effi-
ciently. The spectral correlation can also be easily computed between two time series 
which are obtained using different sampling rates and have different lengths. The 
spectral similarity measure can also be useful for other important gene expression 
analysis tasks, such as data clustering and genetic network inference [4,5,16-18]. 
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Abstract. Coiled coils is an important 3-D protein structure with two or more 
stranded alpha-helical motif wounded around to form a “knobs-into-holes” 
structure. In this paper we propose an SVM classification approach to predict 
the two stranded anti-parallel coiled coils structure based on the primary amino 
acid sequence. The training dataset for the machine learning are collected from 
SOCKET database which is a SOCKET algorithm predicted coiled coils data-
base. Total 41 sequences of at least two heptad repeats of the two stranded anti-
parallel coiled coils motif are extracted from 12 proteins as the positive data-
sets. Total 37 of non coiled coils sequences and two stranded parallel coiled 
coils motif are extracted from 5 proteins as negative datasets. The normalized 
positional weight matrix on each heptad register a, b, c, d, e, f and g is from 
SOCKET database and is used to generate the positional weight on each entry. 
We performed SVM classification using the cross-validated datasets as training 
and testing groups. Our result shows 73% accuracy on the prediction of two 
stranded anti-parallel coiled coils based on the cross-validated data. The result 
suggests a useful approach of using SVM to classify the two stranded anti-
parallel coiled coils based on the primary amino acid sequence. 

Keywords: coiled coil, SOCKET algorithm, SVM, protein sequence data. 

1   Introduction 

Coiled coils structure was first introduced by Crick in 1953 in which he postulated a 
hallmark structure of “knobs-into-holes” formed by wounded strands of alpha-helices 
[2]. The coiled coils structure is characterized by a heptad repeats of amino acids (a-
b-c-d-e-f-g)n. Positions a and d in one chain are occupied by apolar hydrophobic 
amino acids to form the core packing structure with the same positions in partner 
chain. The coiled coils structure is further stabilized by side chain electrostatic inter-
action of e-g between two chains which generally occupied by polar charged amino 
acids. Recently it has been shown that intrachain interactions between heptad residues 
also contribute to the stability of the coiled coils structure. Figure 1 shows schematic 
representation of the two stranded coiled coils.  

B
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Fig. 1. Parallel (a) and anti-parallel (b) two stranded coiled coils. The heptad repeat are shown 
as a to g. (figure are from [6]) (Oakley and Hollenbeck 2001) 

Due to its well characterized structure the coiled coils has long been a spotlight of 
the protein design and prediction study. However, the structure of coiled coils is of 
great diversity in terms of its interchain orientation and oligomer status. The coiled 
coils structure can be formed between two, three, four or even five chains and the 
orientation of each chain can be the same (parallel) or different (antiparallel). The 
core packing registers a and d are important for determining the number of strands 
while e-g interaction seems to be important in choosing the helices partners 
[3][4][7][11]. Therefore the primary sequence of the heptad repeats may be one of the 
determining factors on the specificity of the coiled coils but much is still poorly un-
derstood so far [12]. 

Two categories of algorithms have been proposed to predict the coiled coils struc-
ture based on either the primary amino acid sequence or the atomic 3-D coordinate 
information. The first category includes COILS [5], PAIRCOIL [1] and MULTICOIL 
[10]. These algorithms compare the sequence of the target protein with the amino acid 
sequence database of known two or three stranded parallel coiled coils and give the 
score of probability. However, none of them are suitable for predicting the anti-
parallel coiled coils. The second category of prediction algorithm takes into consid-
eration of 3-D coordinate information of the polypeptide and compares it with the 
database of known 3-D structure of coiled coils. SOCKET [9] and TWISTER [8] are 
two algorithms in this category. The SOCKET algorithm focuses on the core packing 
structure of the “knobs-into-holes” which is formed by interchain a-d interactions. 
The TWISTER algorithm is designed to identify not only the canonical coiled coils 
but also the special coiled coils with discontinuous heptad repeats interrupted by stut-
ters and skips. Both algorithms take the 3-D atomic coordinate PDB file and DSSP 
file as input and are able to predict two or three stranded parallel and anti-parallel 
coiled coils. Comparing with the first category of algorithms, using 3-D coordinate as 
input may seem to be a better choice as the SOCKET algorithm attempts to identify 
the core packing structure of coiled coils based on the experimentally determined 
protein 3-D structure. However, it also impeded the application of the algorithm on 



376 Z. Huang, Y. Li, and X. Hu 

 

the majority of proteins due to the fact that only little greater than 6000 proteins have 3-
D coordinate information determined by x-ray crystallization and NMR spectroscopy.  

In this paper we used the machine learning SVM approach to discriminate the two 
stranded anti-parallel coiled coils structure based on the primary amino acid sequence 
using the normalized amino acid profile of heptad repeat generated by SOCKET [9]. 
We selected two stranded anti-parallel coiled coils proteins with at least two full set of 
heptad repeats from SOCKET database such that each vector has the same number of 
features for SVM training and testing. Our preliminary results suggest that SVM is a 
valuable tool to predict the two stranded anti-parallel coiled coils based on the amino 
acid profile originally determined by atomic 3-D coordinate.  

2   Methods, Results and Discussion 

We selected total 78 two stranded anti-parallel coiled coils from SOCKET database 
which currently lists total 134 entries [9] based on PDB release #89. The PDB files of 
78 two stranded anti-parallel coiled coils and 8 two stranded parallel coiled coils were 
downloaded from PDB database using a perl script available from PDB ftp site. The 
PDB files from both the two stranded anti-parallel and parallel coiled coils were sub-
mitted to SOCKET server 
(http://www.biols.susx.ac.uk/Biochem/Woolfson/html/coiledcoils/socket/server.html) 
to identify the specific heptad repeats registers. Only the long coiled coils with full set 
of the heptad repeats larger than 2 were selected. This is mainly because we assume 
long coiled coils are more structurally stable and may include more positional infor-
mation which may contributes to the stability and specificity of coiled coils. Consider-
ing the relatively small number of entries we obtained, we allow multiple contribu-
tions of two stranded coiled coils structure from the same protein. Because the SVM 
only accepts vectors with the same number of features, we chose 2 heptad repeats of 
total 14 amino acids from each entry. In the case of heptad repeats are more than 2, 
we allow partial overlap of the heptad repeats assuming each partially overlapped 
heptad repeats is an independent vector for SVM to avoid loss of any given heptad 
repeat. Total 41 sequences of at least two heptad repeats of the two stranded anti-
parallel coiled coils motif are extracted from 12 proteins as the positive datasets. Total 
37 of non coiled coils sequences and two stranded parallel coiled coils motif are ex-
tracted from 5 proteins as negative datasets.  

We used the normalized amino acid profile for two stranded long anti-parallel 
coiled coils from Walshaw et al [9] to convert the amino acid into amino acid usage 
frequencies (shown in Table 1).  

Two programs, namely score14.pl written in perl and CC2SMatrix.java written in 
java, were used to convert the list of 14 amino acid sequence into amino acid usage 
frequency at each position. Due to the small number of samples, we adopted cross-
validation approach for SVM training and testing. The total 78 data sets are separated 
into two groups, with 77 data sets for training and 1 data set for testing in each cycle. 
The testing results are shown in Table 2. 

Our results show that the average accuracy for the testing is 73% (summarized in 
Table 3). 
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Table 1. Normalized amino acid profile for two stranded long anti-parallel coiled coils from 
Walshaw et al [9] 

Cor-
ner 

A B C D E F G 

A 1.42 1.48 1.28 1.55 0.69 1.04 1.98 
C 0 0 0 0.59 0 1.19 0 
D 0.09 1.06 1.71 0.56 1.37 1.75 0.25 
E 0.54 1.32 1.75 1.31 1.45 1.76 1.23 
F 0.84 0.51 0.85 0.96 0.8 0.96 0.64 
G 0 0.72 0.81 0.07 0.48 0.38 0.19 
H 1.09 1.56 0.31 0.44 0.88 1.47 3.79 
I 2.87 0.48 0.24 1.6 1.59 0.79 1.12 
K 0.33 2.24 1.52 0.41 1.22 1.55 0.66 
L 2.96 1.04 1.33 3.64 1.31 0.35 1.11 
M 1.45 1.18 0.59 1.65 0.83 0.83 1.93 
N 0.88 1.58 0.94 0.22 0.44 1.78 0.59 
P 0 0 0.28 0 0.27 0 0 
Q 0.86 1.23 1.75 0.74 1.99 1.16 2.3 
R 0.66 1.36 1.48 0.47 2.55 1.78 1.14 
S 1.03 0.78 0.58 0.28 0.37 0.83 0.83 
T 0.61 1.23 0.73 0.61 0.58 1.39 1.15 
V 0.51 0.21 0.53 0.37 0.61 0.41 0.99 
W 0 0.56 2.24 0.31 0.53 0.53 0.53 
Y 1.23 0.66 0.44 1.69 0.82 0.41 0.2 

Table 2. SVM Prediction Results Using Cross-Validation Approach 

Corner Class Label Prediction by SVM 
1a36-1 1 1 
1a36-2 1 -1 
1ab4-1 1 1 
1ab4-2 1 -1 
1aqt-1 1 -1 
1cii-1 1 1 
1cii-2 1 1 
1cii-3 1 1 
1cii-4 1 -1 
1cii-5 1 1 
1cii-6 1 -1 
1cii-7 1 -1 
1cii-8 1 -1 
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Table 2. (Continued) 

1cnt-1 1 1 
1cnt-2 1 1 
1cnt-1 1 1 
1cnt-2 1 1 
1cnt-3 1 1 
1cnt-4 1 1 
1cnt-5 1 1 
1ecm-1 1 1 
1ecm-2 1 1 
1ecm-3 1 1 
1ecm-4 1 1 
1ecr-1 1 1 
1ecr-2 1 1 
1ser-1 1 1 
1ser-2 1 -1 
2fha-1 1 1 
2fha-2 1 -1 
2fha-3 1 -1 
2fha-4 1 1 
2fha-5 1 1 
2ktq 1 1 

2spc-1 1 1 
2spc-2 1 1 
2spc-3 1 1 
2spc-4 1 1 
2spc-5 1 1 
2spc-6 1 1 
5eau 1 1 

m6a-1 -1 -1 
m6a-2 -1 -1 
m6a-3 -1 -1 
m6a-4 -1 -1 
m6a-5 -1 -1 
m6a-6 -1 1 
m6a-7 -1 -1 
m6a-8 -1 -1 
m6a-9 -1 1 

m6a-10 -1 -1 
m6a-11 -1 1 
m6a-12 -1 -1 
m6a-13 -1 1 
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Table 2. (Continued) 

m6a-14 -1 -1 
m6a-15 -1 -1 
1a93-1 -1 -1 
1a93-2 -1 -1 
1a93-3 -1 1 
1a93-4 -1 1 
1fos-1 -1 -1 
1fos-2 -1 -1 
1fos-3 -1 1 
1fos-4 -1 -1 
1fos-5 -1 -1 
1fos-6 -1 -1 
1fos-7 -1 1 
1fos-8 -1 1 
1fos-9 -1 -1 

1fos-10 -1 -1 
mbplike-1 -1 1 
mbplike-2 -1 -1 
mbplike-3 -1 -1 
mbplike-4 -1 -1 
mbplike-5 -1 -1 
mbplike-6 -1 1 
mbplike-7 -1 -1 

MBP -1 -1 

Table 3. Average Accuracy Result 

Total Dataset 78 
Positive 41 
Negative 37 

Testing Result  
False Positive 11 
False Negative 10 
True Positive 31 
True Negative 26 

Average Accuracy 73% 

3   Conclusion and Future Plan 

In this paper we present a SVM approach for classifying two stranded antiparallel 
coiled coils structure based on primary sequences. The classification results indicate 
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that the support vector machine is a useful tool in classifying the antiparallel two 
stranded coiled coils structure, which by far has no direct algorithm to predict its 
structure based on its primary sequence. However, more data sets are needed to fur-
ther validate the approach. With the rapid growing of the PDB database, the SOCKET 
database has been growing accordingly. We expect the future release of SOCKET 
database will be helpful in gathering more positive data sets and help to increase the 
SVM prediction accuracy. 
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Abstract. State-space model is used in this paper to analyze dynamics of gene 
expression profile data.  State-space models describe dynamics that the 
observed measurements depend on some hidden state variables.  Hidden state 
variables can capture effects that cannot be measured in gene expression 
profiling experiment, for example, genes that have not been included in the 
observation variables, levels of regulatory proteins or the effect of mRNA.  
System identification is achieved by EM algorithm that is based on the 
maximum likelihood method.  We apply this method to a published yeast cell-
cycle gene expression time-series data under the assumption that state variables 
and observation variables are generated by Gaussian white noise process, that 
produces the simplest and most reasonable model to explain of behaviors of the 
gene expression profiles. 

1   Introduction 

It has become possible to measure gene expression levels on genomic scale.  Although many 
details inside a cell are not precisely known, gene expression data on a genomic scale 
provides useful insights into a living cell.  Data thus collected enhance fundamental 
understanding of life on the molecular level, and may prove useful also in medical diagnosis, 
treatment, and drug design.  Using gene expression data, a wide variety of models, such as 
Boolean networks, differential equations and linear and non-linear auto-regression models 
have been introduced to model cellular systems.  Many of these published models can be 
considered to be special cases of a general class of graphical models known as dynamic 
Bayesian networks.  Dynamic Bayesian networks are suitable for modeling gene expression 
data, because they can handle noisy or missing data, or handle hidden variables such as 
protein levels hat may have an effect on mRNA expression levels.  Although microarray 
technologies have made it possible to measure time series of the expression level of many 
genes simultaneously, we cannot hope to measure all possible factors contributing to genetic 
regulatory interactions.  As well as this, gene expression data are known to include missing 
and outliers.  Therefore the ability of Bayesian networks to handle such hidden variables 
would appear to be one of the main advantages as a modeling tool.  The state-space models 
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are in a class of dynamic Bayesian networks that assume that the observed measurements 
depend on some hidden state variables that evolve according to Markovian dynamics.  In a 
state-space model, the observation variables typically depend on the hidden state variables, 
while the change in the internal state variables is completely determined by the current 
internal state variables.   

Linear-Gaussian state-space models are known as linear dynamical systems or 
Kalman filter models, and have been used extensively in many areas of control and 
signal processing.  In this paper we assumed that state variables and observation 
variables are generated by Gaussian white noise process, and a linear state-space 
model for gene regulatory networks, in which genes are viewed as the output 
observation variables and gene expression dynamics is governed by a group of the 
internal state variables, is employed.  The dimensionality of the internal state 
variables will be determined by Akaike Information Criterion (AIC).  System is 
identified by the EM algorithm on the basis of the maximum likelihood method.  
Observation variables are time series data of cDNA microarray dataset for yeast cell-
cycle regulated genes obtained by Spellman et al.  Wu et al. analyzed the same data 
set using factor analysis, but they obtained internal state variables and state transition 
matrix separately.  Yukinaga et al. also analyzed the same data set.  They used a 
linear-Gaussian state-space model and introduced prior distribution to state transition 
matrix and state-to-observation transition matrix.  The dimensionality of the internal 
state variables was determined by Bayesian Information Criterion (BIC) in both of 
them works.  The system is identified in this paper without any prior distributions and 
is identified self consistently through a state-space model.  The difference between the 
result from AIC and that from BIC is clarified quantitatively. 

2   Systems and Methods 

2.1   Linear-Gaussian State-Space Models 

In this paper, a sequence of l-dimensional observation vectors is modeled by 

assuming that at each time step, an observation vector ny  is generated from a k-

dimensional hidden state vector nx .  A linear-Gaussian state-space model can be 

described as follows. 

nnn vFxx += −1 ; Nn ,,1,0 Λ=                                                                        (1) 

nnn wHxy += ; Nn ,,2,1 Λ=                                                                        (2) 

),|(~ 00 ΣμxNx k                                                                                              (3) 

),0|(~ QvNv knkn                                                                                            (4) 

),0|(~ RwNw lnln                                                                                           (5) 

R Yamaguchi, , .
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Here F is k*k matrix and H is l*k matrix.  N is the length of the observed time series.  

The initial state vector 0x  is assumed to be a Gaussian random vector with mean 

vector μ  and covariance matrix Σ .  The error or noise term nv  is assumed to be a 

0-mean uncorrelated Gaussian distributed noise vector with common covariance 

matrix Q.  The observation noise term nw  is also 0-mean uncorrelated Gaussian 

distributed vector with common covariance matrix R.  F, H, Q, R are assumed to be 
time independent in this paper.  If one knows the values for the parameters 

QHF ,,,,Σμ  and R, the conventional Kalman smoothing estimator can be 
calculated as conditional expectations and will have minimum mean square error.   

It was already mentioned in “Introduction’’ section that state-space models have 
many attractive features when analyzing gene expression data.  The first purpose of 
this paper is to introduce procedures to identify the dimensionality of a state vector ; k 
and to identify the values of QHF ,,,,Σμ  and R.  The next one is to discuss the 

validity of the conventional Kalman smoothing estimator Nnx |  after 

k, QHF ,,,,Σμ  and R are fixed.  The identification of the system is shown in next 
subsection. 

2.2   Maximum Likelihood Estimation with the EM Algorithm 

The parameters QHF ,,,,Σμ  and R are now estimated in this subsection.  In order 
to develop a procedure for estimating these parameters in the given state-space model, 

the joint log likelihood of the complete data NN yyyxxx ,,,,,,, 2110 ΛΛ  is the 

key and can be written in the form 
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where log L is to be maximized with respect to the parameters QHF ,,,,Σμ  and R.  
Since the log likelihood given above depends on the unobserved data series 

Nxxx ,,, 10 Λ , we consider applying the EM algorithm conditionally with respect to 

the observed series Nyyy ,,, 21 Λ .  The estimated parameters at the (r+1)st iteration 

of the values RQHF ,,,,,Σμ  are defined as ones that maximize 

),,,|(log 21 Nr yyyLE Λ .  Here rE  is the conditional expectation of the log 

likelihood calculated with the rth iterative estimated parameters of 
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RQHF ,,,,,Σμ .  It is well known that the log likelihood calculated with the 

(r+1)st iterative estimated parameters is larger than that with the rth iterative 

estimated parameters.  Now the conditional expectation rE  is as follows. 
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),,,|( 21| NnNn yyyxEx Λ=                                                                            (8) 

),,,|cov( 21| NnNn yyyxV Λ=                                                                         (9) 

),,,|,cov( 211|1, NnnNnn yyyxxV Λ−− =                                                         (10) 

Here tr denotes trace and A, B and C denote following. 
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The values NnnNnNn VVx |1,|| ,, −  can be computed through Kalman filter with the rth 

iterative estimated parameters of RQHF ,,,,,Σμ .  The (r+1)th iterative estimated 

parameters of RQHF ,,,,,Σμ  can be obtained by calculating following equations.  
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We can get equations (19)-(22) as (r+1)th iterative estimated parameters except for 
Σ  by solving equations (14)-(18).  Σ  can be taken as a fixed reasonable value.  It is 
easily confirmed that the estimated parameters maximize the conditional expectation 

of the log likelihood : rE .    
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The parameters of the state-space equations (1) and (2) can be identified as 
follows. 

1. Select initial values of RQHF ,,,,μ  and some reasonable baseline level of Σ .  

The conventional Kalman smoothing estimators NnnNnNn VVx |1,|| ,, −  can be 

recursively calculated with the upper initial parameters. 
2. Calculate the conditional expectation of the log likelihood with equations (6) and 

(7).  (E-step) 
3. Calculate the equations (19)-(22) and obtain the next iterative estimated 

parameters that maximize conditional expectation of the log likelihood.  (M-step)  
4. Insert estimated parameters of RQHF ,,,,μ  to the state space equations (1) 

and (2), and calculate the conventional Kalman smoothing estimators. 
5. Repeat the upper procedure until the log likelihood is stable. 

The EM algorithm for the maximum likelihood estimation may fall into a local 
maximum. Therefore the global maximum must be chosen by comparing results 
between several sets of the initial values of RQHF ,,,,μ . 

2.3   Identification of Dimensionality of State Vectors Through AIC 

The dimensionality of the state vectors is not yet identified.  Akaike Information 
Criterion (AIC) is introduced in this section in order to solve this problem.   
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NPLAIC ⋅+⋅−= 2log2                                                                               (24) 

Log L is the maximum log likelihood and NP is the number of the parameters 
estimated in the equations (1) and (2) including the dimensionality of the state 
vectors; k.  The maximum log likelihood increases if the dimensionality of state 
vectors increases, which may causes over fitting to the observation.  The 
dimensionality of the state vectors that has minimum AIC is accepted in this paper, 
which avoids over fitting to the observation.   

3   Application Results 

The proposed methodology was applied to a publicly available cDNA microarray 
dataset, Spellman et al’s experiment for studying yeast cell-cycle regulated genes 
(CDC-15).  The dataset is available at http://www.cellcycle-www.stanford.edu.  The 
whole data set describes 6177 gene expression profiles over 290 minutes with 10 
minutes time resolution.  A log transformation were applied to all original intensity 
rations (Cy5/Cy3) of gene expression, and the expression profile for each gene was 
normalized to have a median 0 and a standard deviation of 1.  Spellman et al. 
identified 800 genes, so we use the 800 genes for the 19 equally spaced time points in 
this paper.  The analysis is now continuing and the application results will be reported 
at the conference. 

4   Discussion 

The linear-Gaussian state space model denoted as equations (1) and (2) was in this 
paper introduced in order to analyze the yeast cell-cycle gene expression time-series 
data.  The system identification was achieved by the EM algorithm and the maximum 
likelihood method.  AIC was used in order to estimate the number of internal hidden 
state variables.  We will show, in this section, the characteristics of these methods 
thorough the comparison with the past similar studies.   

Wu et al. made factor analysis using the same data set and the same equations as 

equations (1) and (2).  From the equation (2), the matrix H and nx  were identified at 

first by factor analysis through the maximum likelihood method and the EM 

algorithm.  The dimensionality of nx  was obtained by Bayesian Information 

Criterion (BIC).   

NPmLBIC ⋅+⋅−= log2                                                                              (25) 

Here log L is the log likelihood, m is sample size (number of genes), and NP is the 
number of estimated parameters.  They emphasized that BIC avoids over fitting to the 
observation more than AIC because BIC takes sample size into account.  The matrix 
F was identified from the equation (1) by least square method after these upper 
procedures.  They treated equations (1) and (2) separately and neglected the Gaussian 

distribution of nv  and nw .  On the other hand, our study treated equations (1) and (2) 
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simultaneously as state-space models, therefore our study might have more self 
consistent solutions. 

 

Fig. 1. Schematic drawing of  system identification used in Wu et al., Yukinawa et al. and this 
paper 

Yukinawa et al. also made system identification with the same data set and the same 
equations as (1) and (2) with the variational Bayesian estimation.  They also used BIC 
in order to estimate the dimensionality of the state vector.  The variational Bayesian 
estimation assumes explicitly prior distribution of RQHF ,,,,,Σμ  in order to 

estimate these parameters.  The introduction of the prior distributions avoids instability 
during estimation of these parameters, although it might cause some problems.  

Both of the upper studies may underestimate gene expression dynamics because of 
the use of BIC.  It is interesting to compare the result by AIC with that by BIC 
quantitatively and to discuss the effect of prior distributions.  Schematic drawings of 
system identification using in each study are seen in Figure 1.  The result of our 
analysis and comparison will be discussed in the conference. 
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Abstract. In this paper, we propose a new clustering procedure for
high dimensional microarray data. Major difficulty in cluster analysis of
microarray data is that the number of samples to be clustered is much
smaller than the dimension of data which is equal to the number of
genes used in an analysis. In such a case, the applicability of conventional
model-based clustering is limited by the occurence of overlearning. A key
idea of the proposed method is to seek a linear mapping of data onto
the low-dimensional subspace before proceeding to cluster analysis. The
linear mapping is constructed such that the transformed data successfully
reveal clusters existed in the original data space. A clustering rule is
applied to the transformed data rather than the original data. We also
establish a link between this method and a probabilistic framework, that
is, a penalized likelihood estimation of the mixed factors model. The
effectiveness of the proposed method is demonstrated through the real
application.

1 Introduction

Microarray dataset is a collection of microarray experiments, xj ∈ IRd, j ∈
{1, · · · , N} in which each experiment represents the expression levels of d genes
corresponding to the jth sample. Usually, microarray dataset has a fairly small
sample size N , typically less than one hundred, whereas the number of genes
involved is more than several thousands. Cluster analysis of microarray has been
considered as a challenge to the automated search for molecular subtypes of
desease. In view of statistics, major difficulty in this problem is that the number
of samples to be clustered is much smaller than that of genes, i.e. N << d.
This fact limits the applicability of conventional model-based (or distance-based)
clustering by the occurence of overlearning. For instance, clustering based on
the Gaussian mixture model, which also includes the K-means clustering as
a special case, usually leads to the overfitting during the density estimation
process with N << d. In this article, a new procedure is proposed to overcome
such intractability inherent in microarray studies.

The goal of cluster analysis is to partition a set of N samples {xj}N
j=1 into

G-nonoverlapping clusters {Pg}G
g=1, such that those in a particular cluster are

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 389–401, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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cohesive and separated from those in other clusters. This problem amounts to
estimating the vector of G-unknown class labels c(xj)T = (c1(xj), · · · , cG(xj)),
j ∈ {1, · · · , N}:

cg(xj) =

{
1 if xj ∈ Pg

0 otherwise.

The estimation of {c(xj)}N
j=1 is achieved by constructing a suitable classifier

ĉ(xj) = {ĉg(xj)}g which declares the assignment of the jth sample to the gth
cluster by ĉg(xj) = 1 and ĉh(xj) = 0 for h �= g.

Unfortunately, constructing the clustering rule as defined over IRd is very
hard with N << d as the finite mixture model leads to the overfiting during
the density estimation. Reducing the dimension of data, that is construction of
a mapping of data onto the low-dimensional subspace, has been considered as a
key issue in microarray study. In this article we consider to seek a linear mapping
of data onto the low-dimensional subspace, PT xj ∈ IRq as with q << d before
proceeding to cluster analysis:

PT xj = {pT
k xj}k.

Here, the pk stands for the kth column of P. Then, the corresponding classifier
is defined over IRq rather than IRd:

ĉ(xj) ≡ ĉ(PT xj), xj ∈ IRd.

Hereafter, we implicitly assume a correspondence between the q-mappings of
data and the transcriptional module genes as each direction pk plays a role
to correct up the gene expression patterns in a transcriptional module. In this
sense, we call the clustering system based on a linear mapping the transcriptional
module-based clustering.

In clustering context, the q-directions {pk}q
k=1 should be chosen such that

the transformed data {PT xj}N
j=1 successfully reveal the clusters existed in IRd.

Then we can identify the clusters based on the lower-dimensional dataset. These
two tasks are formulated as the statistical estimation for {c,P}. This problem
amounts to an optimization problem that minimizes a loss function Q(c,P) with
respect to the unknown encoders function c(x) and the q-directions {pk}q

k=1.
One of the key results in this study is to establish a link these two processes, i.e.
the dimension reduction of data and the clustering algorithm, and a probabilistic
framework. In this context, the optimization for minc,P Q(c,P) is converted
into a penalized likelihood estimation of a probability model of which we call
the mixed factors model. Such formulation gives us a great deal of utilities,
in either the computation for finding minc,P Q(c,P) and the determination of
the number of clusters and the appropriate dimension of projected data space,
{G, q}, respectively.

The rest of this article is organized as follows. In section 2 we introduce two
criteria to be minimized in the construction of linear mapping. In section 3, we will
define a generalized loss function that links the two criteria introduced in section
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2. Section 4 presents a probabilistic formulation of this approach. Section 5 present
an optimization algorithm for minimizing the proposed generalized loss function.
Section 6 contains the determination of the number of clusters and some another
parameters. In section 7, the effectiveness of our method will be demonstrated
thorough the application to a well-known microarray data, the small round cell
tumors of childhood. Finally, the concluding remarks are give in Section 8.

2 Clustering Based on Linear Mapping

2.1 Principal Component Analysis

Principal component analysis (PCA, [1]) is one of the most commonly used
techniques for constructing a linear mapping of data in statistical data analysis
including bioinformatics ([4],[5]). PCA determines the q-directions {pk}q

k=1 to
minimize the negative variance of {PT xj}N

j=1 with taking account ||pk||2 = 1,
k ∈ {1, · · · , q}. Thus, the objective function to be minimized is

QA(P) := − 1
N

q∑
k=1

N∑
j=1

pT
k xjxT

j pk +
q∑

k=1

λk(||pk||2 − 1).

where the {λk}q
k=1 denote the Lagrange multipliers to impose ||pk||2 = 1, k ∈

{1, · · · , q}. Here, we assume that the origin of {xj}N
j=1 has been shifted to zero

by subtracting the sample mean from all samples.
The optimal q-directions {p̂}q

k=1 are equal to the q-principal axes of the
sample covariance matrix corresponding to the dominant eigenvalues {λ̂k}q

k=1.
However, as was remarked by some literatures, PCA sometimes fails to reveal
the presence of clusters shown by the original data [2, 7]. For instance, when the
within-cluster variance on a particular cluster largely dominates the between-
clusters variance, a direction tends to the principal axis corresponding to one
clusters [2, 7]. Most such limitation are related to the fact that PCA only takes
into consideration the second order characteristic of data.

2.2 Within-Cluster Variances

Alternatively, consider to seek a linear mapping to minimize the overlaps of
clusters revealed onto IRq. Let us define a loss function to be the Euclid distance
between PT x and the unknown centroids {μg}G

g=1 of G-clusters:

L(P, μ;x) :=
G∑

g=1

cg(x)||PT x− μg||2, x ∈ IRd. (1)

Hereafter we stand for the true distribution of data by f(x). Besides, we also
denote the conditional distribution of c(x) by

f(c(x)|x) :=
G∏

g=1

wg(x)cg(x),

where the unknown functionals w(x) = {wg(x)}g satisfy
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{wg(x) ≥ 0}G
g=1,

G∑
g=1

wg(x) = 1, x ∈ IRd.

Taking the expectation of (1) with respect to f(x, c) = f(x)f(c(x)|x) defines
a risk function to be minimized in the construction of estimators for {c(x),P}
although the true distribution of {x, c(x)} is unknown. Instead, replacing f(x)
by the empirical distribution f̂(x), we can obtaine an empirical loss function

QB(w,P, μ) : = EfL(P, μ;x)

=
1
N

G∑
g=1

N∑
j=1

wg(xj)||PT xj − μg||2 −
q∑

k=1

λk(||pk||2 − 1). (2)

Here the {λk}q
k=1 denote the Lagrange multiplier. The first term in (2) presents

just the within-cluster variances of {pT
k xj}N

j=1, k ∈ {1, · · · , q}. An optimal P̂
minimizes the overlap of G-clusters revealed onto the IRq although the condi-
tional distributions {w(xj)}N

j=1 and the G-centroids {μg}G
g=1 remain to be un-

known. The optimization method will be described in later under more general
setting.

3 Generalized Criterion

While the minimum within-cluster variances are a suitable criterion in the con-
struction of linear mapping to reflect the group structure of original dataset, its
applicability might be limited due to the dimensionality of the data. Most limi-
tations are related to the occurence of overlearning. Such unsuitableness occurs
due to the fact that the N data points are sparsely distributed on IRd. Then, the
degree of freedom in the determination of {pk}q

k=1 is extreamly large. Accord-
ingly, the compressed samples {PT xj}N

j=1 might improperly exhibit the clusters
despite no clusters on IRd.

To overcome such limitation, we propose a criterion for estimating parameters
by combining the score functions QA(P) and QB(w,P, μ) of the form

Qα(w,P, μ) = − 1
N

N∑
j=1

||PT xj ||2 +
α

N

G∑
g=1

N∑
j=1

wg(xj)||PT xj − μg||2

+
q∑

k=1

λk(||pk||2 − 1), (3)

where α ∈ [0, 1] is a mixing rate that controls the trade-off between the total vari-
ance and the between-clusters variance. Here the {λk}q

k=1 denote the Lagrange
multipliers for taking account {||pk||2 = 1}q

k=1. Notice that for any {w(xj),P},
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the minimization of (3) with respect to the G-centroids is accomplished by the
weighted average of {PT xj}N

j=1:

μ̂g =
1

Nw̄g

N∑
j=1

wg(xj)PT xj , (4)

where w̄g = (1/N)
∑N

j=1 wg(xj). Equating μg = μ̂g for g ∈ {1, · · · , G}, the first
two terms in (3) can be rewritten as

− 1
N

N∑
j=1

||PT xj ||2 +
α

N

G∑
g=1

N∑
j=1

wg(xj)||PT (xj − x̄g)||2. (5)

where the {x̄g}G
g=1 denote the group means corresponding to {xj},

x̄g =
1

Nw̄g

N∑
j=1

wg(xj)xj , g ∈ {1, · · · , G}. (6)

As α → 0, the quantity (5) tends to the variance of {PT xj}N
j=1, and then, the

optimal {p̂k}q
k=1 tends to the principal axes. To the contrary, as α→ 1, the (5)

tends to the negative between-clusters variance of {PT xj}N
j=1:

− trace

(
PT

G∑
g=1

x̄gx̄T
g P

)
= −trace

G∑
g=1

μ̂gμ̂
T
g .

Then, a linear mapping of data with the optimal q-directions tends to separate
the G-centroids.

Next, consider a computational aspect in the construction of the optimal q-
directions. Differentiating (3) with respect to pk with equating μg = μ̂g leads to
an equation to be solved,[

1
N

N∑
j=1

xjxT
j −

α

N

G∑
g=1

N∑
j=1

wg(xj)(xj − x̄g)(xj − x̄g)T − λkI

]
pk = 0. (7)

Obviously, the solutions can be given by the corresponding eigenvalues which
satisfy

λ̂k = pT
k

[
1
N

N∑
j=1

xjxT
j −

α

N

G∑
g=1

N∑
j=1

wg(xj)(xj − x̄g)(xj − x̄g)T

]
pk. (8)

Thus, the min Qα(w,P, μ) with any fixed third arguments {w} can be attained
at Q∗ = −∑q

k=1 λ̂k with a series of the dominant eigenvalues, λ̂1 ≥ λ̂2 ≥, · · · ,≥
λ̂q: the optimal p̂1 corresponds to the largest λ̂1, and the rest of directions
{p̂k}q

k=2 are orthogonal to all of the preceding ones.



394 R. Yoshida, S. Imoto, and T. Higuchi

Given {P, μ}, the estimation of {w(xj)}N
j=1 can be accomplished by the K-

means-like rule: the solution will put unit value on wg(xj) with a smallest dis-

tance between P̂
T
xj and {μ̂g}G

g=1. In this article, we generalized this type of
clustering, i.e. the hard clustering, to the soft clustering. This goal can be ac-
complished by imposing a smoothness on the {wg(x)}g. One such penalization
is the negative entropy of {wg(x)}g:

H(w(x)) :=
G∑

g=1

wg(x) log wg(x).

This function achieves the minimum value for equal values wg(x) = 1/G, g ∈
{1, · · · , G}, and is correspondingly larger as the {wg(x)}G

g=1 tends to more un-
equal. Consequently, the modified criterion becomes

Qα(w,P, μ)− β

N∑
j=1

H(w(xj)). (9)

The quantity β ≥ 0 controls the strength of penalty that tunes the trade-off
between soft and hard clustering. The optimal {ŵg(xj)}G

g=1 for this objective
function turns to

ŵg(xj) ∝ exp
(
− α

β
||PT xj − μg||2

)
. (10)

for all j ∈ {1, · · · , N}. This solution puts the increased weight on a particular
group to be the smallest ||PT xj − μg||2 as β tends to small, and setting β →∞
places the equal weights on all groups. Correspondingly, our approach alternates
between two steps, solving (7) and the grouping (10) with an initial starting
value until a series of the corresponding Qα is in convergence.

We will revist the computational aspect of this method in section 5. The pro-
posed optimization algorithm can be implemented without solving the eigenval-
ues equation that might be computationaly very demanding in microarray study.
The remined tasks are the determination of smoothness {α, β} and a suitable q
on which data are mapped. Moreover, the number of clusters G must often be
deduced from data. As will be shown in section 6, these tasks can be converted
into the statistical model selection throught the probabilistic formulation of the
method.

4 Probabilistic Formulation

We now discuss the proposed clustering method within a probabilistic frame-
work. Let f j ∈ IRq be a latent random variable corresponding to the jth sample
where q is much smaller than d. Then, suppose that a set {xj , f j}N

j=1 is inde-
pendently distributed according to

xj = Pf j + εj , (11)
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f j |cg(xj) = 1 ∼ N(μg, σI), g ∈ {1, · · · , G}, (12)

where the εj is assumed to be Gaussian noise with N(0, γI) and to be indepen-
dent to f j . The observational equation (11) states that for a given f j , the xj is
distributed to be N(Pf j , γI). Accordingly, this generative model also states the
distribution of data conditional on the class label by

xj |cg(xj) = 1 ∼ N(Pμg, σPPT + γI), g ∈ {1, · · · , G}.
Thus, the distributional aspect of data is characterized by G-clusters centered at
{Pμg}G

g=1. This model, called the mixed factors model, was originally proposed
by Yoshida et al. [8] to intend a parsimonious parameterization of the Gaussian
mixture.

As the preceding method imposes the orthogonality on the q-directions, we
now assume the orthogonality of q-columns in the loading matrix P = {pk}k.
Then the logged-density of x can be written as

log P (x|c(x))=const.− 1
γ

(||x||2−||PT x||2)− 1
γ + σ

G∑
g=1

cg(x)||PT x− μg||2 (13)

Taking the expectation of (13) with respect to the empirical distribution f̂(x)
and the conditional distribution of unknown class labels f(c(x)|x) leads to the
log-likelihood function of unknown parameters {w,P, μ} after multiplying (13)
by γ:

L(w,P, μ) = const. +
1
N

N∑
j=1

||PT xj ||2 − α

N

G∑
g=1

N∑
j=1

wg(xj)||PT xj − μg)||2,

where α = γ/(γ+σ). Adding both the regularization term β
∑N

j=1 H(xj) and the
Lagrange terms −∑q

k=1 λk(||pk||−1) to this function gives a criterion equivalent
to the negative of (9). This implies that the problem to be solved in our method
turns to a penalized likelihood estimation of the mixed factors model.

5 Maximization-Maximization Algorithm

Here, we present an optimization algorithm to maximize the penalized likeli-
hood of the mixed factors model, that is equivalent to find the minimizer of
(9). This can be achieved by the EM algorithm (Dempster et al.[3]). The EM
algorithm takes {xj , f j}N

j=1 as a complete data set and then alternates between
the two steps: the expectation of the complete data likelihood with respect to
the posterior distribution of the unknown factors {f j}N

j=1,

P (f j |cg(xj),xj) = φ(f j ;αμg + (1− α)PT xj , λαI),

and the maximization of the expected complete data likelihood. Hereafter, we
let φ( ;a,B) be the Gaussian density with the mean a and the covariance matrix
B.



396 R. Yoshida, S. Imoto, and T. Higuchi

Consider now to update the hth direction ph whereas the another param-
eters are fixed at the current values {p̂k}k 	=h, {μ̂g}g and {ŵ(xj)}j . By the
definition, the complete data log-likelihood of the mixed factors model, Lc =
(1/N)
∑

j log P (xj , f j |c(xj)), can be explicitly represented by

Lc(w,P, μ) :=
1
N

N∑
j=1

φ(xj ; fhjph

+
∑
h	=k

fkjp̂k, γI) +
1
N

G∑
g=1

N∑
j=1

ŵg(xj)φ(f j ; μ̂g, σI), (14)

where fhj is the hth element of f j . Note that the hth direction depends only the
first term in (14) which corresponds to the observational equation (11).

Let 〈Lc〉 be the conditional expectation of (14) where the expectation is
taken with respect to the P (f j |cg(xj),xj) evaluated with the current parameters
{ŵ, P̂, μ̂}. Then the objective function to be maximized at this step is

〈Lc〉+ ηh(||ph||2 − 1) +
∑
k 	=h

ηkp̂
T
k ph.

Here, the {ηk}q
k=1 are the Lagrange multipliers to impose the orthogonality on

the q-directions. Solving this gives the optimal p̂h as

p̂h =
1
S

[ N∑
j=1

〈fhj〉xj −
∑
k 	=h

p̂T
k

N∑
j=1

〈fhj〉xjp̂k

]
,

where the S denotes the normalizing constant to satisfy ||p̂h||2 = 1, and the
conditional expectation of the latent variables, 〈fhj〉, is equal to the hth element
of

〈f j〉 = α

G∑
g=1

μg + (1− α)PT xj .

Repeating this process for h ∈ {1, · · · , q}, we would have a series of q-directions
{p̂k}q

k=1.
Given an estimate of q-directions, the G-centroids of clusters and the condi-

tional distribution of class labels, {wg(xj)}g, for j ∈ {1, · · · , N} are estimated by
(6) and (10), respectively. Thus, we just compute the simple recursive formulas
until the sequence of estimates and the corresponding penalized likelihood are
judged to be converged. Such sequence of parameters yields a non-decreasing
sequence of the penalized likelihood of the mixed factors model. To sum up, we
summarize this algorithm in below:

1. Set the initial values for {ŵ, P̂, μ̂} and {G, q, α, β}. Then repeat the step 2
to 4 until the sequence of either parameters and the corresponding penalized
likelihood will be converged:
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2. (q-directions)
for h = 1 to q, update p̂h by

p̂h =
1
S

[ N∑
j=1

〈fhj〉xj −
∑
k 	=h

p̂k
T

N∑
j=1

〈fhj〉xjp̂k

]
.

3. (G-centroids) for g = 1 to G, update μ̂g by

μ̂g =
1

Nw̄g

N∑
j=1

ŵg(xj)P̂
T
xj .

4. (Grouping function) for g = 1 to G and j = 1 to M , update ŵg(xj) by

ŵg(xj) ∝ exp
(
− α

β
||P̂T

xj − μ̂g||2
)
.

Notice that we have no need to evaluate the noise variances {γ, σ} of the mixed
factors model during this procudure. However, the model selection method de-
scribed in next section requires the evaluation of these parameters. It follows
from α = γ/(γ + σ) that the σ can be estimated by σ̂ = (1 − α)γ̂/α with a
given estimate γ̂. By the simple calculation, it can be seen that an optimal γ̂
necessarily satisfies

γ̂ =
1

(d− q)N

N∑
j=1

(
||xj ||2 − ||P̂T

xj ||2
)
.

6 Penalized Mixed Factors Analysis

A basic issue arising in this method is the determination of the number of clusters
G, the suitable dimension of the linear mapping q and the strength of penalties
{α, β}. Within statistical framework, this issue can be converted into the model
selection problem that chooses a suitable set {G∗, q∗, α∗, β∗} among the possible
combinations. In this article, we address this problem by selecting a particular
combination to show the best predictability.

Consider to split {xj}N
j=1 into the two disjoint subsets, a training sample

set {xe
j}Ne

j=1 used in the estimation of parameters and a set of the blinded test
sample {xb

j}Nb
j=1. Let {ŵe, P̂

e
, μ̂e} be a set of parameters estimated by the train-

ing samples with a particular {G, q, α, β}. One possible approach is to select a
combination {G∗, q∗, α∗, β∗} to minimize the prediction error

C({G, q, α, β}) := − 1
Nb

Nb∑
j=1

log P (xb
j ; {ŵe, P̂

e
, μ̂e}),
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where P (x; {w,P, μ}) is the unconditional density of data to be the Gaussian
mixture as

P (x; {ŵ, P̂, μ̂}) =
G∑

g=1

1
G

φ(x; P̂μ̂g, σ̂P̂P̂
T

+ γ̂I). (15)

Given a set {G∗, q∗, α∗, β∗}, our method calibrates G-clusters based on the
estimated conditional distribution of class labels {wg(xj)}g. The most common
classifier is to assign xj to a cluster with the highest posterior probability of
belonging:

ĉg(P̂
T
xj) =

{
1 if wg(xj) = max

h∈{1,···,G}wh(xj),
0 otherwise.

Biological interpretation of q-coordinates corresponding to {P̂T
xj}N

j=1 is im-
portant for real data analysis. This can be achieved by investigating the values
in q-directions {p̂k}k. Obviously, a particular element of {xj}N

j=1 had a large
contribution in the calibration of clusters if the corresponding element of |p̂k|
takes a large value. To the contrary, if an element of |p̂k| takes a value close
to zero, the kth coordinate is not affected by the corresponding gene. In this
way, by investigating all values in P̂, each of q-directions can be understood. In
practice, it will be helpful to list the top L of genes to give the highest positive
values in p̂k at Ωk

+ and to give the highest negative values in p̂k at Ωk
− for each

k ∈ {1, · · · , q}. As will be demonstrated in next section, for the gene expression
analysis, these 2q sets can be useful either to find the biologically meaningful
groups of genes and to elucidate a causal link from the calibrated clusters to the
biological knowledge.

7 Real Application

Khan et al. [6] classified the small round blue cell tumors (SRBCT’s) of child-
hood into the four diagnostic categories, neuroblastoma (NB), rhabdomyosar-
coma (RMS), non-Hodgkin’s lymphoma (NHL) and the Ewing family of tumors
(EWS) using cDNA gene expression profiles. The dataset is available at the web-
site http://www.nhgri.nih.gov/DIR/Microarray/Supplement/. For each of
the 83 SRBCT samples, the expression levels of 2, 308 genes were measured.
Khan et al. [6] splited the data into two parts; the training set comprising 63
cases (NB, 12; RMS, 20; BL, 8; EWS, 23) and the test set, 20 cases (NB, 6;
RMS, 5; BL, 3; EWS, 6) where Burkitt’s lymphoma (BL) is a subset of NHL.
All samples are summarized in Figure 1. Note that the name of sample spec-
ifies the cancer type suffixed with -T for a tumor biopsy material and -C for
a cell line. Khan et al. [6] successfully classified the tumor types into the four
categories using artificial neural networks. Unlike this, the purpose of our study
is to identify the clusters of these SRBCT’s in the unsupervaised manner, and
then, to look at the association between the caribrated clusters and some medical
outcome, that is, the unsupervised learning.
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For the preprocessing, we removed genes whose range of expression values
across 83 samples is less than 3.0, 680 genes then remain to be analysed. We then
adjusted the columns of 680× 88 data matrix to have mean zero after centering
the rows. To find an optimal {ŵ, P̂, μ̂}, we used the 63 training samples including
tumors and cell lines, 13 EWS-T, 10 EWS-C, 12 NB, 8 BL, 10 RWS-T and 10
RWS-C. The 20 blinded samples were used to select {G∗, q∗, α∗, β∗} and also to
assess the predictability of the resulting clusters.

We candidated a set of the number of clusters ranging from G = 4, 5, 6 and
the dimension onto which the data are mapped varying q = 1 to 11. We also
candidated a set of possible combinations of the regularization parameters as
{α, β} ∈ {0.1, 0, 2, · · · , 0.9}×{0.8, 0.9, 1.0, 1.1, 1.2}. The smallest local minimum
of the generalized criterion corresponding to q = 8 gave the minimum scores
of C({G, q, α, β}) for all G in which the most suitable smoothing parameters
{α∗, β∗} were given. Figure 1 shows the groupings given by G = 4, 5, 6 fixed at
q = 8. The calibrated model with G = 4 correctly grouped all samples into the
diagnostic categories, i.e. EWS, NB, BL and RWS. It also could be seen from
G = 5 in Figure 1 that the RWS samples were divided into the two subgroups
as corresponding to the heterogeneity between RWS-Ts and RWS-Cs. Moreover,
the clustering given by G = 6 yielded a partition as reflecting the molecular
dissimilarity between the tumor samples and cell lines on the EWSs. Indeed,
the model selection based on C({G, q, α, β}) showed the evidence of molecular
subtypes on either EMS and RWS as the model of G = 6 was judged to be
optimal. We also tested the capability of the caribrated clustering rule using
the 20 blinded samples (see Figure 1). When these samples were assigned into
a particular cluster using the resulting classifiers for each G, we obtained the
plausible grouping as likely to reflect the diagnostic categories of cancer types, for
all G. For instance, of the 20 blinded samples, TEST20-EWS-T were misclassified
into the RMS related category for G = 4. In addition, for G = 6, 19 of the 20
test samples were correctly grouped into the related diagnostic categories in
which TEST19-EWS-T was misclassified into the EWS-C related cluster. From
this analysis, the predictability confirm us the effectiveness of the estimated
grouping.

A causal link from the clusters to the biological knowledge can be elucidated
thorough the inspection of relevant genes. Figure 1 illustrates the expression
patterns of 16 set of relevant genes selected by G = 6 and q = 8. For instance,
the genes in Ω1

+ are good discriminators on the basis of the lack of expression
in BL and RMS, and the high expression in EWS and NB. Note also that the
genes in Ω1

− showed the opposite expression patterns to Ω1
+. The relevant genes

in the some sets were expressed in one or two of the six molecular categories as
the Ω5

+, Ω7
− and Ω8

+ are specific to NB, EWS and RMS, respectively. Of interest
is that the genes in Ω2

+ are specifically expressed in the tumor samples as EWS-
T, RWS-T and and not expressed in the cell lines. The genes in Ω2

− shows the
opposite patterns to Ω2

+ as the lack of expression in the tumor samples and the
high-expression in the cell lines. This fact validates the presence of heterogeneity
corresponding to the molecular types within a cancer type.
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8 Concluding Remarks

In this study, we proposed a method of clustering for the high-dimensional mi-
croarray dataset. A distinction of our method is that the clustering rule is applied
to the linear mapping of data onto the low-dimensional subspace, rather than
the original dataset. In the construction of linear mapping, the directions are
chosen as to minimize a criterion that links the variance and the within-cluster
variances of the compressed data. We also established an optimization algorithm
to find such directions and a suitable clustering rule.

The effectiveness of the proposed method was demonstrated through the ap-
plication to a well-known gene expression data, the small round blue cell tumors
of childhood (SRBCTs). The clustering system could find the biologically mean-
ingful groups of SRBCTs as we confirmed a plausible correspondence between
the calibrated clusters and the diagnostic categories. Besides, the method iden-
tified sets of relevant genes associated with the calibrated clusters. These sets
might be helpful to elucidate the causal link between the obtained grouping and
the existing knowledge on biology.
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Abstract. Genetic Studies examine relationships between genetic variation and 
disease development. Pharmacogenetics studies the responses to drugs against 
genetic variation. These two lines of research evaluate relationships among 
genotype, phenotype, and environment regarding subjects. These studies demand 
a variety of other information; such as clinical observations, disease development 
history, demographics, life style, and living environment. Correct and 
informative modeling of these data is critical for bioinformaticians; the model 
affects the capacity of data manipulation and the types of queries they can ask as 
well as performance of the implemented system. In this paper, we present a 
conceptual model on genetic studies and Pharmacogenetics using Unified 
Modeling Language (UML). Our model provides a comprehensive view of 
integrated data for genetic studies and Pharmacogenetics by incorporating 
genomics, experimental data, domain knowledge, research approaches, and 
interface data for other publicly available resources into one cohesive model. Our 
model can support diverse biomedical research activities that use both clinical 
and biomedical data to improve patient care through incorporation of the roles of 
environment, life style and genetics. Our model consists of a set of class 
diagrams organized into a hierarchy of packages diagrams to clearly and 
intuitively show inter-object relationships at different levels of complexity.  

1   Introduction 

Completion of a high quality comprehensive sequence of the human genome marked 
the arrival of the Genomic Era. Genomics heavily impacts research in the fields of 
biology, health, and society. Clinical opportunities for gene-based pre-symptomatic 
prediction of illness and adverse drug responses are emerging at a rapid pace [2].  

Genetic studies examine relationships between genetic variation and disease 
susceptibility. Pharmacogenetics is the study of response to drugs against genetic 
variation. These two lines of research address the triad of relationships among 
genotype, phenotype, and environment. Apart from genomic information, a variety of 
other information is required such as clinical observations, disease development 
history, demographics, life style, and living environment. Comprehensive and correct 
modeling of these data is necessary for bioinformaticians; the model affects the 
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capacity of data manipulation and the types of queries they can ask as well as 
performance of the implemented system.  

There have been a lot of cutting-edge works on conceptual modeling of biological 
data. However, most focus on a single type of data such as genome sequences, protein 
structures, protein interactions, and metabolic pathways (see Section 2 for details). Few 
works address the problem of conceptual modeling on comprehensive applications like 
genetic and Pharmacogenetics research. Though a large number of works address 
implementation of complex biologic database systems, especially distributed ones 
through recent technology like CORBA [8] [9], they address the difficulty of 
integrating heterogeneous data sources rather than the complexity of one 
comprehensive data model. 

In this paper, we present a conceptual model on genetic studies and Pharma- 
cogenetics using Unified Modeling Language (UML); the standard for object-oriented 
analysis and design [14]. Our conceptual model supports biomedical research activities 
that use both clinical and biomedical data to improve patient care by incorporating the 
roles of environment, life style and genetics. We developed class and package diagrams 
for these domains to clearly and intuitively show inter-object relationships at different 
levels of complexity. We used UML to represent conceptual models. Conceptual 
models can be the basis for diverse research activities for bioinformaticians. 

One distinction between our research and previous studies is that our conceptual 
model covers more comprehensive and integrated data to support various genetic 
studies and pharmacogenetic research. Thus, the model is more useful for the 
requirements of complex and comprehensive real world projects. The rest of the paper 
is organized as follows: Section 2 reviews the related work. Section 3 presents our 
conceptual models. Section 4 concludes our paper. 

2   Related Work 

In the literature, many publications address the topic of conceptual modeling of 
bioinformatic data and processes. Papers range from representations of single type of 
data like genome sequences [16] [17], protein structures [6] [18], protein interactions 
[3] [16], and metabolic pathways [4] [10] [21], to complex applications such as genetic 
study and Pharmacogenetics that often cover experimental data and knowledge 
management system. 

Recently, conceptual modeling of genome sequence has received a lot of attention. 
Approaches include object-oriented models [16] [22], semi-structured models [5], 
relational [1], and extended ER models [17, 18]. Ram and Wei [18] create their own 
notations such as Sequences, Sequential Aggregate, Subsequences and Fragment to 
express semantics of biologic sequences. The work by Paton et al. [16] is most similar 
to ours in terms of approach. Both use UML notation to address representation of 
biologic data and process. Their conceptual model covers genomic data, transcriptome 
data, and protein interactions. Their work, however, does not include 
Pharmacogenetics. Thus, our work is complementary to the work by Paton et al.  
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Metabolic pathways are an important source to discover the gene functionality [10]. 
Usually it is helpful for provision of gene candidates for genetic studies. How to 
represent, store, compare and mine metabolic pathway data is also a hot topic for the 
research community. Schreiber [21] represents pathways as a directed bipartite graph 
and develops an algorithm to compute a better visual comparison of metabolic 
pathways. Like Schreiber, Heymans and Singh [7] use graphs to represent enzymes 
involved in metabolic pathways and, further, offer an iterative approach to score the 
similarity of metabolic pathways among multiple organisms. 

With many fundamental biologic databases available, researchers in bioinformatics 
turn to apply established databases to address complex real world problems such as 
cancer prevention, diagnosis and treatment. Usually those research activities involve 
complex experimental data and multiple-source knowledge systems. One interesting 
work is the ontology development for a Pharmacogenetics knowledge base 
(PharmGKB) [24]. The research group of PharmGKB implemented and compared the 
ontological and relational approach to genomic sequences for Pharmacogenetics [20]. 
Further, they used a frame-based system to represent ontology for experimental data 
and domain knowledge [15]. Their work on modeling of pharmacogenetic data is 
similar to ours. We borrow some ideas from them and use a different approach, UML, 
to model data for Pharmacogenetics as well as genetic studies.  

3   Systems and Methods 

This section presents the information models using the package diagram and class 
diagram notation of the Unified Modeling Language (UML). Due to the high 
complexity of Information models for genetic studies and Pharmacogenetics, all classes 
are not shown in one big diagram, but are split into subsystems each of which is 
represented by a package. A package in UML is a mechanism that groups semantically 
related items. A subsystem, an independent part of the system, is usually comprised of 
classes loosely coupled and very cohesive. 

In UML class diagrams, classes are drawn in rectangles with the class name at the 
top and optionally with attributes and operations listed below. In this paper, we only list 
attributes important to understanding the model for the sake of space saving. Besides, 
inter-class relationships including generalization, aggregation, association and 
realization and its cardinality are shown in the diagram. The remainder of this section is 
organized as follows: Section 3.1 shows the overview of the whole system as a 
hierarchical package diagram; Sections 3.1-3.6 show the class diagram of each 
package. 

3.1   A System Model 

The system model shown in Figure 1 presents all subsystems in the form of a package 
diagram. A package is rendered by a tabbed folder and inter-relationships between two 
packages are represented by a dotted arrow. Because each subsystem depends on 
others, only heavy dependencies are shown in the diagram. 
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Fig. 1. A System Model of Data for Genetic Studies and Pharmacogenetics 

Subject package contains classes related to experimental data of subjects including 
phenotype, genotype and environment. Models for phenotype, genotype and 
environment are still quite complex; thus, they are separated into Phenotype subsystem, 
Genotype subsystem, and Environment subsystem, respectively. 

Research package includes research dataset preparation, research approaches, and 
results. Dataset preparation heavily depends on the subject package. A dotted arrow 
from Research package to Subject package shows the dependency. 

Knowledge base serves as an important supporting tool for genetic studies and 
pharmacogenetic research. First, it provides controlled vocabulary and alternative 
names of objects in the system, which allows us to query, retrieve, merge and analyze 
data more efficiently and effectively. Second, annotated knowledge about relationships 
among genes, diseases and drugs allows us to interpret evidence of intermediate or final 
research results. 

Genomics and Public Resources are two other important packages. However, the 
details of these two packages are not shown in the paper due to the limit of space. 

3.2   A Subject Model  

The genotype is defined as all or part of the genetic constitution of an individual or a 
group [25]. Environment includes subjects’ lifestyle, living environment, and 
demographic information. The phenotype represents visible properties of an organism 
produced by interaction of the genotype and environment [25]. 

The genotype here is denoted by a subset of polymorphisms of interest. SNP is a site 
in the DNA where different chromosomes differ in their base. Haplotype [27] is a set of 
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Research Knowledge BaseGenomics

Public Resources
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Gene
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Fig. 2. A Subject Information Model shows the triad of relationship among genotype, phenotype 
and environment 

Single Nucleotide Polymorphisms (SNPs) of interest in a DNA sequence block. The 
motivation of the Haplotype for research is explained in the section on the Genotype 
Model. A subject is associated with multiple alleles of polymorphisms and with 
multiple haplotype alleles.  

Phenotypes of interest depend on the specific clinic trial or research experiment. For 
the sake of flexibility, each clinical trial or research is associated with an aggregation of 
phenotypes. Since observed phenotypes could vary across research experiments, an 
object called Trial Observation is created to store the observation of the subject 
phenotype in a specific clinical trial or research. 

Environment not only describes the general sense of living environment factors, but 
also includes lifestyle and demographic information of the subject. Similar to 
phenotypes, living environment factors of interest are specific to a clinic trial or a 
research experiment. Distinct from phenotypes, although living environment factors of 
interest may be different for subjects belonging to different samples, they are fixed for a 
subject across trials or research. Therefore, an aggregation of environment factors is 
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created to associate with a subject rather than a trial. Attributes of demographics of 
interest, such as ethnic or racial class, almost reach consensus. Lifestyle attributes, such 
as smoking or not, are in the same case. Each subject is simply associated with one 
demographic and one lifestyle object.  

3.3   A Research Model 

Availability of map, both physical and genetic, provided the infrastructure to boost 
studies linking phenotype to the interaction of the genotype and environment [11] [12]. 
Two particular study areas of interest are genetic studies and Pharmacogenetics.  

Genetic studies use genetic markers including SNPs and Short Tandem Repeats 
(STRs) as tools to identify the genes responsible for disease susceptibility [28]. 
Researchers typically utilize one of two approaches, linkage and association studies. 
Linkage studies typically use families with multiple affected individuals, ideally 
including three or more generations to identify genetic regions more likely inherited 
with a disease or biologic response than expected by random chance [28]. 

Linkage studies are useful to indicate single-gene disorders, but not suitable to 
identify genes involved in polygenetic disorders. Polygenetic disorders are more 
challenging because the multiple disease genes tend to diminish statistical significance 
of a linkage to any one gene. Conversely, association studies that compare genetic 
differences in case and control samples provide more statistical power to identify 
disease susceptibility genes [28]. Modern association studies can be categorized into 
three groups: candidate-gene-based association studies, candidate-region-based 
association studies, and whole genome association studies. 

Pharmacogenetics is a discipline that seeks to describe how inherited differences in 
genetic sequences among people influence their response to drugs [13, 19]. 
Pharmacogenetics helps determine why some medicines work better for some people 
than others and why some people are more likely to experience serious side effects. 
Knowledge that scientists gain from this research results in the delivery of safer, more 
effective medicines.  

For any genetic study or pharmacogenetic research, a research data set associated 
with a sample and a data structure is required. For both association studies and 
pharmacogenetic research, samples consist of both case and control subjects. For 
linkage studies, family-based samples include only individuals with diseases. 

A data structure is defined as a variable set necessary for the research. The variable 
set includes three types of variables; genotypes (polymorphisms or haplotypes), 
environment, and phenotypes. Usually phenotypes are treated as dependent variables, 
while genotypes and environmental factors are as independent variables. 
Polymorphisms here usually refer to SNPs as they are the most powerful genetic 
markers thus far.  A haplotype is a set of ordered SNP alleles in a region of a 
chromosome. The motivation for introduction of haplotypes will be explained in 
Section 3.4. Environment factor here has a broad sense; it refers to subjects’ 
demographic information, lifestyle and living environment factors. A data structure is 
associated with either one genetic disease or one or multiple drugs. In some cases, 
researchers test the response of combined drugs on subjects. 
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Fig. 3.  A Research Model presents the data items for genetic studies and Pharmacogenetics and 
the intermediate or final research results 

A research data set can be used by many research experiments which apply a 
specific method such as frequency, ANOVA (Analysis of Variance), and MANOVA 
(Multivariate Analysis of Variance). A research will yield a result; format of research 
results depends on the statistical approaches applied. Some significant findings might 
be published and stored in the knowledge base. Significant findings can be roughly 
categorized into two groups. One is binary relationships between phenotypes and 
genotypes. For instance, a gene is associated with or without a disease; a set of SNPs is 
associated with or without a drug response. The other is to the degree to which the 
genotype affects the phenotype. For instance, different alleles might influence disease.  

3.4   A Genotype Model 

Herein, an individual’s genotype is defined as a set of polymorphisms of interest. A 
polymorphism is a locus in a reference sequence with a variable length, where the 
sequence content might be different against individuals and each of possible sequence 
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content is called an allele. Thus, a polymorphism has at least two alleles. The main 
types of polymorphisms include SNPs, STRs, Insertions and Deletions. SNPs and 
STRs have played significant roles in genetic research as powerful genetic markers due 
to their high densities in a genomic sequence. 
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Fig. 4.  A Model of Genotype and Experiment Essays shows the genotype of each subject that is 
observed from a variety of experiment assays 

The number of SNPs in humans is known to be between 10 and 30 million SNPs. To 
find the regions with genes that contribute to a disease, the frequencies of many SNP 
alleles are compared in individuals with and without a disease. When a particular 
region has an SNP allele that is more frequent in individuals with a disease than those 
without the disease, those SNPs and their alleles are hypothesized to be associated with 
the disease. 

A haplotype is the set of SNP alleles along a region of a chromosome. Theoretically, 
there could be many haplotypes in a chromosome region. But some recent studies 
found that a haplotype occurs in a block pattern: the chromosome region of a block has 
just a few common haplotypes, followed by another block region also with just a few 
common haplotypes [27]. The recent studies also show that the common haplotypes are 
found in all populations studied, and that the population-specific haplotypes are 
generally rare [27]. 

The cost of genotyping is currently too high for whole-genome association studies. 
If a region has only a few haplotypes, then only a few SNPs need to be typed to 
determine which haplotype a chromosome has and whether the region is associated 
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with a disease. That is the reason haplotypes are introduced for genetic studies and 
other genotype related studies. 

To detect the alleles of a set of polymorphisms on a certain subject, we need 
experiments. Usually a sample set is assigned to a group of experiments, each of which is 
to query a set of polymorphisms within a reference sequence. Each experiment contains a 
group of assays. The purpose of an assay is to detect a particular polymorphism. Different 
types of assays are designed to detect different types of polymorphisms. For instance, a 
genotyping assay can detect the allele of an SNP, and a Polymerase Chain Reaction 
(PCR) sizing assay can detect the allele of an STR. Though there are at least eight types of 
assays available, most of them just determine the allele of a polymorphism for a subject 
and do not yield additional information. For this reason, only an attribute named method 
indicates the type of the assay. Denaturing High Performance Liquid Chromatography 
(DHPLC) Assay and PCR Assay produce additional information so that child classes are 
created for them. DHPLC Assay is associated with DPHLC result that additionally 
analyzes whether the allele is major or not. 

3.5   A Phenotype Model 

The phenotype represents visible properties of an organism produced by interaction of 
the genotype and environment. In this paper, phenotypes refer to disease symptoms and 
drug responses. Phenotypes of subjects are mainly collected either from clinical 
observations or laboratory tests with the permission of patients. In some cases, patients 
voluntarily submit their clinical profile for a research purpose. 

Standardization of phenotypes across studies is important to the success of systems. 
The standardization brings at least two advantages. First, standardized measures will 
reduce learning cost and misunderstanding among researchers. As soon as a submission 
is accepted by the system, the data set will be used by various research groups in the 
world. Second, it makes the merge of separately small size sample sets from different 
research groups possible. In order to obtain stable statistical findings, most research 
experiments have limitations on sample sizes. For example, a candidate-gene-based 
association study might involve more than 1000 samples including cases and controls 
[28]. However, it is extremely costly to collect samples for various reasons and most 
separate sample sets contain much less than 1000 samples. If all the measures in 
different sample sets are standardized, the problem can be solved easily by ad hoc 
merging for a specific study. 

In general, the standardization of phenotype measures involves the following three 
problems. The first problem is the unit inconsistency. Most phenotypes measures are 
metric. So an attribute called Unit is to identify the unit of a measure. 

The second problem is the term inconsistency. It is very common that a term has 
multiple alternative names in the areas like medicines, biology and bioinformatics. In 
our models, three methods are used to relieve this problem. A normalized phenotype 
and a hierarchically organized attribute are employed to modify phenotypes. Besides, 
in the model of knowledge base systems, which we will explain in Section 3.6, all 
synonyms for a term are listed. 
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The third problem is the dimensional limitation. Now the system can only accept 
two-dimensional data. One dimension is a subject or a case. The other is a phenotype 
measure (or column). However, one phenotype is often measured several times on a 
subject at different time points for a real world clinical study. In our model, a phenotype 
name might include observing time information, “Blood Pressure Day 1”, “Blood 
Pressure Day 10”, for example. And a phenotype is associated with a normalized 
phenotype which does not include time dimensional information. We also set an 
attribute to store time dimensional information for each phenotype measure, which 
enables at least semi-automatic phenotype measure comparisons across sample sets. 
For the flexibility, we assign a new phenotype ID to a phenotype submitted by any 
research groups because we are not sure it is identical to any extant phenotypes in the 
system the moment the data is submitted. 
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Fig. 5. A Phenotype Model addresses the representations of phenotypes in clinical trial or other 
experiments 

For any clinical studies or research experiments, more than one phenotype will be 
observed or tested. Thus each study is associated with one phenotype dataset. And the 
same phenotype dataset might be used for different studies conducted by the same 
research group. For the reason stated in the previous paragraph, a phenotype can belong 
to only one phenotype dataset. A phenotype dataset may involve multiple genes, 
diseases, and drugs (for Pharmacogenetics only). 



412 X. Zhou and I.-Y. Song 

 

A phenotype dataset is always designed on purposes. Like PharmGKB [24], we 
represent the purpose by a set of knowledge types. In PharmGKB project, knowledge is 
categorized into five groups: clinical outcome, pharmacodynamics and drug responses, 
pharmacokinetics, molecular & cellular functional assays, and genotypes. 

3.6   Knowledge Representation Model 

The knowledge base contains only domain knowledge. The experimental data, for 
example genetic assays or tests, medicine response tests, and clinic studies, are not 
represented in the model. The knowledge system provides the following four types of 
knowledge [15]: controlled vocabulary terms, alternative names, accession numbers, 
and literature annotation. 
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Fig. 6.  A Model for Knowledge Representation provides the ontological information of drugs, 
diseases and genes that is evidenced by scientific literature  

Controlled Vocabulary Terms. The submitted experimental data must use the name 
of an object defined in the knowledge base. This convention ensures the consistency of 
concepts through the system. The controlled vocabulary terms include drugs, diseases, 
genes, normalized phenotypes, environment, polymorphisms, and alleles. They are all 
inherited from the common superclass Object. 

Alternative Names. Objects may have many synonyms. Maintenance of alternative 
names in the system assists a user in searching for a concept. 
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Accession Numbers. Accession numbers are unique identifiers for entities in 
external databases.  Accession numbers are stored in object XRef (cross references) to 
facilitate communications with those databases. An object can have more than one 
cross reference which is associated with one standard resource such as dbSNP [33], 
dbSTS [34], GenBank [29], MedLine [35], or OMIM [32]. 

Literature Annotation. Genetic studies and Pharmacogenetics explore relationships 
among genes, diseases, and drugs. One relationship can involve multiple genes, 
diseases, and drugs. The instance of such a relationship is first of all normalized by an 
aggregation of knowledge types, and then annotated by a publication which contains 
the findings with respect to the instance of the relationship. From the predefined types 
the knowledge is associated with, a user may have ideas like what the knowledge is 
about. By further reading the abstract or full text of the publication, a user knows the 
details. 

Though the domain knowledge base system has no direct contributions to genetic 
studies and pharmacogenetic research, it is a very important supporting tool. First, the 
literature annotations serve as interpretations or evidences for intermediate or final 
findings produced by statistical approaches. Second, it is important to the reparation of 
research data. 

4   Conclusions and Discussions 

In this paper we presented a conceptual model for genetic studies and 
Pharmacogenetics. Comparing previous studies in conceptual modeling of 
bioinformatics data and process, our model provides a comprehensive view of 
integrated data for genetic studies and Pharmacogenetics by incorporating genomics, 
experimental data, domain knowledge, research approaches, and interface data for 
other publicly available resources into one model. 

We used the class diagram notation of UML to represent the conceptual model. 
Observing the notation of inter-class relationships such as generalization, realization, 
aggregation, association, and their cardinalities, a user can intuitively understand the 
schema of the model. In order to show different levels of complexity of the model, we 
organized the whole system as a hierarchy of packages. By aggregating a set of low 
coupled and highly cohesive classes into a package, the whole system can be split to a 
set of subsystems. The hierarchical package diagram is helpful for users to easily 
understand the complex system. We believe that our conceptual models are 
comprehensive and easy to understand. They can be a basis in supporting various 
aspects of Pharmacogenetics and genetic studies. 

Bioinformatics is a new field. Development of genome-based approaches to disease 
susceptibility and drug response is still in its infant stage. We can not come up with in 
advance all queries users will use and dataset researchers expect. Thus, it is inevitable 
to iteratively improve our model in practice after the system is implemented.  

In the future, we plan to enhance our model as follows. First, we will enhance the 
model to capture recording of experimental approaches and procedures as well as 
recording experimental results. Second, we also plan to support longitudinal studies as 
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well as cross-sectional studies. Experimental data like genotype, phenotype and living 
environment factors are organized around subjects. Though longitudinal data of a 
subject can be stored and accessed in the current model, a more extensive support may 
be desirable. 
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Abstract. Based on cluster, a dynamic parallel mode–the MSGD
(Master-Slave-Gleaner-Dynamic) mode is presented in this paper. Com-
bining the load balancing with the MSG (Master-Slave-Gleane) mode,
this mode brings in a load balancing strategy–task pool, which can co-
ordinate the workload of each node effectively. A volume rendering al-
gorithm called Splatting is used to test the performance of this mode
on IBM Cluster1350. The results prove that this mode can effectively
increase the total calculation speed and improve the global load balance.
In addition this mode has good scalability and is suitable for various
parallel volume rendering algorithms with large-scale data volume.

Keywords: volume rendering, parallel computing, cluster, load balanc-
ing.

1 Introduction

As the key technology of analyzing and processing three-dimensional or multi-
dimensional data in scientific visualization, the volume rendering develops very
fast and is widely used in scientific research and the engineering area[1]. How-
ever, with the improvement of the measure technique and calculation ability, the
data scale is getting larger and larger, which puts forward the new challenges
to the speed and quality of the volume rendering. It is urgent to parallelize the
related volume rendering algorithm to adapt to the demands of the processing.

In the existing parallel computing modes, the Master-Slave mode is widely
used. However, the task of Master node becomes too heavy with the size incre-
ment of the volume data when this kind of mode is used in the parallel volume
rendering algorithm. Because of that the waiting time of the Slave nodes rises
and the global algorithm performance declines. On the basis of MS mode, the
MSG mode[2] was presented to reduce the workload of the Master node. But
usually only common static load balancing is carried out in this mode, there is
no further consideration of the load equilibrium problem. As a result the Slave
nodes with the high calculation ability idle, and each node cannot exert its all
capacity.

To address this difficult problem, the authors combine the features of the
volume rendering with the cluster to bring forward the MSGD mode–the MSG

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 416–425, 2005.
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dynamic parallel mode for the volume rendering. Dynamic load balancing is
brought into the MSG mode to improve the performance of parallel algorithm.
The Splatting algorithm is used to test the performance on IBM Cluster1350
and the relevant data are obtained from the experiment to evaluate this mode.
It is indicated that MSGD mode can effectively improve the global load balance
and raise the speed of parallel procedure.

The rest of this paper is organized as follow. In Section 2, the authors give a
brief review of volume rendering algorithm and the problems it has. In Section
3, the authors introduce the parallel computing and cluster. The MSGD mode
based on IBM Cluster1350 is presented in Section 4. Experimental results are
reported in Section 5. Finally, the authors give our conclusion in Section 6.

2 Volume Rendering

Volume rendering technique can effectively render the three-dimensional data
from CT(Computed Tomography), MRI (Magnetic Resonance Imaging), CFD
(Computational Fluid Dynamics). And it is able to display the object from any
sides in high quality[3]. The volume rendering algorithm is paid more and more
attention to in the medical science, geology science, calculation flow mechanics
areas and finds more application.

However the volume rendering technique sometimes has to deal with large-
scale data sets. To be interactive, merely depending on graphics workstation with
single processor is not enough. Besides, the memory capacity needed in volume
rendering is gigantic. Usually it is impossible to put all the data in the memory. In
fact the calculation speed and memory problems become two foremost obstacles
of volume rendering technique development. It is impractical to carry out the
volume rendering with large-scale data in a common PC. Therefore, parallel
computing becomes the most practicable method to solve the problem.

3 Parallel Computing and Cluster

With development of science and technology, the requirements of the high com-
putation speed in numerical modeling and simulation in science and engineering
are increased as well. In such areas, it is usually necessary to carry out a lot of
repetitious calculations to obtain results in a reasonable time interval. A method
of accelerating the speed is to use several processors together. The whole task
is cut into small parts and every part is computed synchronously on an inde-
pendent processor. This is the main idea of parallel computing. It has many
advantages in calculating and processing huge numbers, so it is widely employed
in the various scientific areas, including the graphics area. Bringing the parallel
computing into the volume rendering algorithm is able to fully speed up the
operation rate and improve the displaying quality.

Cluster is one of the most important platforms for parallel computing. It is
made up of high performance workstation or the PC machines that are linked
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by the high-speed networks. It has merits of great scalability, high usability, the
high performance and high price to performance ratio. A typical cluster system
must have a low delay communication protocol and its coupling is lower than
SMP, especially its network is faster and more expert than normal LAN.

The Cluster used in this paper is IBM Cluster1350, which is made up of
several independent computers connected by the network. Each computer has
its own processor and local memory. None of the processors can access to the
remote memory. Data is shared across a communications network using message
passing.

4 The Research and the Implementation of the MSGD
Mode

4.1 The MS Mode and MSG Mode

In parallel volume rendering algorithm, MS mode is widely used. This mode
consists of a Master node and some Slave nodes. The Master node controls the
procedure and is responsible for starting up other subprograms, collecting results,
and showing the calculation results. In the volume rendering algorithm, its main
duty is to start up other subprograms, initialize the procedure, divide the data,
collect the result data and display picture. Subprogram is a computing node. It
carries on the calculation of the actual problem. The information transmission
uses message passing.

The MS mode is very flexible and has good scalability. It supports parallel
in task and algorithm level and the stability of it is very strong. However, as
shown in last paragraph, the assignment of Master node is too heavy when it
is used in the volume rendering algorithm. Furthermore the characteristics of
low bandwidth and high communication delay also exist in cluster system. As a
result, the communications traffic increases greatly, which raises the waiting time
of the Slave node and reduces the running efficiency. A new kind of mode–the
MSG mode was proposed to improve the efficiency of parallel volume rendering
algorithm.

The MSG mode adds a new kind of node: Gleaner node. Fig.1 shows the
architecture of the Master-Slave-Gleaner mode. This mode decomposes the work
of the Master node in MS mode and gives out a part of the Master node’s
work to the Gleaner node. The Master node is responsible for starting up the
subprograms, collecting the result data and showing the picture. The Gleaner
is responsible for dividing the task and sending out the data. The Slave node is
only responsible for the calculation.

As shown in Fig.1, dividing tasks and collecting results are independent in
the mode, and then a pipeline operation is performed. This reduces the work
of Master node consumedly, improves the load balancing, decreases the waiting
time of Slave nodes and raises the global executive performance. It has all ad-
vantages of the MS mode and it is simple. In addition, the MSG model has good
practicability and scalability.
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Fig. 1. The architecture of the MSG mode

However, the existing MSG mode usually achieves the static load balancing.
It evaluates the capability of processors, which according to computation tasks
are arranged, during compilation before the program running. The strategy is
simple and its communication expense is low. But it is hard to assign task
according to the actual work ability of the processor and impossible to make
full use of each processor. Therefore, computation time usually depends on the
slowest processor and the load balancing is not easily attained when using the
static task assignment. In addition, the static load balancing could not take
the influence of the extraneous factors into account, such as the communication
delays in some systems. In static load balancing it is very difficult to show the
variety of the communication delays. Considering the characteristics of parallel
volume rendering algorithms and combining the dynamic load balancing with
the MSG mode, the MSGD mode has been designed and implemented.

4.2 The MSGD Mode

According to the feature of volume rendering and cluster system, the MSDG
mode combines two key techniques–the MSG mode and the dynamic load bal-
ancing, and adopts task pool to improve the load balancing.

In parallel computing, generally a problem is divided into several parallel
processes. And each process does certain work. However, since the work is not
divided on average or some processors run faster than other ones, there are always
some processors that complete their task more quickly than others and become
idle. The ideal circumstance is that all processors are in the busy situation
all the time and continually do their tasks. In this case, the running time is
the shortest[4]. Load balancing refers to achieving the best efficiency of parallel
execution by the distributing tasks to the processors.

When designing the load balancing, it is necessary to keep in mind of the
network structure, parallel cluster architecture, utilization and reliability of the
system. There are two kinds of methods in common use: the static load balancing
and the dynamic load balancing. The dynamic load balancing is adopted because
of the defects of the static load balancing mentioned above.

In the dynamic load balancing, the whole work is completed according to the
actual ability of each processing node. The tasks are transferred dynamically to
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reach the load balancing, which need investigate into the processing capacity of
each node. In dynamic load balancing the task is arranged to the processors in
the running time. The authors adopt task pool for the dynamic load balancing.

Fig.2 is a sketch map of task pool. As shown in it, firstly the whole problem
is divided into several small tasks, which forms a big task pool. After each
processor completes its own existing task, they ask for new task and execute
the new task continuously until the task pool is empty. For example, if there
are n Slave nodes the problem could be divided into m tasks (usually m is the
integral multiple of n) to make up a task pool. Firstly the Master node starts
up the Gleaner and Slave nodes, and then the Gleaner node divides the problem
to small ones, creates a task pool and assigns the first tasks to the Slave nodes.
When each Slave node completes the task independently, the results are sent to
the Master node and the Slave nodes apply for next task toward Gleaner node at
the same time. If the pool is not empty, the Gleaner node assigns next task to it
and cancels this task simultaneously, otherwise the Master node closes the Slave
node. As a result the Slave nodes with high calculation capability can calculate
more data than the ones without.

Fig. 2. The working map of task pool

In parallel volume rendering algorithm, the work of the three nodes in the
MSGD mode is: the Master node is responsible for starting up other nodes,
collecting the result data and displaying the picture; the Gleaner node is respon-
sible for dividing the task, creating task pool and sending data; the Slave node
is responsible for calculation.

In this mode, the task can be sent out to each Slave node according to the
actual workload of the processors in any running time. The node with strong
computing capacity is assigned with more work. Each processor is busy with the
work and no processor is idle. Although it results in additional communication
expense, it is much better efficient than the static load balancing. And with the
increment of the volume data, the ratio of the cost time in connection to the
total time will descend accordingly. As a result the computing efficiency increases
continuously. It is suitable for the large-scale parallel volume rendering.
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In section 5, the Splatting algorithm is used to test the performance of this
mode based on IBM Cluster1350 system. Analyzing the data, the features and
advantages of this mode will be shown in the following.

5 Experiment Analysis

IBM Cluster1350 is a new Linux cluster that is used in the paper. It is a con-
solidation and follow-on of the IBM Cluster1300 and the IBM xSeries “custom-
order” Linux cluster offering delivered by IGS[5]. The system provides an array
of computational and storage devices connected through high-speed networks.
Cluster1350 is an engineered system, not just a collection of components, and
therefore provides the following advantages: interoperability, increased reliability,
ease of installation and service, electromagnetic interference (EMI) compliance,
safety and ease of expansion[6]. Also, it is based on the operate system of Linux
and is ideally suitable for large-scale and medium-scale volume rendering.

There are 7 sub-nodes and a management node with 10/100/1000Mbps Eth-
ernet in our cluster system. The operation system on each node is Linux (Red-
Hat7.3). Computing nodes connect one another by two high speed Ethernet
switches (one is for computing (1000M), and the other is for system manage-
ment (100M)).

The parallel programming tool adopted in this paper is PVM (Parallel Vir-
tual Machine) software. It provides a unified framework within which parallel
programs can be developed in an efficient and straightforward manner using ex-
isting hardware. PVM enables a collection of heterogeneous computer systems
to be viewed as a single parallel virtual machine. PVM transparently handles
all message routing data conversion and task scheduling across a network of
incompatible computer architectures[7].

A Splatting program, a kind of volume rendering algorithms with large com-
plex volume datasets, is used to compare the performance of the MSGD with
that of the MSG mode.

The Splatting algorithm is an international popular volume rendering algo-
rithm. The main idea of this algorithm is to calculate the contribution of the
volume data to the screen pixel layer by layer, line by line, one by one, then
synthesize all the values, finally generate the picture. Because the footprint ta-
ble can be computed in the course of pretreatment, the Splatting algorithm is
quicker than other common volume rendering algorithms and can produce a pic-
ture of high quality. Moreover, because of its characteristic, it is very suitable
for the large-scale data parallel visualization computation and can be used in
the design of accelerative hardware.

Firstly the Splatting program is paralleled using Master-Slave-Gleaner mode
and tested on IBM Cluster1350. Then the same program is paralleled using
Master-Slave-Gleaner-dynamic mode and tested on the same system. The size
of the volume data used in this paper is 16 megabyte. And the parallelization
method used is data parallel.
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Fig. 3. The total time of Parallel algorithm using different mode

Fig. 4. The total efficiency of parallel algorithm using different mode

In the implementation of the program, the management node of the cluster
acts as the Master node, one of the sub-nodes as the Gleaner node and the rest
nodes as Slave nodes.

In the experiment, there are several important parameters: (1) total runtime
of the parallel program, (2) total efficiency of the system, (3) the absolute veloc-
ity. In this paper the absolute velocity of program is defined as the ratio of data
size to computing time. The unit of time is second and the data size is measured
in megabyte. The absolute velocity is expressed by numerical part of the ratio
directly. Each experiment has been done for three times. The final result is the
average value.

According to the parameters and the amount of datasets, the authors get
comparative figure of parallel program: total runtime figure, total efficiency figure
the absolute velocity figure.

Fig.3 compares the total time of parallel program using the MSG and MSGD
modes from 3 to 8 computing nodes. The horizontal axis measures the number
of working nodes and the vertical axis measures the total time. Because there
are three kinds of nodes totally in the MSGD mode, at least three processors
must be used (suppose one process is mapped to one processor). It has been
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observed from the graph that the total runtime of the MSGD mode is shorter
than the MSG mode form 4 to 8 working nodes. For example, when there are
5 nodes, the total runtime of the MSG mode is 18.78 seconds and that of the
MSGD mode is 14.26 seconds. Compared with the MSG model, the total time
of the MSGD mode parallel program is reduced by 24.1%. However when there
are 3 nodes, the costing time of the MSGD mode is a little more. This is due to
the additional communication expense caused by the dynamic load balancing.
Except that, the MSGD mode is quicker than the MSG mode by several seconds.
This is because of the dynamic load balancing too. As a result of it the Slave
nodes themselves can make full use of computing power. Therefore, the total
time diminishes correspondingly.

Fig.4 compares the total efficiency of parallel program. The horizontal axis
of these measures the number of working nodes, while the vertical axis measures
the total efficiency. The curves of the MSGD model parallel program are much
higher than that of the MSG one from 4 to 8 nodes. From the figure we know
that the MSGD mode can raise the efficiency of the parallel volume rendering
algorithm and has better rationality.

Fig.5 compares the absolute velocity of the parallel programs. The horizontal
axis measures the number of working nodes, while the vertical axis measures the
absolute velocity. It is observed that there is a continual increase in the absolute
velocity from 3 to 8 working nodes in these two curves. Furthermore the absolute
velocity of the MSGD model parallel program is much higher than that of the
MSG one from 4 to 8 nodes. Taking example for 7 nodes, the absolute velocity
of the MSG mode is 1.09 M/S, while that of the MSGD mode is 1.26 M/S and is
quicker than the MSG mode by 15.3%. That is owing to that the MSGD mode
raises the total efficiency of parallel algorithm, so it can reduce the total runtime
and also the absolute velocity.

Fig. 5. The absolute velocity of parallel algorithm using different mode

The MSGD mode has all advantages over the MSG mode, and it supports
the parallel volume rendering better in cluster system. Besides, this kind of load
balancing has good scalability and is simple to implement. It is not limited by
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the number and the power of processors and can be used in the heterogeneous
network. According to practical requirement, it is possible to bring other different
strategies of dynamic load balancing into the MSGD mode to attain the best
efficiency.

6 Conclusion

To support the processing and visualizing of the large-scale volume data, a
MSGD mode has been designed and implemented in this paper based on IBM
Cluster1350. The Splatting algorithm is used to test the performance of this
mode. This mode links the dynamic load balancing and the MSG mode to-
gether, so it can improve the load balancing. The result of experiment proves
that this mode can raise the total performance of the parallel volume rendering
algorithm and surpasses the static MSG mode in the computing efficiency, total
runtime and the running speed. In addition, calculation efficiencies of this mode
would increase with the increment of data scale and it is suitable for the parallel
volume rendering algorithm and dealing with large-scale data.

The merits of the MSGD mode are: (1) it can improve the performance of
the parallel volume rendering algorithm; (2) it can coordinate the amount of
calculation in each processor and make them incline toward the load balance;
(3) its calculation efficiency will increase correspondingly with the increase of the
volume data scale; (4) it has good scalability and is not limited by the number
of the processor.

The disadvantage of this mode is that its dynamic load balancing strategy
of is not universally used. That is to say, it should adopt the different strategy
to load the equilibrium according to actual circumstance, such as the hardware
platform and the network condition. Task pool, a popular strategy of dynamic
load balancing, is used in this paper because of its cluster platform. But it has
not been proved that this strategy is suitable for all circumstances. It should
be found out that the best dynamic strategy according to the specific algorithm
and hardware platform.

Acknowledgements

This work is supported by Natural Science Foundation of China under grant No.
60373061. The authors gratefully acknowledge the valuable comments and sug-
gestions of their associates in Parallel Programming Research in CADC Group.
Special thanks are expressed to Ce Yu, Qianqian Han, Linlin Guo, Weiliang
Meng for their interesting and rewarding comments.

References

[1] Xiaomei Li,Zhaohui Huang,Xun Cai etc.: Parallel and Distributed Visualiza-
tion:Techniques and Applications, Defence industry publisher.



A Dynamic Parallel Volume Rendering Computation Mode Based on Cluster 425

[2] Xiaotu Li, Jizhou Sun, Zhanhui Qi, Jiawan Zhang: A Modified Parallel Computa-
tion Model Based on Cluster. COMPUTATIONAL SCIENCE AND ITS APPLI-
CATIONS - ICCSA 2004, PT 2 LECTURE NOTES IN COMPUTER SCIENCE
3044: 252-261 2004.

[3] Zhigang Sun, Jiawan Zhang, Jizhou Sun: A improved Splatting algorithm for vol-
ume rendering, Journal of Tianjin University, Vol.36 No.5 Sep.2003.

[4] Barry Wilkinson, Michael Allen: Parallel Programming: Techniques and Applica-
tions Using Networked Workstations and Parallel Computers, Prentice Hall, 1999.

[5] Ibm.com/redbooks, Building a Linux HPC Cluster with xCAT.
[6] Ibm.com/redbooks, Preinstallation Planning.
[7] G.A. Geist, A. Beguelin, J. Dongorra, W.Jiang, R.Manchek, V.S.Sunderam: PVM-

Parallel Virtual Machine -A Users’ Guide and Tutorial for Networked Parallel Com-
puting, MIT Press, 1994.



Dynamic Replication of Web Servers Using
Rent-a-Servers�

Young-Chul Shim, Jun-Won Lee, and Hyun-Ah Kim

Dept. of Computer Engineering, Hongik University, Seoul, Korea
{shim, junlee, hakim}@cs.hongik.ac.kr

Abstract. Some popular web sites are attracting large number of users
and becoming hot spots in the Internet. Not only their servers are over-
loaded but also they create excessive traffic on the Internet. Many of
these hot spots are appearing and disappearing rapidly. Traditional ap-
proaches such as web caching and static replication of web servers are
not proper solutions to the hot spot problem. We present a dynamic
replication method of web servers using a concept called rent-a-servers.
The proposed method not only distributes web requests among replicated
web servers evenly but also significantly reduces traffic on the Internet.
We compare the proposed method with other approaches and show the
effectiveness of the proposed method through simulation.

1 Introduction

With the success of the WWW technology, the number of Internet users/hosts
and Internet traffic are increasing rapidly. With such a rapid spread of WWW,
the traffic overload is becoming a serious problem in the Internet. Moreover,
clients experience excessive delay in accessing very popular web sites. We observe
frequently that some popular web sites are attracting an enormous number of
users and, therefore, becoming hot spots of network traffic in the Internet. These
hot spots are changing continuously. Recent studies reveal that the cases of
abrupt increase in the number of users accessing popular web sites are quite
common and these popular web sites are changing continuously. It is observed
that hot spots causing performance bottlenecks in the Internet are appearing
and disappearing rapidly. We have to consider the following issues so that we
can provide services of a satisfiable level to the web clients.

– The delay for bringing web contents to the client should be minimized. This
delay consists of the time to deliver a client request to the web server, handle
it at the web server, and return the response to the client.

– Availability of web contents should be increased. Although one web server
fails, the contents stored in this failed web server should be accessible to
clients through other replicated web servers.

� This research was supported by University IT Research Center Project, Korea.

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 426–434, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Dynamic Replication of Web Servers Using Rent-a-Servers 427

– The amount of network traffic carrying web requests and responses should
be minimized and the phenomenon of network traffic concentrating in some
areas of the Internet should be avoided.

There has been much research work to satisfy the above requirements and
this work can be classified into two categories[1]: Web caching and the replication
of web servers. But as will be explained in the next section, these approaches
are not suitable to handle the problem of hot spots. Recently there emerged
the concept of rent-a-servers in which fast computers with a big storage space
are installed in the Internet and are rented to users who need fast computation
and/or a large storage space[2]. This concept lends itself to handling hot sports
in which client requests increase abruptly at unpredictable time and locations. If
a sharp increase in client requests is observed at a certain web site and, therefore,
this web site is decided to be a new hot spot, we borrow a rent-a-server at a
proper location and replicate a web server at this rent-a-server to distribute loads
among web servers. If client requests dwindle after some time, we uninstall the
replicated web server from that rent-a-server. With this approach we do not have
to purchase and install a computer to replicate a web server but need to pay
the fee for the rental time of a rent-a-server. The decision of both when/where
to replicate a web server and when to uninstall the replicated server can be
automatically made based upon the real-time analysis of the client request traffic
pattern. So rent-a-servers can be a cost-effective solution to the hot spot web
sites that appear and disappear rapidly.

In this paper we describe our approach to automatically replicating web
servers for hot spot web sites using rent-a-servers to reduce both the response
time and the network traffic. We also show the effectiveness of our approach
through simulation. The rest of the paper is organized as follows. Section 2
presents related works. Section 3 describes the overall approach and explains
algorithms for replicating and uninstalling replicated web servers. Section 4
presents simulation results and is followed by the conclusion in Section 5.

2 Related Works

Web caching stores recently accessed web documents in specialized web caching
servers such as proxy servers. If the same document is requested, it can be re-
trieved from the cache without going to the web server. Therefore, web caching
can reduce the time to handle web requests and the network traffic. There has
been much research on web caching including Harvest[3] and WebWave[4]. Al-
though web caching can improve performance in case of retrieving static docu-
ments, it cannot be used in case of retrieving results by sending parameters and
executing a dynamic document on the web server. When a document is retrieved
the first time and the validity of a cached document is checked, the web server
should be accessed and the load on the web server increases and the network
traffic concentrates on the web server. Moreover web caching cannot solve the
problem of web server failure completely.
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These problems in web caching can be solved by replicating and distributing
web servers. An important issue in a replicated and distributed web servers is to
determine to which web server among replicated servers a client request should be
directed so that the load of web servers is well balanced and the response time to
the client request is minimized. A distributed web server system consists of many
web server hosts distributed in LAN or WAN and has the mechanism to spread
client requests evenly among web severs. In this system a client request is delivered
to either a lightly loaded web server or a geographically close server and, there-
fore, the load of client requests is spread among replicated servers resulting in the
reduction of the response time. Depending upon who distributes requests among
servers, a distributed web server system can be classified into four categories as fol-
lows: client-based systems[2], DNS-based systems[5], dispatcher-based systems[6],
and server-based systems[7]. Another important issue in a distributed web server
system is the determination of the locations where web servers are deployed. If the
request pattern is stable in terms of time and location, the traffic analysis of re-
quests can determine the location of web servers. Altavista and Yahoo are such ex-
amples. To replicate web servers, locations of servers should be determined, hosts
should be deployed at the selected locations, and DNS servers or dispatchers also
should be installed and properly configured. But this process takes a lot of time.
Therefore, a distributed web server system cannot cope with hot spots that are
created in a very short time. If a web site loses its popularity and client requests
to that site drop significantly, then all the investment of deployed web servers for
that site becomes wasted.

There has been some work on dynamic replication of web servers[8] but their
work was focused on the replication within a single Internet Service Provider(ISP)
and, therefore, the replication benefit is somewhat limited. Our approach lift that
limitation and try to maximize the replication benefit.

3 Dynamic Replication of Web Servers

ISPs enable users to connect to the Internet and utilize the ISP’s high-
performance computers. Currently these computers are mainly used for web
hosting but we can extend this concept further so that users can use these com-
puters for any purposes and be charged for their usage. We call computers of
such an extended concept to be rent-a-servers. We intend to use rent-a-servers
for replicating web servers of hot spot web sites. Rent-a-servers are connected to
ISP routers directly or through LAN but in this paper we treat a rent-a-server
and its router as one node for simplicity. We assume that using the active net-
work technology[9], a router can analyze a request being routed to an upstream
web server and redirect it to its rent-a-server if that rent-a-server can service
that request. If a web server is replicated on a rent-a-server as in Figure 1, the
router and its rent-a-server can catch the client request being delivered to the
primary web server, process it, and return the result to the client.

When a web site is opened, it starts with one web server. This web server
is called a primary web server of that site. This primary web server, all of its
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clients, the shortest paths connecting these clients to the primary web server,
and rent-a-servers on the shortest paths form one big routing tree where the
primary web server is the root, clients are leaves, and rent-a-servers are inner
nodes as in Figure 2. In the beginning all the requests are sent to the primary
web server. But when its load becomes too high, a web server is replicated on
the rent-a-server at a proper location. Thereafter, requests of all the clients in
the subtree rooted by that rent-a-server is processed by the replicated server. In
the figure, client A’s requests are processed by the primary web server but those
of B are processed by the rent-a-server. So request loads are distributed among
web servers. Because B’s request heading to the primary web server is caught
by the rent-a-server, the transmission delay of that request is reduced and the
request delivery from the rent-a-server to the primary server is saved resulting
in the reduction in the overall network traffic. Now we explain algorithms for
replicating and uninstalling web servers.

3.1 Replication Algorithm

To explain the algorithm we use the following terminologies.

– PS : Primary web server of a certain web site.
– TS : Rent-a-server.
– RS : Web server replicated on a rent-a-server.

At a server S that is either PS, TS, or RS, its load, L(S), due to requests to the
web site consists of the following 3 components.
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– LL(S) : Load due to requests from clients directly connected to S.
– LC(S) : Load coming from all the child TS. If there is RS on a child TS, the

load from that child node becomes 0.
– LD(S) : Load redirected from PS or other RSs. This load exists only on RSs.

If S is TS with RS installed on it, its total load becomes LL + LC + LD and is
processed by that RS. If S is TS without RS, its total load, LL+LC , is forwarded
to its parent server. We assume that each server S records the values of LL(S),
LD(S), and LC(S) for each child server.

We explain the algorithm for replicating RS on TS. PS or RS becomes over-
loaded when its load goes over LOV ER. An overloaded server tries to find TS
satisfying following conditions among its descendant TSs to install RS there.

– TS does not have RS and its load is not less than LREP .
– TS does not have any descendant TS satisfying the above condition.

The first condition tries to find TS with enough load (at least LREP ) so that
the overloaded server can be offloaded sufficiently when RS is installed on TS
and the cost of installing RS can be justified. The second condition tries to find
TS that is closest to the client group from which excessive requests are coming.
Only if RS is installed on such TS, not only the load on web servers are balanced
but also the traffic due to excessive requests can be reduced. If there is no domi-
nant client group causing the overload, and the overloaded PS or RS cannot find
any TS with its load greater than LREP , the overloaded web server selects TS
with the biggest load among its child TSs without RS and installs RS on that
TS. Then among its child TSs without RS it chooses a set of TSs and redirects
requests from those TSs to the newly installed RS. The set of TSs are chosen
in such a way that the load of the originally overloaded server falls below LREP

after the redirection. Now we present the algorithm.

ReplicateWS(S) { /* called at an overloaded PS or RS */
Among child TSs without RS, select TS with the biggest load;
If (TS has load > LREP )

FindTS(TS) /* TS has enough load */
Else

Replicate&Redirect(S) }

FindTS(S) {
Among child TSs without RS, select TS with the biggest load;
If (TS has load > LREP )

FindTS(TS) /* there is TS with sufficient load among descendant */
Else

Install RS on this rent-a-server }

Redirect&Replicate(S) {
Sort child TSs without RS in the non-increasing order of load;
Install RS on the child TS with the highest load;
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While (load of overloaded server, S, is not lower than LREP ) {
Pick the next TS and arrange

to redirect requests from this TS to the newly installed RS;
Subtract the redirected load from S’s total load }}

3.2 Uninstallation Algorithm

When the load of RS becomes significantly low (below LUNDER), we consider
unistalling this RS. If RS is unistalled, all of its load will be forwarded to its
parent web server, S. If the resulting load in S, L(RS) + L(S) becomes too high
(above LALERT ), there is the possibility that the parent server will soon get
overloaded and will try to replicate a web server again. To avoid this undesirable
situation, RS is uninstalled only if the sum of its load and its parent web server’s
load is not too high (not above LALERT ).

If more than two RSs try to uninstall themselves simultaneously, the situa-
tion can become complex. So we allow RS to be uninstalled only if there is no
descendant RS trying to retreat simultaneously. Now we present the algorithm.

UninstallWS(RS) {
Check if there is any descendant RS trying to retreat;
If (there is such a descendant RS)

Wait some time and exit; /* descendant RS is trying to retreat. */
/* so wait some time before trying to uninstall again. */

Calculate L to be sum of its load and its parent load;
If (L(RS) + L(ParentWebServer)> LALERT )

Wait some time and exit
/* if sum of loads is still too high at the parent server, */
/* wait some time before trying to uninstall again */

Else
Uninstall the replicated server }

4 Simulation Results

We experimented the proposed algorithms by simulating with NS-2[10]. In the
simulation we made the following assumptions.

– Load on servers are measured in terms of the queue length of client requests
and the maximum queue length is set to 1000

– LOV ER = 800, LALERT = 700, LREP = 600, LUNDER = 300
– Average service time of a client request = 10 ms
– Bandwidth: 45Mbps between ISP and 100Mbps within ISP

The network topology used in the simulation is depicted in Figure 3. A net-
work consists of ISPs. In an ISP, there can be many routers, but we show only
those routers with rent-a-servers (TSs) and assume that clients are connected to
TSs directly. We also show only those paths connecting clients to the primary
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Fig. 3. Initial state of the network for simulation

web server (PS) because other paths are irrelevant in our simulation study. In
the figure we define the load on PS and TSs with a pair of numbers. The first
number is the load from local clients and the second is the load from child TSs.

Now we increase LL at TS7 and TS8 to 300 and 400, respectively, resulting
in overload at PS (L(PS) = 820). We study the performance of three cases. In
the first case there is no web server replication. In the second case our algorithm
is run to install RS at TS6 that has load over LREP and is the closest to the
client group causing the overload. In the third case (PS replication), dynamic
replication is allowed only at PS. So PS is replicated when the load at PS in-
creases over LOV ER. We measured the response time of requests from clients as
in Figure 4. As soon as the overload is detected at PS, RS is installed at TS6

(a) Response time of client at TS6                                                                (b) Response time of client at TS3
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in our algorithm and at PS in the PS replication approach. Figure 4 (a) shows
the response time of the client which is located in the area causing the overload
(a client connected to TS6). As soon as the overload is detected at PS, RS is
installed and the client’s response time is reduced in our approach and the PS
replication approach. But our approach shows better response time because the
client request is processed at RS which is closer than PS while the client request
in the PS replication approach is serviced by replicated PSs and experiences
longer request/result transmission delay. Figure 4 (b) shows the response time
of the client which is located in the area without overload (a client connected
to TS3). In this case we see that our approach and the PS replication approach
exhibit similar performance because the requests are serviced at PS.

Now we increase LL at TS11 ans TS13 to 100 in the initial state in Figure 3
and experiment our algorithm with a more complex scenario as follows.

– LL on TS12, TS14, TS15 increases to 200, 100, 300, respectively. PS becomes
overloaded with L(PS) = 900 and installs RS on TS12 with L(TS12) = 600.

– LL on TS9, TS10, TS11, TS13 increases to 200, 100, 200, 200, respectively.
PS gets overloaded again with L(PS) = 800 and installs RS on TS9 with
L(TS9) = 700.

– LL on TS14, TS15 increases to 300, 300, respectively. RS at TS12 gets over-
loaded with L(TS12) = 800 and installs RS on TS14 with L(TS14) = 600.

– LL on TS14 and TS15 decreases and RS on TS14 is uninstalled.
– LL on TS12 decreases and RS on TS12 is uninstalled.

Figure 5 (a) shows the response time of requests from clients on TSs on which
RSs are installed and Figure 5 (b) shows the queue length at PS and TSs on
which RSs are installed. We can see as client requests increase, overloaded servers
install RSs on proper TSs at 52sec, 82sec, and 118sec and, therefore, response
times and queue lengths are prevented from increasing too high. When RS is
installed on TS14 at 118sec, the total load of RS on TS12 goes below LUNDER

and TS12 tries to uninstall its RS. But if RS on TS12 is uninstalled, the total
load of RS on TS9 becomes 720 (>LALERT ) and the uninstallation attempt is
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Fig. 5. Simulation results for a more complex scenario
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rejected. In the meantime LL on TS14 and TS15 decreases and the total load on
TS14 goes below LUNDER. Then with the consent of RS on TS12 that is lightly
loaded, TS14 uninstalls its RS and as a result TS12’s load increases. As time
passes, LL on TS12 and TS14 decreases and at 180sec TS12 uninstalls its RS
with the consent of RS on TS12. Now the remaining servers are PS and RS on
TS9. We can see that the proposed algorithm installs and uninstalls replicated
servers properly and helps maintain the response time and queue length at a
proper level.

5 Conclusion

Traditional approaches such as web caching and static replication of web servers
are not suitable solutions to the hot spot web sites that appear and disap-
pear rapidly. In this paper we described our approach to automatically replicate
web servers for hot spot web sites using rent-a-servers. We explained algorithms
to install replicated web servers on proper rent-a-servers when web servers get
overloaded and uninstall them when they become unnecessary. The proposed
method not only distributes web requests among replicated web servers but also
significantly reduces traffic on the Internet. We showed the effectiveness of the
proposed method through simulation.
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Abstract. This paper covers a number of considerations about the sub-
ject of parallel volume rendering according to the rendering pipeline, in-
cluding the choice of parallel architectures, the parallel volume rendering
algorithms, the strategies for data distribution, and sorting and compo-
sition methods to achieve load balancing. Through the survey of recent
parallel implementations, the general concerns and current research trend
on the design of a parallel volume rendering system are discussed.

Keywords: Survey, Parallel Volume Rendering, Parallel Rendering
System.

1 Introduction

Direct volume rendering (DVR) has gained great popularity in the process of
mapping three-dimensional datasets to meaningful and visual information in a
two-dimensional image plane without generating geometry models. It has been
widely used in not only medical imaging, but also scientific trials such as geo-
graphical information analysis and unstructured aerodynamics calculations. The
advantage of using direct volume rendering techniques is that both opaque and
translucent structures can be visualized at the same time. Unfortunately, DVR
is a memory and computationally intensive task.

Visualizing large-scale datasets remains one of the most challenging research
problems. In order to achieve receivable performance, parallel volume rendering
become a natural solution by increasing the number of the processing units to
speed up the rendering task. The challenges of designing an efficient parallel
visualization system consist of optimizing every stage in the overall rendering
pipeline and balancing competing resources and numerous tradeoffs. Classify-
ing the various schemes is important to characterize the behavior of each. And
many researchers have given contributions to the development of parallel sys-
tems including Ma[MA99][MA95], Coelho and Nascimento [AC05], Mavriplis
and Pirzadeh [MP99], Djurcilov [DJ98], Gonzato and Saec [GS00], Prakash and
Kaufman [PK97], and Watson [WA02].
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This paper discusses each stage in an overall parallel visualization system
in detail. First, general architectures of the parallel system are reviewed. The
parallel volume rendering algorithms including ray-casting, splatting and shear-
warp are summarized. After that, the classification of the data distribution is
expounded following with sorting strategy and composition methods in order
to achieve the load balance problems. A number of parallel volume rendering
systems are given as examples and conclusions of the current development and
research trend in the field are discussed at last.

2 Parallel Volume Rendering Architectures

Parallel volume rendering application may run on parallel hardware or in a dis-
tributed computing environment. The architecture of the target system, includ-
ing the memory organization and programming paradigm, has a major impact on
the design of volume rendering system. Crockett [CT95]devised a more detailed
survey.

The taxonomy of parallel computer architectures could be classified based
on the number of instruction and data streams in the dependent system, such
as Single Instruction Multiple Data and Multiple Instruction Multiple Data.
Numerous volume renderers have been implemented on such platforms includ-
ing Gribble [CG04], Leo[LS02], Schmid [SB00], and Meissner [MM01]. Another
choice is shared memory architectures which could provide relatively efficient
access to a global address space. Compared with shared memory architectures,
distributed-memory systems offer improved architectural scalability, but often
with higher costs for remote memory references. For this class of machines, man-
aging communication is a primary consideration.

Currently, because of share memory system’s isolation and lacking of expan-
sibility, more and more researchers prefer to distributed memory systems, espe-
cially commercial PC-clusters. Many implements have been developed on this
common platform like Garcia [AG02], Muraki [MS03], and Bajaj [BC02][BC00].
However, the interconnection network for communications between processors
is observably slower than internal CPU and memory compared with supercom-
puters. So it is paramount to reduce the amount of bandwidth needed by global
operations such as compositing and final assembly of the image in parallel volume
rendering systems.

3 Parallel Volume Rendering Algorithms

Although new parallel algorithms could be developed, it is more convenient to
design effective parallel rendering algorithms from existing sequential ones by
introducing special methods or algorithms to deal with communication among
processors, increased storage requirements, and other parallel issues. Many clas-
sic volume rendering algorithms such as ray casting, splatting, shear-warp, cell
projection and so on, are chosen to paralled. Wittenbrink[WC98] proposed a
detailed algorithm classification and description for parallel volume rendering.
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Ray casting is probably the most popular approach for direct volume ren-
dering that could produce the highest quality of rendered images. It is one of
the most memory-intensive tasks for volume visualization. Ray casting has been
parallelized on many parallel architectures using either image space partition or
object space partition methods by Law and Yagel[LA96], Ma [MA94][MA93],
Bajaj[BC00], Palmer and Totty[PM98] , and Ray[RH99].

Under the context of Splatting originated by Westover [LW89] [LW90] which
is a widely used object-order volume rendering algorithm, there are much work
has been done to realize parallelism. Elvins[TE92] was the first one to use splat-
ting on the NCube machine which is a general purpose multiprocessor system.
Johnson and Genetti [GJ95] implemented a similar splatting renderer on the
Cray T3D. And Li[LP97] developed the parallel volume rendering system, Par-
Vox.

Lacroute [LP94] proposed an accelerated shearing algorithm, called shear-
warp factorization. A parallel implementation of the shear-warp algorithm is
demonstrated on the SGI which challenged the capable of real-time frame
rate[LP96].

The associated meshes of three-dimensional unstructured data from scien-
tific trials such as aerodynamics calculations and Adaptive Mesh Refinement
(AMR) are typically large in size and irregular in both shape and resolution.
Ma and Crockett [MA97] proposed a parallel cell-projection method to solve
this problem on IBM SP2 system. Weber [?] also presents a software algorithm
for parallel volume rendering of AMR data using a cell-projection technique on
several different parallel platforms.

As datasets continue to increase in size, new tools and techniques are devel-
oped to visualize such dataset in interactive ways. Methods utilizing hardware
features to accelerate and optimize the slow software volume rendering algo-
rithms are proposed by the research society. Cullip’s method [CT94]defines the
volume data as a 3D texture and utilizes the parallel texturing hardware in
the Silicon Graphics RealityEngine workstations to perform reconstruction and
resampling on polygons embedded in the texture. Cabral [CB94] proposed a
method to use texture mapping hardware to accelerate volume rendering and
tomographic reconstruction operation. Several of parallel texture based method
for volume rendering have been presented including Magallon[MH01], Gribble
[CG04] and Kniss[KJ01].

4 Task Subdivisions

A large amount of data should be distributed to the processors in the parallel
environment, which would take a tremendous amount of time. Parallel render-
ers have to effectively manipulate and deliver those data to obtain the needed
computational power for a variety of challenging applications. There are differ-
ent approaches we can take to alleviate the data distribution problem by task
subdivision. It can be generally divided into two categories based on how the
workload is distributed among the processors.
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One is the image-space partitioning scheme which subdivides the screen into
small tiles and assigns each processor one or multiple tiles. Hsu [HW93]presented a
segmented ray casting for data parallel volume rendering. In his method, the pixel
values in the image plane are computed by casting rays through the volume data.

The other is the object-space partitioning scheme which subdivides the vol-
ume into small subvolumes and each processor is responsible for rendering one
or multiple subvolumes. Ma [MA94]presented a divide-and-conquer algorithm
for parallel volume rendering. His method is a pure object-space partitioning
scheme, where each processor receives a partition of the volume.

Some researchers also use hybrid method to combines the benefits of both
image-space and object-space partition schemes. Antonio Garcia[AG02] pre-
sented a parallel volume rendering algorithm based on the idea of pixel in-
terleaving which can efficiently reduces communication overhead and volume
interleaving which provides storage scalability.

5 Sorting Strategy

Sorting is a process to determine the visible-surface order to assure correct
composition result in the rendering pipeline. It may happen during geometry
preprocessing, between geometry preprocessing and rasterization, or during ras-
terization. Molnar [MS94]presented a parallel rendering classification method
based on where sorting operation takes place. The three strategies are sort-first,
sort-middle, and sort-last.

Sort-first approach divides the 2D screen into disjoint regions, and assigns
each region to a different processor, which is responsible for all of the rendering in
its region. This strategy has been used by Humphreys [HG01], Mueller [MC95],
Samanta [SR00][SR99], Correa [WT02], and Bethel [BE03]. Sort-first could take
advantage of frame-to-frame coherence well, since few primitives tend to move
between tiles from one frame to the next. But it could cause load balancing
problems between renderers because primitives may cluster into regions.

Poulton[FH89] and Montrym [MJ97] used sort-middle approaches to assign
an arbitrary subset of primitives to each geometry processor, and a portion of
the screen to each rasterizer. The geometry processor transforms and lights its
primitives, and then sends them to the appropriate rasterizers.

The algorithms developed by Heirich and Moll[HA99], Molnar [MS92],
Wei[WB98], Kirihata [YK04][YA04], and Moreland[MK01]adopted sort-last
strategies to distribute pixels during rasterization. In sort-last method, the primi-
tives with an arbitrary subset are assigned to each renderer which computes pixel
values for its subset, no matter where they fall in the screen, and then transfer
these pixels to compositing processors to obtain the final rendering results.

6 Composition Methods

Composition is the essential step of volume rendering which fuses the resamples
generated in the local rendering step to obtain the final pixels. Parallel image
compositing can be performed in many different ways.
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Beside the simplest direct send approach used in Hsu [HW93] and Neumann
[NU93], which has each processor send ray segments to the one responsible for
compositing, Ma [MA94] introduced several other composition methods. Binary
tree is a simple method which suites to hardware implementation. Muraki[MS01]
designed and built special image compositing hardware to support the depth
order composition for the translucent volume rendering, which implements the
binary-tree subimage composition process. A straightforward binary compositing
called binary swap is developed by Ma [MA94], which could keep all processors
busy during the whole course of the compositing. Many sort-last methods includ-
ing Sano [SK97], Wylie[WB01], and Yang[YD99] use this method. The projection
method composites the final image by propagating the sub-images through pro-
cessors in a front-to-back order. Silva [SC96] provided the implementation of
this method. Ino [IF03]proposed another method called Divided-Screenwise Hi-
erarchical method for sort-last parallel volume rendering on distributed memory
multiprocessors. The DSH method divides the screen to tile-shaped regions and
composites them in concurrent according to a dynamically determined hierar-
chical order.

7 Load Balance

Load balance is one of standards to evaluate parallel applications performance.
Static load balancing is generally used by many researches in the field of parallel
volume rendering to solve load imbalance in a distributed memory parallel com-
puter because of the high overhead required to redistribute the data at runtime.
A preprocessing step is often needed to partition the spatial domain based on
not only the visualization parameters but also the characteristics of the grids
and data for the unstructured dataset [MA95]. Ma and Crockett [MA97] use a
round-robin cell distribution method to average out the differences in loads for
different regions of the spatial domain to avoid preprocessing.

Dynamic load balancing techniques are essential solutions to load imbalance.
Lacroute [LP95] presents a parallel volume rendering algorithm with dynamic
load balancing strategy and finds that data redistribution and communication
costs do not dominate rendering time on shared-memory architectures. At the
same time, Amin [AM95]’s parallel algorithm based on the shear-warp algorithm
and its implementation on a 128 processor TMC CM-5 distributed-memory par-
allel computer could renders a large medical dataset at an appropriate frames
rate with the aid of dynamic load balancing.

8 Examples of Parallel Volume Rendering Systems

Many parallel volume rendering systems have been developed to obtain the
needed computational power for a variety of challenging applications in medical
imaging, engineering and scientific visualization. Li[LP97]’s ParVox is a parallel
volume renderer using image-order as well as object-order splatting algorithm
on Cray 3D. Recently, Gribble [CG03],and Kniss [PS04]developed their parallel
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volume rendering applications based on Simian, which is originally proposed by
Kniss [KJ04]. It provides a set of functions including transfer function configura-
tion, clipping, shading and classification controls. Systems developed in special
hardware, such as VIZARD II by Meißner [MM02] and Sepia by Moll[ML99],have
also been developed.

9 Conclusions

Designing an efficient parallel visualization system remains one of the most chal-
lenging research problems in the field of scientific visualization. PC-Cluster,
hardware-assisted rendering, real-time and large scale volume rendering is be-
coming the main trend of not only the parallel volume rendering but also the
whole visualization society. More and more applications make use of data en-
coding techniques to decreasing the communication amounts. Load balance is an
attention-getting problem in the parallel research at all times. Many challenges
remain, and the discipline of parallel rendering is likely to be an active one for
years to come.
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Abstract. This paper presents the application scheduling algorithms on a class 
of multiprocessor architectures that exploit temporal and spatial parallelism si-
multaneously. The hardware platform is a multi-level or partitionable architec-
ture. Spatial parallelism is exploited with MIMD type processor clusters (or 
layers) and temporal parallelism is exploited by pipelining operations on those 
independent clusters. In order to fully exploit system’s capacity, multi processor 
tasks (MPTs) that are executed on such system should be scheduled appropri-
ately. In our earlier study, we have proposed scheduling algorithms based on 
well known local search heuristic algorithms such as simulated annealing, tabu 
search and genetic algorithm and their performances were tested computation-
ally by using a set of randomly generated test data. In this paper, we present ap-
plication of these scheduling algorithms on a multilayer architecture which is 
designed as a visual perception unit of an autonomous robot and evaluate per-
formance improvement achieved.  

1   Introduction 

In many engineering applications dedicated parallel architectures are employed to over-
come heavy computational demand. A particular class of these architectures exploits 
parallelism in space (data or control) and time (temporal) simultaneously and they are 
mainly utilized in applications such as machine vision, robotics, and power system 
simulation [6, 12]. There are many architectures of this type reported in literature either 
by employing a pool of processors that can be partitioned into independent clusters or 
by organizing processors in multiple hierarchically organized layers (see for instance 
[4,14]). Processor clusters typically communicate via a shared bus or via direct (or con-
figurable) processor to processor communication links. A typical example to this type of 
computing structure is real-time computer vision, where overall structure is made of a 
stream of related tasks. Operations performed on each image frame can be categorized 
as low, intermediate and high level. The result of an algorithm at the low level initiates 
another algorithm at the intermediate level and so on. By exploiting available spatial 
parallelism, algorithms at each level can be split into smaller grains to reduce their com-
putation time. In addition, computing performance can be improved further by exploit-
ing temporal parallelism when the continuous image frames are being processed by the 
system. That is, algorithms at each level can be mapped into a processing cluster and 
executed simultaneously to create a pipelining effect.  



446 M.F. Ercan 

 

An important issue that affects the performance of parallel computing is proper 
scheduling of tasks to system processors. A significant amount of study deals with 
partitioning and mapping of tasks considering network topology, processor, link, 
memory parameters and processor load balance whereas another group of study deals 
with sequencing and scheduling multiprocessor tasks (MPT) so that the completion 
time of all the tasks can be minimized [1, 2, 3, 5]. Task partitioning problem is well 
studied in literature whereas MPT scheduling studies are generally targeted for archi-
tectures made of a single layer. However, a special scheduling problem arises for the 
class of architecture considered in this paper. Here, we have to consider scheduling of 
MPTs not only for one layer but for all the layers of the systems. Computations per-
formed on these systems are made of multiple interdependent MPTs and they will be 
defined as jobs. Hence, the job-scheduling problem is basically finding a sequence of 
jobs that can be processed on the system in the shortest possible time. 

In our earlier studies, we tackled with the above defined problem and developed 
several scheduling algorithms based on well known local search algorithms, such as 
simulated annealing, tabu search, and genetic algorithms [7, 8, 9]. In this paper, we 
present application of these scheduling techniques on the actual system. The applica-
tion platform is a multiprogrammable multiprocessor system designed as a visual 
perception unit of an autonomous robot. In the following sections, we will present the 
system architecture and the structure of the computations performed on it. Then, we 
will briefly discuss scheduling algorithms employed and present the result of our 
empirical studies. 

2   Multiprocessor System and the Structure of the Operations 

A multilayer architecture is basically made of m  number of processing layers, each 

of which holds  ik  ( mi ...,2,1= ) number of processors. The number of layers, 

processor type and the parallelism model employed are all depend on the application.  

2.1   Multiprocessor System Used for Experiments 

We employed a parallel architecture, developed for machine vision and autonomous 
navigation purpose, as our application base. The system was built with latest parallel 
DSPs employing a combination of distributed and shared memory MIMD parallelism. 
In order to achieve multiprogramming, processor arrays are organized in a hierarchical 
multi-layered manner. Image is acquired by a frame grabber and fed into a pair of DSPs 
which then scatter image frame to processors simultaneously. This way four processors, 
performing low-level image processing algorithms, receive image data in very short 
time. Two inter-processor connection schemes are employed for the communication. A 
reconfigurable network provides one-to-one connection of remote processors. Mean-
while, communication links of DSPs are used to communicate with neighboring proces-
sors directly. Furthermore, a shared memory block is used to exchange data between 
layers. The basic computing element used in this system is the high performance paral-
lel DSPs. These processors are capable of performing various forms of computations 
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such as number crunching to symbolic type of operations efficiently. Analogue Devices’ 
SHARC DSPs (TM-001 at 250MHz) were used for the system [13]. Each processor 
holds 6 Mbytes of local memory and 128Mbytes memory is shared between the four 
DSP. Figure 1 illustrates the vision architecture used as test bed.  

 

Fig. 1. A block diagram of the system 

Data transfer cost between the layers is negligible compared to the processing 
times of the tasks. When a task at one layer is completed, its successor at the subse-
quent layer will be initiated without delay, provided that there is sufficient amount of 
vacant processors. Otherwise, tasks has to be placed in a queue (or stored in a buffer) 
until some processors become available. For example, consider the case where two 
tasks are available to be executed at one layer. If each task requires large number of 
processors, apparently both tasks can not be executed on that layer simultaneously. 
One task will be executed while the other one is waiting for its turn. An important 
criterion is therefore to decide on task sequence so that processor idle time can be 
minimized.  

2.2   Modeling of the Operations Performed on the System 

In this system, a knowledge based image interpretation algorithm is performed and 
continuous image frames are processed by a series of multiprocessor tasks. The num-
ber of hypothesized object models determines the number of jobs to be executed. It 
can easily be seen from the Figure 1 that the first and second layers of the system are 
made of multiprocessors and the third layer has single processor. In Figure 2 tasks 
performed on the system is expressed graphically. Here, due to distributed nature of  
the image interpretation algorithm developed, there is no precedence relationship 
among the jobs. Data dependency occurs for the final task at the third layer. Hence, 
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 the problem can be defined as scheduling pipelined multiprocessor tasks of two  lay-
ers. Apparently, the efficient scheduling of layer 1 and layer 2 tasks will consequently 
benefit layer 3 tasks. That is, by minimizing completion times of tasks at the first and 
the second layers, third layer tasks can start earlier and have a larger time slot to per-
form model matching algorithms. The number of processors required by each task 
depends on the available parallelism that algorithms can exploit. Using scheduling 
terminology each pipelined MPT will be named as job. The problem is formally de-
fined as follows: There is a set J of n independent and simultaneously available jobs 
to be processed in a computing platform with two multiprocessor layers, where layer   
j  has  mj  identical parallel processors, 2,1=j . The level of pipeline in each job is 

the same and compatible with the number of processing layers available in the com-

puting platform. Each job J Ji ∈  has two multiprocessor tasks ( ijT  ), namely 1iT   

and 2iT . ijT  should be processed on ijP  number of processors simultaneously in 

layer  for a period of  ijt  without interruption  ni ,...,2,1( =  and  )2,1=j . Hence, 

each ijT  is characterized by its processing time, ijt , and its processor requirement,   

ijP ni ,...,2,1( =  and )2,1=j . All the processors are continuously available from 

time 0 onwards, and each processor can handle no more than one MPT at a time. 
Multiprocessor tasks are performed without pre-emption. The objective is to find an 
optimal schedule for the jobs so as to minimize the maximum completion time among 
all jobs.  

3   Scheduling Algorithms 

In order to solve the scheduling problem presented above, we have developed algo-
rithms based on three well known local search heuristics. In our earlier study, tabu 
search and simulated annealing approaches were considered and their performance 
was evaluated by means of intensive computational experiments using randomly 
generated problem instances [7, 8]. For each combination of processing time ratio and 
processor configuration of the architecture, 25 problems were generated. In another 
study, we have developed a genetic algorithm for this problem [9]. Genetic algorithms 
have been shown to be effective solving scheduling problems in literature. We have 
evaluated the performance of algorithm with the same data set and a comparison of 
performances is presented at the following Table 1 and Table 2.  

All the algorithms implemented using C++ and run on a PC with a 350 MHz Pen-
tium II processor. Results are presented in terms of Average Percentage Deviation 
(APD) of solution from the lower bound. This deviation is defined as 

100)))((( max ×− LBLBHEC , where )(max HEC  denotes schedule length ob-

tained by heuristic algorithms and  LB  denotes the lower bound for the schedule. 
The details of the lower bounds developed for this problem are presented in [11]. 

From the Tables 1 and 2, it can be observed that our genetic algorithm outper-
formed our simulated annealing and tabu search based algorithms. 
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Fig. 2. Data dependency graph between tasks in the perception unit 

Table 1. A comparison of TS, SA and GA algorithms for machine configuration 2:1  

jobs # of Processors:  
Layer1=2, Layer2=1 

# of Processors: 
Layer1=4, Layer2=2 

# of Processors: 
Layer1=8, Layer2=4 

 SA TS GA SA  TS GA SA TS GA 
10 0.94 1.14 0.91 4.21 5.06 5.31 10.15 10.72 10.34 
30 0.52 0.47 0.1 2.64 3.41 0.247 4.65 5.82 1.44 
50 0.42 0.44 0 1.71 2.3 0.222 4.53 5.59 1.78 
 

Table 2. A comparison of TS, SA and GA algorithms for machine configuration 1:1  

jobs # of Processors  
Layer1=2, Layer2=2 

# of Processors  
Layer1=4, Layer2=4 

# of Processors  
Layer1=8, Layer2=8 

 SA TS GA SA  TS GA SA TS GA 
10 2.62 3.28 3.05 7.07 8.49 7.6 8.88 9.21 11.51 
30 2.49 3.25 0.288 3.5 4.69 0.88 7.81 9.32 3.37 
50 2.69 3.06 0.19 4.2 4.79 1.17 7 7.96 2.93 

4   Experimental Study 

As mentioned, our earlier study was based on computational experiments. In order to 
make a reasonable comparison of the search methods described above, other than the 
randomly generated problem sets, we considered a set of test instances obtained  
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Fig. 3. Convergence of algorithms for four test cases 
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from the machine vision system described above. The analysis of the set has practical  
relevance and complements the results of the randomly generated problem sets. The 
particular configuration of the machine vision system has four processors at each 
stage. We obtained the processing times and the processor requirements for jobs from 
the machine vision system where each job comprises two tasks. The task at the first 
level is an object detection algorithm that particularly searches evidence in the image 
for a predefined object. The task at the second layer elaborates on the results and 
groups object-related data and creates symbolic data about the object. The processing 
technique described here employs top-down control mechanism instead of traditional 
bottom up processing methods. Therefore, the number of jobs to be implemented in 
this system is related to the variety of objects to be searched in a given image. The 
processor requirements for all the MPTs were deterministic, though some of the task 
execution times were content dependent; however they did not vary greatly. Hence, 
for those tasks we used their average execution times in the scheduling heuristic. The 
data for each test instance is provided in [10]. 

The following Figure 3 depicts the maximum completion times obtained in each 
search iteration (or generation in GA) for three search heuristics. Among the four test 
cases, the best performance improvement was achieved for 10 jobs. The execution 
time was shortened by around 22% and the number of frames processed within a 10-
second period by the system reached to 11.5 frames, which were around 9 frames. 
However, for 18 jobs, improvement was no better than 1.5%. An important conclu-
sion that can be drawn from the practical experiments is that our GA converges very 
quickly compared to our TS and SA algorithms. 

5   Summary 

In this paper, the job-scheduling problem on a multi-tasking multiprocessor environ-
ment is considered. A job is made up of interrelated multiprocessor tasks where a 
multiprocessor task is modeled with its processing requirement and processing time. 
Three well-known local search heuristics, Simulated Annealing, Tabu Search and 
Genetic Algorithms have been applied for the solution of this problem. In this paper, 
we evaluate the performance of the algorithms mainly based on their capacity to 
minimize maximum completion time of all the jobs. We applied these scheduling 
algorithms to multilayer system and observed that performance of the system signifi-
cantly improved. However, due to their large computation times, SA, TS, or GA can 
be used in deterministic cases where scheduling is done before executing the pro-
grams on the system.  
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Abstract. This paper presents a method for verifying universal prop-
erties of parameterized parallel systems using Parameterized Predicate
Diagrams [10]. Parameterized Predicate Diagrams are diagrams which
are used to represent the abstractions of such systems described by spec-
ifications written in temporal logic. This method presented here inte-
grates deductive verification and algorithmic techniques. Non-temporal
proof obligations establish the correspondence between the original spec-
ification and the diagram, whereas model checking can be used to verify
properties over finite-state abstractions.

Keywords: parameterized parallel system, verification, formal method,
diagram, temporal logics.

1 Introduction

Parameterized parallel systems, or parameterized systems for short, have become
a very important subject of research in the area of computer-aided verification.
A parameterized system consists of several similar processes whose number is
determined by an input parameter. Many interesting systems are of this form,
for example, mutual exclusion algorithms for an arbitrary number of processes
wanting to use a common resource. Many distributed systems, in particular those
that control communication and synchronization of networks, also have as their
body a parallel composition of many identical processes. A challenging problem
is to provide methods for the uniform verification of such systems, i.e. prove by
a single proof that a system is correct for any value of the parameter. The key to
such a uniform treatment is parameterization, i.e. presenting a single syntactic
object that actually represents a family of objects.

There are basically two approaches to formal verification, which are the de-
ductive approach and the algorithmic approach. The deductive approach is based
on verification rules, which reduce the system validity of a temporal property to
the general validity of a set of first-order verification conditions. The most pop-
ular algorithmic verification method is model checking. Although this method
is fully automatic for finite-state systems, it suffers from the so-called state-
explosion problem. The size of the state space is typically exponential in the
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number of components, and therefore the class of systems that can be handled
by this method is limited.

The ability to conduct a uniform verification of a parameterized system is
one of the striking advantages of the deductive method for temporal verification
over algorithmic techniques such as model-checking techniques. Let n denote an
arbitrary but finite number of identical processes. Usually, the model checker’s
memory capacity is exceeded for values of n smaller than 100 [8]. Furthermore,
in the general case, nothing can be concluded about the property holding for any
value of n from the fact that it holds for some finite set of values. In comparison,
the deductive method establishes in one fell swoop the validity of the property
for any value of n [8, 5].

The need for a more intuitive approach to verification leads to the use of
diagram-based formalisms. Usually, these diagrams are graphs whose vertices are
labelled with first-order formulas, representing sets of system states, and whose
edges represent possible system transitions. This approach combines some of the
advantages of deductive and algorithmic verification: the process is goal-directed,
incremental and can handle infinite-state systems.

In the context of parameterized systems, there are two classes of properties
may be considered, namely the properties related to the whole processes and the
ones related to a single process in the systems. The latter class is sometimes called
the universal property. For example, given a parameterized system which consists
of n processes and some property P , the universal properties are expressed as
formulas of the form ∀ k ∈ 1..n : P(k).

This paper proposes a verification technique for parameterized systems using
a class of diagrams called Parameterized Predicate Diagrams (ppd) [10]. ppds
is an extension of (the original) predicate diagrams from Cansell et.al. [4].
Predicate diagrams can be used to prove the properties related to the whole
processes. Unfortunately, this approach suffers from the limitation that it cannot
be used for the verification of universal properties. We use TLA* [9] to formalize
our approach and use TLA+ style [7] for writing specifications.

This paper is structured as follows. We begin with the specification of pa-
rameterized system in TLA*. Section 3 describes the definition and the use of
ppds in the verification of parameterized systems. As illustration we take the
Ticket protocols [2] as case study. This is explained in Section 5. Conclusion and
future work will be given in Section 6.

2 Specification of Parameterized Systems

In this work, we restrict on the parameterized systems which are interleaving
and consist of finitely, but arbitrarily, discrete components.

Let M denotes a finite and non-empty set of processes running in the system
being considered. A parameterized system can be describe as a formula of the
form:

parSpec ≡ Init ∧�[∃k ∈M : Next(k)]v ∧ ∀k ∈M : L(k) (1)



Universal Properties Verification of Parameterized Parallel Systems 455

where

– Init is a state predicate that describes the global initial condition,
– Next(k) is an action that characterizes the next-state relation of a process

k ,
– v is a state function representing the variables of the system and
– L(k) is a formula stating the liveness conditions expected from the process

k .

Formulas such as Next(k) and L(k) are called parameterized actions.

3 Parameterized Predicate Diagrams

In proving universal properties we have to find a way that enables us to keep
track the behaviors of some particular process. The idea is to view the systems as
collections of two components, which are a particular process and the collection
of the rest of the processes.

Given a specification of parameterized system, parSpec, and a property, P ,
our goal is to prove the validity of parSpec → ∀ k ∈ M : P(k). Let i ∈ M be
some process. We reduce the proof to the proof of parSpec ∧ i ∈ M → P(i)1. If
the proof succeeds then, since we apply the standard quantifier introduction rule
of first-order logic, we can conclude that the property holds over each process in
the system, i.e. ∀ k ∈ M : P(k) is valid.

Now we present a class of diagrams that can be used for the verification
of parameterized systems. The underlying assertion language, by assumption,
contains a finite set O of binary relation symbols ≺ that are interpreted by well-
founded orderings. For ≺ ∈ O, its reflexive closure is denoted by �. We write
O= to denote the set of relation symbols ≺ and � for ≺ in O.

For the sake of the presentation, in the following we will denote by A(i) for
some action of process i and A(k) for formula ∃ k ∈ M \ {i} : A(k) for some
action of any process other than i .

Definition 1. (quantified-actions) For a set of parameterized actions A, we de-
note by Φ(A), the set of quantified-actions which are formulas of the form A(i)
or A(k) for A(k) some parameterized action in A.

Formally, the definition of parameterized predicate diagram is relative to
finite sets P, A and Φ(A) that contain the state predicates, the (names of) pa-
rameterized actions of interest and quantified-actions over parameterized actions
in A, respectively. We will later use τ �∈ A to denote a special stuttering action.
We write P to denote the set of literals formed by the predicates in P, that is,
the union of P and the negations of the predicates in P.

Definition 2. (ppd) Given a set of state predicates P, a set of parameterized
actions A and the set of quantified-actions over parameterized actions in A,
Φ(A), ppd over P,A, and Φ(A), G, consists of

1 We call such method Skolemization.
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– a finite set N ⊆ 2P of nodes,
– a finite set I ⊆ N of initial nodes,
– a family δ = (δB )B∈Φ(A) of relations δB ⊆ N × N ; we also denote by δ the

union of the relations δB for B ∈ Φ(A),
– an edge labeling o that associates a finite set {(t1,≺1), . . . , (tk,≺k)}, of terms

t i paired with a relation ≺i∈ O= with every edge (n,m) ∈ δ, and
– a mapping ζ : A → {NF,WF,SF} that associates a fairness condition with

every parameterized action in A; the possible values represent no fairness,
weak fairness, and strong fairness.

We say that the quantified-action B ∈ Φ(A) can be taken at node n ∈ N iff
(n,m) ∈ δB holds for some m ∈ N , and denote by En(B) ⊆ N the set of nodes
where B can be taken.

A ppd is a finite graph whose nodes are labelled with sets of (possibly
negated) predicates, and whose edges are labelled with (the names of) quan-
tified actions as well as optional annotations that assert certain expressions to
decrease with respect to an ordering in O=. Intuitively, a node of a ppd repre-
sents the set of system states that satisfy the formulas contained in the node.
(We indifferently write n for the set and the conjunction of its elements.) An
edge (n,m) is labelled with a quantified action A if A can cause a transition from
a state represented by n to a state represented by m. A parameterized action
may have an associated fairness condition.

We now define runs and traces through a ppd as the set of those behaviors
that correspond to fair runs satisfying the node and edge labels. To evaluate the
fairness conditions we identify the enabling condition of an action A ∈ A with
the existence of A-labelled edges at a given node. For a term x and two states s
and t , if x holds at the state s or the pair of states s and t , then we write s[[x ]]
or s[[x ]]t , respectively.

Definition 3. Let G = (N , I , δ, o, ζ) be a ppd over P,A and Φ(A). A run of G
is an ω-sequence ρ = (s0,n0,A0) (s1,n1,A1) . . . of triples where s i is a state,
ni ∈ N is a node and Ai ∈ Φ(A)∪{τ} is an action such that all of the following
conditions hold:

1. n0 ∈ I is an initial node.
2. s i [[ni ]] holds for all i ∈ N.
3. For all i ∈N either Ai =τ and n i =ni+1 or Ai ∈Φ(A) and (ni ,ni+1)∈δAi

.
4. If Ai ∈ Φ(A) and (t ,≺) ∈ o(ni ,ni+1), then s i+1[[t ]] ≺ s i [[t ]].
5. If Ai = τ then s i+1[[t ]] � s i [[t ]] holds whenever (t ,≺) ∈ o(ni ,m) for some

m ∈ N .
6. For every quantified-action B ∈ Φ(A) of parameterized action A(k) ∈ A

such that ζ(A(k)) = WF there are infinitely many i ∈ N such that either
Ai = B or ni /∈ En(B).

7. For every action B ∈ Φ(A) of parameterized action A(k) ∈ A such that
ζ(A(k)) = SF, either Ai = B holds for infinitely many i ∈ N or ni ∈ En(B)
holds for only finitely many i ∈ N.

We write runs(G) to denote the set of runs of G.
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The set tr(G) traces through G consists of all behaviors σ = s0s1 . . . such that
there exists a run ρ = (s0,n0,A0)(s1,n1,A1) . . . of G based on the states in σ.

4 Verification Using PPDs

In linear-time formalisms such as TLA*, trace inclusion is the appropriate im-
plementation relation. Thus, a specification parSpec implements a property or
high level specification F if and only if the implication parSpec → F is valid [7].
This implication can be refine into two conditions by using PPDs: first, all be-
haviors allowed by parSpec must also be traces through the diagram and second,
every trace through the diagram must satisfy F . Although both conditions are
stated in terms of trace inclusion, following Cansell et.al. [4], two different
techniques are used here. To show that a ppd is a correct representation of a
specification, we consider the node and edge labels of the diagram as predicates
on the concrete state space of parSpec, and reduce trace inclusion to a set of
proof obligations that concern individual states and transitions. On the other
hand, to show that the diagram implies the high level property, we regard all
labels as Boolean variables. The parameterized predicate diagram can therefore
be encoded as a finite labelled transition system, whose temporal properties are
established by model checking.

4.1 Relating Diagrams with Specifications

A ppd G is said to conform to a specification parSpec if every behavior that
satisfies parSpec is a trace through G. In general, reasoning about entire behaviors
are required for proving this conformance. The following theorem essentially
introduces a set of first-order (”local”) verification conditions that are sufficient
to establish conformance of a ppd to a parameterized system specification in
standard form (Formula 1). The proof of Theorem 1 is given in [10].

Theorem 1. Let G = (N , I , δ, o, ζ) be a ppd over P,A and Φ(A) as defined and
let parSpec ≡ Init ∧�[∃ k ∈ M : Next(k)]v ∧∀ k ∈ M : L(k) be a parameterized
system. If the following conditions hold then G conforms to parSpec:

1. |= Init→
∨
n∈I

n.

2. |≈ n ∧ [∃ k ∈M : Next(k)]v → n′ ∨
∨

(m,B):(n,m)∈δB

〈B〉v ∧m′

3. For all n,m ∈ N and all (t ,≺) ∈ o(n,m)
(a) |≈ n ∧m′ ∧

∨
B:(n,m)∈δB

〈B〉v → t′ ≺ t

(b) |≈ n ∧ [∃k ∈ M : Next(k)]v ∧ n ′ → t ′ � t.
4. For every parameterized action A(k) ∈ A such that ζ(A(k)) �= NF

(a) If ζ(A(k)) = WF then for every quantified action Bof A(k), |= parSpec→
WFv (B).

(b) If ζ(A(k)) = SF then for every quantified action B of A(k), |= parSpec→
SFv (B).
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(c) |≈ n → 〈enabled B 〉v holds for every quantified action of A(k), B,
whenever n ∈ En(B).

(d) |≈ n ∧ 〈B 〉v → ¬m ′ holds for all n,m ∈ N and for every quantified
action of A(k), B, such that (n,m) /∈ δB .

Condition 1 asserts that every initial state of the system must be covered
by some initial node. This ensures that every run of the system can start at
some initial node of the diagram. Condition 2 asserts that from every node,
every transition, if it is enabled then it must have a place to go, i.e., there is a
successor node which represents the successor state of the transition. It proves
that every run of the system can stay in the diagram. Condition 3 is related to
the ordering annotations and Condition 4 is related to the fairness conditions.

4.2 Model Checking PPDs

For the proof that all traces through a ppd satisfy some property F we view the
diagram as a finite transition system that is amenable to model checking. All
predicates and actions that appear as labels of nodes or edges are then viewed
as atomic propositions.

Regarding ppds as finite labelled transition systems, their runs can be en-
coded in the input language of standard model checkers such as SPIN [6]. Two
variables indicate the current node and the last action taken. The predicates
in P are represented by boolean variables, which are updated according to the
label of the current node, nondeterministically, if that label contains neither P
nor ¬P . We also add variables b(t,≺), for every term t and relation ≺∈ O such
that (t ,≺) appears in some ordering annotation o(n,m). These variables are set
to 2 if the last transition taken is labelled by (t ,≺), to 1 if it is labelled by (t ,�)
or is stuttering transition and to 0 otherwise. Whereas the fairness conditions
associated with the actions of a diagram are easily expressed as LTL (Linear
Temporal Logic) assumptions for SPIN.

5 Tickets Protocol: A Case Study

The Tickets protocol is a mutual exclusion protocol designed for multi-client
systems operating on a shared memory. In order to access the critical section,
every client executes the protocol based on the first-in first-served access policy.
The protocol works as follows. Initially, t and s store the same initial value.
When requesting the access to the critical section, a client stores the value of
the current ticket t in its local variable a. A new ticket is then emitted by
incrementing t . Clients wait for their turn until the value of their local variable
a is equal to the value of s. After the elaboration inside the critical section, a
process releases it and the current turn is updated by incrementing s. During the
execution the global state of the protocol consists of the internal state (current
value of the local variable) of each process together with the current value of s
and t .
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module Tickets

Specification
Init ≡ ∀ k ∈ M : pc[k ] = 1 ∧ a[k ] = 0 ∧ s = 1 ∧ t = 1

Request(k) ≡ ∧ pc[k ] = 1 ∧ pc′ = [pc except !k = 2]
∧ a ′ = [a except !k = t ] ∧ t ′ = t + 1 ∧ s ′ = s

Grant(k) ≡ ∧ pc[k ] = 2 ∧ a[k ] = s ∧ pc′ = [pc except !k = 3]
∧ s ′ = s ∧ t ′ = t ∧ a ′ = a

Release(k) ≡ ∧ pc[k ] = 3 ∧ pc′ = [pc except !k = 1] ∧ s ′ = s + 1
∧ a ′ = a ∧ t ′ = t

v ≡ 〈pc, a, s, t 〉
Next(k) ≡ Request(k) ∨ Grant(k) ∨ Release(k)

L(k) ≡ ∧ WFv (Grant(k))
∧ WFv (Release(k))

Tickets ≡ Init ∧ �[∃ k ∈ M : Next(k)]v ∧ ∀ k ∈ M : L(k)

Theorem
Tickets → ∀ k ∈ M : �(pc[k ] = 2 → ♦pc[k ] = 3)

Fig. 1. Tickets protocol for n ≥ 1 processes
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Fig. 2. ppd for Tickets protocol for n ≥ 1 processes
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Our objective is to prove that the protocol satisfies the so-called individual
accessibility, that says that every time a process requests to enter its critical
section, it will be eventually allowed to enter its critical section. This property
is a universal property.

The specification of the Tickets protocol as well as the property to be proved
in TLA+ [7] style are shown in Figure 1.

Let pc1 and cs be the set of processes whose pc is equal to 1 and 3, respec-
tively, the diagram in Figure 2 is a suitable ppd for Tickets protocol for n ≥ 1
processes. We associate an ordering annotation (|pc1|, <) with the loop of every
node to ensure that eventually the system will leave the loops due to the finite-
ness of M . We also associate the ordering annotation (a[i ]− s, <) with the edge
from node 3 to node 4 and associate the ordering annotation (a[i ]− s,≤) with
the edge from node 4 to node 3 for avoiding loops that may happen between
the pair of nodes. Thus, we can ensure that eventually process i is allowed to
enter its critical section. The choice of the orderings is based on the fact that
whenever pc[i ] = 2 then the difference between a[i ] and s decreases whenever
some process other than i leaves its critical section and increments the value of
s by 1.

The ppd in Figure 2 conforms to the Tickets specification in Figure 1. We
can use Theorem 1 for proving this conformance. For example we have:

– Init →

⎛⎜⎜⎝
pc[i ] = 1
∧ ∀k ∈ M \ {i} : pc[k ] ∈ {1, 2}
∧ a[i ] < s
∧ |cs| = 0

⎞⎟⎟⎠.

–

⎛⎜⎜⎝
pc[i ] = 1
∧ ∀k ∈ M \ {i} : pc[k ] ∈ {1, 2}
∧ a[i ] < s
∧ |cs| = 0

⎞⎟⎟⎠ ∧ [∃ k ∈ M : Next(k)]v →

∨

⎛⎜⎜⎝
pc[i ]′ = 1
∧ ∀k ∈ M \ {i} : pc[k ]′ ∈ {1, 2}
∧ a[i ]′ < s
∧ |cs ′| = 0

⎞⎟⎟⎠
∨ 〈Request(i)〉v ∧

⎛⎜⎜⎝
pc[i ]′ = 2
∧ ∀k ∈ M \ {i} : pc[k ]′ ∈ {1, 2}
∧ a[i ]′ ≥ s
∧ |cs ′| = 0

⎞⎟⎟⎠
∨ 〈∃ k ∈M \{i} : Request(k)〉v∧

⎛⎜⎜⎝
pc[i ]′ = 1
∧ ∀k ∈M \{i} : pc[k ]′∈{1, 2}
∧ a[i ]′ < s
∧ |cs ′| = 0

⎞⎟⎟⎠
∨ 〈∃ k ∈M \{i} : Grant(k)〉v ∧

⎛⎜⎜⎝
pc[i ]′ = 1
∧ ∀k ∈M \{i} : pc[k ]′∈{1, 2, 3}
∧ a[i ]′ < s
∧|cs ′| = 1

⎞⎟⎟⎠ .
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–

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∧ ∧ pc[i ] = 2
∧ ∀k ∈ M \ {i} : pc[k ] ∈ {1, 2, 3}
∧ a[i ] ≥ s
∧ |cs| = 1

∧ ∧ pc[i ]′ = 2
∧ ∀k ∈ M \ {i} : pc[k ]′ ∈ {1, 2}
∧ a[i ]′ ≥ s
∧ |cs ′| = 0

∧ 〈∃ k ∈ M \ {i} : Release(k)〉v

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
−→ (a[i ]′ − s ′) < (a[i ]− s).

Using the diagram in Figure 2 we can prove that it is always the case that
whenever process i request to enter its critical section, it will eventually enters
its critical section, i.e. we can prove the validity of formula Tickets → �(pc[i ] =
2 → ♦pc[i ] = 3). Moreover, since we have just applied the standard quantifier
introduction rule of first-order logic, this implies the validity of formula ∀ k ∈
M : Tickets → �(pck = 2→ ♦pck = 3) as required.

Encoding the ppd in Promela, the input language of SPIN, as described in
Section 4.2, and then model-checking the resulted transition system using SPIN,
we can verify the individual accessibility of the Tickets protocol.

6 Conclusion and Future Work

We have proposed a method for verifying universal properties of parameterized
parallel systems using Parameterized Predicate Diagrams. In this work we have
restricted to a class of parameterized systems that are interleaving and consist
of a finitely, but arbitrarily, discrete components. The parameterized systems
are represented as parameterized TLA* specifications. The verification is done
deductively and algorithmically by means of diagrams. Our diagrams can be
viewed as the abstract representation of parameterized systems, i.e. we repre-
sent a family of processes in a single diagram. The same spirit but using differ-
ence formalism is the work from Baukus et.al.[1]. They propose a method for
the verification of universal properties of parameterized networks based on the
transformation of an infinite family of systems into a single WS1S [3] transition
system and applying abstraction techniques on this system.

Using the Tickets protocol as case study, we have shown that ppds can be
used to prove the universal properties. For handling the universal properties we
distinguish some single arbitrary process from the rest of processes. This can
be extended for proving the properties that related to some set of particular
processes. The idea is to consider those processes separately from the rest of
the processes. In this case, some more complex reasoning might be necessary to
do, such as induction on the number of processes, depending on the protocol at
hand.

For the practical application of our method, tool support is essential. We have
implemented a prototype tool that can be used to generate ppds [10]. This tool
still needs to improvement, in particular in the aspect of graphical user interface.
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3. J.R. Büchi. Weak second-order arithmatic and finite automata. Z. Math. Logik
Grundl. Math., 6:66-92, 1960.
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Abstract. This paper extends a previous work done by the same au-
thors on teaching 1d polynomial interpolation using Mathematica [1] to
higher dimensions. In this work, it is intended to simplify the the theoret-
ical discussions in presenting multidimensional interpolation in a class-
room environment by employing Mathematica’s symbolic properties. In
addition to symbolic derivations, some numerical tests are provided to
show the interesting properties of the higher dimensional interpolation
problem. Runge’s phenomenon was displayed for 2d polynomial interpo-
lation.

1 Introduction

The combination of the power of symbolic computations and the reliability of
numerical methods together forms a solid base in the teaching of mathematical
methods to students. Teaching using symbolic computations can create oppor-
tunity for students to deal with real life problems without worrying about un-
derlaying cumbersome manipulations of algebraic operations [1, 2]. Students use
software tools such as Mathematica or Maple to test mathematical ideas and
access the Internet to develop an awareness of the wider learning environment.
Kaput [3] has suggested that the mathematical thinking ability to recognize
translation from one representation of a function to another can be assisted
by the use of computers. Our experience in implementing Mathematica in our
teaching certainly indicates similar findings. In this work, we will illustrate using
Mathematica in teaching of interpolation methods, specifically multidimensional
interpolation.

Polynomials are widely used as interpolating functions since it is easy to work
with polynomials such as calculating derivatives. There are a number of methods
to calculate the interpolating functions such as Lagrange, divided difference and
cubic splines[4, 5]. Majority of these algorithms is appropriate for symbolic com-
putations. In [1] we demonstrated teaching these one dimensional interpolation
methods with the help of symbolic computation package, Mathematica.

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 463–471, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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The generalization of one dimensional polynomial interpolation to the multi-
dimensional one is not straightforward. We can not expect to interpolate uniquely
from an arbitrary set of data points. We illustrate this point in our teaching
with the help of the symbolic computation as it is demonstrated in the follow-
ing sections. It is also worth to note that some nice properties used for efficient
calculations of one dimensional interpolating functions may not be carried over
to multidimensional case. We discuss multidimensional interpolation problem in
Section 2. In Section 3, we utilize a symbolic computation package, Mathemat-
ica, to illustrate 2d interpolation in our teaching. Conclusions are presented in
Section 4.

2 Multidimensional Interpolation

A polynomial interpolates a function if the values of the polynomial and some of
its derivatives match the corresponding values and derivatives of the function at
some given interpolation points. The theory and application of one dimensional
interpolation are well developed and can be found in most books on numerical
analysis and approximation theory [6].

Unlike some other numerical methods the generalization of one dimensional
interpolation to multidimensional case is not straight forward even though mul-
tidimensional interpolation has been widely implemented in many areas such as
image rendering and numerical solution of partial differential equations.

For 1d interpolation problem, Lagrange interpolation generates a unique
polynomial. However, the problem of multidimensional interpolation is a difficult
one since it might not exist for some arbitrarily selected (or given) interpolation
points. In our teaching, we emphasize the existence issue of multidimensional
interpolation by letting students to perform a number of laboratory exercises in
Mathematica.

2.1 Generalized Lagrange Interpolation

Lagrange interpolating polynomials can be used to interpolate 2d data or ap-
proximate a given function f(x,y). Let p(xi, yi) = f(xi, yi), for i = 0, 1, . . . , n,
and j = 0, 1, . . . , m. Then, one defines the generalized Lagrange interpolating
polynomial p(x, y) for (n + 1)(m + 1) points by

p(x, y) =
n∑

i=0

m∑
j=0

f(xi, yj)Lij(x, y) (1)

where
Lij(x, y) = Li(x)Lj(y) (2)

and Li(x) andLj(y) are the usual Lagrange interpolating polynomials in x and
y respectively. Now, the polynomial is written as follows:

p(x, y) =
n∑

i=0

Li(x)pi(y) (3)
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and

pi(y) =
m∑

j=0

f(xi, yj)Lj(y) (4)

In case of uniformly distributed points in each direction, order of the error
term can be depicted by the following theorem [7]:

Theorem 1. Let f(x,y) be in Cn+1 with respect to x and in Cm+1 with respect
to y. Also, take uniformly spaced points in each direction, that is, xi+1−xi = hx

and yi+1 − yi = hy. Then

|f(x, y)− p(x, y)| = O(hn+1
x ) + O(hm+1

y ) (5)

We will demonstrate the symbolic derivation of 2d Lagrange interpolating poly-
nomials and Runge’s phenomenon using Mathematica in Sections 3.1 and 3.2
respectively.

2.2 Taylor Series Approach

We provide students with various distributions of interpolation points where
some set of interpolation points leads non-existence of multidimensional interpo-
lation. Students employ Mathematica to prove that the interpolation polynomial
does not exist. We restrict our discussions to two dimensional interpolation and
choose as the interpolating function the Taylor polynomials. This way students
will start exploring the existence of interpolation with a very familiar setting,
namely Taylor polynomials. Meanwhile, it would be easy for them to see distribu-
tion of points. Once students have grasped concepts/issues of multidimensional
interpolation, settings can be changed for 3 or more dimensions as well as for
other types of constructing of interpolation polynomials.

Given a function u = u(x, y) ∈ Cn+1(Ω) where Ω ⊂ R2. We wish to interpo-
late u using its values on a set of distinct interpolation points Z = {(xk, yk) ∈
Ω, k = 0, . . . , m = n2+3n

2 } by a polynomial of degree n. The value of u at (xk, yk)
is denoted by uk = u(xk, yk). For brevity, we use the notation pk = (xk, yk).
From the Taylor series expansion of u(x, y) about the point p0 (where p0 can be
considered as the origin without loss of generality) we have

u(xk, yk) ≈ u0 +
n∑

i=1

1
i!

[xk
∂

∂x
+ yk

∂

∂y
]iu(x, y)|p0 ; k = 1, . . . , m =

n2 + 3n
2

(6)

where the remainder term is neglected.
The nth degree interpolation polynomial, Qn(x, y), which interpolates the

function u(x, y), can be written down explicitly as

Qn(x, y) = u0 +
1
1!

(
∂u

∂x
)(0,0)x +

1
1!

(
∂u

∂y
)(0,0)y + · · ·+ 1

n!
(
∂nu

∂xn
)(0,0)y

n (7)

or
Qn(x, y) = c0 + c1x + c2y + · · ·+ cn2+3n

2
yn (8)
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Once the unknowns c0 , c1, and so on are determined (hence, the derivatives
of u at (0, 0)) the interpolation polynomial can be written down in terms of u0,
u1,. . . ,un. One of the main reasons to define interpolation polynomial in the
context of Taylor polynomial is to prepare students to derive finite difference
formulas for the solution of differential equations later in the course.

For a given set of interpolation points

Qn(xk, yk) = u(xk, yk), k = 0, 1, . . . ,
n2 + 3n

2
(9)

we can rewrite Eq. 8 in matrix form as

Aw = b (10)

where b is the left hand side of Eq. 9, w is the vector of the unknown coefficients
and A is the coefficient matrix of the system obtained from the same equa-
tion. We denote the determinant of A by det(A). For the existence of a unique
interpolation polynomial it is necessary that the determinant det(A) �= 0.

A numerical example to this approach will be presented in Section 3.3.

3 Mathematica Experiments

3.1 Deriving Generalized Lagrange Polynomials

In this section, we propose a set of Mathematica commands to derive the gener-
alized product form of the 1d Lagrange interpolating polynomials to interpolate
a function F(x,y) of two variables x and y. For the purpose of this study, we do
not use the build in interpolation functions provided by Mathematica. With the
same purpose in mind, the Mathematica codes are kept as simple as possible
avoiding optimization and complex coding.

1. First, define a set of abscissas and ordinates and a general function F.
In[1]:=Set [X, {x0, x1}]; Set [Y, {y0, y1}]; F [x−, y−] := f@{x, y}

2. Define formally the Lagrange polynomials in y direction
In[2]:=Ly[j−, y−] := Product[If [Equal [i, j], 1, Divide [y − Y [[i]], Y [[j]]−
Y [[i]]]],
{i, 1, Length[Y ]}]

3. In a similar manner, define Lagrange polynomials in x direction
In[3]:=Lx[i−, x−] := Product[If [Equal [i, j], 1, Divide [x−X[[i]], X[[j]]−
X[[i]]]],
{i, 1, Length[X]}]

4. Form the product form of the Lagrange polynomials
In[4]:=L[i−, j−, x−, y−] := Times [Lx[i, x], Ly[j, y]]
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Fig. 1. Plot of f (left) and p1(x,y) (right) for 121 interpolation points
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Fig. 2. Plot of f (left) and p2(x,y) (right) for 441 interpolation points

5. Finally, form the interpolating polynomial p(x,y) as depicted by Eq.6 above
In[5]:=Set [p[x−, y−], Sum [ Sum [ Times [F [X[[i]], Y [[j]]], L[i, j, x, y]],
{j, 1, Length[Y ]}], {i, 1, Length[X]}]]

Out[5]=
(x−x1)(y−y1)f [x0,y0]

(x0−x1)(y0−y1) + (x−x1)(y−y0)f [x0,y1]
(x0−x1)(−y0+y1) +

(x−x0)(y−y1)f [x1,y0]
(−x0+x1)(y0−y1) + (x−x0)(y−y0)f [x1,y1]

(−x0+x1)(−y0+y1)

3.2 Exploring Runge’s Phenomenon

Runge’s phenomenon is a well-known problem in 1d polynomial interpolation
which displays divergence at the end points for a specific function [1]. In an at-
tempt to display the same, we have chosen f(x, y) = 1

1+5x2y2 , over [−1, 1]x[−1, 1]
and determined the corresponding 2d Lagrange interpolating polynomials p1 and
p2 by employing 121 and 441 interpolation points respectively. The results are
illustrated in Fig.1 and Fig2. below. We observed that especially near the cor-
ners, the error is considerably high displaying an expected behavior as in the 1d
Runge function. For example, the error at [0.9, 0.9] is reported to be 0.143539
and 23.1168 for p1 and p2 respectively.

3.3 Numerical Example for the Taylor’s Approach

In this section, a numerical example is provided to show some of the properties
of the 2d interpolation problem using Taylor expansions.
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Example: A bush walker stands at the point p0 aiming to reach the point E (see
Fig.3). Before he proceeds his journey he wishes to estimate the elevation of the
point, E. From Digital Elevation Modelling (DEM) map in his PDA computer he
figures out the elevation of 6 surrounding points in Fig.3 as 700m at p0, 740m at
p1, 860m at p2, 810m at p3, 780m at p4, 910m at p5. He tries to fit a second degree
interpolation polynomial for the data with h=500m and r=800m by employing
an interpolation algorithm on his PDA computer. However, he receives an error
message indicating that the second degree interpolation polynomial does not
exist for the data given.

(−h,r) (0,r)

(0,0)(−h,0)

P

P P

P

(h,0)P

P (h,r)

E

1 0
2

3 4 5

x

y

Fig. 3. Estimation of the point of elevation E

1. Can you confirm whether the bush walker obtained the correct result from
his PDA?

2. Check whether a linear interpolation can be obtained if the data points
are chosen as p0, p2 and p5. If yes, approximate the elevation at the point
E=(400,600) from this first degree interpolating polynomial.

3. The bush walker was not sure whether the existence problem was due to his
choice of h=500m and r=800m. Can you prove for the bush walker that the
existence of the second degree interpolation does not depend on the choice
of the values of h and r?

4. Prove the following claim for the interpolation polynomials with degrees
n = 2 and n = 3 via Mathematica: If there are two lines both parallel
to the same coordinate axis and with n+1 points on each one, then the
determinant det(A) of the system determined by Eq.10 is zero[8]. (The case
n=2 is a special case where the conditions only occur when the axis is one
of the lines).

Solution: Mathematica instructions for the solution of the problem is outlined
below:

1. Define the polynomial Q, and form the coefficient matrix A. Compute the
determinant(A)of Eq.10.
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In[6]:= Set [Q, c0 + c1x + c2y + c3x
2 + c4xy + c5y

2]
Out[6]:= c0 + c1x + c3x

2 + c2y + c4xy + c5y
2

In[7]:= Set [A, {{1, 0, 0, 0, 0, 0}, {1,−h, 0, h2, 0, 0}, {1, h, 0, h2, 0, 0},
{1,−h, r, h2,−hr, r2}, {1, 0, r, 0, 0, r2}, {1, h, r, h2, hr, r2}}]
Out[7]:= {{1, 0, 0, 0, 0, 0}, {1,−h, 0, h2, 0, 0}, {1, h, 0, h2, 0, 0},
{1,−h, r, h2,−hr, r2}, {1, 0, r, 0, 0, r2}, {1, h, r, h2, hr, r2}}

In[8]:=MatrixForm[A]

Out[8]=

⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
1 −h 0 h2 0 0
1 h 0 h2 0 0
1 −h r h2 −hr r2

1 0 r 0 0 r2

1 h r h2 hr r2

⎤⎥⎥⎥⎥⎥⎥⎦
In[9]:=MatrixForm[A] /. {h->500,r->800}

Out[9]=

⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
1 −500 0 250000 0 0
1 500 0 250000 0 0
1 −500 800 250000 −400000 640000
1 0 800 0 0 640000
1 500 800 250000 400000 640000

⎤⎥⎥⎥⎥⎥⎥⎦
In[10]:=Det[A]
Out[10]:= 0

Determinant of the coefficient matrix A is zero independent of h and r. This
confirms that the bush walker obtained the correct result from his PDA.

2. Form the 3x3 matrix B for the second part of the question (matrix form is
not shown)
In[11]:=Set [B, {{1, 0, 0}, {1, h, 0}, {1, h, r}}] /.{h->500,r->800}
In[12]:=Set [detB,Det[B]]
Out[12]= 400000

In[13]:=Set [c0m, {{700, 0, 0}, {860, h, r}, {910, h, r}}] /. {h->500,r->800}
In[14]:=Set [detc0m,Det[c0m]]
Out[14]= 280000000

In[15]:=Set [c0,Divide[detc0m, detB]]
Out[15]= 700
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In[16]:=Set [c1m, {{1, 700, 0}, {1, 860, 0}, {1, 910, r}}] /. r->800
In[17]:=Set [detc1m,Det[c1m]]
Out[17]= 128000

In[18]:=Set [c1,Divide[detc1m, detB]]
Out[18]= 8

25

In[19]:=Set [c2m, {{1, 0, 700}, {1, h, 860}, {1, h, 910}}] /. h->500
In[20]:=Set [detc2m,Det[c2m]]
In[21]:=Set [c2,Divide[det2cm, detB]]
Out[21]= 1

16

In[22]:=Set [Q1, c0 + c1x + c2y]
Out[22]= 700 + 8x

25 + y
16

In[23]:=Set [QatE, c0 + c1x + c2y] /. {x->400,y->600}
Out[23]= 1731

2

Thus, the interpolated elevation value at point E is 1731
2 .

3. Determinant of the original matrix (Out[8] above) is 0 proving that, the
existence of the second degree interpolation does not depend on the choice
of the values of h and r.

4. Without loss of generality one can assume that the lines are parallel to the
x-axis and contain the origin. The case for n=2 is similar to part 3 above and
hence omitted. For n=3, 10 interpolation points are required: 4 points on the
x-axis, 4 on a line parallel to x-axis, and 2 are chosen randomly. For example,
for the points (0, 0), (t, 0), (k2, t), (k22, t), (k3t, 0), (k4t, s), (k5t, s), (k6t, s),
(u1, z1), (u2, z2), the coefficient matrix is formed as follows:

In[26]:= part4n3 := {{1, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {1, t, 0, t2, 0, 0, t3, 0, 0, 0},
{1, k2t, 0, k22t2, 0, 0, k23t3, 0, 0, 0}, {1, k22t, 0, k222t2, 0, 0, k223t3, 0, 0, 0},
{1, k3t, s, k32t2, k3ts, s2, k33t3, sk32t2, k3ts2, s3},
{1, k4t, s, k42t2, k4ts, s2, k43t3, sk42t2, k4ts2, s3},
{1, k5t, s, k52t2, k5ts, s2, k53t3, sk52t2, k5ts2, s3},
{1, k6t, s, k62t2, k6st, s2, k63t3, sk62t2, k6ts2, s3},
{1, u1, z1, u12, u1z1, z12, u13, z1u12, u1z12, z13},
{1, u2, z2, u22, u2z2, z22, u23, z2u22, u2z22, z23}}

In[27]:=Set [detPart4, Det[part4n3]]
Out[27]= 0
This proves the claim for n=3.

4 Conclusions

In this paper, a use of symbolic algebra software is demonstrated for teach-
ing 2d polynomial interpolation problem in an educational setting. It has been
demonstrated that, symbolic packages are quite effective in deriving the required
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formula, and demonstrating existence issue of multidimensional interpolation.
Our experiences with this approach show that students can grasp important
and difficult concepts easily in a laboratory environment. The symbolic power
provided by Mathematica, has provided a platform to discuss the fundamental
and difficult issues related to multidimensional interpolation problem.
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Abstract. One of the most interesting and striking issues in dynamical
systems is the possibility to synchronize the behavior of several (either
identical or different) chaotic systems. This is the first of a series of two
papers (both included in this volume) describing a new Mathematica
package developed by the authors, ChaosSynchronization, for the anal-
ysis of chaotic synchronization. In particular, this first paper is devoted to
the analysis of the Pecora-Carroll scheme (the first chaotic synchroniza-
tion scheme reported in the literature) as well as a recent modification
based on partial connections. The performance of the package is dis-
cussed by means of several illustrative and interesting examples. In our
opinion, this package provides the users with an excellent, user-friendly
computer tool for learning and analyzing this exciting topic within a
unified (symbolic, numerical and graphical) framework.

1 Introduction

The notion of synchronization is well known from the viewpoint of the classi-
cal mechanics since early 16th century. Since then, many other examples have
been reported in the literature (see, for instance, [9] for electrical and mechan-
ical systems). However, the possibility of synchronizing chaotic systems is not
so intuitive, since these systems are very sensitive to small perturbations on the
initial conditions and, therefore, close orbits of the system quickly become un-
correlated. Surpringly, in 1990 it was shown that certain subsystems of chaotic
systems can be synchronized by linking them with common signals [7]. In partic-
ular, the authors reported the synchronization of two identical (i.e., two copies
of the same system with the same parameter values) chaotic systems. They also
show that, as the differences between those system parameters increase, synchro-
nization is lost. Subsequent works showed that synchronization of non-identical
chaotic systems is also possible.

This paper is the first of a series of two papers (both included in this volume)
describing a new Mathematica package, ChaosSynchronization, for the analysis
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of chaotic synchronization. The package can be successfully applied to study
the different scenarios (monotonic, oscillating, marginal, sized) appearing in the
chaotic synchronization phenomena. The performance of the package is discussed
by means of several illustrative and interesting examples. In our opinion, this
package provides the users with an excellent, user-friendly computer tool for
learning and analyzing this exciting topic within a unified (symbolic, numerical
and graphical) framework [10].

This first paper analyzes the Pecora-Carroll (PC) scheme (the first chaotic
synchronization scheme reported in the literature) and a recent modification
based on partial connections. Such analysis is performed by using a new Mathe-
matica package, ChaosSynchronization, developed by the authors. The struc-
ture of this paper is as follows: the Pecora-Carroll scheme is analyzed in Section
2. Then, Section 3 discusses a recent generalization based on partial connections.
We start our discussion by loading the package [6]:

In[1]:=<<DynamicalSystems‘ChaosSynchronization‘

2 Pecora-Carroll Scheme for Chaotic Synchronization

In 1990 Pecora and Carroll [7] showed that when a state variable from a chaotic
system is input into a replica subsystem of the original one, both systems can be
synchronized identically. In mathematical terms, given a couple of autonomous
n-dimensional identical chaotic systems ẋ1 = f(x1) and ẋ2 = f(x2) as a drive
and response systems respectively, the basic idea of the Pecora-Carroll (PC)
scheme is decomposing the drive system into two subsystems, ẋ1 = (u̇1, v̇1),
with x1 ∈ IRn, u1 ∈ IRp and v1 ∈ IRq (where n = p + q) as:

u̇1 = g(u1, v1)
v̇1 = h(u1, v1)

}
drive, (1)

and considering one of the decomposed subsystems as driving signal, say u1,
to be injected into the response system. This reduces the dimensionality of the
response becoming

v̇2 = h(u1, v2) } response, (2)

where u1 is the set of connecting variables. Note that the dimensions of the
drive and response systems are n and q respectively, with n > q. Note also that
the system (1) is independent on the response system, whereas (2) is driven by
u1 (unidirectional coupling). The previous scheme given by eqs. (1)-(2) can be
generalized by considering a response system given by:

v̇2 = k(u1, v2) } response, (3)

that is, by assuming that the functions h and k describing the dynamics of v̇1 and
v̇2 respectively must not be the same. This situation is usually referred to as het-
erogeneous (or inhomogeneous) driving. A simple example of this heterogeneous
driving is a linear oscillator system driving a nonlinear pendulum.
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As a first synchronization example, we consider the Lorenz system given by:
In[2]:=Lorenz[x ,y ,z ]:= {σ(y-x),(r-z)x-y,x y-b z};

It is useful to write this system as a linear system by taking the first-order ap-
proximation, Ẋ = J(X).X where the square matrix J(X) is called the Jacobian
matrix of the system. The JacobianMatrix command calculates the Jacobian
matrix of a system with respect to its list of variables. For example:
In[3]:=JacobianMatrix[Lorenz[x,y,z],{x,y,z}]]

Out[3] :=

⎛⎝ −σ σ 0
r − z −1 −x

y x −b

⎞⎠
This system is known to exhibit chaotic behavior for certain values of the

parameters. Given a dynamical system and a list of its variables the Parameters
command returns all the parameters of such a system:
In[4]:=Parameters[Lorenz[x,y,z],{x,y,z}]
Out[4] := {b, r, σ}

With this system viewed as the transmitter or master system, we introduce
the drive signal y which can be used at the receiver or slave system, to achieve
asymptotic synchronization. Now, we consider the Jacobian matrix of the error
dynamics between the slave and the master systems, the so-called Jacobian Con-
ditional Matrix (JCM). The JCMatrix command calculates such a matrix given:
a dynamical system, its list of variables and a specific connection given by the
driving variable. For instance:
In[5]:=JCMatrix[Lorenz[x,y,z],{x,y,z},y]]
Out[5] :=

(−σ 0
y −b

)
whose eigenvalues are:
In[6]:=Eigenvalues[%]

Out[6] := {−σ,−b}
It can be proved that the master and slave systems will synchronize if those

eigenvalues are both negative [8]. From this, it becomes clear that the syn-
chronization depends not only on the given dynamical system and the injected
variable, but also on the parameter values of the system. In their original paper,
Pecora and Carroll took the values:
In[7]:= param={b->8/3,r->60,σ->10};

Note that, from Out[6] and In[7], for this particular choice of the system
parameters, the connection in variable y is synchronizing. On the contrary, in-
jecting variable x leads to the Jacobian conditional matrix:
In[8]:=JCMatrix[Lorenz[x,y,z],{x,y,z},x]]
Out[8] :=

(−1 −x
x −b

)
Because the eigenvalues do depend on the system variables, synchronization

cannot be so easily determined. Actually, the solution to this question is given
by the Lyapunov exponents of the difference system, since they indicate if small
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Fig. 1. Synchronization of two Lorenz systems with the Pecora-Carroll scheme: (left)

time series for the variable z when injecting the variable x; (right) chaotic attractors

of the drive and the receiver systems when injecting the variable y

displacements of trajectories are along stable or unstable directions. In fact, the
Lyapunov exponents are the generalization of the Jacobian matrix for stability
purposes. Lyapunov exponents of the v2-subsystem for a particular drive trajec-
tory are called conditional Lyapunov exponents. If we are looking for a stable
subsystem, then all the exponents must be negative so that all the small pertur-
bations will exponentially decay to zero. Therefore, synchronization occurs only
if the conditional Lyapunov exponents are all negative.

Through this new procedure we can determine how many stable connections
can we get for the Lorenz system. For our previous choice of the parameter val-
ues the corresponding eigenvalues for the x, y and z connections are given by:

In[9]:= Eigenvalues[
JCMatrix[Lorenz[x,y,z] /. param,{x,y,z},#]]& /@ {x,y,z}

Out[9] :=

⎛⎜⎜⎜⎜⎝
1
6

(
−
√

25− 36x2 − 11
) 1

6

(√
25− 36x2 − 11

)
−10 −8

3
1
2
(−√2481− 40z − 11

) 1
2
(√

2481− 40z − 11
)
⎞⎟⎟⎟⎟⎠

meaning that the y-connection is self-synchronizing, while for the x and z con-
nections we need to calculate the conditional Lyapunov exponents. The next
input computes numerically such exponents for the Lorenz system:

In[10]:= NCLyapunovExponents[
JCMatrix[Lorenz[x,y,z] /. param,{x,y,z},#]]& /@ {x,y,z}

Out[10] :=

⎛⎝ −1.81 −1.86
−10.0 −2.66667
0.0108 −11.01

⎞⎠
From this output we can conclude that synchronization will occur for either x

or y driving signal. Note also the agreement between the second rows of outputs
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9 and 10, as expected from our previous discussion. Our package also includes a
command, Synchronize, that admits two equal or different dynamical systems,
the list of their variables, two initial conditions (one for each system), the time
and the integration step, and the variable to be connected and returns the tem-
poral series for the drive and response systems when the Pecora-Carroll (PC)
scheme is applied. For example, we already know that (for our choice of parame-
ter values) the connection through variable x is self-synchronizing for the Lorenz
systems, even if they have different initial conditions. Each system is described
by the system equations, the list of its variables and one initial condition:

In[11]:={sys1,sys2}={Lorenz[x,y,z] /. param,{x,y,z},#}& /@
{{35,-10,10},{12,7,70}};

The variables drivx and respx store the temporal series of the drive and
response systems, respectively:

In[12]:={drivx,respx}=Synchronize[sys1,sys2,{4,0.001},x];
Now, one of the variables of both systems, let us say z, is used to check the

synchronization:

In[13]:={zdrivx, zrespx}=Map[Last,{drivx,respx},{2}];
Then, we load the package:

In[14]:=<< Graphics‘MultipleListPlot‘

which provides a convenient way to plot several lists on the same axes. For
example, Figure 1(left) shows the temporal series of the z variable for both the
drive and response systems, showing that they become eventually synchronized.

In[15]:=MultipleListPlot[zdrivx,zrespx,SymbolShape->{None,None},
PlotJoined->True,Frame->True,Axes->False]

Out[15] := SeeF igure 1(left)

Another synchronizing connection is given by the variable y, leading to the
(x, z) Lorenz subsystem. We can also display the trajectories of the y-driven
Lorenz systems from the drive and the response: firstly, we remove a transient
of the first 2000 iterates. Then, we join all the trajectory points by lines and
finally display the trajectories of the drive and response Lorenz systems for the
y-connection (see Figure 1(right)). Note that they are identical, meaning that
the synchronization has been attained after that transient of 2000 iterates.

In[16]:= {drivy,respy}=Synchronize[sys1,sys2,{6,0.001},y];
Drop[#,2000]& /@ %;
Graphics3D[{RGBColor[1,0,0],Line[#]}]& /@ %;
Show[GraphicsArray[%]]

Out[16] := SeeF igure 1(right)
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The same behavior can be obtained for other chaotic systems. For example,
in [5] application of both control and synchronization to small arrays of chaotic
electronic circuits (namely, Chua’s circuit) is described. See also [1, 2, 4].

3 Partial Connections Scheme

The Pecora-Carroll method is specially suited for the case of analog circuits, as
one-way connections can be easily implemented through operational amplifiers.
However, a problem is that the drive and the response must share a part in
common, meaning that the response has, in practice, a reduced dimensionality
compared to the drive.

In 1995 an extension of the PC scheme, based on the idea of introducing the
driving signal at a given place of the dynamical equations of the response, was
proposed [3]. The main difference with the PC method is that in the PC scheme
the driving signal is introduced in all possible places, suppressing completely the
dynamical evolution of the variable that is homologous to the driving signal in
the response dynamical system. In order to understand better the basic idea of
the method, it will be illustrated in the case that several Lorenz systems are
connected through the variable y. By looking at their equations it is possible
that y enters generically at four different places in the evolution equations. One
of these possible connections (in bold) is:

ẋ1 = σ(y1 − x1)
ẏ1 = x1(r − z1)− y1

ż1 = −bz1 + x1y1

⎫⎬⎭ drive
ẋ2 = σ(y1 − x2)
ẏ2 = x2(r − z2)− y2

ż2 = −bz2 + x2y2

⎫⎬⎭ response (4)

In Mathematica, expression (4) can be written as:

In[17]:= sys1={x1’[t]==10 (y1[t]-x1[t]),
y1’[t]==(60-z1[t]) x1[t]-y1[t],
z1’[t]==x1[t] y1[t]-8/3 z1[t]};

In[18]:= sys2={x2’[t]==10 (y1[t]-x2[t]),
y2’[t]==(60-z2[t]) x2[t]-y2[t],
z2’[t]==x2[t] y2[t]-8/3 z2[t]};

In this case the corresponding linearized equation for the time evolution of
the relative errors between the drive and the response systems is obtained as:⎛⎝ ė1

ė2

ė3

⎞⎠ =

⎛⎝ −σ 0 0
r − z −1 −x

y x −b

⎞⎠⎛⎝e1

e2

e3

⎞⎠ (5)

where (e1, e2, e3) = (x2 − x1, y2 − y1, z2 − z1) (i.e. the difference between the
response and the drive systems in (4)). Note that the square matrix in (5) is
analogous to that in Out[3] except for the fact that a 0 entry (in bold in (5))
appears at the same place at which the driving signal enters. In other words, if
we input the second variable of the drive system into the first equation of the
response, one 0 appears at the position (1,2) of the Jacobian matrix.
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Fig. 2. Synchronization of two Lorenz systems in the variable x with the partial

connection given by (4): (left) drive system; (right) response system
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Fig. 3. (left-right,top-bottom) Synchronization of four Lorenz systems with the partial

connection scheme: temporal series of variable x

Now, the six-dimensional drive-response couple can be integrated numerically
by applying the NDSolve command:

In[19]:=rl=NDSolve[Union[sys1,sys2,x1[0]==20,y1[0]==-3,z1[0]==-12,
x2[0]==35,y2[0]==-10,z2[0]==-7],{t,0,25},MaxSteps->10000];

In[20]:=Plot[# /. rl,{t,0,10},Frame->True,PlotRange->{-40,30}]&
/@ {x1[t],x2[t]}

Out[20] := SeeF igure 2

One of the most interesting potential applications of this scheme is to arrays of
chaotic systems, obtaining a highly complex network in which several connections
among the different units coexist. For example, we consider two more Lorenz
systems connected with the previous ones as:
In[21]:= sys3={x3’[t]==10 (y3[t]-x3[t]),

y3’[t]==60 x2[t]-x3[t] z3[t]-y3[t],
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Fig. 4. Two examples of synchronization of four Van der Pol systems with the partial

connection scheme: (left) Signals from the first and fourth oscillators are injected into

the second and the third systems; (right) The periodic behavior of the first system

induces, by inhomogeneous cascading, a periodic behavior in the other three chaotic

systems once synchronization is achieved
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y4’[t]==60 x3[t]-x4[t] z4[t]-y4[t],
z4’[t]==x4[t] y4[t]-8/3 z4[t]};

As in the previous example, the synchronization can be analyzed by solving
the system of twelve ODEs with the corresponding initial conditions:
In[23]:=NDSolve[Union[sys1,sys2,sys3,sys4,x1[0]==20,y1[0]==-3,

z1[0]==-12,x2[0]==35,y2[0]==-10,z2[0]==-7,x3[0]==12,
y3[0]==30,z3[0]==600,x4[0]==-13,y4[0]==-210,
z4[0]==-400],{t,0,4},MaxSteps->10000];

In[24]:=Plot[# /. %,{t,0,4},PlotRange->{-30,40}]&
/@ {x1[t],x2[t],x3[t],x4[t]};

In[25]:=Show[GraphicsArray[Partition[%, 2, 2]]]

Out[25] := SeeF igure 3
The last two examples of synchronization of arrays of systems are displayed

in Figure 4. The corresponding Mathematica codes are very similar to those of
the previous examples and hence, are not included here because of limitations of
space. The example on the left shows four Van der Pol-Duffing (VPD) oscillators
connected in such a way that the first and the fourth systems evolves indepen-
dently, whereas the second and the third oscillators are driven by the other ones.
In this kind of competitive connection in which one oscillator is simultaneously
driven by several different signals the observed behavior is a sort of compromise
between the inputs that cannot be predicted a priori, but it appears that each
connection has a particular strength and, hence, some of them may have the abil-
ity to dominate the others. Note also that by using the original PC method it
would not be possible to establish this kind of connection for a three-dimensional
circuit, because by injecting two signals one would have a one-dimensional, and
hence trivial, circuit.

Another remarkable feature of synchronization is given by networks in which
one of the oscillators has different values of parameters (inhomogeneous driving).
In particular, we can consider the situation in which one of the oscillators is in
a periodic window or on the road to chaos. For example, we consider the case
of a cascade of four VPD elements with undirectional coupling from the first
oscillator, which has been chosen such that it is in a periodic orbit, while the
rest of the systems of the network are in a chaotic regime. As shown in Figure
4(right), this new driving scheme induces a transition in the last three chaotic
oscillators from the strange attractor to the coexisting stable cycle limit. This
transition comes from the driving signal of the first system, that is in a periodic
regime itself.

This analysis of the behavior of the network in situations of inhomogeneous
driving is useful to determine the response of the network in the case where
some external input acts on some oscillator changing its state. For example, a
behavior similar to that of Figure 4(right) can be simply obtained by adding
some external noise specially chosen to induce the transition from the strange
attractor to the cycle limit. This indicates that changes in the parameter values
might produce a signal that is equivalent to a noisy signal.

z3’[t]==x3[t] y3[t]-8/3 z3[t]};
In[22]:= sys4={x4’[t]==10 (y4[t]-x4[t]),
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Abstract. This work concerns the synchronization of chaotic dynamical
systems by using the program Mathematica and follows up a previous
one (also included in this volume) devoted to the same topic [2]. In
particular, this second paper classifies and illustrates the wide range of
chaotic synchronization phenomena. Some examples of each kind are
briefly analyzed in this paper with the help of a Mathematica package
already introduced in the previous paper.

1 Introduction

This paper is the second one of a series of two papers devoted to analyze the
synchronization of chaotic dynamical systems by using the program Mathemat-
ica. In the first paper, the main concepts of chaotic synchronization as well as
two popular approaches to this problem (Pecora-Carroll (PC) and partial con-
nections) have been analyzed. This second paper is devoted to classify the wide
range of chaotic synchronization phenomena described in the literature. Some
examples of each kind of phenomena are briefly analyzed in this paper with the
help of the Mathematica package already introduced in the previous paper.

The structure of the paper is as follows: in Section 2 we introduce some
mathematical background. Then, Section 3 analyzes the cases of monotonic,
oscillating and marginal synchronization, which are briefly described with the
help of some illustrative examples carried out in Mathematica.

2 Mathematical Background

During the last few years, a number of attempts to classify the vaste range of
synchronization phenomena have been published. Among them, those based on
the analysis of the conditional Lyapunov exponents (see the previous paper for
a definition) are gaining more and more popularity. For instance, the authors
in [1] analyzed the case of a couple master-slave of identical chaotic systems.

� Corresponding author.

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 482–491, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



Synchronization of Chaotic Dynamical Systems with Mathematica: Part II 483

In particular, they considered only those systems connected by either of the
two chaotic synchronization schemes (namely, the Pecora-Carroll and the par-
tial connections) described in our previous paper. This makes this classification
especially suitable for our purposes. Due to this reason, this is the classifica-
tion considered in this paper. We also remark that this discussion is restricted
to three-dimensional dissipative dynamical systems driven by a one-dimensional
signal. This implies that the dimension of the synchronization manifold will be 2
in the case of the PC method and 3 in the case of the partial connection method.

This classification is based on the linear stability analysis of the synchroniza-
tion error system δẋ = ẋdrive − ẋresponse, which can be written as:

δẋ = Z.δx + O((δx)2) (1)

where the solution of this expression is given by:

δx(t) = δx(0)exp(tZ) (2)

where Z is the evolution matrix. Note that in the case that the two systems are
not connected, this matrix Z has some time-dependent coefficient having a very
complicated form (as it represents the chaotic signal) and, hence, the asymptotic
behavior of the system is given by the Lyapunov spectra. In addition,there is
a (approximate) procedure of getting more information about the system: it
consists of replacing the instantaneous values of the corresponding chaotic signals
by their corresponding averaged values. In the case of the PC method, Z is a
two-dimensional matrix:

Z =
(

a b
c d

)
(3)

with two eigenvalues

λ1,2 =
1
2

[
(a + d)±

√
(a− d)2 + 4bc

]
(4)

The analysis of this expression indicates that one can safely assure that the
two eigenvalues are real only if (a − d) > 4bc as the expression will be linear
in (a − d). In other cases, the replacement by the mean values will probably
work well if the time-dependent appear in a or d. The analysis of
the eigenvalues is more complicated in the case of the modified method of the
partial connections and the interested reader is referred to [1] for a more detailed
discussion.

In the following section we will describe many of the phenomena associated
with the synchronization. Roughly speaking, the imaginary part of the eigen-
values informs about the approximation to the synchronized state (steady or
oscillatory) whereas the sign of the real part informs about the following behav-
iors: synchronization (negative), marginal synchronization (zero) and nonsyn-
chronization. This classification will be used in the next paragraphs.

coefficient s
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3 Synchronization Cases

The synchronization state is characterized by the fact that the real part of the
eigenvalues of Z is negative. In addition, several subcases can be defined depend-
ing on the imaginary part of these eigenvalues: if all the eigenvalues are real, the
approach to the synchronized state will be monotonic, while it will be oscillatory
if there are two complex-conjugate eigenvalues.

3.1 Monotonic Synchronization

This case can be illustrated by considering two Lorenz systems with different
initial conditions both leading to chaotic behavior:

In[1]:=lor1={x1’[t]==10 (y1[t]-x1[t]),y1’[t]==28 x1[t]-z1[t] x1[t]-
y1[t],z1’[t]==x1[t] y1[t]-8/3 z1[t],x1[0]==20,
y1[0]==-3,z1[0]==-12};

In[2]:=lor2={x2’[t]==10 (y2[t]-x2[t]),y2’[t]==28 x2[t]-z2[t] x2[t]-
y2[t],z2’[t]==x2[t] y2[t]-8/3 z2[t],x2[0]==35,
y2[0]==-10,z2[0]==-7};

Now, we will consider the connection through the variable y by employing the

PC method. In this case, the system has two real eigenvalues λ1 = −8
3
, λ2 = −10

(see our previous paper [2] for details) implying synchronization. Moreover, the
difference between the variables decreases as δx(t) = δx(0)exp(−|λ|t) as shown
in Figure 1. In order to analyze the synchronization phenomena, we have defined
the PlotSynchronizationFlow command. Its syntax is:

PlotSynchronizationFlow[{sys1, sys2},varc,vard,{t,tini,tend,tapp},opts]

where {sys1, sys2} are the master and slave systems respectively, varc is the
variable to be connected between them, vard is the variable to be displayed, t
means the time, which is assumed to evolve between tini and tend. The additional
temporal value, tapp, represents an intermediate time at which synchronization
algorithm is applied. It is intended to show the comparison between the indepen-
dent and the synchronized states of both the master and the slave systems. This
time will be indicated by the dashed line in the figures throughout this paper.
Finally, opts allows the users to input some graphical options. For example:
In[3]:= PlotSynchronizationFlow[{lor1,lor2},y,x,{t,0,20,5},

PlotRange->{-20,20}]
Out[3] := SeeF igure 1

Figure 1 displays the temporal series of the x variable for the master, the
slave and the difference between them, respectively. Note the exponential decay
of this difference to zero once the synchronization method is applied. Similar
behavior is obtained for the variable z.
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Fig. 1. Monotonic synchronization: two Lorenz systems are connected through the

y variable. The figure shows the temporal series of the x variable for the drive and

response systems and the difference between them

3.2 Oscillating Synchronization

An example of oscillating behavior is given by two Chua’s circuits with param-
eters:

In[4]:=f[x ]:=-0.68 x-0.295(Abs[x+1]-Abs[x-1]);
In[5]:=chua1={x1’[t]==10 (y1[t]-x1[t]-f[x1[t]]),y1’[t]==x1[t]-

y1[t]+z1[t],z1’[t]==-14.87 y1[t],x1[0]==-0.4,
y1[0]==0.2,z1[0]==0.1};
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In[6]:=chua2={x2’[t]==10 (y2[t]-x2[t]-f[x2[t]]),y2’[t]==x2[t]-
y2[t]+z2[t],z2’[t]==-14.87 y2[t],x2[0]==0.3,
y2[0]==-0.2,z2[0]==-0.7};

which, for the PC connection with the x variable, is characterized by a pair ot
complex-conjugate eigenvalues:

In[7]:= JCMatrix[chua1,{x1[t],y1[t],z1[t]},x1[t]]
Out[7] :=

( −1 1
−14.87 0

)
In[8]:= Eigenvalues[%]

Out[8] := {−0.5 + 3.82361 i,−0.5− 3.82361 i}
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Fig. 2. Oscillating synchronization: two Chua’s circuits are connected through the

x variable. The figure shows the temporal series of the y variable for the drive and

response systems and the difference between them
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Therefore, the corresponding conditional Lyapunov exponents for this connection
are (−0.5,−0.5) implying synchronization. However, these complex-conjugate
eigenvalues induce the oscillatory behavior shown in Figure 2 for the variable y.
The same behavior also occurs for the variable z.

In[9]:= PlotSynchronizationFlow[{chua1,chua2},x,y,{t,0,40,20},
PlotRange->{-1,1}]

Out[9] := SeeF igure 2

3.3 Marginal Synchronization

This situation is characterized by the fact that the highest conditional Lyapunov
exponent is zero, while the rest of the exponents might be zero or negative.
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Fig. 3. Marginal constant synchronization: two Chua’s circuits are connected through
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response systems and the difference between them



488 A. Iglesias and A. Gálvez

Moreover, some qualitatively different behaviors may arise depending on whether
this null Lyapunov exponent is zero at a local level (the corresponding Z has a
zero eigenvalue) or only in average. The behavior can also change if more than
one Lyapunov exponents are null.

Marginal Constant Synchronization

In this case, there is a zero Lyapunov exponent while the another one is strictly
negative. The observed behavior is that one of the variables in the response
system becomes synchronized with the drive, while the other also synchronizes
with the drive but with a constant separation. The connection does not have the
ability to reduce the initial separation at the time of connection (in other words,
δx(t) = δx(0)). An example of this behavior is given by Chua’s circuit for the y
connection. The corresponding eigenvalues of the matrix Z are:

In[10]:= (m=JCMatrix[chua1,{x1[t],y1[t],z1[t]},y1[t]])//Eigenvalues
Out[10] := {10[−f ′(x1(t))− 1], 0}
meaning that one eigenvalue depends on the variable x1. The Lyapunov expo-
nents for this case are:

In[11]:= NCLyapunovExponents[m]

Out[11] := {0,−2.488}
In Figure 3 we can see the evolution of the variable z.

Marginal Sized Synchronization

Other possibility when the system has a single zero conditional Lyapunov ex-
ponent is that, while the system takes this value in average, at the local level
it is alternatively positive and negative. In this case the observed behavior is
that the response system exhibits the same qualitative behavior as the drive,
but with different size (and sometimes with different symmetry). This different
size is related to the differences in the variables referred to the time at which the
connection starts. An example of this behavior is given by the Lorenz system
(already described in Sec. 3.1) for the z connection, whose eigenvalues are:

In[12]:= (n=JCMatrix[lor1,{x1[t],y1[t],z1[t]},z1[t]])//Eigenvalues
Out[12] :=

{
1
2

(
−
√

1201− 40 z1(t)− 11
)

,
1
2

(√
1201− 40 z1(t)− 11

)}
meaning that the eigenvalues depend on the variable z1. The Lyapunov expo-
nents for this case are:

In[13]:= NCLyapunovExponents[%]

Out[13] := {0,−11}
In Figure 4 we can see the evolution of the y variable of the drive, the response

and the difference between them. The same behavior can be found for the variable
x. The observed behavior is that the signals for both the drive and the response
are very similar but symmetric. Therefore, the difference is oscillatory. Note also
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that this difference does not oscillate around the origin, but it is slightly shifted
from it.

Marginal Oscillatory Synchronization

This last case of marginal synchronization is characterized by the fact that Z has
a pair of complex-conjugate eigenvalues with zero real part. As a consequence,
the difference between the master and the slave change in an oscillatory way
with constant amplitude related to the differences in the variables at the time in
which the connection starts. On the contrary, the frequency will depend on the
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Fig. 4. Marginal sized synchronization: two Lorenz systems are connected through
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imaginary part of the eigenvalues of Z. As an example, we consider here the I
Sprott system [3] connected by means of the partial connection scheme described
in the previous paper. In this case, we insert the connecting variable z1 into the
second equation of the response:

In[14]:= spi1={x1’[t]==-0.2 y1[t],y1’[t]==x1[t]+z1[t],z1’[t]==x1[t]-
z1[t]+y1[t]^ 2,x1[0]==-0.6,y1[0]==-0.8,z1[0]==0.9};

In[15]:= spi2={x2’[t]==-0.2 y2[t],y2’[t]==x2[t]+z1[t],z2’[t]==x2[t]-
z2[t]+y2[t]^ 2,x2[0]==0.6,y2[0]==0.3,z2[0]==-0.2};
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the modified partial connection method through the z variable into the second equation
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The eigenvalues of the resulting Jacobian matrix are:

In[16]:= JCMatrix[{spi1,spi2},{x1,y1,z1,x2,y2,z2},t] //Eigenvalues

Out[16] := {−1,−0.447214 i, 0.447214 i}
The two last eigenvalues are complex-conjugate with zero real part. This

implies that two conditional Lyapunov exponents are zero, both locally and
asymptotically. An example of this behavior can be found in Figure 5.

Generalized Marginal Synchronization

The notion of marginal synchronization has been recently extended to a new
concept, the generalized marginal synchronization (GMS), in the sense that al-
lowing the response system to be different from the drive system [4]. The drive
and the response show GMS if there is a function which transforms points of
the drive system attractor into points on the response system attractor. Once
again, this function is independent on time, but now GMS is known up to a
certain constant which depends on the initial conditions of both the drive and
the response systems. Finally, GSM can be applied not only to unidirectionally
but also to mutually coupled systems [4].
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Abstract. One of the most interesting and striking concepts in Differ-
ential Geometry is that of the Gauss map. In the case of surfaces, this
map projects surface normals to a unit sphere. This strategy is especially
useful when analyzing the shape structure of a smooth surface. This pa-
per describes a new Mathematica package, GaussMap, for computing and
displaying the tangent and normal vector fields and the Gauss map of
surfaces described symbolically in either implicit or parametric form. The
performance of the package is discussed by means of several illustrative
and interesting examples. The package presented here can be applied for
visualizing and studying the geometry of a surface under analysis, thus
providing the users with an excellent computer tool for teaching and
visualization purposes.

1 Introduction

One of the most interesting and striking tools in Differential Geometry is the
so-called Gauss map. Although this concept can be defined for hypersurfaces of
any dimension [5], the most interesting applications appear for the 2-dimensional
(curves) and, especially, for the 3-dimensional (surfaces) cases. In particular, in
this paper we restrict ourselves to the case of smooth (differentiable) surfaces.

Roughly speaking, the Gauss map projects surface normals to a unit sphere,
providing a powerful visualization of the geometry of a graphical object. On the
other hand, dynamic visualization of the Gauss map speeds understanding of
complex surface properties. Therefore, it can be efficiently used to illuminate
the natural structure of surface shape [3]. It can also be applied to predict visual
events caused by changes in lighting, shading, and camera control. More details
about applications of the Gauss map to computer graphics and visualization can
be found in [2, 3, 6] and references therein.
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This paper presents a new Mathematica package, GaussMap, for computing
and displaying the tangent and normal vector fields and the Gauss map of sur-
faces described symbolically in either implicit or parametric form. The output
obtained is consistent with Mathematica’s notation and results. The performance
of the package is discussed by means of several illustrative and interesting exam-
ples. They show that the package presented here can be applied for visualizing
and studying the geometry of a surface under analysis, thus providing the users
with an excellent computer tool for teaching and visualization purposes.

The structure of this paper is as follows: Section 2 introduced some mathe-
matical definitions about the normal vector field and the Gauss map of implicit
and parametric surfaces to be used throughout the paper. For the sake of il-
lustration, two theoretical examples of the computation of the Gauss map for
simple implicit surfaces are also briefly described in this section. Then, Section
3 introduces the new Mathematica package, GaussMap, and describes the com-
mands implemented within. The performance of the package is also discussed
in this section by using some illustrative examples for implicit and parametric
surfaces. Finally, Section 4 closes with the main conclusions of this paper and
some further remarks.

2 Mathematical Preliminaries

Let M be an implicit surface in IE3 defined as φ(x, y, z) = 0. A normal vector
field on M is given by the gradient vector field of φ as:

∇φ =
(

∂φ

∂x
,
∂φ

∂y
,
∂φ

∂z

)
. (1)

The unit normal vector field, U , on M is simply defined from Eq. (1) as

U =
3∑

i=1

niU i = (n1, n2, n3) =
∇φ

||∇φ|| . (2)

where {U i}i=1,2,3 form the natural frame for the tangent space of M .
These definitions can be trivially extended to the parametric case. Let S be

a local parameterization of a surface M in IE3 given by

S(u, v) = (x(u, v), y(u, v), z(u, v)) (3)

The normal vector field on M is then given by Su(u, v)×Sv(u, v). Similarly, the
unit normal vector field, U , is described by

U = (n1, n2, n3) =
Su(u, v)× Sv(u, v)
||Su(u, v)× Sv(u, v)|| . (4)

Given an oriented surface M in the Euclidean 3-space with unit normal vector
field U , its Gauss map, G, is a transformation that associates to each point
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p ∈ M its unit normal vector U(p), considered as a point on the unit two-
sphere

∑
= S2 ⊂ IR3. In mathematical terms, G is a map G : M →∑ defined

by:
G(p) = (n1(p), n2(p), n3(p)) (5)

where p ∈ M is a point on the surface M . From a graphical point of view, the
Gauss map can be thought of as moving the normal of a point on a surface to a
congruent parallel vector at the origin of the unit sphere (see Figure 1).

Fig. 1. Graphical interpretation of the Gauss map of a point p on a surface M onto

the unit two-sphere
∑

= S2

We point out that the Gauss map can be defined (globally) if and only if the
surface is orientable, but it always can be defined locally (i.e. on a small piece
of the surface). We also remark that the Jacobian of the Gauss map is equal
to Gauss curvature, and that the differential of the Gauss map is called shape
operator [1].

Example 1: M is the cylinder of radius r. Its implicit equation is x2 + y2 = r2

or, equivalently, φ(x, y, z) = x2 + y2 − r2 = 0. The gradient function is ∇φ =

(2x, 2y, 0). Hence, U =
1
r
(x, y, 0) is the unit normal vector field on M . In other

words, given a point p = (p1, p2, p3), G(p) =
1
r
(p1, p2, 0). On the other hand,

the coordinates of this vector hold:(p1

r

)2
+
(p2

r

)2
=

p2
1 + p2

2

r2
=

r2

r2
= 1

This means that the Gauss map image of the cylinder x2 + y2 = r2 onto the
unit sphere is the unit circle x2 + y2 = 1, z = 0.

Example 2: M is the paraboloid z = x2 + y2. In this case, φ(x, y, z) =
x2 + y2 − z = 0. The gradient function is ∇φ = (2x, 2y,−1). Hence, U =

1√
4x2 + 4y2 + 1

(2x, 2y,−1) is the unit normal vector field on M . In other words,

given a point p = (p1, p2, p3), G(p) =
1√

4p2
1 + 4p2

2 + 1
(2p1, 2p2,−1). Because
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the third coordinate is negative, the image will lie onto the south hemisphere of∑
only. An additional analysis is required in order to know whether or not such

an image actually fills the whole south hemisphere. To this aim, we consider
straight lines p2 = mp1, m ∈ IR and compute the limit:

lim
p1→∞

1√
4p2

1 + 4m2p2
1 + 1

(2p1, 2mp1,−1) =
1√

4 + 4m2 + 1
(2, 2m, 0)

This means that for points far away from the origin, their image onto the
sphere is given by those points whose third coordinate vanishes and whose two
first coordinates satisfy:(

2√
4 + 4m2

)2

+
(

2m√
4 + 4m2

)2

=
4 + 4m2

4 + 4m2
= 1

In other words, the Gauss map image of z = x2 + y2 onto the unit sphere
∑

is the set of points (x, y, z) such that x2 + y2 + z2 = 1, with z < 0.

Note that similar considerations can be carried out for many other examples,
which are not included here because of limitations of space. The interested reader
is referred to [5] for a detailed analysis on this interesting question.

3 The Package GaussMap: Some Illustrative Examples

This section describes some examples of the application of this package to the
cases of implicit and parametric surfaces. Firstly, we load the package:

In[1]:=<<DifferentialGeometry‘GaussMap‘

3.1 Implicit Surfaces

The first example is given by the paraboloid z = x2 + y2, already analyzed,
from a theoretical point of view, in Example 2 of the previous section. The
ImplicitNormalField command calculates the normal vector field of any im-
plicit surface in the form f(x, y, z) = 0 and returns a graphical output comprised
of the surface and such a normal vector field, as displayed in Figure 2:

In[2]:=ImplicitNormalField[x^ 2+y^ 2-z,{x,-2,2},{y,-2,2},{z,-1,2},
Surface->True, PlotPointsSurface->{4,7},VectorHead->Polygon]

Out[2] := See F igure 2

As shown in the previous section, the Gauss map image of this surface is given
by x2 + y2 + z2 = 1, z < 0. The ImplicitGaussMap command of an implicit
surface returns the original surface and its Gauss map on the unit sphere

∑
:

In[3]:=ImplicitGaussMap[x^ 2+y^ 2-z,{x,-2,2},{y,-2,2},{z,-1,2},
PlotPoints->{4,7}]

Out[3] := See F igure 3
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Fig. 2. The paraboloid z = x2 + y2 and its vector normal field

Fig. 3. Applying the Gauss map to the implicit surface z = x2 + y2: (left) original

surface; (right) its Gauss map image onto the unit sphere

The next example calculates the normal vector field of the surface z = x2−y2:

In[4]:=ImplicitNormalField[z-x^ 2+y^ 2,{x,-2,2},{y,-2,2},{z,-2,2},
Surface->True, PlotPointsSurface->{4,6},VectorHead->Polygon,
PlotPointsNormalField->{3,4}]

Out[4] := See F igure 4
Now, the Gauss map image of such a surface is obtained as:
In[5]:=ImplicitGaussMap[z-x^ 2+y^ 2,{x,-2,2},{y,-2,2},{z,-2,2},

PlotPoints->{4,6}]
Out[5] := See F igure 5

A more complicated example is given by the double torus surface, defined

implicitly by

(√(√
x2 + y2 − 2

)2
+ y2 − 2

)2

+ z2 − 1 = 0 and whose normal

vector field is shown in Figure 6:
In[6]:=ImplicitNormalField[(Sqrt[(Sqrt[x^ 2+y^ 2]-2)^ 2+y^ 2]-2)^ 2+

z^ 2-1,{x,-6,6},{y,-4,4},{z,-1,1},Surface->True,
PlotPointsSurface->{5,5},VectorHead->Polygon]

Out[6] := See F igure 6
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Fig. 4. The surface z = x2 − y2 and its vector normal field

Fig. 5. Applying the Gauss map to the implicit surface z = x2 − y2: (left) original

surface; (right) its Gauss map image onto the unit sphere

Fig. 6. The double torus surface and its vector normal field

In[7]:=ImplicitGaussMap[(Sqrt[(Sqrt[x^ 2+y^ 2]-2)^ 2+y^ 2]-2)^ 2+
z^ 2-1,{x,-6,6},{y,-4,4},{z,-1,1},PlotPoints->{5,5}]

Out[7] := See F igure 7
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Fig. 7. Applying the Gauss map to the double torus surface: (left) original surface;

(right) its Gauss map image onto the unit sphere

Fig. 8. The surface x4 + y4 + z4 = 1 and its vector normal field

It is interesting to remark that, because the Gauss map is a continuous (in
fact, differentiable) function, it is closed for compact sets, i.e. it transforms com-
pact sets into compact sets. Since the double torus is compact, its image is
actually the unit sphere. Another example of this remarkable property is given
by the Lamé surface of fourth degree x4 + y4 + z4 = 1:

In[8]:=ImplicitNormalField[x^4+y^4+z^4-1,{x,-1,1},{y,-1,1},{z,-1,1},
Surface->True, PlotPointsSurface->{4,6},VectorHead->Polygon]

Out[8] := See F igure 8

Its corresponding Gauss map image can displayed as:

In[9]:=ImplicitGaussMap[x^ 4+y^ 4+z^ 4-1,{x,-1,1},{y,-1,1},
{z,-1,1},PlotPoints->{4,6}]

Out[9] := See F igure 9
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Fig. 9. Applying the Gauss map to the surface x4 +y4 +z4 = 1: (left) original surface;

(right) its Gauss map image onto the unit sphere
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Fig. 10. The Möbius strip and its vector normal field

3.2 Parametric Surfaces

As indicated above, the package also deals with surfaces given in parametric
form. In the following example, we consider the Möbius strip, parameterized by

S(u, v) =
(
cos(u) + v cos(u)sin

(u
2

)
, sin(u) + v sin

(u
2

)
sin(u), vcos

(u
2

))
Figures 10 and 11 show the normal vector field and the Gauss map image of the
Möbius strip, respectively.

In[10]:= ParametricNormalField[{Cos[u]+v Cos[u] Sin[u/2],
Sin[u]+v Sin[u/2] Sin[u],v Cos[u/2]},{u,0,4 Pi,Pi/10},
{v,-1/2,1/2,0.1},Surface->True,PlotPoints->{50,7},
SurfaceDomain->{{0,2 Pi},{-1/2,1/2}},VectorHead->Polygon,
HeadLength->0.25,HeadWidth->0.1,VectorColor->RGBColor[1,0,0]]

Out[10] := See F igure 10

In[11]:=ParametricGaussMap[{Cos[u]+v Cos[u] Sin[u/2],Sin[u]+
v Sin[u/2] Sin[u],v Cos[u/2]},{u,0,4 Pi},{v,-1/2,1/2},
SurfaceDomain->{{0,2 Pi},{-1/2,1/2}},PlotPoints->{50,7}]

Out[11] := See F igure 11
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Fig. 11. Applying the Gauss map to the Möbius strip: (left) original surface; (right)

its Gauss map image onto the unit sphere

4 Conclusions and Further Remarks

In this paper, a new Mathematica package for computing and displaying the
normal vector field and the Gauss map image of implicit and parametric surfaces
is introduced. The package is useful to analyze complicated surfaces, especially
in those cases in which their Gauss map cannot be easily displayed without
appropriate computer tools. The performance of the package is discussed by
means of some illustrative and interesting examples.

All the commands have been implemented in Mathematica version 4 [7] and
are consistent with Mathematica’s notation and results. The powerful Mathe-
matica functional programming [4] features have been extensively used to make
the program shorter and more efficient. From our experience, Mathematica pro-
vides an excellent framework for this kind of developments. Perhaps the weakest
feature of the package is the computation time, which typically ranges from
several seconds to a few minutes. Further work will be carried out in order to
improve this issue and other features.
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Abstract. In the last few years, computer algebra systems (CAS) have
become standard and very powerful tools for scientific computing. One
of their most remarkable features is their ability to integrate numerical,
symbolic and graphical capabilities within a uniform framework. In ad-
dition, in most cases, these systems also incorporate a nice user interface
making them specially valuable for educational purposes. In this work
we introduce a user-friendly Matlab toolbox for dealing with many of the
most important topics in Computer Graphics and Differential Geometry.
The paper describes the main features of this program (such as the tool-
box architecture, its simulation flow, some implementation issues and the
possibility to generate standalone applications) and how the symbolic,
numerical and graphical Matlab capabilities have been effectively used in
this process.

1 Introduction

Much progress has been made in the world of computer algebra systems (CAS)
during the last few years [2, 8, 9, 10, 11]. Nowadays, computer algebra systems
(such as Mathematica, Maple, Derive, Axiom, Matlab, Scilab, etc.) have become
standard and very powerful tools for scientific computing. As a consequence, they
imply strong changes, almost a revolution, in the way of understanding scientific
computing, with new mathematical algorithms, advanced programming features,
numerical/symbolic integration tools, nice user interfaces, etc.

In this paper we will focus on the system Matlab [1], a numerical-oriented
package that also includes a number of symbolic computation features. In fact,
its most recent versions incorporate a Maple kernel totally integrated into the
numerical layer. Even although such symbolic capabilities are not as powerful
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as their counterpart in Maple, they are much faster and still very suitable for
many purposes. In addition, the graphical Matlab capabilities (based on Open
GL graphical routines and, hence, much better than those from many other
CAS) and its excellent graphical user interface improve substantially the power
of the system.

All these features have been exploited in this work to implement a uni-
fied symbolic/numerical Matlab Graphical User Interface (GUI) and toolbox for
Computer Graphics and Differential Geometry. In this paper we describe the
main features of this program and how the symbolic, numerical and graphical
Matlab facilities have been applied to tackle this issue.

The structure of this paper is as follows: Section 2 describes the architecture of
this symbolic/numerical Matlab toolbox, its main components and the simulation
flow. Some implementation issues and the possibility of compiling and linking
the toolbox files for generating standalone applications are also discussed in this
section. Then, Section 3 analyzes the performance of this system by describing
some illustrative examples. Finally, Section 4 closes with the main conclusions
of this work.

2 The Matlab Toolbox Architecture

This section analyzes the architecture of the Matlab toolbox introduced in this
paper. In addition, some implementation issues as well as the simulation flow are
briefly described in this section. Finally, we discuss the possibility of compiling
and linking the toolbox files for standalone applications.

2.1 System Architecture

The main system components as well as the simulation flow are depicted in
Figure 1. In that figure, a dashed line is used to enclose those modules associ-
ated specifically with our Matlab toolbox. Basically, it consists of the following
elements (see Figure 1):

– a graphical user interface (GUI): Matlab provides a set of routines to create
GUIs, incorporating menus, push and radio buttons, text boxes and many
other interface devices. Most of computer algebra systems do not support
GUIs. This fact was specially valuable for us, since our pedagogical orienta-
tion requires an interactive and user-friendly program. In addition, the GUI
takes advantage of the powerful Matlab graphical capabilities. This was one
of the most important features we are interested to deal with, and finally,
one of the most important reasons to choose Matlab. Graphical Matlab fea-
tures allow interactivity in the way of manipulating graphics, support many
drawing commands and provide the components necessary to create com-
puter graphics, including shading, texture mapping, hidden line removal,
lighting, z-buffering, etc. In fact, we think they improve the usual graphical
facilities available in other computer algebra systems. Reference [3] discusses
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Fig. 1. Architecture of the Matlab GUI and toolbox described in this paper

these and other (oriented to computer graphics) interesting graphical Matlab
features.

In our system, the GUI is comprised of a set of different windows asso-
ciated with different tasks. Some windows are for differential geometry cal-
culations and include some dialogue boxes in order to allow users to input
the symbolic equations of the geometric entities. Other windows are mostly
intended for graphical outputs and include a number of different commands
for visualization. Those windows will be illustrated in Section 3.

– a Matlab toolbox: In our system, we implemented more than 120 functions for
both Computer Graphics and Differential Geometry. Those functions call for
auxiliar functions defined in Matlab kernel and allow us to deal with paramet-
ric curves and surfaces and other geometric entities. Of course, the libraries
must be continuously updated, so the system must be flexible enough to
allow the programmer to improve the algorithms and codes in an efficient,
quick and easy way. Interesting enough is the fact that we can deal with
those entities in either numerical or symbolic way. In this last case, we in-
voke the symbolic Math Toolbox, which is based on the kernel of Maple, one
of the most popular symbolic computation programs.

Another important factor to choose Matlab concerns the efficiency. Since
Matlab is based on C, it runs faster than other analyzed symbolic and nu-
merical programs. Moreover, its basic element is an array that does not
require dimensioning, so it takes less time to be computed. Although the
symbolic operations are not suitable for these based-on-array advanced fea-
tures, numerical and graphical operations (which are the key ingredient of
many commands for computer graphics and scientific visualization) have
been greatly improved by applying those features on a regular basis.

– Matlab graphics library: This module includes the graphical commandsneeded
for our setup. For instance, in the case of PC platforms, it is a set of DLLs
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(Dynamic Link Libraries). In general, they are not included in the Matlab
standard version and should be purchased separately.

2.2 Simulation Flow

Figure 1 also shows the simulation flow of the system: firstly, the user launches
Matlab and calls for the GUI, that looks like the three windows shown on the
left of that figure. Then, the user inputs some values and/or equations in the
corresponding forms (dialogue boxes, radio buttons, check buttons and so on)
which are sent to the system to be interpreted. User’s input typically requires
high-level functions developed by the authors in the toolbox described above
(step 1 in Figure 1). At their turn, these functions invoke low-level functions
from the numerical kernel (2), which are given either as Matlab functions, m-
files, C/C++ MEX files, API files or built-in files (see [1] for details). If the
user wishes to perform calculations in symbolic way, the symbolic kernel is also
invoked; that input is subsequently sent to the symbolic kernel (based on Maple
functions) in order to compute the corresponding output accordingly (3). It is
returned to Matlab to be combined with numerical routines if, for instance, the
user calls for graphical representations in addition to the symbolic output (4).
Those results are sent back to the toolbox for subsequent calculations and/or
manipulations (5), and eventually returned to the user as the final output (6).

2.3 Implementation Issues

Regarding the implementation, the toolbox has been developed by the authors
in Matlab v6.0 by using a Pentium III processor at 2.2 GHz. with 256 MB
of RAM. However, the program (whose minimum requirements are listed in
Table 1) supports many different platforms, such as PCs (with Windows 9x,
2000, NT, Me and XP), Macintosh (Power Mac, 68040 and MacOSX) and UNIX
workstations from Sun, Hewlett-Packard, IBM, Silicon Graphics and Digital. All
figures in this paper correspond to the PC platform version.

As shown in Figure 1, the graphical tasks are performed by using the Matlab
GUI for the higher-level functions (windowing, menus, or input) while it uses the
graphical library Open GL for rendering purposes. The toolbox itself has been
implemented in the native Matlab programming language, that is based on C for
compiled functions.

Table 1. Minimum hardware configuration to install the toolbox

Hardware Requirement

Operating System Windows (9x, 2000, NT, Me, XP), MacOS, MacOSX, UNIX

RAM 128 MB

Disk storage 25 MB (60 MB recommended)

Monitor Super VGA monitor

Screen resolution minimum of 640 × 480

Matlab versions supported 5.3 - 7.0
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Fig. 2. Process for creating a C/C++ standalone application

2.4 Generation of Standalone Applications

Another remarkable feature of the Matlab toolbox is the possibility of compile
and link it in order ot generate standalone applications. Figure 2 shows the
different steps to be performed in order to get such standalone application. The
up-down arrows indicate the compilation flow while dashed rectangles enclose
the different programming environments required for each step indicated within.
Roughly, this process can be summarized as follows: firstly, the Matlab toolbox
is compiled by using the Matlab compiler. The result is a set of multiple C or
C++ source code modules that are actually versions in C/C++ of the initial m-
files implemented in Matlab. These files are subsequently compiled in a C/C++
environment to generate the object files. Then, those files are linked with the
C++ graphics library, M-file library, Built-In library, API library and ANSI
C/C++ library files. The final result is an executable program running on our
computer.

We should remark here the excellent integration of all these tools to gener-
ate optimized code that can easily be invoked from C/C++ via Dynamic Link
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Libraries (DLLs), providing both great portability and optimal communication
between all modules. Complementary, we can construct an installer for the tool-
box by using either Visual C++ or Visual Basic environments. The authors
have accomplished all tasks mentioned above. The performance of this system
is discussed in the next section.

3 Some Illustrative Examples

In this section the performance of the Matlab toolbox is discussed by means of
some illustrative examples.

Fig. 3. (left) parametric planar curve and its graphical representation; (right) graph-

ical representation and symbolic expression of its curvature

The first example is displayed in Figure 3: the computation of the curvature of
a planar parametric curve. On Fig. 3(left) the parametric equation of the curve,
x = sin(5u) cos(u) , y = sin(5u) cos(4u) for u ∈ [−π, π] is given and, after
pressing the OK button, the graphical representation of the curve is obtained.
On the right, the curvature of that curve is displayed and computed in symbolic
way. The corrresponding output is shown in the dialogue box below the picture.
Additional options allow the user to calculate the symbolic expression of all
the curvatures (Gauss, Mean and principals), the first and second fundamental
forms (a key topic in Differential Geometry), etc. and their visualization on
their prescribed domain. All these topics have a singular importance in research
and industry. For instance, we use curvatures for designing smooth surfaces,
derivatives for detecting surface irregularities, etc.

Several illumination effects can also be applied to simulate computer images
with a high level of quality. In addition to their aesthetic effect, the illumination
models are important to detect irregularities on surfaces, for example, by using
some illumination lines called isophotes [6]. This procedure can simulate the real
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situation of looking for the different reflection lines on the surface of a car body.
Figure 4 shows the isophotes of the surface z = sin(u∗v) with x, y ∈ [−6, 6]. Once
again, note the symbolic expression of those isophotes just below the picture in
Figure 4.

Fig. 4. Isophotes of the surface z = sin(u ∗ v) on the square [−6, 6] × [−6, 6]

A nice feature of our toolbox is that it can be applied not only for educational
purposes (which was actually our primary goal for the system) but also for indus-
trial applications. For instance, the system includes a IGES file translator that
deals with the most usual geometric entities in industry, including arcs, straight
lines, cubic spline curves, B-spline curves, B-splines and NURBS surfaces and
trimmed surfaces. Once the file is read, its geometric information is then ma-
nipulated by means of the numerical libraries in order to obtain the associated
curves and surfaces. The following step is to plot them through the graphical
libraries and the graphical Matlab options. These options include coloring, zoom-
ing, hidden line removal, shading, interactive rotation, etc. In addition, as one or
several different geometric entities can be selected at any time, different outputs
(wireframe model, surfaces model, trimmed model, etc.) are available from the
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system. Figure 5 shows an example of a typical output, in this case, the right
front seat door of a car body from a real IGES file. This is a simple example, but
even in this case, more than 9500 B-spline curves, 1500 cubic spline curves, 3000
straight lines, almost 3000 arcs, 4182 NURBS surfaces, 628 trimmed surfaces,
etc. are read and displayed. Each file might typically include several thousands
of curves and surfaces of different types, and require some MB of hard disk to
be stored. These data illustrate how complex an IGES file can be.

Fig. 5. Visualization of a real piece of a car body from a real IGES file

On the other hand, different effects (as ambient lights, especular and diffusive
illumination, several light sources in different positions and with different colors,
etc.) contribute to simulate a real image by computer with a high level of quality.
Figure 6 shows the window for computer graphics, with a head obtained from
a collection of patches joined through the patch Matlab command. In order
to get this final image, several options have been applied: four different light
sources (two yellow and one green sources at the infinity and another yellow
local source at the point (3,−4, 0)) following the phong illumination model [5],
a shiny material and a copper colormap, a white ambient light, a 80 % of
specular light, a 35 % of diffuse light, etc.
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Fig. 6. Example of a computer graphics image generated in our system

4 Conclusions

In this paper we introduce a user-friendly Matlab toolbox for dealing with many
of the most important topics in Computer Graphics and Differential Geometry.
The paper describes the main features of this program (such as the toolbox
architecture, its simulation flow, some implementation issues and the possibil-
ity to generate standalone applications) and how the symbolic, numerical and
graphical Matlab capabilities have been effectively used in this process.

The program have been successfully applied for both educational and indus-
trial purposes. In this last case, the initiative is actually part of a project for
applying CAS to the automotive industry. This idea has been supported by the
recent announcement of the use of Matlab by Daimler-Chrysler and Motor Ford
Company (see [7] for details). To our knowledge, other similar approaches are
expected for the next years. From this point of view, the present work could be
helpful to those interested to follow this way.
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Abstract. We describe an algorithm for decomposing certain modules
attached to real nilpotent orbits into their irreducible components. These
modules are prehomogeneous spaces in the sense of Sato and Kimura and
arise in the study of nilpotent orbits and the representation theory of Lie
groups. The output is a set of LATEX statements that can be compiled in
a LATEX environment in order to produce tables. Although the algorithm
is used to solve the problem in the case of exceptional real reductive Lie
groups of inner type it does describe these spaces for the classical cases
of inner type also. Complete tables for the exceptional groups can be
found at http://www.math.umb.edu/˜anoel/publications/tables/.

1 Introduction

In this paper, we continue our program begun in [8], [9] and [10] by describing a
fast and stable algorithm for decomposing modules of a Lie subgroup of the Levi
factor of Jacobson-Morozov parabolic subgroups defined by real nilpotent orbits.
We will solve the problem by working on the other side of the Kostant-Sekiguchi
correspondence [15]. In order to continue we need some definitions.

Unless otherwise specified, g will be a real semisimple Lie algebra of inner
type with adjoint group G and Cartan decomposition g = k ⊕ p relative to a
Cartan involution θ. The term inner type means that rank(g) = rank(k). Some
authors use the term equal rank to refer to such algebras. We will denote by
g

C
the complexification of g. Let σ be the conjugation of g

C
with respect to g.

Then g
C

= k
C
⊕ p

C
where k

C
and p

C
are obtained by complexifying k and p

respectively. K will be a maximal compact Lie subgroup of G with Lie algebra
k and K

C
will be the connected subgroup of the adjoint group G

C
of g

C
, with

Lie algebra k
C
. It is well known that K

C
acts on p

C
and the number of nilpotent

orbits of K
C

in p
C

is finite. Furthermore, for a nilpotent e ∈ p
C
, K

C
.e is a

connected component of G
C
.e ∩ p

C
.

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 512–521, 2005.
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2 The Kostant-Sekiguchi Correspondence

A triple (x, e, f) in g
C

is called a standard triple if [x, e] = 2e, [x, f ] = −2f and
[e, f ] = x. If x ∈ k

C
and e and f ∈ p

C
then (x, e, f) is a normal triple. It is a

result of Kostant and Rallis [7] that any nilpotent e of p
C

can be embedded in
a standard normal triple (x, e, f). Moreover e is K

C
-conjugate to a nilpotent e′

inside of a normal triple (x′, e′, f ′) with σ(e′) = f ′ [15]. The triple (x′, e′, f ′) will
be called a Kostant− Sekiguchi or KS-triple .

Every nilpotent E′ in g is G-conjugate to a nilpotent E embedded in a triple
(H,E, F ) in g with the property that θ(H) = −H and θ(E) = −F [15]. Such a
triple will be called a KS-triple also.

Define a map c from the set of KS-triples of g to the set of normal triples of
g

C
as follows:

x = c(H) = i(E − F )

e = c(E) =
1
2
(H + i(E + F ))

f = c(F ) =
1
2
(H − i(E + F ))

The triple (x, e, f) is called the Cayley transform of (H,E, F ). It is easy to
verify that the triple (x, e, f) is a KS-triple and that x ∈ ik. The Kostant-
Sekiguchi correspondence [15] gives a one to one map between the set of G-
conjugacy classes of nilpotents in g and the K

C
-conjugacy classes of nilpotents

in p
C
. This correspondence sends the zero orbit to the zero orbit and the orbit

through the nilpositive element of a KS-triple to the one through the nilpositive
element of its Cayley transform. Michèle Vergne [16] has proved that there is in
fact a diffeomorphism between a G-conjugacy class and the k

C
-conjugacy class

asssociated to it by the Kostant-Sekiguchi correspondence.

3 The Modules

In light of the Kostant-Sekiguchi correspondence it is reasonable to study mod-
ules associated to K

C
-nilpotent orbits in the symmetric spaces p

C
in order to

understand real nilpotent orbits. Let e be a nilpotent element in p
C
. Without

loss of generality we can embed e in a KS-triple (x, e, f). The action of adx

determines a grading
g

C
=
⊕

i∈ZZ

gi

C

where gi

C
= {Z ∈ g

C
: [x,Z] = iz}.

It is a fact that g0

C
is a reductive Lie subalgebra of g

C
. Let G0

C
be the con-

nected subgroup of G
C

such that Lie(G0

C
) = g0

C
. Then for i �= 0 the vector spaces
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gi

C
∩ p

C
are G0

C
∩ K

C
-modules. Moreover, a theorem of Kostant and Rallis [7]

asserts that G0

C
∩K

C
admits a Zariski open and dense orbit on g2

C
∩ p

C
; that is,

the pair (G0

C
∩K

C
, g2

C
∩ p

C
) is a prehomogeneous space in the sense of Sato and

Kimura [14]. This prehomogeneous space plays an important role in our work,
and our effort to better understand it lead us to develop this project. See [11]
for more information.

Let us denote G0

C
∩ K

C
, gi

C
∩ k

C
and gi

C
∩ p

C
by K0

C
, ki

C
and pi

C
respec-

tively. Then we shall show that for i �= 0, (G0

C
, gi

C
), (K0

C
, ki

C
) and (K0

C
, pi

C
) are

prehomogeneous spaces. We shall need the following lemma from È. B. Vinberg.

Lemma 1. Let H ⊆ GL(U) be an linear algebraic group, let L be a closed,
connected subgroup of H and let V ⊆ U be a subspace invariant with respect to
L. Suppose that for any vector v ∈ V

h · v ∩ V = l · v.

Then the intersection of any orbit of H with the subspace V is a smooth
manifold, each irreducible component of which is an orbit of L.

Proof. See [18], page 469.
"#

Using the previous lemma we prove the following proposition:

Proposition 1. For i �= 0, (G0

C
, gi

C
), (K0

C
, ki

C
) and (K0

C
, pi

C
) are prehomoge-

neous spaces. Moreover, (G0

C
, g2

C
) and (K0

C
, p2

C
) are regular; that is, the comple-

ments of the open dense orbits in g2

C
and p2

C
(the singular loci) are hypersurfaces.

Proof. To prove that (G0

C
, gi

C
) is a prehomogeneous space we identify G

C
,

G0

C
, g

C
and gi

C
with H,L,U and V respectively in the preceding lemma. Hence

we only need to show that for any v ∈ gi

C

g
C
· v ∩ gi

C
= g0

C
· v

Clearly g0

C
· v ⊆ g

C
· v ∩ gi

C
. Let u ∈ g

C
such that [u, v] ∈ gi

C
. Since u =

∑
j

uj

with uj ∈ gj

C
, [u, v] =

∑
j

[uj , v] and [uj , v] ⊆ gi+j

C
. Hence [uj , v] = 0 for j �= 0

and we must have [u, v] = [u0, v] and g
C
· v ∩ gi

C
⊆ g0

C
· v. The result follows.

To prove that (K0

C
, pi

C
) is a prehomogeneous space we identify G0

C
,K0

C
, gi

C

and pi

C
with H,L,U and V respectively in the preceding lemma. We only need

to show that for any v ∈ pi

C

g0

C
· v ∩ pi

C
= k0

C
· v

Clearly k0

C
·v ⊆ g0

C
·v∩pi

C
. Let u ∈ g0

C
be such that [u, v] ∈ pi

C
. Since x = xk +xp

with xk ∈ k
C

and xp ∈ p
C
, [x, v] = [xk, v] + [xp, v] with [xk, v] ∈ pi

C
and

[xp, v] ∈ ki

C
. Since [x, v] ∈ pi

C
we must have [xp, v] = 0. Hence g0

C
·v∩pi

C
⊆ k0

C
·v.
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To prove that (K0

C
, ki

C
) is a prehomogeneous space we only have to repeat

the previous argument replacing pi

C
by ki

C
.

From theorem 1.4.4 in [13], in order to show that (G0

C
, g2

C
) and (K0

C
, p2

C
) are

regular we only need to show that the centralizers (G0

C
)e and (K0

C
)e of e in G0

C

and K0

C
are reductive Lie subgroups. For G0

C
this was done by Springer and

Steinberg in [1]. The K0

C
case was settled by Ohta [12]. "#

The reader may wonder whether (K0

C
, k2

C
) is regular in general. Here is a

counterexample. Let g = FI, the split real form of F4. Consider Orbit 20, labeled
(204 4) in [3]. Then k2

C
is a two dimensional representation of K0

C
. The singular

locus is {0} and therefore is not a hypersurface. Our goal is to describe
the irreducible components of the K0

C
-modules pi

C
with i �= 0 for all

nilpotent orbits of the Lie group K
C

in the symmetric space p
C
.

It is enough to consider the non-compact real forms of all simple complex
Lie algebras. We have developed a general theory for classical simple Lie groups
by exploiting the fact that their nilpotent orbits are parametrized by certain
partitions of an integer related to their rank [2]. Such parametrization is not
available for the exceptional groups. As a result our subroutine is needed in order
to solve the problem in the cases where G is of exceptional type. As a byproduct
we obtain another method of computing these prehomogeneous spaces for any
fixed non-compact real form of equal rank. The results for complex Lie groups
can be found in [8] and [9]. For classical real Lie groups the theory is currently
being developed in [10]. This paper solves the problem for all the exceptional
real forms, except EI and EIV . We shall settle these cases in a future paper.

4 Description of the Algorithm

Maintaining the above notations, let Δ = {α1, . . . , αl} be the Bourbaki set of
simple roots of g

C
. Since g is of inner type, we can find a Cartan subalgebra h of

k such that h
C

is a Cartan subalgebra of k
C

and of g
C
. Let ΔK = {β1, . . . , βl} be

the simple root system defined by h
C
. The labels of the Dynkin diagram of K

C

are obtained by evaluating the βi’s on the neutral element x in the KS-triple
(x, e, f). We shall use Djokovic’s labeling scheme for the exceptional groups [3, 4].
For the classical cases one can use the simple roots of a Vogan system [6] or one
of the K

C
root systems given in [5].

There is a one-to-one correspondence between nilpotent orbits of K
C

in p
C

and a set of Dynkin diagrams of K
C

whose nodes are labeled with numbers in
the set of integers between −dim g

C
and dim g

C
. This last statement means that

there are only finitely many orbits of K
C

in p
C
, which implies that there are only

finitely many nilpotent orbits in g by the Kostant-Sekiguchi correspondence.
The roots of g

C
are all imaginary because they all take purely imaginary

values on h. We call an imaginary root α compact if its root space gα is included
k

C
, non-compact if gα ⊆ p

C
.
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Definition 1. Let v be a non-zero element of the root space gλ

C
⊆ pi

C
and Xα

a non-zero vector in any gα ⊆ [k0

C
, k0

C
] with α > 0. If [Xα, v] = 0 for all such

Xα’s then we say that v is a highest weight vector of K0

C
on gi

C
and we call λ

a highest weight of gi

C
.

We shall describe an algorithm which computes the highest weights of pi

C
. The

algorithm is written in the language LiE. Readers who are not familiar with
LiE may consult [17]. The highest weights will be expressed in terms of the
fundamental weights. For the reader’s convenience all LiE generic functions will
be written in boldface characters. The subroutine name is rirrdmodule(). The
subroutine returns a set of LATEX statements that generate a table containing all
the highest weights of all pi

C
for i > 0. By duality one obtains a decomposition

of p−i

C
also.

4.1 Algorithm

# This function computes irreducible components of K0

C
-modules in the

# symmetric space p
C
. This function assumes that the real form of the

# algebra g
C

is of inner type. We also assume that the Vogan system of
# simple roots contains exactly one non-compact root.
# Authors: Steven Glenn Jackson and Alfred G. Noël. # Purpose: In-
vestigation of prehomogeneous spaces associated with
# real nilpotent orbits.
# Date : August 10, 2004.
# Global Variable
orbit = 0;

rirrdmodule(tex rform; int ncptindex; vec label; vec neutral; mat kroots;
mat krootsadjt ; int krootsdet; grp g ) =
{

# rform: inner type non-compact real form of g
C

# ncptindex: indicate
which roots are nompact.
# label : label describing the evaluation of the simple roots of K

C
# on the neutral element.
# neutral: semisimple element of the normal sl2-triple associated with
# the orbit. It should be expressed in the Bourbaki root system
# of the algebra g

C
.

# kroots: a Vogan system of simple roots for K
C
.

# krootsadjt: adjoint matrix of kroots
# krootsdet: determinant of kroots

grptype = rform; printflag = 0; setdefault (g); n = n pos roots;
l = Lie rank; alpha = pos roots; roots = alphâ− alpha;
kcartan = null(l,l);
for i = 1 to l do for j=1to l do kcartan[i,j] =
Cartan(kroots[i],kroots[j]);od;od;
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# Validate the ordering of the K roots
if kcartan != Cartan(Cartan type(kroots)) then print (”Non compat-
ible ordering of k roots”);
else

# Find the number of non-compact roots
ncpt = 0; for k = 1 to 2*n do if (roots[k][ncptindex] == 1 ‖
roots[k][ncptindex] == -1) then ncpt = ncpt +1; fi; od;

look for degree = 0; mod counter = ncpt ;
while mod counter > 0 do
spaceofinterest = null(ncpt,l);

#Compute degree positive roots
counter = 0;
for k = 1 to 2*n do if (roots[k][ncptindex] == 1 ‖ roots[k][ncptindex]
== -1) then degree = null(2*n);
for i = 1 to l do for j = 1 to l do degree[k] = degree[k] +
neutral[j]*roots[k][i]*Cartan(alpha[i],alpha[j]); od; od;
if degree[k] == look for degree then
counter = counter+1; spaceofinterest[counter] = roots[k]; fi; fi; od;

space = null( counter, l);
for i = 1 to counter do space[i] = spaceofinterest[i]; od;
dimspace = counter;

# keep track of spaces using the dimension of the dual modules.
if look for degree == 0 then mod counter = mod counter - dimspace;
else mod counter = mod counter - 2 dimspace;fi;

if mod counter < 0 then print(” Negative Modcounter”); break;fi;
if dimspace >0 && look for degree >0 then
latexline = ” ”;
if printflag == 1 then latexline = ”\cline3− 5&”; fi; if printflag == 0
then printflag = 1; orbit = orbit +1;
latexline = ”\hline” + orbit + ” & ” + grptype; for i = 1 to l do
latexline = latexline+”{”+label[i] + ”}” ; od; fi;
# Pick up Highest weights of K0

C
in space

hw = all one( dimspace );
for i = 1 to l do if label[i] == 0 then for j = 1 to dimspace do candidate
= kroots[i] + space[j];

# Check if candidate is in space. If yes then it is not a highest weight
for k = 1 to dimspace do if candidate == space [k] then hw[j] = 0;
break;fi; od; od; fi; od;
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numhw = 0;
for i = 1 to dimspace do numhw = numhw + hw[i]; od;
rhighestweights = null(numhw,l);
counter = 0; for i = 1 to dimspace do if hw[i] == 1 then counter =
counter+1; rhighestweights[counter] = space[i]; fi; od;

#Convert to fundamental weights of K0

C

if numhw > 0 then
fundhighestweights = rhighestweights *(krootsadjt) * kcartan;
fundhighestweights = fundhighestweights/krootsdet;

# Generate LATEX output.
for i = 1 to numhw do latexline = latexline + ”(”; for j = 1 to l do
latexline = latexline + fundhighestweights[i][j];
if j < l then latexline = latexline + ”,” fi; od;
latexline = latexline + ”) \\”; od;
latexline = latexline + ”\ ea \\ ”; fi;
latexline = latexline + ” & ” + look for degree + ” & ” + dimspace +
” & \ ba”; print (latexline);
fi; look for degree = look for degree+1; od; fi;
}

Example 1. Let g be the real algebra of type G2; then K
C

is of type A1 ⊕ A1.
Let Δ = {α1, α2} be the usual Bourbaki system of simple roots of g

C
. Then we

can choose Δk = {α1, 3α1 + 2α2} to be a system of simple roots for K
C
. Hence

the compact roots of g
C

are ±α1,±(3α1 + 2α2) and the non-compact roots are
±α2,±(α1 + α2),±(2α1 + α2),±(3α1 + α2).

Here is the LiE code that calls the subroutine in order to generate the irre-
ducible modules. This is the content of the file rgmodule.

g = G2;
rirrdmodule(”\typeg”,2, [1,1],[1,1], [[1,0],[3,2]], [[2,0],[-3,1]],2,g);
rirrdmodule(”\typeg”, 2,[1,3],[2,3], [[1,0],[3,2]], [[2,0],[-3,1]],2,g);
rirrdmodule(”\typeg”, 2,[2,2],[2,2], [[1,0],[3,2]], [[2,0],[-3,1]],2,g);
rirrdmodule(”\typeg”, 2, [0,4],[2,4], [[1,0],[3,2]], [[2,0],[-3,1]],2,g);
rirrdmodule(”\typeg”, 2, [4,8],[6,8], [[1,0],[3,2]], [[2,0],[-3,1]],2,g);

The name of the file containing the subroutine is rphmod which has to be
loaded in the LiE environment. Here is the LiE session that produces Table 1:

LiE version 2.2 created on Nov 22 1997 at 16:50:29 Authors: Arjeh
M. Cohen, Marc van Leeuwen, Bert Lisser. Mac port by S. Grimm
Public distribution version type ’?help’ for help information
type ’?’ for a list of help entries.

> read rphmod
> read rgmodule

#Compute highest weights
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Table 1.

Nilpotent orbits in type G

Orbit K
C

-Label i dim pi

C
Highest weights of pi

C

1
�

1

�

1
1 2

(1, 1)
(3,−1)

2 1 (3, 1)

2
�

1

�

3
1 1 (−1, 1)

2 1 (1, 1)
3 1 (3, 1)

3
�

2

�

2
2 2

(1, 1)
(3,−1)

4 1 (3, 1)

4
�

0

�

4
2 4 (3, 1)

5
�

4

�

8
2 2

(−1, 1)
(3,−1)

6 1 (1, 1)
10 1 (3, 1)

By the “Theorem of the Highest Weight” [6–p. 279], pi

C
is completely determined

as k0

C
-module by its highest weights. Moreover, when interpreting the results

given in the table, one should be aware that the action of the semisimple part
of k0

C
on pi

C
is completely determined by those coefficients associated with the

nodes of the Dynkin diagram of K
C

labeled with 0; the other coefficients affect
only the action of the center of k0

C
. Then (disregarding the action of the center)

we see that for orbit 4, p2

C
= V 3ω1 $ S3(C2) which has dimension 4.

The computation of highest weights is accomplished by finding the set of vectors
in each pi

C
which are annihilated by all positive simple root spaces in [k0

C
, k0

C
].

Such root spaces correspond to the simple roots labeled with 0. Since k0

C
acts by

the adjoint action, the subroutine returns only the roots β such that gβ lies in
pi

C
and [Xα, Xβ ] = 0 for all positive α with gα ⊂ [k0

C
, k0

C
]. This is exactly the set

of highest weights of pi

C
, which is recorded in the array rhighestweights. Finally,

we express the highest weights in terms of the fundamental weights using the
Cartan matrix of K

C
.

The algorithm is O(rank(g) × (n pos roots)3). This is due to the fact that
the control variable of the outer while loop, mod counter, is bounded by the
number of positive roots and that the more intensive internal for loop is at
worst executed (rank(g) × (n pos roots)2) times. This is a worst case analysis.
Of course we are assuming that the LiE internal functions are very fast. From our
experience we believe that they are optimal. On average the subroutine performs
very well. We use it to compute the irreducible modules of the prehomogeneous
spaces associated to all the nilpotent orbits of the exceptional real simple Lie
groups of inner type. For more information see [10]. The computations were
carried on an IMac G4 with speed 1GHz and 1Gb SDRAM of memory.
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4.2 Computation of Irreducible Components of ki
c

The above subroutine will return the highest weight vectors of ki

C
if the command

if (roots[k][ncptindex] == 1 ‖ roots[k][ncptindex] == -1) then
is replaced by
if (roots[k][ncptindex] != 1 && roots[k][ncptindex] != -1) then.

5 Conclusion and Future Work

We presented a LiE implementation of a simple algorithm for computing the
module structures of a large class of prehomogeneous spaces, namely those asso-
ciated with nilpotent orbits in the adjoint representations of non-compact real
reductive Lie groups. In [10] we are developing general methods for the clas-
sical types, taking advantage of the parametrization of the nilpotent orbits by
partitions. The correctness of the algorithm is a consequence of the well-known
“Theorem of the Highest Weight.”

This is the foundation of a larger project whose goals are to understand
regularity criteria on these prehomogeneous spaces, to find nice formulas for
computing their relative invariants and finally to explicitly relate them to Rep-
resentation Theory.
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8. Jackson, S. G. and Noël, A. G. Prehomogeneous spaces associated with complex

nilpotent orbits, to appear in Journal of Algebra
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18. Vinberg, È. B. The Weyl group of a graded Lie Algebra IZV. Akad. Nauk SSSR
Ser. Mat. Tom 40 (1976) no. 3.



Applications of Graph Coloring
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Abstract. A graph G is a mathematical structure consisting of two
sets V (G) (vertices of G) and E(G) (edges of G). Proper coloring of a
graph is an assignment of colors either to the vertices of the graphs, or
to the edges, in such a way that adjacent vertices / edges are colored
differently. This paper discusses coloring and operations on graphs with
Mathematica and webMathematica. We consider many classes of graphs
to color with applications. We draw any graph and also try to show
whether it has an Eulerian and Hamiltonian cycles by using our package
ColorG.

1 Introduction

Graph theory would not be what it is today if there had been no coloring prob-
lems. In fact, a major portion of the 20th-century research in graph theory has
its origin in the four color problem [1]. A graph G is a mathematical structure
consisting of two sets V (G) (vertices of G) and E(G) (edges of G). Proper color-
ing of a graph is an assignment of colors either to the vertices of the graphs, or
to the edges, in such a way that adjacent vertices / edges are colored differently.
Vertex coloring is a hard combinatorial optimization problem.

We apply several operations which act on graphs to give different graphs. In
addition to apply graph operations, we color vertices of these obtained graphs
properly. Also we developed ColorG package to color the vertices and edges of
graphs and to find the Eulerian and the Hamiltonian cycles with webMathematica.
Many of these graphs are truly beautiful when drawn properly, and they provide
a wide range of structures to manipulate and study.

Before concluding this introduction, we recall some basic definitions.
A complete graph is a simple graph such that every pair of vertices is joined

by an edge. A nontrivial closed path is called a cycle. A graph which is obtained
by joining a new vertex to every vertices of a cycle is called a wheel. A connected
acyclic graph is called a tree [4].

2 Graph Coloring with WebMathematica

One of the most exciting new technologies for dynamic mathematics on the
World Wide Web is a webMathematica. This new technology developed by Wol-
fram research enables instructors to create web sites that allows users to compute
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and visualize results directly from a web browser. webMathematica is based on a
standard java technology called servlets. It allows a site to deliver HTML pages
that are enhanced by the addition of Mathematica commands [5]. When a request
is made for one of these pages the Mathematica commands are evaluated and
the computed result is placed in the page. People who access webMathematica
sites do not have to know how to use Mathematica [11].

In this section, we give applications of ColorG package to color the vertices
and the edges of the graphs with webMathematica.

2.1 Vertex Coloring

The most applications involving vertex coloring are concerned with determining
the minimum number of colors required under the condition that the end points
of an edge cannot have the same color. A proper vertex coloring of a graph is
an assignment from its vertex set to a color set that the end points of each edge
are assigned two different colors. The chromatic number of a graph G, denoted
by χ(G), is the minimum number of different colors required for a proper ver-
tex coloring of G. Applications of vertex coloring include scheduling, assignment
of radio frequencies, separating combustible chemical combinations, and com-
puter optimization. We use some commands in the Combinatorica package with
Mathematica to color the vertices of graphs and to give web-based examples
with webMathematica as in The Fig. 1 [9].

Fig. 1. Vertex Coloring of a Graph with webMathematica

If the users press the CompleteGraph, Cycle, Wheel, Star, RandomTree, and
any graph and enter the number of vertices they can get the vertex-colored graph.

2.2 Edge Coloring

Edge coloring is an optimization problem: An edge-coloring of a graph G is an
assignment of colors to the edges of G such that edges with a common endpoint
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Fig. 2. Edge Coloring of a Graph with webMathematica

have different colors. Let χ(G′) denote the chromatic index of G, that is the
minimum number of colors necessary to color the edges of G. Vizing [10] proved
that χ(G′) is either �(G) or �(G) + 1 for each graph G, where �(G) denotes
the maximum degree of a vertex in G. Then the graph G belongs to one of two
classes; either to class 1 or to class 2. This classification problem is NP-complete,
and this implies that there are no polynomial-time algorithms for this problem.
We use some commands in the ColorG package with Mathematica to color the
edges of graphs and to give web-based examples with webMathematica as in The
Fig. 2 [9].

If the user press the Wheel button and enter the number of vertices, he/she
can get the edge-colored graph.

3 Generating Graphs with WebMathematica

The most important operations on graphs are sum, union, join, and product
of two graphs. We will do these operations with the common graphs; complete
graph, random tree, wheel, and cycle.

The join of two graphs is their union with the addition of edges between all
pairs of vertices from different graphs. To take the join of two graphs the user
should enter the number of the graphs and their vertex numbers into the boxes
then he/she sees the join of those graphs and also its proper vertex coloring.

This operation above is extended for the other graph operations: sum, join,
and product, also.

The union of two graphs is formed by taking the union of the vertices and
edges of the graphs. Thus the union of graphs is always disconnected. The sum
operation of two graphs is to take the edges of the second graph and add them
to the first graph. The product of two graphs G×H has a vertex set defined by
the Cartesian product of the vertex sets of G and H. There is an edge between
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Fig. 3. A Generated Graph with webMathematica

(u, v) and (s, t) if u = s and v is adjacent to t in H or v = t and u is adjacent
to s in G.

4 Cycle Structure in Graphs with WebMathematica

A cycle in a graph is a simple closed path. We will represent a cycle in G as a
list of vertices C = v1, v2, ..., v1 such that there is an edge of G from each vertex
to the next in G.

4.1 Eulerian Cycle

Euler initiated the study of graph theory in 1736 with the famous Seven Bridges
of Königsberg problem. The town of Königsberg straddled the Pregel River with
a total of seven bridges connecting the two shores and two islands. The townsfolk
were interested in crossing every bridge exactly once and returning to the starting
point. An Eulerian cycle is a complete tour of all the edges of a graph. The term
circuit is often used instead of cycle, since each vertex can be visited more than
once.

We use ColorG package with Mathematica to find the Eulerian cycle and to
give web-based examples with webMathematica. If the number of the vertices is
entered, it is possible to see the Eulerian cycle in that graph if there exists.

4.2 Hamiltonian Cycle

A Hamiltonian cycle of a graph G is a cycle which visits every vertex in G ex-
actly once, as opposed to an Eulerian cycle which visits each edge exactly once.
A Hamiltonian path is like a Hamiltonian cycle, except that it is a path. The
problem of computing a Hamiltonian cycle or a Hamiltonian path is fundamen-
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Fig. 4. A Hamiltonian Cycle in a Complete Bipartite Graph with webMathematica

tally different from the problem of computing an Eulerian cycle, because testing
whether a graph is Hamiltonian is NP-complete.

We use ColorG package with Mathematica to find the Hamiltonian cycle and
to give web-based examples with webMathematica. If the number of the vertices
is entered, it is possible to see the Hamiltonian cycle in that graph if there exists.
The Fig. 4. shows the Hamiltonian Cycle for the Complete Bipartite Graph.

4.3 An Application

Some scheduling problems induce a graph coloring, i.e., an assignment of positive
integers (colors) to vertices of a graph. We discuss a simple example for coloring
the vertices of a graph with a small number k of colors and present computational
results for calculating the chromatic number, i.e., the minimal possible value of
such a k. Draw up an examination schedule involving the minimum number of
days for the following problem.

Example: Set of students: S1, S2, S3, S4, S5, S6, S7, S8, S9 Examination subjects
for each group: {algebra, real analysis, and topology}, {algebra, operations
research, and complex analysis}, {real analysis, functional analysis, and
topology}, {algebra, graph theory, and combinatorics}, {combinatorics, topol-
ogy, and functional analysis}, {operations research, graph theory, and coding
theory}, {operations research, graph theory, and number theory}, {algebra,
number theory, and coding theory}, {algebra, operations research, and real
analysis}.

Let S be a set of students, P = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} be the set of
examinations respectively algebra,real analysis, topology, operational research,
complex analysis, functional analysis, graph theory, combinatorics, coding
theory, and number theory. S(p) be the set of students who will take the
examination p ∈ P . Form a graph G = G(P,E), where a, b ∈ P are adjacent
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if and only if S(a)
⋂

S(b) �= Ø. Then each proper vertex coloring of G yields
an examination schedule with the vertices in any color class representing the
schedule on a particular day. Thus χ(G) gives the minimum number of days
required for the examination schedule. The Mathematica commands for this
solution are as follows:

<< DiscreteMath`ColorG`
k = Input["Input the number of the students"];
S = Table[Input["Input number of the lessons which the student
will choose"], k];
b = Union[Flatten[Table[KSubsets[S[[i]], 2], i, k], 1]];
ColorVertices[t = DrawG[b]];
h = VertexColoring[t]; d=ChromaticNumber[t];
Print[d"days are required and you can see below the lessons in the
same parenthesis which are on the same day"]
Table[Flatten[Position[h, i], 2], i, Max[h]]

1

23

4

5

6

7 8

9

10

Fig. 5. The colored graph of the example

5 days are required and you can see below the lessons in the same parenthesis
which are on the same day

{{1, 6}, {2, 8, 9}, {3, 4}, {5, 7}, {10}}

It was very exciting to take 100-year old ideas, simple as they are, and im-
plement them in Mathematica and webMathematica for anybody. But, there is
more work to be done, both of a theoretical and practical nature. If we consider
a coloring problem posed as a two-person game, with one person (Alice) trying
to color the graph, and the other (Bob) trying to prevent this from happen-
ing. Alice and Bob alternate turns, with Alice having the first move. A move
consisting of selecting an uncolored vertex x and assigning it a color from the
color set X distinct from the colors assigned previously to neighbors of x. If
after n = |V (G)| moves, the graph G is colored, Alice is the winner. Bob wins
if an impass is reached before all vertices in the graph are colored. The game
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chromatic number of a graph G, denoted by χg(G), is the least cardinality of
a color set X for which Alice has a winning strategy [3]. We believe that it is
possible to play this game online with webMathematica. Of course, this leads to
the rich area of game coloring and the many difficult and intriguing questions
there.

The following URL address shows our works on graph coloring: http://gauss.
iyte.edu.tr:8080/webMathematica/goksen/
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Izmir Institute of Technology, Department of Mathematics,
Urla, Izmir, Turkey

{ahmetyantir, unalufuktepe}@iyte.edu.tr

Abstract. Stefan Hilger introduced the calculus on time scales in order
to unify continuous and discrete analysis in 1988. The study of dynamic
equations is an active area of research since time scales unifies both dis-
crete and continuous processes, besides many others. In this paper we
give many examples on derivative and integration on time scales calcu-
lus with Mathematica. We conclude with solving the first order linear
dynamic equation NΔ(t) = N(t), and show that the solution is a gener-
alized exponential function with Mathematica.

1 Introduction

Stefan Hilger introduced the calculus on time scales in order to unify continuous
and discrete analysis in 1988. Some works in this direction are [1,3,6,7]. There
are many applications on time scales in [2].

In this paper, first we give the definitions of time scale, forward and backward
jump operators which are the required tools of time scale calculus. Time scale
calculus as calculus of integers can be examined in two parts: Δ-derivative and
Δ-integration, ∇-derivative and ∇-integration. In this study we only deal with
Δ- derivative and Δ-integration. We give some applications on Δ-derivative and
Δ-integration with Mathematica. We create TimeScale package to calculate the
backward and forward jump operators and derivative of the functions defined
a time scale. We give the Mathematica codes for Δ-integration. Similarly, ∇
integration can be done with Mathematica. We also give a brief introduction to
linear dynamic equation and solve an application due to [2].

2 Basic Definitions and Mathematica Codes

A time scale (measure chain) T, is a nonempty, closed subset of real numbers.
The examples of time scales defined with Mathematica can be found in [9,10].

Let T be a time scale. The forward jump operator σ : T → T and the back-
ward jump operator ρ : T → T are defined by σ(t) = inf{s : s ∈ T, s > t} and
ρ(t) = sup{s : s ∈ T, s < t} for all t ∈ T respectively.

If T = R, then σ(t) = t, and ρ(t) = t and if T = Z, then σ(t) = t + 1, and
ρ(t) = t− 1. Also σ(maxT) = maxT and ρ(minT) = minT.
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t is called right dense if σ(t) = t, left dense if ρ(t) = t and right scattered
if σ(t) > t, left scattered if ρ(t) < t. If t is both left and right dense then t is
called dense point, t is isolated point if it is both left and right scattered. The
graininess function μ: T→ [0,∞) is defined by μ(t) = σ(t)− t.

We define the forward operator in two different ways, one for purely discrete
sets and the other one for combination of discrete points and closed intervals as
follows:

In[1]:= << TimeScale`
In[2]:= sigma[4, i/2]

In this command the first component stands for the point, and the second com-
ponent stands for the rule of time scale. The values of σ for the same point are
different for different time scales:

In[3]:= sigma[4, i2]

In order to remove the deficiency we form another command to compute the
value of σ for more general time scales as follows:

In[4]:= T = 5 ≤ x ≤ 7 || x = 15/2 || 9 ≤ x ≤ 11 || x = 12 ||
x = 18
In[5]:=sigma1[9]

Similarly, we can compute backward jump operator, the dual of forward jump
operator, with as follows:

In[6]:= rho[4, i2]
In[7]:= rho[15

2 ]

3 Derivative on Time Scales

In order to define the derivative on time scale we need the following set Tk which
is derived from the time scale T as follows:

Tk =
{

T− {maxT}, if maxT <∞ and maxT is right scattered;
T, otherwise.

Definition 1. Let f : T → R and t ∈ Tk. If there exists a neighborhood Ut

such that
|f(σ(t))− f(s)− a[σ(t)− s]| ≤ ε|σ(t)− s| (1)

is satisfied for all t, a ∈ R and s ∈ Ut. Then f is Δ-differentiable at the point t
and a is called Δ-derivative of f at the point t.

a = fΔ(t) =

{
lim
s→t

f(σ(t))−f(s)
σ(t)−s , if μ(t) = 0;

f(σ(t))−f(t)
μ(t) , if μ(t) > 0.

(2)

Δ-derivative is defined on Tk = T − {maxT} , not on the whole time scale. If
t = maxT then a neighborhood Ut of t contains only t. So the inequality (1)
can be written only for s = t,
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|f(σ(t))− f(t)− a[σ(t)− t]| ≤ ε|σ(t)− t|
|f(t)− f(t)− a[t− t]| ≤ ε|t− t|

0 ≤ 0

Thus the definition of Δ-derivative is satisfied for every value of a. Then a can
not be determined uniquely.

Let f : T → R and t ∈ Tk. The following two results can be obtained from
formula (2):
If f is continuous at t and t is right scattered then f has a Δ-derivative at t and

fΔ(t) =
f(σ(t))− f(t)

μ(t)
. (3)

If t is right dense then f has a Δ-derivative at t if and only if

lim
s→t

f(t)− f(s)
t− s

is finite. Then

fΔ(t) = lim
s→t

f(t)− f(s)
t− s

. (4)

If we unify the above results we get the useful formula, summarizing the Δ-
derivative:

f(σ(t)) = f(t) + fΔ(t)μ(t). (5)

We can formulate the properties of Δ derivative of two Δ differentiable functions
such as linearity, the product rule, and the quotient rule as follows:

(f + g)Δ(t) = fΔ(t) + gΔ(t) (6)

(fg)Δ(t) = fΔ(t)g(t) + f(σ(t))gΔ(t) = f(t)gΔ(t) + fΔ(t)g(σ(t)). (7)

(
f

g
)Δ(t) =

fΔ(t)g(t)− f(t)gΔ(t)
g(t)g(σ(t))

. (8)

Clearly (1)Δ = 0 and (t)Δ = 1 from (2). So by using formula (7) we can find
(t2)Δ = (t · t)Δ = t + σ(t). We can use (8) to compute

fΔ(t) =
−2(t + σ(t))

(t2 − 1)((σ(t))2 − 1)

where f(t) =
t2 + 1
t2 − 1

.

For T = N
1
2
0 = {√n : n ∈ N0}, if t ∈ T then σ(t) =

√
t2 + 1. Thus

fΔ(t) =
−2(t +

√
t2 + 1)

(t2 − 1)t2
.

For T = {n
2 : n ∈ N0}, if t ∈ T then and σ(t) = 2t+1

2 . Thus fΔ(t) = − 4t + 1
t2 + t− 3

4

.

Further results and applications are included in [2,4].
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We define this new derivative operator with Mathematica in two different
ways, one for time scales which are the combination of discrete and closed inter-
vals and the other for time scales including only isolated points as follows:

In[8]:= Clear[sigma, T]
In[9]:= f[t ]:= t2+1

t2−1

In[10]:=T=5 ≤ x ≤ 7 || x=15
2 || 9 ≤ x ≤ 11 || x=12 || x=18;

In[11]:= Tderivative1[f, 7]

Tderivative2 determines the derivative of a function on a discrete time scale.

In[12]:= Clear[f, T, n, t, sigma, i, deriv]
In[13]:=Tderivative2[t3, 4, 2i]

4 Integration on Time Scale

Definition 2. A function f : T → R is called regulated if it has finite right-
sided limits at all right dense points in T and it has finite left-sided limits at all
left dense points in T.

A function f : T→ R is called rd-continuous if it is continuous at all right-dense
points in T and its left-sided limits exist (finite) at all left-dense points in T.
The set of rd-continuous functions in T is denoted by Crd.

Theorem 1. (Existence of antiderivative) Every rd-continuous function has an
antiderivative. In particular if t0 ∈ T, then F defined by

F (t) :=
∫ t

t0

f(τ)Δτ for t ∈ T

is an antiderivative of f .

Proof (4).

Theorem 2. If f ∈ Crd and t ∈ Tk, then∫ σ(t)

t

f(τ)Δτ = (σ(t)− t)μ(t)f(t).

Proof (4).

Theorem 3. Let a, b ∈ T and f ∈ Crd. If [a, b] consists of only isolated points,
then ∫ b

a

f(t)Δt =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
∑

t∈[a,b)

μ(t)f(t) , a < b ;

0 a = b;
− ∑

t∈[b,a)

μ(t)f(t) , a > b.
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Proof. Assume that a < b and let [a, b] = {t0, t1, t2, ..., tn} where

a = t0 < t1 < t2 < ... < tn = b.

∫ b

a

f(t)Δt =
∫ t1

t0

f(t)Δt +
∫ t2

t1

f(t)Δt + ... +
∫ tn

tn−1

f(t)Δt

=
n−1∑
i=0

∫ ti+1

ti

f(t)Δt

=
n−1∑
i=0

∫ σ(ti)

ti

f(t)Δt

=
n−1∑
i=0

(σ(ti)− ti)f(ti)

=
∑

t∈[a,b)

(σ(t)− t)f(t)

If a > b, by using the fact ∫ b

a

f(t)Δt = −
∫ a

b

f(t)Δt

we obtain ∫ b

a

f(t)Δt = −
∑

t∈[b,a)

(σ(t)− t)f(t)

which is the desired result.

If f is defined on a time scale which consists of only isolated points then by using
Theorem 3 it is possible to evaluate the integral as follows:

In[14]:= Clear[f, g, l, u];
In[15]:= Tintegrate1[f , g , l , u ] := Module[{T, s},
T= Table[g, {i, l, u}];
Print[" The time scale is= ", T];
s = Sum[(f /. x -> T[[i]])*(T[[i + 1]] - T[[i]]), {i, 1, u - l}];
Print[" The value of the integral= ", s]]
In[16]:= Tintegrate1[x3,i/2, 1, 10]
Out[16]:= The time scale is = {12 ,1, 3

2 ,2, 5
2 ,3, 7

2 ,4, 9
2 ,5}

The value of the integral = 2025
16

In this module f denotes the integrant, g denotes the rule of discrete time scale
in terms of i, l denotes the lower bound, and u denotes the upper bound of the
integral.
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If f is defined on an arbitrary time scale which is the combination of closed
intervals and discrete sets then we can evaluate the value of the integral:

In[17]:= A=Interval[{1,3},{5,5},{6,8},{12,13}]
In[18]:=Tintegrate2[f , a , b ]:=Module[{B, i, j, Sum1, Sum2},
B=IntervalIntersection[A,Interval[{a,b}]]; i=1;
Print[" The time scale is = " ,A];
Print[" The Integral Interval= " ,B];
While[B[[i]][[2]] �= Max[B],i=i+1];Sum1=0;Sum2=0;
j=1;While[j≤i, Sum1=Sum1+Integrate[f,{x,B[[j]][[1]],B[[j]][[2]]}];
Print[" Ordinary integration from ",B[[j]][[1]]," to " ,B[[j]][[2]]];
j++;]; Print[" The value of ordinary integral=",Sum1]; j=1;
While[j<i, Sum2=Sum2+(f/.x->B[[j]][[2]])*(B[[j+1]][[1]]-B[[j]][[2]]);
Print[" Discrete integral from=",B[[j]][[2]]," to ",B[[j+1]][[1]]];
j++;]; Print[" The value of discrete integral=",Sum2];
Print[" The value of Time Scale integral=", Sum1+ Sum2 ];]
In[19]:=Tintegrate2[x2, 2, 7]//N

Here f denotes the integrant, a denotes the lower bound, and b denotes the
upper bound of the integral.

5 Linear Dynamic Equations and Applications

In this section we try to solve first order linear dynamic equations with Mathe-
matica.

Definition 3. A function p : T → R is called regressive if 1 + μ(t)p(t) �= 0 is
satisfied for all t ∈ T.

Concerning the initial value problems

yΔ = p(t)y, y(t0) = 1 (9)

Hilger [6] proved the existence and uniqueness of (9) under the conditions p is
rd-continuous and regressive. And (9) is called regressive if p is regressive.
The solution of (9) is called the exponential function and denoted by ep(·, t0).
The explicit formula for ep(t, s) is given by

ep(t, s) = exp
{∫ t

s

ξμ(τ)(p(τ))Δτ
}

(10)

where ξh(z), the cylindrical transformation,

ξh(z) =

{
Log(1 + hz)

h
, if h �= 0;

z, if h = 0.
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The properties of the exponential functions are given by Bohner and Peterson
[4] and summarized in [3].

By using the exponential function the solutions of many dynamic equations
can be found in a similar way as in ordinary differential equations. As an example
by considering the dynamic equation

yΔ3 − 2yΔ2
+ yΔ + 2y = 0

where yΔi

, i = 2, 3 denotes the ith delta derivative of y and assuming that
y(t) = eλ(t, t0) with constant λ is the solution, we can find that the linear com-
bination of e−1(t, t0), e1(t, t0), e2(t, t0) is the solution of the dynamic equation
above.

As another example we consider the initial value problem

yΔ2
= a2y, y(t0) = 1, yΔ(t0) = 0

where a is a regressive constant. By using the same technique we find that
both ea(t, t0), e−a(t, t0) and therefore αea(t, t0) + βe−a(t, t0) solve the dynamic
equation. By using initial conditions we find α = β = 1

2 . Thus

y(t) =
ea(t, t0) + e−a(t, t0)

2
is the solution.

If p and −p are regressive and rd-continuous then the hyperbolic functions
are defined by

coshp =
ep + e−p

2
, sinhp =

ep − e−p

2
.

Similarly the trigonometric functions are defined by the means of the solution
of the initial value problem

yΔ2
= −a2y, y(t0) = 1, yΔ(t0) = 0.

The following example is due to Agarwal, Bohner, O’Regan and Peterson [3] and
is an application of linear dynamic equation.

Example 1. Let N(t) be the amount of plants of one particular kind at time t
in a certain area. By experiments we know that according to N ′ = N during
the months of April until September. At the beginning of the October, all plants
suddenly die, but seeds remain in the ground and start growing again at the
beginning of April with N being doubled. We model this situation using the
time scale

T =
∞⋃

k=0

[2k, 2k + 1]

where t = 0 is April 1 of the current year, t = 1 is the October 1 of the current
year, t = 2 is the April 1 of the next year, t = 3 is October 1 of the next year,
and so on. We have

μ(t) =
{

0, if 2k ≤ t < 2k + 1;
1, if t = 2k + 1.
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On [2k, 2k + 1) we have N ′ = N , i.e. NΔ = N . However we also know that
N(2k + 2) = 2N(k + 1), i.e. N(2k + 1) = N(2k + 1), i.e. NΔ = N at 2k + 1. As
a result N is the solution of the dynamic equation NΔ = N . Thus, if N(0)=1 is
given, N is exactly e1(t, 0) on the time scale.

In order to solve this problem we give the following Mathematica codes:

In[20]:= int[i ]:=Interval[{2*i,2*i+1}];

In[21]:= A = IntervalUnion [int[0], int[1], int[2], int[3], int[4], int[5],
int[6], int[7], int[8], int[9]];
In[22]:= DynamicSolve[p , a , b ]:= Module[{B, i, j, Sum1,
Sum2 }, K = IntervalIntersection[A, Interval[{a, b}]]; i = 1;
B = Union[K, Interval[{b, b}]];
While[B[[i]][[2]] �= Max[B], i=i+1]; Sum1 = 1;
j=1; While[j ≤ i,
Sum1=Sum1*Exp[Integrate[p, {x, B[[j]][[1]], B[[j]][[2]]}]]; j++;];
j=1 ; Sum2=1;While[j<i, Sum2 = Sum2*
Exp[((p*Log[2]) /. x → B[[j]][[2]]) * (B[[j+1]][[1]]-B[[j]][[2]])]; j++;] ;
Print[”The Solution of the dynamic equation =”, Sum1*Sum2]; ]

In[23]:= DynamicSolve[1, 0, 10]

Here the first component of the command DynamicSolve is the function p of
the dynamic equation yΔ = p(t)y, second is the initial point, and the third is
the time at which we want to find the number of plants.
Another way of computing the number of plants without using the time scale
integral is the following loop:

In[24]:= Clear[yo,f,g,a,b]
In[25]:= yo=1; a=0; b=1;
In[26]:= For[i=1,i<6,s=DSolve[{y’[x]=y[x],y[a]=yo},y[x],x] ;
f[x ]=y[x]/.s[[1]]; a=a+2; fd=RSolve[{z[x+1]=2 z[x],z[b]=f[a-1]}, z[x],
x]; g[x ]=z[x]/.fd[[1]]; b=b+2; yo=g[b-1]; i++]

In[27]:=yo

6 Conclusion

In this paper, we have given a very basic introduction to the time scales. Through
a series of example, our goals were to present a variety of time scales, give the
derivative, integral and dynamic equations on time scale. We compute some
examples of each by Mathematica, and compare and contrast discrete and con-
tinuous calculus. But the symbolic computation in general for Δ−derivative and
the graphs of functions on time scales haven’t done by Mathematica. It will be
our future work.
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Abstract. Discrete mathematics is one of the very basic mathematics courses in 
computer engineering (CE) and/or computer science (CS) departments. This 
course covers almost all of the basic concepts for many other courses in the 
curriculum and requires active learning of students. For this purpose, especially 
“propositions” concept, which cannot be understood well in prior years, should 
be covered with every detail. Previous studies show that learning by 
entertaining activities and competition has positive effect on student motivation. 
In this study, an Internet-based Discrete Mathematics Package (DMP) for 
“propositions” that can work in mobile devices and encourages competitive 
learning between students has been developed within related literature. 

1   Introduction 

It is clear that motivation has positive effects on learning. Especially courses with 
mathematical context require much more motivation because of the nature of the 
course. The competency between students is an important factor for student 
motivation and successful understanding of concepts. The students who are in a 
competitive environment should develop their skills more and work harder. An 
interactive and Internet-based discrete structures package that can increase student 
motivation has been developed in this study. The paper continues with the 
background of the study, then the application developed will be introduced and finally 
the results of the study will be presented and discussed. 

2   Background 

Discrete mathematics is very important in computer science and computer 
engineering branches. Discrete mathematics covers the basic introduction concepts 
for computer hardware working principles, programming languages, automata and 
finite state machines, data structures and databases, encryption and decryption 
methods. Logical propositions are very important in discrete mathematics science. 
Logical propositions are especially important for understanding mathematical 
inference, understanding the working principles and design of computer circuits, and 
validation of computer programs. Considering the importance of above explanations, 
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the Discrete Mathematics Package (DMP) is very important for students to understand 
the operations over logical propositions. 

In this study, propositions are taught by a real-time competitive tournament 
technique placed in a symbolic mathematics package. Tournament structure has been 
discussed in previous studies [1, 2, 3]. The importance of competition in different 
learning methods has been emphasized in [4]. 

DMP is a package that has been developed for students to make them understand 
logical propositions better, evaluate themselves in quizzes and increase their 
knowledge within a competitive environment. The package supports 4 logical 
parameters that are named as p, q, r and s; 8 logical operators that are named as AND, 
OR, NOT, XOR, EQU, IMP, NAND and NOR; and 2 logical constants named as 
TRUE (T) and FALSE (F). Parenthesis can also be used to alter the priorities of 
logical expressions. 

The research on literature implies five applications developed for creating truth 
tables and other logical functions. 

The first application has been realized by [5] using applets of Java programming 
language. This program allows the usage of maximum 26 logical parameters, 8 
logical operators AND, OR, NOT, CONDITIONAL, BI-CONDITIONAL, XOR, 
NOT, NAND and NOR and 2 logical constants. The program can run on any Internet 
browser. As explained in [5] no controller has been used for the interpretation of 
logical expressions and it has been assumed that the user writes the correct 
expressions. The usage of non-standard symbols and the obligation to write the 
correct logical expressions are the weak sides of this software. 

The second program that has been analyzed also works as a Java applet. In addition 
to its truth table creation option, the program also has logical inference capability. The 
program consists of 5 logical operators AND, OR, NOT, IMPLICATION and 
EQUIVALENCE, 2 logical constants; and 3 logical parameters p, q and r. The user 
again has to enter the correct expression in this software [6]. 

The third program, which is also another Java applet, is both an integer calculator 
and a logical computer [7]. The program has 5 logical operators NOT, AND, OR, 
IMPLICATION and BIJECTION, 2 logical constants 0 (False) and 1 (True). The 
program accepts logical expression inputs from the user and returns the truth table of 
the related logical expression to the user. The user is responsible for checking the text 
of the logical expression. 

The fourth program [8] has been written in JavaScript language and uses 5 logical 
operators NOT, AND, OR, IMPLICATION and EQUIVALENCE, and a maximum 
of 10 logical parameters. The program accepts pre-controlled text inputs as logical 
expressions and returns a truth table corresponding to related logical expression. This 
program also depends on the user for text control. 

The fifth application that is written in C++ programming language has been 
developed for personal digital assistant (PDA) devices and supports a maximum of 4 
parameters. It is a Boolean function simplifier [9]. 

Logic Works [12], Pspice Mixed Mode Simulator [13], Micro-Cap [14], Win-
Breadboard [15] and Electronic Workbench [16] packages are both used for the 
reduction of logical expressions and for simulating the logical circuits. However, 
these programs are primarily developed to be used in digital electronics courses. 
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3   The Package 

When DMP starts, the client establishes connection to USER database on server, so all 
of the actions of the students can be tracked. The database stores the actions of 
students and every successful or unsuccessful operation in order to extract statistical 
information from the system. The statistical information gives clues for the 
enhancements of the program and gives valuable information about the errors and 
weak sides of the students. 

Discrete Mathematics program Package has two main modules that are text 
processing engine and realization engine. 

Text Processing Engine: It is a program segment that has been developed to 
control the logical expressions written in INPUT-1 and/or INPUT-2 lines for whether 
they are correct or not. The number of parenthesis in logical expressions; the correct 
use of logical operators, logical propositions, logical constants, the number of inputs 
in one or two input lines and finally the usage errors are being controlled. If there is 
an error in the text, the cause of this error is displayed on RESULT/ERROR line. If 
there is no error in text, nothing is displayed on RESULT/ERROR line. 

Realization Engine: When error-free logical expression, logical parameters, 
operators and constants passes successfully through the text processing engine, the 
expression steps are parsed and loaded on a realization tree on this program segment. 
The realization tree is based on inorder algorithm [17]. 

The introduction of command buttons in the DMP is given as follows. 
 

SYNTAX CHECK button controls the text in the INPUT-1 line via text processing 
engine. 
 
TAUTOLOGY button first controls the text in INPUT-1 line via text processing 
engine. If the logical expression is correct, the expression is passed through the 
realization engine and the result of the expression is checked whether it is a 
TAUTOLOGY or not. If the result is tautology, then TAUTOLOGY output is 
displayed on the RESULT/ERROR line and the truth table is displayed. 
 
EQUIVALENT button checks the expression in INPUT-1 and INPUT-2 lines via 
text processing engine and both expressions are passed through the realization engine 
and tested for logically equality. If the truth tables of both expressions are the same as 
the output of the realization engine, EQUAL is displayed on the RESULT/ERROR 
line. If they are not equal, then NOT EQUAL is displayed. 
 
CONTRADICTION button checks the logical expression in INPUT-1 line via text 
processing engine and if the logical expression is correct, this expression is passed 
through the realization engine and checked whether the result of the expression is a 
contradiction or not. If the result is contradiction, CONTRADICTION is displayed on 
the RESULT/ERROR line and the truth table of the expression is displayed at the 
same time. 
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ENGLISH (or TURKISH) button converts every Turkish word in the program 
screen to corresponding English words and the ENGLISH button itself turns to 
TURKISH. 
 
QUIZ button displays the screen given in Figure-1 and three questions are asked to 
the user. The first question is about finding the result of a logical expression drawn 
from Q_BANK database. TAUTOLOGY, CONTRADICTION and OTHER choices 
are available for student depending on the result of the logical expression (If the result 
of the expression is not a tautology or contradiction, OTHER button can be selected) 
 

The second question is about the simplification of a logical expression drawn from 
the Q_BANK database. All of the logical expressions and answer choices are drawn 
from the Q_BANK database. 

 

Fig. 1. QUIZ window 

The last question is about the truth table of a logical expression drawn from 
Q_BANK database. A maximum of 4 logical parameters are allowed in this part of 
package and a maximum of 16 slots that are labeled from 1 to 16 expect inputs from 
the user as logical combination results by pressing the T and F buttons. If the number 
of logical parameters is fewer than 4 (2 combinations for single logical parameter, 4 
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combinations for 2 logical parameters, and 8 combinations for 3 logical parameters) 
no input is allowed on unused slots.  

When the user in quiz stage, (s)he cannot use any functions of the main program. It 
is important the questions should be replied correctly in the quiz stage, so unless the 
ANSWER button is pressed, the user can change his/her answers at anytime. When 
the user presses the ANSWER button, the three answers are compared with the 
answers in the Q_BANK database and the choice button in RESULTS window is 
marked for every correct answer. If the user does not want to answer any questions or 
(s)he just presses the ANSWER button without using the keyboard, this answer will 
be evaluated as blank. 

TRUTH TABLE button controls the expression in INPUT-1 line via text processing 
engine and the corresponding truth table is displayed at TRUTH TABLE section by 
passing through the realization engine. The synonyms like A and B are listed in 
synonyms section. There can be a maximum of 6 synonyms (from A to F). An 
example about the truth table application is given in Figure-2. 

 

Fig. 2. TRUTH TABLE window 

SIMPLIFY button checks the logical expression in INPUT-1 line via text processing 
engine and makes an induction for a maximum of 4 logical parameters based on 
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Karnaugh Map [18] method. The simplified result is then displayed on the 
RESULT/ERROR line. The result of the simplification is achieved by summation of 
multiplications as minterm expressions [10, 11, 18] and only AND, OR, and NOT 
logical operators are used in the result of this operation. 

Discrete Mathematics program Package helps user to reach the truth tables of logical 
operators via HELP button. 

The package defined above is the first version of DMP developed at the end of 
2003 nad it is named as DMP1. The pedagogic results and other details about the 
DMP1 package is available on [19]. With the evaluation of feedback from students 
and the results from the USER database, whole package has been revisioned in July 
2004 and named as DMP2. DMP2 package covers all of the functions of DMP1 
package. The difference between DMP1 and DMP2 packages are explained below. 

DMP1 is developed as a desktop application using Microsoft Visual Basic and 
Access Database. In order to make design and programming easier, DMP2 package is 
planned and developed with Microsoft Visual Basic.NET, ASP.NET and SQL Server 
in 2-tier software architecture (first tier is database server, and second tier is web 
server). DMP2 can be used via Internet and can work as a mobile application on 
mobile phones. 

While DMP1 uses Karnaugh Map technique for simplification, Quinn-McClusky 
technique [18] has been used in DMP2 to increase simplification performance. 
However, in addition to these improvements, the 2-bit ranged combinations, which 
cannot be simplified by Karnaugh Map or Quinn-McClusky methods that are based 
on 1-bit ranged binary gray code, are simplifiend by XOR and EQU operators. For 
example; 

srqpsrqpsrqpsrqpsrqpF .............),,,( +++=  function cannot be 

simplified by Karnaugh Map and Quinn-McClusky methods, but it can be turned into 
).(.).(.),,,( srqpsrqpsrqpF ⊕+⊗=  form with our algorithm. In this 

example, ‘.’ has been used for AND, ‘ p ’ for NOT, ‘+’ for OR, ‘ ⊕ ’ for XOR and 

‘ ⊗ ’ for EQU operators. As a result, while there are 25 logical operators in the first 
function, there are 10 logical operators in the simplified function. 

There is an enhancement to the DMP1 package in the DMP2 package which is 
based on interaction between students, and it is named as TOURNAMENT. 
TOURNAMENT has been designed to make students learn better by means of 
competency. The aim of tournament is to make students write correct logical 
expression, simplify logical expressions, find results of logical expressions by means 
of give propositions or calculate the result of logical expression as tautology or 
contradiction. In this system, two or more students can work in pairs and send each 
other questions. The question-answer relation between the sender of the question and 
the receiver of the question is named as match and both the sender and receiver can 
achieve points as a result of the match. TOURNAMENT software also requires the 
sender of the question to answer the same question. The software controls that 
maximum 3 questions can be sent from a user to another user within a specific time 
period. The match results are stored in database as the question sent and the answers 
of the sender and receiver, then the related data is evaluated by the teaching 
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Fig. 3. TOURNAMENT window 

assistant. If the sender has the right answer for his/her question and the receiver has a 
wrong answer, the sender receives 3 points. If the sender has a wrong answer and the 
receiver has the right answer, the receiver receives 3 points. If they both have the 
correct answer, they both get 1 point. If they both have wrong answers, they get no 
points from that question. The final points table can be used for grading of Discrete 
Mathematics Laboratory Work. Considering that students may have different number 
of matches, DMP2 creates the order of the points table by ranking the student with the 
highest points/match ratio on top (Figure-3). 

4   Conclusions 

DMP1 has been tested on high school students in fall semesters of 2003 and 2004, 
and it has been proved that it has positive effects on overall course grades [19]. 

After the development of DMP2, it has been tested on 20 first-year computer  
engineering students on October 2004, and positive feedbacks are received from 
students who use this system. DMP2 not only tested as a desktop and Internet 
application but as a pocket PC, tablet PC, mobile phone application.  
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The effectiveness of DMP2 was evaluated with a questionnaire. The users of 
DMP2 gave a score between one and five to each of five questions, with one being the 
lowest, and five being the highest. The average of score was 4.4. Table 1 shows the 
results of the questionnaire. According to question (1), some of the users felt that the 
questions were difficult. Question (2) shows that DMP2 system is so easy to use. In 
terms of discrete mathematics learning, question (3) shows that DMP2 was quite 
useful for it. The questions (4) and (5) show the users were very interested in this 
system, and that they would like to keep using it. 

Table 1.  The results of questionnaries 

Question 
No 

Questionnarie Average St.Dev. 

1 Were the questions provided by DMP2 
difficult? 

3.8 0.53 

2 Do you think DMP2 easy to use? 4.5 0.45 
3 Do you think DMP2 useful for discrete 

mathematics learning? 
4.5 0.38 

4 Do you think DMP2 interesting? 4.7 0.53 
5 Do you want to keep using this system? 4.3 0.89 

 
 
DMP2 is an easy-to-use package (Table-1, Question 2, 3) that has been developed 

for deep understanding of the propositions concept which is an important topic in 
discrete mathematics course and computer science. DMP2 has much more enhanced 
features over DMP1 because of its Internet and mobile devices support. 

Considering the feedbacks from the students, the next version of DMP2 is planned 
to be implemented in Java platform in order to have an open-source coding of the 
system and its source code can be shared over Internet. 

Using the properties of Java platform, DMP2 is also planned be enchanced to 
cooperate with widely used Mathematica and Matlab packages, and a question bank 
and evaluation system for graph structures will be developed. 
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Abstract. One of the most interesting and less known two-dimensional
transformations is the so-called circle inversion. This paper presents a
new Mathematica package, CircleInversion, for computing and dis-
playing the images of two-dimensional objects (such as curves, polygons,
etc.) by the circle inversion transformation. Those objects can be de-
scribed symbolically in either parametric or implicit form. The output
obtained is consistent with Mathematica’s notation and results. The per-
formance of the package is discussed by means of several illustrative and
interesting examples.

1 Introduction

One of the most interesting and less known two-dimensional transformations is
the so-called circle inversion. This transformation is quite reminescent of reflec-
tion with respect to a line. Under this last transformation, two points P and
P ′ are symmetric with respect to a straight line if they lie at equal distances to
the line on a perpendicular to that line. Therefore, any circle with center on the
line that passes through one of the points passes necessarily through the other.
The circle inversion is a very similar transformation, obtained by replacing the
word “line” with the word “circle”. This sort of inversion was first systemati-
cally investigated by the famous mathematician Jakob Steiner sometime about
1830. The interested reader is also referred to [1, 6, 8, 12, 13] for historical works
on this issue, and to [2, 3, 4, 5, 7, 9, 10, 11, 14, 16] for further information on circle
inversion.

This paper presents a new Mathematica package, CircleInversion, for com-
puting and displaying the images of two-dimensional objects (such as curves,
polygons, etc.) by the circle inversion transformation. Those objects can be de-
scribed symbolically in either parametric or implicit form. The output obtained
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is consistent with Mathematica’s notation and results. The performance of the
package is discussed by means of several illustrative and interesting examples.

The structure of this paper is as follows: Section 2 introduced some mathe-
matical definitions about the circle inversion as well as some interesting prop-
erties to be used throughout the paper. Then, Section 3 introduces the new
Mathematica package, CircleInversion, and describes the commands imple-
mented within. The performance of the package is also discussed in this section
by using some illustrative examples for parametric and implicit surfaces. Finally,
Section 4 closes with the main conclusions of this paper and some future work.

2 Mathematical Preliminaries

Let there be a circle C with center at O and radius R. And let there be a point
P that could be located anywhere in the plane, except at the center O. We
then apply the circle inversion transformation with respect to circle C, denoted
as CI(C), on this point P as follows (see Figure 1): consider the line through
O and P . CI(C) maps P to another point, P ′, on this line with the following
property:

d(O,P ).d(O,P ′) = R2 (1)

where d denotes the Euclidean distance on the plane. That is, the distance from
the origin to P times the distance from the origin to P ′ is equal to the radius
squared. And O, P and P ′ are colinear. Note that the point P ′ defined as above
is unique, so we call it the inverse of point P . Similarly, the point P ′ maps to P .
So these points are said to be symmetric in the circle, or to be reflections of each
other. Also, if P and P ′ are inverse points each other, then the line L through
P and perpendicular to OP is sometimes called a polar with respect to point
P , known as the inversion pole. In addition, the curve to which a given curve is
transformed under inversion is called its inverse curve. All these definitions will
be used throughout the paper.

Note also that this transformation CI is defined in the entire Euclidean plane.
Except of the center of C, which is known as the center of inversion, all points
P in the plane have indeed inverse images P ′. The center of inversion is often

Fig. 1. Graphical interpretation of the circle inversion transformation
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left over as a point with no inverse image, but sometimes is said to be mapped
to the point at infinity [3, 4, 5]. Caution must be exercised as this is not the same
point at infinity where, for example, all parallel lines meet.

The inversion CI(C) maps the points inside C to the points in its exterior,
and vice versa. The points on C are fixed under that transformation, and so are
the circles perpendicular to it. Lines through the center of inversion (with the
exception of the center itself) also have that property. The curves that coincide
with their own inverse are called anallagmatic. On the other hand, observe that
CI conserves angles. That is, 	 POQ = 	 P ′OQ′. Such a map is called conformal.

2.1 Some Relevant Properties

The following properties regarding the inversion of lines and circles hold (see,
for instance, [5, 8, 14] for details):

1. A line will always invert to either another line or a circle. In particular, a line
through the center of the circle of inversion inverts to itself. On the contrary,
a line that does not go through the center of the circle of inversion inverts
to a circle which does go through the center of the circle of inversion.

2. A line that is completely outside the circle of inversion inverts to a circle
(that goes through the center of the circle of inversion) that is completely
inside the circle of inversion. Furthermore, the circle will have a radius which
is strictly less than one-half the radius of the circle of inversion.

3. A line that is tangent to the circle of inversion inverts to a circle (that goes
through the center of the circle of inversion) that is also tangent to the circle
of inversion at the same point of tangency as the original line. Furthermore,
the circle will have a radius which is exactly one-half the radius of the circle
of inversion.

4. A line that intersects the circle of inversion in two points, but does not go
through the center of the circle of inversion, inverts to a circle (that goes
through the center of the circle of inversion) that intersects the circle of
inversion at the same two points as the original line. Furthermore, the circle
will have a radius which strictly greater than one-half the radius of the circle
of inversion.

5. A line that is the perpendicular bisector of the radius of the circle of inversion
inverts to a circle that is congruent to the circle of inversion.

6. Assume that the original line does not go through the center of the circle of
inversion. A line parallel to the original line that does go through the center
of the circle of inversion will be tangent to the circle created by inverting the
original line.

7. A circle will always invert to either another circle or a line. In particular, a
circle that is orthogonal (the tangent lines are perpendicular) to the circle
of inversion will invert to itself.

8. A circle whose center is also the center of the circle of inversion inverts to
a circle that also has the same center. Furthermore, if the original circle is
also congruent to the circle of inversion, then it will invert to itself.

9. A circle that contains the center of the circle of inversion inverts to a line
that does not contain the center of the circle of inversion.
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10. A circle that is completely inside the circle of inversion inverts to either a
circle or a line that is completely outside the circle of inversion. Conversely,
a circle that is completely outside the circle of inversion inverts to a circle
that is completely inside the circle of inversion.

3 The Package CircleInversion: Some Illustrative
Examples

This section describes some examples of the application of this package to the
cases of two-dimensional curves defined in either parametric or implicit form.
Firstly, we need to load the package:
In[1]:=<<CircleInversion‘

3.1 Inversion of Parametric Curves

In this section we consider two-dimensional objects given in parametric form.
The first example is given by the ellipse of parametric equation x = cos(t) , y =
2 sin(t) with t ∈ [0, 2π]:
In[2]:= ellipse= {Cos[t],2*Sin[t]};

Fig. 2. Example of circle inversion: original and inverted ellipses and cicle of inversion.

Note that the original ellipse is inside the circle whereas its inverted image is outside

the circle

The ParametricCircleInversion command allows us to calculate the circle
inversion of the ellipse given in parametric form. In this example, we employ the
circle centered at the origin of radius R = 4:
In[3]:= ellipseinverted=ParametricCircleInversion[%,Radius->4];

Figure 2 displays the original and inverted ellipses as well as the circle used
for the inversion:
In[4]:= ParametricPlot[{%,%%,CircleInversion[t,CircleRadius->4]}//

Evaluate,{t,0,2 Pi},AspectRatio->Automatic]
Out[4] := See F igure 2
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As the reader can see, the circle inversion exchanges the interior of the circle
with the exterior of the circle. In other words, if P is a point inside of the circle
C, then the inverse point P ′ is outside of circle C. The intuitive proof is that
if P is inside circle C, then d(O,P ) < R. Thus, in order for the definition of
inversion (1) to be satisfied, d(O,P ′) > R. Thus, P ′ is outside of circle C.

One interesting feature is that, in addition to obtaining the graphical repre-
sentation of the inverted ellipse, its parametric equations can also be obtained:

In[5]:= ellipseinverted

Out[5] :=
{

16 Cos[t]
Cos2[t] + 4 Sin2[t]

,
32 Sin[t]

Cos2[t] + 4 Sin2[t]

}
Another example is given by a polygon of vertices:

In[6]:= p={{-1,0},{0,1},{1,0},{0,-1}};

The equations of its sides are given by:

In[7]:= Rb = Polygon[p,t]
Out[7] := {{−1 + t, t}, {t, 1− t}, {1− t,−t}, {−t,−1 + t}}
Applying the circle inversion transformation with respect to the unit circle cen-
tered at the origin we get:

In[8]:= RbInv = PolygonInversion[p,t]

Out[8] :=

{{
−1 + t

(−1 + t)2 + t2
,

t

(−1 + t)2 + t2

}
,

{
t

(1− t)2 + t2
,

1− t

(1− t)2 + t2

}
,{

1− t

(1− t)2 + t2
,−
(

t

(1− t)2 + t2

)}
,

{
−
(

t

(−1 + t)2 + t2

)
,

−1 + t

(−1 + t)2 + t2

}}

Finally, we display the original polygon and its inverse:

In[9]:= Show[ParametricPlot[# // Evaluate,{t,0,1}]& /@ {Rb,RbInv},
AspectRatio->Automatic];
Out[9] := See F igure 3

This example illustrates properties 1 and 4 (see Section 2.1 for details).

3.2 Inversion of Implicit Curves

The ImplicitCircleInversion command allows us to compute the circle in-
version of any two-dimensional object given in implicit form. For example, the
Lamé curve of fourth degree:

In[10]:=ImplicitPlot[x^ 4+y^4==1,{x,-1,1},{y,-1,1},AxesOrigin->{0,0}];
Out[10] := See F igure 4

Now, we compute the circle inverse with respect to the circle centered at the
origin and of radius

√
2:



552 R.T. Urbina and A. Iglesias

Fig. 3. Original four-sided polygon and its inverse by the circle inversion transforma-

tion. Note that the lines are mapped onto curves that pass through the intersection

points of the lines with the unit circle (the polygon corners in this example)

Fig. 4. Lamé curve of fourth degree

In[11]:= invlame1=ImplicitCircleInversion[x^ 4+y^ 4==1,{x,y},
CircleCenter->{0,0},CircleRadius->Sqrt[2]];

Out[11] :=
16 x4

(x2 + y2)4
+

16 y4

(x2 + y2)4
== 1

as well as with respect to the circle of center at (2, 2) and radius 4:
In[12]:= invlame2=ImplicitCircleInversion[x^ 4+y^ 4==1,{x,y},

CircleCenter->{2,2},CircleRadius->4];

Out[12] :=

(
2 +

16 (−2 + x)
(−2 + x)2 + (−2 + y)2

)4

+

(
2 +

16 (−2 + y)
(−2 + x)2 + (−2 + y)2

)4

==1

Figure 5 shows the graphical representation of such inverse for both cases.
Another nice example is given by the lemniscata curve, displayed in Figure

6(left). The inverses of that curve with respect to the unit circles of center at

(1, 0) and
(

0,−1
3

)
are displayed. The corresponding equations are given by:
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Fig. 5. Circle inversion of the Lamé curve of fourth degree displayed in Figure 4 with

respect to the circle: (left) centered at the origin and of radius
√

2; (right) of center at

(2, 2) and radius 4
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Fig. 6. (left) the lemniscata curve; (middle) inverse with respect to the unit circle

centered at (1, 0); (right) inverse with respect to the unit circle centered at
(
0,−1

3

)
In[13]:= lemniscata= ((x+1)^ 2+y^ 2)((x-1)^ 2+y^ 2)==1;
In[14]:= Simplify[ImplicitCircleInversion[lemniscata,{x,y},

CircleCenter->#,CircleRadius->1]]& /@ {{1,0},{0,-1/3}}

Out[14] :=

{
1− 4x + 4x2 + 4 y2

(1− 2x + x2 + y2)2
== 1,

(
73− 162x + 90x2 + 6 y + 90 y2

) (
73 + 162x + 90x2 + 6 y + 90 y2

)
81
(
9x2 + (1 + 3 y)2

)2 == 1

⎫⎪⎬⎪⎭
Note that the first equation corresponds to the well-known Cassini’s oval

curve. At its turn, the inverse of such a curve is obviously the Lemniscata curve:

In[15]:=ImplicitCircleInversion[(1-4 x+4 x^2+4 y^2)/(1-2x+x^2+y^2)̂ 2==1,
{x,y},CircleCenter->{1,0},CircleRadius->1]

Out[15] :=
{(

1− 2x + x2 + y2
) (

1 + 2x + x2 + y2
)

= 1
}
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Fig. 7. Example of circle inversion transformation: (left) original chessboard image;

(right) its inverse

-2 2 4

2

4

6

8

Fig. 8. Example of circle inversion transformation: (left) the original horse outside the

circle is mapped onto that inside the circle ; (right) close up of the inverted image

3.3 Other Examples

In this section other examples of the application of our package are described.
The first example is displayed in Figure 7: the figure on the right has been
obtained by applying the circle inversion transformation onto the chessboard
depicted on the left.

The second example is depicted in Figure 8: the horse outside the circle on
the left figure is inverted. As remarked above, the mapped image lies inside the
circle. On the right, we show a close up of such mapped image.

4 Conclusions and Future Work

In this paper, a new Mathematica package, CircleInversion, for computing
and displaying the images of two-dimensional objects (such as curves, polygons,
etc.) by the circle inversion transformation is introduced. The objects can be de-
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scribed symbolically in either parametric or implicit form. The output obtained
is consistent with Mathematica’s notation and results. The performance of the
package is discussed by means of several illustrative and interesting examples.

All the commands have been implemented in Mathematica version 5 [17]. The
symbolic capabilities and the powerful Mathematica functional programming
[15] features have been extensively used to make the program shorter and more
efficient. Future lines of research include the improvement of the present package
and the extension of all commands to the three-dimensional case.
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Abstract. This study presents a method for teaching fundamental as-
pects in mathematics and physics for students in informatics and in-
formation technology, so as these concepts to be available for modeling
suddenly emerging phenomena at any moment of time during the last
years of study. By teaching basic aspects using the language of their
specialty and by addressing questions connected to the mathematical or
physical model adequate for their projects at unexpected moment of time
(using a computer connected at a local network or wireless e-mail con-
nection of mobile phones) the students are able to improve their abilities
of qualitative analysis of phenomena. Moreover, their technical judgment
patterns can be established in an objective manner. Finally students in
Informatics and Information Technology are able not only to understand
basic phenomena in physics and electronics, but also to simulate com-
plex phenomena as suddenly emerging pulses in a proper manner, the
importance of quick and proper answers being underlined in their mind.

1 Introduction

This study presents specific learning methods established at Kent University,
United Kingdom, and adapted for students at Departments of Informatics or
Information Technology. During the first and second year of study, they must
achieve knowledge in scientific areas as mathematics and physics, so as to under-
stand the basis of microelectronics and electronic devices, but they are willing
to pass quickly through these scientific areas, being much more interested in
the scientific domain of informatics (considered to be more important for their
future job). Conceptual organization of the training domain knowledge based
on learning stages is well known [1], but students in Information Technology
are selected from the best pupils, and they can’t simply pass from one stage to
another without a deeper understanding of the use of each stage for their fu-
ture job. This requires a strong connection between learning stages, which can’t
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be limited just to a few words presented at the beginning of a new matter of
study. By the other hand, graduates in Information Technology (IT) must give
quick and correct answers to potential customers, and this requires also a specific
training method similar to mobile embedded control systems for robots (see [2]),
but adapted to human entities.

So as to fulfill these two requirements, a teaching method based on intuitive
models and computer simulation of tasks (transmitted to students by mobile
phones) has been developed at Titu Maiorescu University, Bucharest. The gen-
eral aspects of the method were established at Politehnica University, Bucharest,
taking into account previous observations upon teaching physics for engineers.
Next it has been tested at Marin Preda College and at Nicolae Iorga College,
and the final version has been applied to students at Titu Maiorescu University
from the first year on study, when some basic matters (mathematics, physics)
must be taught.

Compulsory matters of study as mathematics and physics are considered as
unpleasant duties. During the communist system, these tasks could be performed
by imposing a certain rhythm for study in all technical universities, under the
circumstances of compulsory attendance for students to all school activities and
of government distribution of graduates at the end of their studies, according to
the average value of all their marks. But such a method is not suitable in the
new circumstances of former communist countries, when the hiring procedure is
based on an interview with questions connected with their specific area of study.

During the first years after the falling of the communist system, Departments
of Informatics and Information Technology at Universities were tempted to limit
the study of mathematics and physics at just a few basic aspects. These alterna-
tive proved to be not a good idea, because students were not able any more to
understand the basis of electronic devices used in information technology, with
major consequences on using their all capabilities. In order to avoid such diffi-
culties, the new created Faculty of Informatics and Information Technology at
University Titu Maiorescu, Bucharest, decided to hire academic staff consisting
only of graduates of Departments of Computers, Informatics, Control Engineer-
ing or Electronics. May be it looks strange that graduates in computers could
teach mathematics, or graduates in control engineering or electronics could teach
physics, but we must not forget that in former communist countries all studies
at state universities are still free of taxes, and thus many eminent researchers
could complete their studies by attending lectures in scientific areas related to
their specialization (as Bachelor Students, but more often as Master Students)
and obtaining the final diploma. Such professors could not present basic notion
in mathematics or physics in the rigorous manner, according to all postulates,
but they had an enormous advantage: all notions were presented using compar-
isons and correlations with informatics and information technology, while these
was their basic scientific language (see also aspects presented in [3]). Thus stu-
dents could understand the use of basic notions in mathematics and physics for
their future specialty, and all new notions were translated automatically in terms
connected with informatics or information technology.
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Such a procedure is connected with aspects in psychology, were the term
gestalt is well-known. It shows that every man possess a certain psychic or in-
tellectual model in his mind, all new concepts transmitted to him having to be
attached to this internal model. In first years of university’s studies, students do
not possess yet this internal intellectual model, but they are trying to build it
according to their wish of becoming informaticians or engineers in information
technology. If new concepts transmitted at lectures in mathematics or physics
do not fit this requirement, sooner or later they will be rejected and any new
attempt of recalling them (at lectures in electronics) would need a lot of time
(practically the concepts have to be taught again, in a very short time, by a
professor who is not prepared for this and who is in a hurry to finish this task
so as to be able to presents concepts in his specialty, electronics in our case).

To avoid such problems, the staff of University Titu Maiorescu (a ten years
old university, specialized in psychology, sociology and law) decided to use this
basic matters of study (which must be presented to the students at the beginning
of their academic studies) so as to create the basic structure of their intellectual
model, the assimilation of future aspects connected with their future job being
much more easier under these circumstances. Moreover, starting from this inter-
nal intellectual model, the students can perform the learning way in the opposite
direction (as related to time); using their specific concepts (in informatics or in-
formation technology), they can easy remember the way used by the professor
of mathematics or physics for associating mathematics or physics concepts with
them and so they can understand very well phenomena taking place in electronic
devices. This represents an important achievement for students or graduates in
information technology, because they become able to know all capabilities of
electronics devices used, the limits and causes of undesirable phenomena, or
even to improve the use of such devices in acquisition, storage or transmission of
information. It is also possible for the students to use mathematical models in
physics for trying to model or simulate phenomena in psychology or sociology, an
important goal for the university staff, which is interested in obtaining software
contracts for complex psychological or sociological applications.

2 Intuitive Models in Physics Adapted for Informatics
and Information Technology

First step in translating the mathematics and physics language consisted in
adding intuitive models to all theoretical principles in physics. For example,
according to the romanian programme, studies in physics begin with the principle
of least action. This principle is considered as a basic principle in nature, so
it is quite easy to add examples from behavior of simple mechanisms and of
everyday life, when all individuals tends to a state characterized by least effort.
Then potential energy is presented, in analogy with external fields or influences
acting upon particles (in physics) and individuals (in everyday life). Further it
is quite easy for students to understand the equations of analytical mechanics.
After finishing the chapter of mechanics,basic notions from statistical physics are
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presented, the temperature being put into correspondence with internal energy
of an ensemble of individuals. Thus it is explained the fact that in even in an
ensemble seeming to be homogeneous one can find individuals with different
levels of energy. Then considerations about entropy (the second principle of
thermodynamics) are presented, being shown how external influences can change
the degree of self-organization inside a certain ensemble.

After these basic notions from physics were connected with aspects from in-
formation theory (degree of organization, probability), basic notions from electro-
dynamics were presented (the Maxwell laws) in connection with aspects from in-
formation technology (the need of transmission of information at far distances).
First it is shown the utility of using sources of radiation (charged particles in
rest or movement) for generating electromagnetic waves moving with light speed.
Then properties of electromagnetic waves are presented, being shown how am-
plitude and frequency can be established by the source of radiation (where the
transmitter acts). Further, wave phenomena as diffraction and interference are
put into correspondence with the necessity of changing the property of the signal
according to certain aspects from the environment (displacement of bodies, for
example), considered as informations having to be transmitted (see also [4]for
details about these intuitive models). This way the whole matter of study for the
first semester of physics was taught, with the result that the students could an-
alyze phenomena in classical physics (mechanics, statistical physics and optics)
from the point of view of an engineer in informatics and information technology.

Next semester aspects from quantum physics and solid state physics were
presented, being underlined the strong connection between uncertainty appear-
ing for estimation on frequency using multiplication with harmonic signals and
averaging procedures acting upon a certain signal on limited time intervals.
This aspects is used for presenting not only Heisenberg principle of uncertainty
in physics, but also uncertainty appearing for estimation of wave parameters
in signal theory (for heterodyne or homodyne procedures). Thus students can
understand the necessity of establishing well-defined decision criteria, an impor-
tant aspect in the theory of information’s transmission. Then main aspects from
theory of solid state are presented, with strong emphasis on the fact that the
existence of valence band and of conduction band allows a quick transmission
of changes in electrons or holes density from one part of a metal or a semicon-
ductor to another; thus an information represented by an electric current can be
transmitted through a set of electronic devices for processing it according to a
certain algorithm.

3 Applications of Intuitive Models

However, activity in mathematics and physics for students in informatics must
not be stopped at the end of the teaching activity. A basic purpose of presenting
these matters was to create intuitive models for students, which must be prove
to be useful in their work as engineers in informatics and information technol-
ogy. Thus the next step has been represented by unexpected questions from
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mathematics and physics addressed to the students during the teaching hours at
technical matters of study (theory of algorithms, electronics and electrical cir-
cuits theory), so as the utility of all basic notions from mathematics and physics
to be out of the question. Due to the fact that professors teaching technical mat-
ters have the same basic studies as professors teaching mathematics and physics
-all being graduates of technical departments of universities - no problems ap-
peared in establishing the set of questions by the academic staff involved. By
this procedure, a main purpose from sociology was reached: the pass from an
imposed behavior to a normal behavior, the intuitive models from basic areas of
study being present in the mind of students all the time.

But the utility of basic notions can’t be restricted to a simple understanding
of their utility. As engineers, the graduates of technical departments must faced
unpredictable problems, so they must be able to apply their knowledge in dif-
ferent circumstances. Their creative capabilities could be tested in an extremely
correct manner using the facilities of computers inside a LAN (local area net-
work). The application activities at technical matters consist also in projects.
During the communist regime, projects at technical universities consisted in cer-
tain themes having to be finished by the end of the school semester, with no
connections between the themes of different students. Each phase of the project
was checked at two weeks, with about fifteen minutes allowed for each student.
Such a procedure is no more suitable nowadays, when the demand of increasing
the speed of work at the technical and economical staff inside a company. The
solution chosen by Titu Maiorescu University was to adapt capabilities offered
by computers inside the local area network (LAN) in order to correct from the
very beginning all mistakes made by students in selecting their mathematical or
physical model for their project. For a correct evaluation of their capabilities, all
students receive by e-mail not only a theme for a project, but also a set of sug-
gested set of equations or physical models, being required to select the adequate
set or model in a very short time. After a time interval (limited to a couple of
days) each student has to be present in front of the computer again, so as to
send a message according to the set or model selected.

It would have been quite easy to impose the presence of the student in front of
the computer till he selects the answer, so as to be sure that he wasn’t advised by
anyone else. Yet this would have been a stress environment for the student, being
not recommended when he has to build his first projects. So the professors from
mathematics and physics and professors of technical matters prepared together
a set of arguments for each possible answer. As soon as the student types the
solution selected by him at the personal computer, he receives the set of possible
arguments for his answer, having to underline immediately the correct arguments
for the answer selected. Then the student is evaluated by the correctness of the
selected answer and of the arguments supporting his decision, all informations
being recoded in an electronic format (the method was tested for the first time
at Marin Preda College, and after some improvements of the correspondent
software it has been used by Titu Maiorescu University). Thus students learn
to choose the adequate mathematical or physical model for their problem; due
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to the LAN, major mistakes in building their project are avoided from the very
beginning. Further, by working at next phases of the project, students learn to
build the whole algorithm or electronic device starting from the initial model.
After two semesters with about four projects, students are prepared to build
their own mathematical model for any possible application. The achievement of
this stage can be checked by suggesting to the best students to select parts of
different sets of equations and of physical models and to join them together, so
as to build a new model. For checking the correctness of the model, the same
procedure (based on a selection of arguments in front of the computer) can be
used.

4 Permanent Training of Students

The final step consists in adapting all previous aspects to the real work of an
engineer in informatics and information technology. This task is scheduled for
the last school semester, so as the knowledge of the future engineer to be avail-
able at each moment of time with informations and qualitative analysis. For this
purpose, the set of questions connected with the choice of a certain set of math-
ematical equations or of a certain physical model adequate to the application
are not transmitted toward a student situated in front of a personal computer.
During a certain time interval established for individual study and for working
at school projects, the e-mail connection of a mobile phone is used for sending
short and clear questions connected with the advantages or disadvantages of the
mathematical or physical model chosen by the student. As related to the previ-
ous step, a major difference consists in the fact that questions are more difficult
and are send to the student one by one, at unknown time intervals. The answer
is required within a few moments (using the same e-mail connection of the mo-
bile phone), while it implies only a qualitative analysis, and it is also stored by
the central computer (the server) in an electronic format. This way the students
were permanently connected to major contracts of the university, such as the
design of acquisition main boards for X-rays cameras (for dental surgery) and
the building of the corresponding software. By sending messages presenting the
hierarchy of students with good ideas and answers, an atmosphere of competition
was created, their working efficiency being much improved. Moreover, their an-
swers were already recorded so as the specialists in human judgment to establish
the patterns of technical judgment for each young researcher, which can be send
to the company intending to hire the researcher after graduating (aspects similar
to those presented in [5]). Moreover, the students in informatics and information
technology were also able of a deeper understanding and of computer simulation
for complex phenomena in physics and optoelectronic. A major test consisted
in modeling suddenly emerging phenomena. These phenomena can’t be under-
stood without a basic training in mathematics and physics. Moreover, there are
similarities between suddenly emerging phenomena in physics or electronics and
the necessity of giving a proper answer in a short time (the answer being also a
phenomenon based on an instant qualitative change); thus all psychic and intel
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5 Conclusions

This study has presented a method for teaching fundamental aspects in math-
ematics and physics for students in informatics and information technology, so
as these concepts to be available at any moment of time after finishing study
at these basic matters and even after graduating. First all basic concepts are
presented from the point of view of an engineer in informatics or information
technology, so as their utility to be quite clear for the students. Then some ques-
tions connected with these basic questions are addressed to the students during
the teaching hours at technical matters of study, so as the connection between
mathematics, physics and technical matters of study to be presented. Finally
some questions related to the choice of a certain mathematical set of equations
or of a certain physical model are send to the students using LAN (for students
in the last school semester the use of wireless connection to e-mail by mobile
phone is added) so as to test the capability of students to select the adequate
model for their project. Moreover, taking into account similarities between sud-
denly emerging phenomena in physics and electronics and the necessity of giving
proper answers in a short time), the requirement of modeling suddenly emerging
phenomena was used for stimulating all psychic and intellectual abilities of stu-
dents (the importance of qualitative changes and speed being underlined in their
mind). At present time there are attempts to extend the method at training the
technical economical personnel at electrical companies.
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Abstract. This papers presents properties of dynamical systems able
to generate practical test-functions (defined as functions which differ to
zero on a certain interval and possess only a finite number of continuous
derivatives on the whole real axis) when the free-term of the differen-
tial equation (corresponding to the received input signal) is represented
by alternating functions. The shape of the output signal (obtained by
numerical simulations in Matlab based on Runge-Kutta functions) is an-
alyzed, being shown that for high-frequency inputs an external observer
could notice (in certain condition) the generation of two different pulses
corresponding to two distinct envelopes. Such as aspect differs to the os-
cillations of unstable type second order systems studied using difference
equations.

1 Introduction

In the ideal mathematical case, suddenly emerging pulses should be simulated
using test-functions (functions which differ to zero only on a limited time in-
terval and possessing an infinite number of continuous derivatives on the whole
real axis. However, such test functions, similar to the Dirac functions, can’t be
generated by a differential equation. The existence of such an equation of evo-
lution, beginning to act at an initial moment of time, would imply the necessity
for a derivative of certain order to make a jump at this initial moment of time
from the zero value to a nonzero value. But this aspect is in contradiction with
the property of test-functions to have continuous derivatives of any order on the
whole real axis, represented in this case by the time axis. So it results that an
ideal test-function can’t be generated by a differential equation. For this reason,
the analysis must be restricted at practical test-functions [1], defined as func-
tions which differ to zero on a certain interval and possess only a finite number
of continuous derivatives on the whole real axis. Mathematical methods based
on difference equations are well known [2], but for a higher accuracy of the com-
puter simulation we shall use Runge-Kutta methods in Matlab. The properties of
dynamical systems able to generate such practical test-functions will be studied,
for the case when the free-term of the differential equation (corresponding to the
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received input signal) is represented by alternating functions. The shape of the
output signal (obtained by numerical simulations in Matlab based on Runge-
Kutta functions) will be analyzed, being shown that for high-frequency inputs
an external observer could notice (in certain condition) the generation of two
different pulses corresponding to two distinct envelopes. Such as aspect differs
to the oscillations of unstable type second order systems studied using difference
equations [3].

2 Equations Suitable for Generating Symmetrical Pulses

As it is known, a test-function on [a, b] is a function which is nonzero on this
interval and which possess an infinite number of continuous derivatives on the
whole real axis. For example, the function

ϕ(τ) =
{

exp ( 1
τ2−1 ) if τ ∈ (−1, 1)

0 otherwise

is a test-function on [−1, 1]. If the graph of the test-function is similar to the
rectangular pulse (a unity-pulse), it is considered to be an ideal test-function.
An example is the case of the function

ϕ(τ) =
{

exp ( 0.1
τ2−1 ) if τ ∈ (−1, 1)

0 otherwise

is close to being an ideal test-function.
Using the expression of ϕ(τ) and of its derivatives of first and second order,

a differential equation which admits as solution the function ϕ can be obtained.
However, a test-function can’t be the solution of a differential equation. Such
an equation of evolution implies a jump at the initial moment of time for a
derivative of certain order, and test-function must possess continuous derivatives
of any order on the whole real axis. So it results that a differential equation which
admits a test-function ϕ as solution can generate only a practical test-function f
similar to ϕ, but having a finite number of continuous derivatives on the whole
real axis. In order to do this, we must add initial conditions for the function
f (generated by the differential equations) and for some of its derivatives f (1),
and/or f (2) etc. equal to the values of the test-function ϕ and of some of its
derivatives ϕ(1), and/or ϕ(2) etc. at an initial moment of time tin very close to
the beginning of the working interval. This can be written under the form

ftin
= ϕtin

, f
(1)
tin

= ϕ
(1)
tin

and/or f
(2)
tin

= ϕ
(2)
tin

etc. (1)

If we want to generate practical test-functions f which are symmetrical as
related to the middle of the working interval, we can choose as origin the middle
of this interval, and so it results that the function f should be invariant under
the transformation

τ → −τ
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Functions invariant under this transformation can be written in the form f(τ2),
and so the form of a general second order differential equation generating such
functions must be

a2

(
τ2
) d2f

d (τ2)2
+ a1

(
τ2
) df

dτ2
+ a0

(
τ2
)
f = 0 (2)

However, for studying the filtering properties of practical test-functions we
must add a free-term, corresponding to the received signal (the input of the
system). Thus, a model for generating a practical test-function using a received
signal u = u(τ), τ ∈ [−1, 1], is

a2

(
τ2
) d2f

d (τ2)2
+ a1

(
τ2
) df

dτ2
+ a0

(
τ2
)
f = u (3)

subject to
lim

τ→±1
fk(τ) = 0 for k = 0, 1, . . . , n. (4)

which are the boundary conditions of a practical test-function.
The previous equation is linear as related to the input function u. So we

can study independently the output of the system for an input represented by
an alternating signal and for an input represented by a constant signal (a step-
input). The two outputs signals can be joined together for obtaining the output
signal for the case when the input is represented by a mix of a constant and of
an alternating function.

3 Filtering Aspects of Practical Test-Functions

When coefficients ak in (3) are set to

a2 = 0, a1 = 1 and a0 = −1, (5)

a first order system is obtained under the form

df

d (τ2)
= f + u (6)

which converts to
df

dτ
= 2τf + 2τu (7)

representing a damped first order dynamical system. For the an alternating input
u = sin 10τ , numerical simulations performed using Runge-Kutta functions in
Matlab show an attenuation of about A = 3. In figure 1 is represented the output
f of this system for u = sin(10τ), and in figure 2 is represented the output f
of this system for u = cos(10τ). It can be noticed that the mean value of the
output oscillations generated in these circumstances is a function of the phase
of the input signal. Similar aspects have been noticed for an alternating input
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Fig. 1. f versus time for first order damped system, input u = sin(10τ)
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Fig. 2. f versus time for first order damped system, input u = cos(10τ)

of the form u = sin(100τ) the output f of the dynamical system for this case
being represented in figure 3, or of the form u = cos(100τ) the output f of the
dynamical system for this case being represented in figure 4.

When a2 = 0, a1 = 1 and a0 = 0, another first order model is

df

d (τ2)
= u (8)

which converts to
df

dτ
= 2τu (9)
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representing an undamped dynamical system. The outputs f of this undamped
system are quite similar to the outputs of the previous damped system , for the
same inputs u (the differences are less than 15 %).

4 Connection with the Ergodic Hypothesis

Studying graphics presented in figure 3 and figure 4, we can notice the presence of
two distinct envelopes. Their shape depends on the phase of the input alternating
component. At first sight, an external observer could notice two different pulses
generated by the dynamical system (each one corresponding to an envelope). In
a more rigorous manner, we can consider that that at a certain moment of time
can be detected, with equal probability, one of the two branches of evolution
(corresponding to certain intervals around the two envelopes). Thus the mean
value of the output f on a small time interval can be considered not as a mean
value in time, but also as a mean value for two distinct internal states of the
system which exist together on this time interval. This is an aspect similar to
the ergodic hypothesis used in thermodynamics. By replacing the sinusoidal
alternating input u with rectangular alternating functions, the existence of two
different branches of evolution would become more obvious (the transition time
from one branch to the other would become very short, and so the probability of
measuring values different to the two envelopes for the output f .would decrease).
This aspect can be put in correspondence with aspects in quantum mechanics,
were distinct states can be measured at a certain moment of time, for certain
external interactions. The statistical aspects of measuring different values can
be studied using the dependence of the envelopes on the phase of the input
alternating component.
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Fig. 3. f versus time for first order damped system, input u = sin(100τ)
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Fig. 4. f versus time for first order damped system, input u = cos(100τ)

5 Conclusions

This study has presented filtering properties of practical test-functions, the input
being represented by alternating sinusoidal functions. The shape of the output
signal (obtained by numerical simulations in Matlab based on Runge-Kutta func-
tions) has been analyzed, being shown that for high-frequency inputs an external
observer could notice (in certain condition) the generation of two different pulses
corresponding to two distinct envelopes. This aspect has been put in correspon-
dence with aspects in quantum mechanics, were distinct states can be measured
at a certain moment of time, for certain external interactions. The statistical
aspects of measuring different values can be studied using the dependence of the
envelopes on the phase of the input alternating component.
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Abstract. This study presents a logic definition for the interaction be-
tween waves and corpuscles suitable for simulating the action of a se-
quence of electromagnetic waves upon corpuscles. First are defined the
classes of measuring methods based on the wave aspect of matter and
on the corpuscular aspect of matter, using considerations about a possi-
ble memory of previous measurements (operators). A suitable algorithm
associated to this formalization is applied on adjoining space-time inter-
vals, so as the space-time validity of certain assertions to be proved. The
results are applied for defining the wave-corpuscle interaction in a logic
manner.

1 Introduction

As it is known, basic concepts in physics connected with interaction are the
wave and corpuscle concepts. In classical physics the corpuscle term describes
the existence of certain bodies subjected to external forces or fields, and the
wave concept describes the propagation of oscillations and fields. In quantum
physics, these terms are closely interconnected, the wave train associated to a
certain particle describes the probability of a quantum corpuscle (an electron
or a photon) to appear; the results of certain measurements performed upon
the quantum particle are described by the proper value of the operators cor-
responding to the physical quantity to be measured. However, certain intuitive
problems connected with measurement procedures on closed-loop trajectories
in special relativity and non-commutative properties of operators in quantum
physics imply a more rigorous definition of measurement method and of the in-
teraction phenomena, classified from the wave and from the corpuscular aspect of
matter, so as to avoid contradiction generated by terminological cycles [1]. This
study presents consequences of logic definition for the class of measuring meth-
ods based on the wave aspect of matter and for the class of measuring methods
based on the corpuscular aspect of matter upon interaction phenomena, using
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considerations about a possible memory of previous measurements (operators)
in case of a sequence of received pulses; it continues in a rigorous manner in-
tuitive aspects presented in [2]. It is shown that measurements methods based
on transient phenomena (waves) do not imply a memory of previous actions,
while methods based on non-transient phenomena imply the existence of certain
quantity which keeps its previous value after the end of a measuring procedure.
Then a suitable algorithm associated to this expressive pattern classes (similar
to those presented in [3]) is applied on adjoining space-time intervals, so as the
space-time validity of certain assertions to be proved and to define in a rigorous
manner the interaction between a set of pulses and a corpuscle.

2 Aspects Connected with Measurements on a Set of
Pulses Received on Adjoining Space-Time Intervals

As it is known, the special relativity theory considers that the Lorentz formulae
describe the transformation of the space-time coordinates corresponding to an
event when the inertial reference system is changed. These formulae are consid-
ered to be valid at any moment of time after a certain synchronization moment
(the zero moment) irrespective to the measuring method used. However, there
are some problems connected to the use of mechanical measurements on closed-
loop trajectories. For example, let us consider that at the zero moment of time,
in a medium with a gravitational field which can be neglected (the use of the
galileean form of the tensor gik being allowed) two observers are beginning a
movement from the same point of space, in opposite directions, on circular tra-
jectories having a very great radius of curvature. After a certain time interval,
the observers are meeting again in the same point of space. For very great radii
of curvature, the movements on very small time intervals can be considered as
approximative inertial (as in the case of the transverse Doppler effect, where
the time dilation phenomenon was noticed in the earth reference system which
is approximative inertial on small time intervals). The Lorentz formulae can be
applied on a small time interval Δt(1) measured by one of the observers inside
his reference system, and it results (using the Lorentz formula for time) that this
interval corresponds to a time interval

Δt′(1) =
Δt(1)√
1− v(1)2

c2

(1)

in the reference system S2 of the other observer, which moves with speed v(1)
as related to the reference system S1 on this time interval. So the time dilation
phenomenon appears. If each observer considers the end of this time interval
(Δt(1) or Δt′(1) ) as a new zero moment (using a resynchronization procedure),
the end of the second time interval Δt(2) (with the new zero moment considered
as origin) will correspond to a time moment

Δt′(2) =
Δt(1)√
1− v(2)2

c2

(2)
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measured in the other reference system S2 which moves with speed v(2) as related
to system S1 on the time interval Δt′(2) (with the new zero moment considered
as origin). As related to the first zero moment (when the circular movement has
started) the end of the second time interval appears at the time moment

t2 = Δt(1) + Δt(2) (3)

for the observers situated in reference system S1, and at the time moment

t′(2) = Δt′(1) + Δt′(2) =
Δt(1)√
1− v(1)2

c2

+
Δt(2)√
1− v(2)2

c2

(4)

for the other observer.
Due to the fact that

Δt′(1) > Δt(1) (5)

and
Δt′(2) > Δt(2) (6)

it results that

t′(2) = Δt′(1) + Δt′(2) > Δt(1) + Δt(2) = t(2) (7)

and thus a global time dilation for the time interval Δt(1)+Δt(2) appears. The
procedure can continue, by considering the end of each time interval

Δt(1) + Δt(2) + . . . + Δt(i)

as a new zero moment, and so it results that on all the circular movement period,
a time moment

t(k) =
k∑

i=0

Δt(i) (8)

(measured by the observer in reference system S1) corresponds to a time moment

t′(k) =
k∑

i=0

Δt′(i) =
k∑

i=0

Δt(i)√
(1− v2

i

c2

(9)

(measured by the observer situated in reference system S2), which implies

t′(k) > t(k) (10)

By joining together all these time intervals Δt(i) we obtain the period of the
whole circular movement T . While the end of this movement is represented by
the end of the time interval Δt(N) in the reference system S1, it results that T
can be written under the form

T = t(N) =
N∑

i=0

Δt(i) (11)
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(considered in the reference system S1), and it results also that this time moment
(the end of the circular movement) corresponds to a time moment

T ′ = t′(N) =
N∑

i=0

Δt′(i) (12)

measured in the reference system S@. While

Δt′(i) =
Δt(i)√
1− v(i)2

c2

> Δt(i) (13)

it results
T ′ > T (14)

If the time is measured using the age of two twin children, it results that the
twin in reference system S2 is older than the other in reference system S1, (hav-
ing a less mechanical resistance of bones) and it can be destroyed by it after
both observers stop their circular movements. However, the same analysis can
be made starting from another set of small time intervals Δnt′(i) considered in
the reference system S2 which corresponds to a new set of time intervals Δnt(i)
considered in the reference system S2 (established using the same Lorentz re-
lation) and finally it would result that the period of the circular movement T ′

measured in system S2 corresponds to a period T greater than T ′ considered in
reference system S1. If the time is measured using the age of two twin children,
it results that the twin in reference system S1 is older than the other in reference
system S2, (having a less mechanical resistance of bones) and it can be destroyed
by it after both observers stop their circular movements. But this result is in
logic contradiction with the previous conclusion, because a man can not destroy
and in the same time be destroyed by another man.

As a first attempt of solving this contradiction, one can suppose that Lorentz
formulae are valid only for electromagnetic phenomena (as in the case of the
transversal Doppler effect) and not in case of mechanical phenomena. But such
a classification is not a rigorous classification, being not suitable for formal logic.
In next section we will present a more rigorous classification of phenomena used
in space-time measurements, which can be used for gedanken experiments using
artificial intelligence based on formal logic.

3 A Rigorous Definition of Wave and Corpuscle
Concepts and of Wave-Corpuscle Interaction

The logical contradiction presented in previous section appeared due to the fact
that an element with internal memory has been used. The indication of this
element has’not been affected by the resynchronization procedure. In modern
physics such an element with internal memory is connected with the corpus-
cular aspect of matter, with a body. On the contrary, a measuring procedure
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based on an electromagnetic or optic wave-train is a transient phenomenon. The
synchronization of clocks is possible only after the wave-train arrives at the ob-
server. Excepting a short time interval after the reception the received wave-train
doesn’t exist inside the observer’s medium, so there isn’t any space area where
a physical quantity which characterizes the wave to cumulate. That’s the reason
why a correct solution of the twins paradox must be based not on the associ-
ation of electromagnetic (or optic) phenomena with the Lorentz formulae, but
on the association of the Lorentz formulae with wave phenomena describing the
propagation of a wave inside the observers reference systems. The wave class is
more general than the class of electromagnetic and optic waves (we can mention
the wave associated with particles in quantum mechanics). Besides, in the most
general case, the interaction between two reference systems appears under the
form of a field, not under the form of a material body. Moreover, this aspect im-
plies an intuitive interpretation for the dependence of the mass of a body inside
a reference system.

Using the formal logic, all we have shown can be presented in a rigorous
manner.

A) We define the notion of ”propagation”phenomenon in two inertial refer-
ence systems (the system where the event takes place and the system where a
signal generated by the event is noticed)

Definition 1. It exists a set of adjoining space intervals {S0, S1, . . . , Sn}, a
set of adjoining time intervals {T0, T1, . . . , Tn} in a certain reference system; it
exists a set of physical quantities Fu = {Fu1, Fu2, . . . , Fum} and a set of relations
R10, R21, . . . , so as

Fu(S1, T1) = R10Fu(S0, T0), Fu(S2, T2) = R21Fu(S1, T1), . . .

and
{Fu(S0, T0) �= 0, Fu(S0, t) = 0 for t /∈ T0} =⇒

{Fu(S1, T1) �= 0, Fu(S1, t) = 0 for t /∈ T1} . . . =⇒
{Fu(Sn, Tn) �= 0, Fu(Sn, t) = 0 for t /∈ Tn}

It can be noticed that we described a propagation phenomenon having a finite
existence inside the reference system, the number of intervals being finite.

B) We define the notion of corpuscle inside a certain reference system

Definition 2. It exists a set of adjoining space intervals {S0, S1, . . . , Sn, . . .},
and a set of adjoining time intervals {T0, T1, . . . , Tn, . . .} in a certain reference
system; it exists a set of physical quantities Fc = {Fc1, Fc2, . . . , Fcm} and a set
of relations R10, R21, . . . , so as

Fc(S1, T1) = R10Fc(S0, T0), Fc(S2, T2) = R21Fc(S1, T1), . . .

and
{Fc(S0, T0) �= 0, Fc(S0, t) = 0 for t /∈ T0} =⇒
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{Fc(S1, T1) �= 0, Fc(S1, t) = 0 for t /∈ T1} . . . =⇒

{Fc(Sn, Tn) �= 0, Fc(Sn, t) = 0 for t /∈ Tn} =⇒ . . .

It can be noticed that these relations are describing a phenomenon which can
possess an unlimited evolution in time and space inside the reference system; it
can be also said that the phenomenon has its own existence, it exists by itself.

C) We define the emission of a wave-train Ue in a reference system and its
transformation in another train when it interacts with the observers’s medium

Definition 3. It exists an area S0e and a time interval T0e in the reference
system where the emission takes place so that

Fue(S0e, T0e) �= 0, Fue(S0e, t) = 0 for t /∈ T0e

It exists a space area S0r and a time interval T0r in the observer’s reference
system, and a relation Tr so that

Fur(S0r, T0r) = Tr [Fue(S0e, T0e)] ,

Fur(S0r, T0r) �= 0, Fur(S0r, t) = 0 for t /∈ T0r

So it exists a certain physical quantity characterizing the body which is in-
fluenced by the received wave train even after this wave train has disappeared
(it exists a memory of the previous measurements).

D) We define the transformation of a sequence of received pulses ΣkUek in a
sequence ΣkUrk , k = 1...n after interaction with the observers’reference system,
by considering that each pulse (wave-train) is transformed in an independent
manner by the material medium of the observer’s reference system, according to
its specific Lorentz transformation

Definition 4.
Urk = Lk [Ue]k
ΣkUek = ΣkUrk

where Lk represents the Lorentz transformation performed upon the Uek wave by
the system, with the interaction moment of this wave with the material medium
of the observer considered as zero moment of time (synchronization moment)
for the Lorentz transformation Lk.

E) We define the interaction between a sequence of pulses and the material
body of the observer’s reference system (a corpuscle) as an interaction function
Int between the material medium and each transformed pulse Urk corresponding
to a received pulse Uek, the mass m of the body measuring the influence of the
received wave-train Uek upon the body.

Definition 5.
1
m

= Int [Urk] = Int [Lk (Ue)k]
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When Lorentz transformation Lk doesn’t generate a pulse Urk (for example
when the relative speed between the material body and the wave is equal to c,
the speed of light in vacuum), the mass m is equal to ∞ , which means that
no interaction due to the received pulse Uek exists (an idea appeared at Marin
Preda College, which connects the notion on infinite mass with the absence of
interaction). So m = ∞ for a body inside a reference system S shows that
we can’t act upon the material body using wave pulses emitted in system S;
however, changes in the movement of the body (considered in system S ) due to
other external forces seem to be allowed.

All previous definitions implies the necessity of using distinct memory areas
for each pulse, if we intend to simulate sequences of optical pulses. By interaction
with a certain material medium, each pulse is transformed according to Lorentz
formulae, and the modified parameters of each pulse must replace the previous
informations in the memory cells. For wave trains considered inside the material
medium, a method to simplify the use of the memory cells (appeared at Nicolae
Iorga College) would consist in considering the wave as a mixture of two certain
states (similar to a rectangular wave), each state corresponding to a certain
set of parameters stored in a memory cell; thus a small number of coefficients
(for multiplying each state before adding them) would be able to describe the
wave evolution with a very good approximation. Such an aspect is similar to
Heisenberg representation in quantum theory (where state of a particle is always
the same and the operators change in time) and it will be studied in the future.

4 Conclusions

This study has presented a logic definition for the class of measuring methods
based on the wave aspect of matter and for the class of measuring methods
based on the corpuscular aspect of matter, using considerations about a possible
memory of previous measurements (operators). It has been shown that measure-
ments methods based on transient phenomena (waves) do not imply a memory
of previous actions, while methods based on non-transient phenomena imply the
existence of certain quantity which keeps its previous value after the end of a
measuring procedure.
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Practical Test-Functions Generated by
Computer Algorithms

Ghiocel Toma

Politehnica University, Department of Physics, Bucharest, Romania

Abstract. As it is known, Runge-Kutta methods are widely used for nu-
merical simulations [1]. This paper presents an application of such meth-
ods (performed using MATLAB procedures) for generating practical test
functions. First it is shown that differential equations can generate only
functions similar to test functions (defined as practical test functions);
then invariance properties of these practical test functions are used for
obtaining a standard form for a differential equation able to generate
such a function. Further this standard form is used for computer aided
generation of practical test-functions; a heuristic algorithm (based on
MATLAB simulations) is used so as to establish the most simple and ro-
bust expression for the differential equation. Finally it is shown that we
obtain an oscillating system (a system working at the limit of stability,
from initial null conditions, on limited time intervals) which can be built
as an analog circuit using standard electrical components and amplifiers,
in an easy manner.

1 Introduction

Many times the analysis of signals requires an integration on a limited time in-
terval, which can’t be performed in a robust manner (with sampling procedures)
without using functions similar to test-functions (for multiplying the received
signal before the integration, so as the result of the integration to be practi-
cally constant at the end of the integration period, at the sampling moment of
time). Usually this operation is performed by an integration of the signal on this
time interval, using an electric current charging a capacitor - the result of the
integration being proportional to the mean value of the signal. However, such
structures are very sensitive at random variations of the integration period. Even
when devices with higher accuracy are used for establishing this time interval
some random variations will appear due to the stochastic switching phenomena -
when the electric current charging the capacitor is interrupted. For this reason, a
multiplication of the received signal with a test-function - a function which differs
to zero only on this time interval and with continuous derivatives of any order
on the whole real axis - is recommended. In the ideal case, such a test-function
should have a form similar to a rectangular pulse - a unity pulse - considered on
this time interval. However, such test functions, similar to the Dirac functions,
can’t be generated by a differential equation. The existence of such an equation
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of evolution, beginning to act at an initial moment of time, would imply the
necessity for a derivative of certain order to make a jump at this initial moment
of time from the zero value to a nonzero value. But this aspect is in contradiction
with the property of test-functions to have continuous derivatives of any order
on the whole real axis, represented in this case by the time axis. So it results
that an ideal test-function can’t be generated by a differential equation. For this
reason, we must restrict our analysis at the possibilities of generating practical
test-functions. This practical or truncated test-functions differ to zero only on
a certain interval and possess only a finite number of continuous derivatives on
the whole real axis. We must find out what properties should be satisfied by a
differential equation of evolution, so as starting from certain initial conditions
such a practical test-function to be generated.

2 Preliminaries

In previous section has been shown that an ideal test function can’t be gener-
ated by an equation of evolution (see also [2]). Besides, the problem of generating
truncated test functions can’t be solved by studying aspects connected with soli-
tary waves [3] or by studying period doubling and chaos generated by thermal
instability [4], because we must restrict restrictt restrict our analysis at a certain
time interval and we must study only differential equations. So we must study
equations of evolution able to generate pulses available for our task - the multi-
plication with the received signal - so as the average procedure to be insensitive
at random variations of the integration period. The function which is integrated
must be as possible zero at the end of the integration period; this result can be
obtained only when the function which multiplies the received signal is a prac-
tical test function, how it has been shown. Finally the advantage of using such
practical test function for wavelets processing is presented.

3 Differential Equations Able to Generate Practical
Test-Functions

As it is known, a test-function on [a, b] is a C∞ function on R which is nonzero
on (a, b) and zero elsewhere. For example, the bump-like function

ϕ(τ) =
{

exp ( 1
τ2−1 ) if τ ∈ (−1, 1)

0 otherwise
(1)

is a test-function on [−1, 1].

Definition 1. An ideal test-function is a test-function that has a graph similar
to a rectangular pulse (a unity-pulse) which is 1 on (a, b) and 0 elsewhere.

For example, the bump-like function

ϕ(τ) =
{

exp ( 0.1
τ2−1 ) if τ ∈ (−1, 1)

0 otherwise
(2)
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is close to being an ideal test-function. Such ideal test functions are recommended
for multiplying the received signal.

Definition 2. A practical test-function on [a, b] is a Cn function f on R (for a
finite n) such that
a) f is nonzero on (a, b)
b) f satisfies the boundary conditions f (k)(a) = f (k)(b) = 0 for k = 0, 1, ..., n and
c) f restricted to (a, b) is the solution of an initial value problem (i.e. an ordinary
differential equation on (a, b) with initial conditions given at some point in this
interval).

The primary task of artificial intelligence consists in generating practical test-
functions by numerical integration, using the expressions of a certain test func-
tion and of some of its derivatives. An initial value problem will be established,
and the solution will be find using a Runge-Kutta method of order 4 or 5 in
MATLAB.

Subroutine 1. Identifying an initial value problem to generate practical test-
functions on [−1, 1] begins with considering differential equations satisfied by
the bump function ϕ; the first and second derivatives of ϕ are obtained (using
standard program for derivatives) under the form
Step A

ϕ(1)(τ) =
−2τ

(τ2 − 1)2
exp
(

1
τ2 − 1

)
(3)

ϕ(2)(τ) =
6τ4 − 2

(τ2 − 1)4
exp
(

1
τ2 − 1

)
(4)

Step B
A special algorithm tries to obtain a correspondence between the expressions
of test function and of its derivatives, by replacing the exponential function.
By simply dividing the function ϕ (τ) at ϕ(1) (τ) we obtain the correspondence
between ϕ (τ) and ϕ(1) (τ) under the form

ϕ(1) =
−2τ

(τ2 − 1)2
ϕ (5)

Then the special algorithm replaces the functions ϕ (τ) and ϕ(1) (τ) with func-
tions f (τ) and f (1) (τ); as initial conditions, it considers the values of ϕ (τ) at a
moment of time τ = −0.99 (close to the moment of time τ = −1). Thus it results
for generating a practical test function f the first order initial value problem

f (1) =
−2τ

(τ2 − 1)2
f, f(−0.99) = ϕ(−0.99) (6)

The initial condition is roughly 1.5 × 10−22, which means approximately zero.
Numerical integration gives a solution having the form of ϕ but with a very
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small amplitude of 10−12. The same way this special algorithm obtains a corre-
spondence between the expressions of ϕ,ϕ(2); this results under the form

ϕ(2) =
6τ4 − 2

(τ2 − 1)4
ϕ (7)

The replacement of functions ϕ,ϕ(2) with functions f, f (2) and the initial con-
dition under the form f(−0.99) = ϕ(−0.99), f (1)(−0.99) = ϕ(1)(−0.99) leads to
the second order initial value problem for generating a practical test function f

f (2) =
6τ4 − 2

(τ2 − 1)4
f, f(−0.99) = ϕ(−0.99), f (1)(−0.99) = ϕ(1)(−0.99) (8)

Numerically integration gives a solution similar to ϕ, but with an amplitude that
is only four times greater than that obtained from the first order initial value
problem.

Step C
The algorithm analyzes the possibilities of generating a practical test function
similar to an ideal unitary pulse. For this purpose, it replaces the bump-like
function ϕ (τ) with the almost ideal test function

ϕa(τ) =
{

exp ( 0.1
τ2−1 ) if τ ∈ (−1, 1)

0 otherwise
(9)

In the same way used for studying possibilities of generating practical test-
functions similar to test-function ϕ (τ), the algorithm analyzes possibilities of
generating practical test-functions similar to test-function ϕa (τ). Taking into ac-
count the expressions of ϕa, ϕ

(2)
a (obtained using standard algorithms for deriva-

tives), the correspondence between ϕa and ϕ
(2)
a results now under the form

ϕ(2)
a =

0.6τ4 − 0.36τ2 − 0.2
(τ2 − 1)4

ϕa (10)

By replacing the functions ϕa and ϕ
(2)
a with f and f (2) and considering similar

initial conditions f(−0.99) = ϕa(−0.99), f (1)(−0.99) = ϕ
(1)
a (−0.99) it results

the second order initial value problem under the form

f (2) =
0.6τ4 − 0.36τ2 − 0.2

(τ2 − 1)4
f, f(−0.99) = ϕa(−0.99), f (1)(−0.99) = ϕ(1)

a (−0.99)

(11)
Numerical integration (performed using MATLAB functions) gives a solution
that is nearly ideal; its amplitude is close to 1 for more than 2/3 of the interval
[−1, 1].

The whole heuristic program will continue by trying to design the most simple
differential equation able to generate a practical test function. The algorithm is
based on the fact that all practical test-functions numerically generated by the
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initial value problems considered so far are symmetric about τ = 0, which means
that they are invariant under the transformation

τ → −τ.

It results
Subroutine 2
Step A: Functions invariant under this transformation can be written in the
form f(τ2) and the second order differential equations generating such functions
must necessarily have the form

a2

(
τ2
) d2f

d (τ2)2
+ a1

(
τ2
) df

dτ2
+ a0

(
τ2
)
f = 0 (12)

Step B: Using standard algorithms, all derivatives presented in the previous
relation are replaced by derivatives having the form

b1(τ)
df

dτ
, b2(τ)

d2f

dτ2

Because
df

dτ
= 2τ

df

d (τ2)
and

d2f

dτ2
= 4τ2 d2f

d (τ2)2
+ 2

df

d (τ2)
(13)

the previous differential equation results now under the form

a2

(
τ2
)

4τ2

d2f

dτ2
+

(
a1

(
τ2
)

2τ
− a2

(
τ2
)

4τ3

)
df

dτ
+ a0

(
τ2
)
f = 0 (14)

Step C: Adding a possible free term in previous differential equation, it results
a model for generating a practical test-function using a received signal u =
u(τ), τ ∈ [−1, 1], under the form

a2

(
τ2
)

4τ2

d2f

dτ2
+

(
a1

(
τ2
)

2τ
− a2

(
τ2
)

4τ3

)
df

dτ
+ a0

(
τ2
)
f = u (15)

subject to
lim

τ→±1
fk(τ) = 0 for k = 0, 1, . . . , n,

which are the boundary conditions of a practical test-function. While we are
looking at the most simple solutions, the free term u is set by the algorithm to
a constant value.

Step D: The coefficient
a2

(
τ2
)

4τ2

which multiplies
d2f

dτ2
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is analyzed so as to result a constant expression for it. While the denominator
is 4τ2 , for the constant set to unity results a2 = 4τ2.

Step E: The coefficient (
a1

(
τ2
)

2τ
− a2

(
τ2
)

4τ3

)
which multiplies

df

dτ

is then analyzed so as to result a constant expression for it. While a2 = 4τ2

(from step D), starting an algorithm for polynomial expressions so as to obtain
a null coefficient (because we try to obtain the most simple differential equa-
tion), it results that a1 = 2 . Under these circumstances, the second term in the
differential equation vanishes.

Step F: For obtaining the coefficient a0

(
τ2
)

which multiplies the term f in
the differential equation the polynomial algorithm tries first to set a0 to zero.
But numerical simulation shows that the response does not satisfy the boundary
conditions. So the polynomial algorithm will set the coefficient a0 to unity, and
the differential equations results under the form

4τ2 d2f

d (τ2)2
+ 2

df

d (τ2)
+ f = u (16)

which converts to
d2f

dτ2
+ f = u (17)

This is an autonomous differential equation; the form being invariant at time
translation, so the point τ = −1 is translated to τ = 0. Thus we obtain the dif-
ferential equation of an oscillating second order system, described by the transfer
function

H(s) =
1

(T0)
2
s2 + 1

(18)

where T0 = 1 in our case.

Subroutine 3. We continue our study by analyzing the behavior of oscillating
systems in the most general case (when T0 �= 1). This implies a differential
equation under the form

(T0)
2 d2f

dτ2
+ f = u (19)

Step A. The behavior of this oscillating system can be obtained using standard
algorithms (being a linear second order system). When u is represented by a
constant, the output of the system consists of oscillations around a constant
value. Analyzing the coefficients of the linear differential equation obtained, the
existence of the oscillating linear system can be easy noticed, and the working
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interval can be set to the time interval corresponding to an oscillation, this means
the time interval [0, 2πT0]. When u = 1, the model generates the practical test-
function

f(τ) = 1− cos (τ/T0) (20)

Step B. The algorithm generates the output of the oscillating system under
the influence of a continuous useful signal u1 (supposed to be constant) with
an alternating noise u2 of angular frequency ω added. Using the property of
linearity, the equations

a2

(
τ2
) d2f1

d (τ2)2
+ a1

(
τ2
) df1

dτ2
+ a0

(
τ2
)
f1 = u1 (21)

and

a2

(
τ2
) d2f2

d (τ2)2
+ a1

(
τ2
) df2

dτ2
+ a0

(
τ2
)
f = u2 (22)

imply that f = f1 + f2 is a solution of

a2

(
τ2
) d2f

d (τ2)2
+ a1

(
τ2
) df

dτ2
+ a0

(
τ2
)
f = u1 + u2 (23)

(this aspect can be noticed by an algorithm by identifying constant values for the
coefficients of the differential equation used). This reduces the study of the model
when the input u is a mix of continuous useful signal and noise (an alternating
input for example) to two cases: that of a continuous useful signal, and that
of the noise. Then we can add the results to obtain the output when the noise
overlaps the useful signal.

Step C. By checking the performances of this system under the influence of
an external constant input u = 1, an averaging procedure on the working time
interval [0, 2πT0] shows that it recovers the mean value of the useful signal u = 1
over this interval:

1
2πT0

∫ 2πT0

0

(1− cos (τ/T0)) dτ = 1 (24)

The human user can also notice that the integration of this practical test-function
on [0, 2πT0] is practically insensitive to the switching phenomena appearing at
the sampling moment of time 2πT0 because

f (2πT0) = 0 and f (1) (2πT0) = 0 (25)

Step D. By the other hand, an analysis of the oscillating system for an alter-
nating input of u = sin ωτ with frequency ω >

√
2/T0 shows that the system

attenuates this input: ∣∣∣∣ input
output

∣∣∣∣ = (T0ω)2 − 1 > 1 (26)
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The human observer can notice that oscillations of the form

a sin (t/T0) + b cos (t/T0) (27)

generated by the alternating component of the input account for all the solutions
of the associated homogeneous system

(T0)
2 d2f

dτ2
+ f = 0 (28)

These oscillations give null result by an integration over the working interval
[0, 2πT0].

Final Conclusion. By comparing the fact that the mean value of the received
useful signal (supposed to be constant) can be obtained using a linear differential
equation where the external signal appears as a free term (this being a task
performed by artificial intelligence), the human user can replace the use of a
practical test function in a multiplying procedure (when it multiplies the received
signal) with an use of a practical test function represented by a linear oscillating
system in a generating procedure (the external signal representing the free term
in the differential equation corresponding to the oscillating system).

As a conclusion, the simplest model for generating practical test-functions on
[0, 2πT0] when the continuous signal is u = 1 designed using computer generated
practical test functions based on MATLAB procedures and standard algorithms
and verified using the same MATLAB procedures consists of the second order
oscillating system

(T0)
2 d2f

dτ2
+ f = u (29)

over the interval [0, 2πT0], in which test-functions are subject to the boundary
conditions

f(0) = 0, f (2πT0) = 0 (30)
these implying also

f (1) (2πT0) = 0, f (1) (2πT0) = 0 (31)

4 Conclusions

This paper has presented a heuristic algorithm for generating practical test func-
tions using MATLAB procedures. First it has been shown that ideal test func-
tions can’t be generated by differential equations, being underlined the fact that
differential equations can generate only functions similar to test functions (de-
fined as practical test functions). Then a step by step algorithm for designing
the most simple differential equation able to generate a practical test function
is presented, base on the invariance properties of the differential equation and
on standard MATLAB procedures. The result of this algorithm is represented
by a system working at the stability limit from initial null conditions, on limited
time intervals, the external signal representing the free term in the differential
equation corresponding to the oscillating system. Such a system can be built
using standard components and operational amplifiers, in an easy manner.
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Possibilities for Obtaining the Derivative of a
Received Signal Using Computer-Driven Second

Order Oscillators

Andreea Sterian and Ghiocel Toma�

Politehnica University, Department of Physics, Bucharest, Romania

Abstract. As it is known, a first step in modeling dynamic phenom-
ena consists in measuring with higher accuracy some physical quantities
corresponding to the dynamic system. However, for suddenly-emerging
phenomena ,the data acquisition can’t be restricted at sampling proce-
dures for a received signal (corresponding to a certain physical quantity).
A significant quantity is represented by the derivative (the slope) of the
received signals, because all dynamical models must take it into consid-
eration. Usually the derivative of a received signal is obtained by filtering
the received signal and by dividing the difference between the filtered val-
ues of the signal at two different moments of time at the time difference
between these time moments. Many times these filtering and sampling
devices consists of low-pass filters represented by asymptotically stable
systems, sometimes an integration of the filter output over a certain
time interval being added. However, such a structure is very sensitive at
random variations of the integration period, and so it is recommended
the signal which is integrated to be approximately equal to zero at the
end of the integration period. It will be shown that the simplest struc-
ture with such properties is represented by an oscillating second order
computer-driven system working on a time period.

1 Introduction

It is known that the derivative of a received signal is usually obtained by filtering
the received signal (using low-pass filters) and by dividing the difference between
the filtered values of the signal at two different moments of time at the time
difference between these time moments. The time difference Δt is very small
and it is usually set by oscillators having a higher accuracy, and so it can be
considered as constant.

Usually the filtering device consists of low-pass filters represented by asymp-
totically stable systems, sometimes an integration of the filter output over a
certain time interval being added. However, such a structure is very sensitive at
random variations of the integration period, and so it is recommended the signal

� This work is partly supported by the European Commision under contract EVG1-
CT-2002-0062 (OPTSDET).
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which is integrated to be approximately equal to zero at the end of the integra-
tion period. So we must try to use oscillating systems for filtering the received
signal (just in this case the filtered signal and its slope are approximately zero
at the end of a certain time interval). However, for avoiding instability of such
oscillating systems we must add certain electronic devices (gates) controlled by
computer commands, so as to restore initial null conditions for the oscillating
system. Before designing such a structure, we must notice that filtering and
sampling devices consisting of low-pass filters of first or second order have the
transfer function

H(s) =
1

T0s + 1
(1)

(for a first order system) and

H(s) =
1

T 2
0 s2 + 2bT0s + 1

(2)

(for a second order system). They attenuate an alternating signal of angular
frequency ω >> ω0 = 1/T0 about ω/ω0 times (for a first order system) or about
(ω/ω0)2 times (for a second order system). The response time of such systems
at a continuous useful signal is about 4 − 6T0 (5T0 for the first order system
and 4T0/b for the second order system). If the signal given by the first or second
order system is integrated over such a period, a supplementary attenuation for
the alternating signal of about 4− 6ω/ω0 can be obtained.

However, such structures are very sensitive at the random variations of the
integration period (for unity-step input, the signal, which is integrated, is equal
to unity at the sampling moment of time). Even if we use oscillators with a very
high accuracy, such random variations will appear due to the fact that an electric
current charging a capacitor usually performs the integration. This capacitor
must be charged at a certain electric charge Q necessary for further conversions;
this electric charge can’t be smaller than a certain value Qlim, while it has to
supply a minimum value Imin for the electric current necessary for conversions
on the time period tconv required by these conversions, the relation

Qlim = Imintconv (3)

being valid. So the minimum value Iint(min) for the electric current charging
the capacitor in the integrator system is determined by the relation

Iint(min) =
Qlim

tint
(4)

where tint is the integration period required by the application (knowing the
sampling frequency fs, we can approximately establish tint using the relation
tint = 1/fs). So the current charging the capacitor can’t be less than a certain
value. thus random variations of the integration period will appear due to the
fact that the random phenomena are generated when a nonzero electric current
is switched off.
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These random variations can’t be avoided if we use asymptotically stable
filters. By the other hand, an improvement in an electrical scheme used for
integrators in analog signal processing (see [1], [2]) can’t lead to a significant
increasing in accuracy, as long as such electronic devices perform the same task
(the system has the same transfer function). There are also known techniques
for reducing the switching noise in digital systems, but such procedures can be
applied only after the analog signal is filtered and sampled, so as to be prepared
for further processing. So we must give attention to some other kind of trans-
fer functions and to analyze their properties in case of filtering and sampling
procedures.

Mathematically, an ideal solution consists in using an extended Dirac function
for multiplying the received signal before the integration (see [3]), but is very
hard to generate thus extended Dirac functions (a kind of acausal pulses) using
nonlinear differential equations (see [4] for more details). So we must use some
simple functions for solving our problem.

2 The Necessity of Using Oscillating Systems for
Filtering the Received Signal

As it has been shown, first or second order stable systems are not suitable for
filtering the received signal in case of integration and sampling procedures. They
do not have the accuracy required by the operation

u(t2)− u(t1)
t2 − t1

=
u(t2)− u(t1)

Δt
(5)

We need a system having the following property: starting to work from initial
null conditions, for a unity step input it must generate an output and a derivative
of this output equal to zero at a certain moment of time (the condition for the
derivative of the output to be equal to zero has been added so as the slope and
the first derivative of the slope of the signal which is integrated to be equal to
zero at the sampling moment of time, when the integration is interrupted). It is
quite obvious that the single second order system possessing such properties is
the oscillating second order system having the transfer function

Hosc =
1

T 2
0 s2 + 1

(6)

receiving a step input and working on the time interval [0, 2πT0]. For initial
conditions equal to zero, the response of the oscillating system at a step input
with amplitude A will have the form

y(t) = A

(
1− cos

(
t

T0

))
(7)

By integrating this result on the time interval [0, 2πT0], we obtain the result
2πAT0, and we can also notice that the quantity which is integrated and its
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slope are equal to zero at the end of the integration period. Thus the influence
of the random variations of the integration period (generated by the switching
phenomena ) is practically rejected.

Analyzing the influence of the oscillating system upon an alternating input,
we can observe that the oscillating system attenuates about (ω/ω0)2 times such
an input.

The use of the integrator leads to a supplementary attenuation of about
[(1/(2π)(ω/ω0)] times. The oscillations having the form

yosc = a sin(ω0t) + b cos(ω0t) (8)

generated by the input alternating component have a lower amplitude and give
a null result after an integration over the time interval [0, 2πT0].

As a conclusion, such a structure provides practically the same performances
as a structure consisting of an asymptotically stable second order system and an
integrator (response time of about 6T0, an attenuation of about (1/6)(ω/ω0)3

times for an alternating component having frequency ω) moreover being less sen-
sitive at the random variations of the integration period. It is the most suitable
for the operation

u(t2)− u(t1)
Δt

(9)

where Δt = t2 − t1. For restoring the initial null conditions after the sampling
procedure (at the end of the working period) some electronic devices must be
added. In the next section it will be shown that these devices must be represented
by computer-driven electronic gates which must discharge certain capacitors at
the end of each period of the oscillating system (a period corresponding to a
working time).

3 The Necessity of Comparing the Value of the
Derivative over Two Working Periods

The most simple structure having the transfer function

H =
1

T 2
0 s2 + 1

(10)

consists of some operational amplifier for lower frequency, with resistors R0 con-
nected at the (-) input and capacitors C0 connected between the output and
the (-) input (the well-known negative feedback) together with computer-driven
electronic gates (for discharging these capacitors at the end of each working pe-
riod); no resistors and capacitors are connected between the (+) connection and
the ”earth” (as required by the necessity of compensating the influence of the
polarizing currents at the input of the amplifiers), so as to avoid instabilities
of operational amplifiers at higher frequencies. In figure 1 is represented such a
structure, having the period of oscillation of about 15μs (the capacity of C1 and
C2, corresponding to C0, being set to 69pF ). However, tests have shown that,
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Fig. 1. Circuit for medium frequency

for a constant input A, the output is about 0.35A at the end of a period )instead
of zero). So the capacitors were replaced by some others, having a capacity 10
times greater than the capacity of C1 and C2 in figure 1. Thus the time period
became equal to 150μs. For a constant input A, the output of the oscillating
system is represented in figure 2. It can be noticed that the output is about 0.1A
at the end of a complete oscillation. The output of the oscillating system can be
integrated over a period using a similar device (based on an operational amplifier
with a resistor Ri connected at the (-) input and a capacitor Ci connected on
the negative feedback loop), at the end of the period the integrated signal being
sampled. For a robust integration, we must chose as sampling moment of time
the moment when the output is equal to zero (thus the working time interval
presents a small difference as related to a period of the oscillating system, a scan
be noticed studying figure 2). The time constants Ti - for the integrating system
- and T0 -for the oscillating system - have the form

Ti = RiCi, T0 = R0C0 (11)

If the resistors R0, Ri and the capacitors C0, Ci are made of the same material,
the coefficient for temperature variation will be the same for resistors and will
be also the same for capacitors. Thus the ratio

A
2πT0

Ti
= A

2πR0C0

RiCi
= 2πA

(
R0

Ri

)(
C0

Ci

)
(12)

(the result of the integration) is insensitive at temperature variations (for more
details, see [4]).

However, for determining the derivative of the received signal we can’t simply
use the ratio

u(t2)− u(t1)
t2 − t1

=
u(t2)− u(t1)

Δt
(13)
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Fig. 2. Output of circuit for working period of 150 μs

while it is quite possible for the received signal to begin to change its value,
with a constant slope, at a time moment within the working period [0, 2πT0] of
the oscillating system. Thus we can’t just consider the result obtained over two
successive working periods (presented above) as the value of the derivative. We
have to wait another working period, and then we must compare the values

u(t2)− u(t1)
t2 − t1

=
u(t2)− u(t1)

Δt
,

u(t3)− u(t2)
t3 − t2

=
u(t3)− u(t2)

Δt
(14)

and only when the result of these two operations are almost equal we can assign
their result to the value of the derivative of the received signal.

4 An Extension of the Notion of Observability

As it has been shown in the previous paragraph, in the conditions of a step input
the output of an oscillating second order system possesses two components: a
step component and an alternating component of angular frequency ω0. The fact
that this output and its derivative are equal to zero at the sampling moment of
time can be connected with the notion of observability in systems theory. At the
sampling moment of time, both the state variables y(t) and dy/dt are equal to
zero (are unobservable) and thus the signal which is integrated and its slope are
equal to zero at this moment of time (the whole sampling structure is practically
insensitive at the random variations of the integration period). However, there
is a major difference between the notion of observability in this case and the
usual notion of stability (considered for analog linear systems): in our case the
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state variables are analyzed from the observability point of view only at certain
moments of time (at the sampling moments of time).

5 Conclusions

This paper has presented a possibility of obtaining the derivative of the received
electrical signal using a filtering device consisting of an oscillating second order
system and an integrator. The oscillating systems is working on a time period
for filtering a received electrical signal, with initial null conditions. The output
of this oscillating system is integrated over this time period (at the end of this
period the integrated signal being sampled). In the conditions of a unity-step
input, the output of the oscillating system (the quantity which is integrated) is
practically equal to zero at the sampling moment of time (when the integration
is interrupted). The necessity of using two such oscillating systems if we intend
to process the received signal in a continuous manner has been also presented.
The method can be used for obtaining the derivative of the optoelectronic signal
in case of phase detection for vibration measurements (see [5]).
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Abstract. This study presents simulations performed in Matlab for the
change of dielectric properties of mixtures of fatty acids under the influ-
ence of external optical or electrical pulses. These simulations are based
on the use of practical test-functions. It is shown that, for an external
observer, the behavior of the material medium for an alternating input of
high-frequency (corresponding to an optical pulse) presents a single oscil-
lation on the whole working interval, similar to the dynamics of ε noticed
during the experiments. For the case of suddenly-applied electric fields, it
is shown that the use of a similar dynamical model, in conjunction with
the hypothesis of progressive waves generated inside mixtures of fatty
acids by suddenly-applied electric fields, can simulate the dynamics of
electrical properties of such mixtures in a correct manner.

1 Introduction

For studying dynamics of electrical properties for a mixture of fatty acids un-
der the influence of external optical or electrical pulses, differential equations
able to generate practical test-functions [1] are recommended. They has the
advantage of generating functions which differ to zero only on a finite time in-
terval, unlike methods based on unstable resonant orbits [2] or bifurcations [3].
This study presents simulations performed in Matlab for the change of dielectric
properties of mixtures of fatty acids under the influence of external optical or
electrical pulses. The behavior of the material medium is studied using differen-
tial equations corresponding to practical test-functions, with a free-term added
(corresponding to the received pulse) and with initial null conditions.

2 Simulating the Dynamics of Dielectric Properties of
Fatty Acids for External Optical Pulses

We are looking for a mathematical model for describing the dynamics of phe-
nomena taking place inside the material, under the influence of external optical
pulses. Due to the fact that the optical pulse possess a higher frequency, we can’t
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use a linear equation of evolution, because the answer of such an equation at an
external command of higher frequency is close to zero. It results that we must
try nonlinear equations of evolution; we begin our study by looking for nonlin-
ear dynamics able to generate pulses similar to test-functions. These functions
(similar to a Dirac pulse) can be written under the form

ϕ(τ) =
{

exp ( 1
τ2−1 ) if τ ∈ (−1, 1)

0 otherwise
(1)

where
t = t− tsym (2)

tsym being defined as the middle of the working time interval. Such a function
has nonzero values only for t ∈ [−1, 1]. At the first step we are looking for
a differential equation, which can have as solution this function ϕ. Such an
equation can’t generate the test function ϕ (the existence of such an equation
of evolution, beginning to act at an initial moment of time would imply the
necessity for a derivative of certain order n - noted ϕn to make a jump at this
initial moment from the zero value to another value which differs to zero, and
such an aspect would be in contradiction with the property of the test-functions
to have continuous derivatives of any order on the whole real axis - in this case
represented by the time axis). So it results that an ideal test-function can’t be
generated by a differential equation, but it is quite possible for such an equation
to possess as solution a practical test function f (a function with nonzero values
on the interval t ∈ [−1, 1]. and a certain number of continuous derivatives on the
whole time axis). So we will try to study evolutions depending only of the values
f, f1, . . . fn (these values being equal to the values of ϕ,ϕ1, . . . ϕn at a certain
time moment very close to the initial moment t = −1). By trying equations as

f (1) =
−2t

t2 − 1
f (3)

(a first order differential equation), we obtain a pulse symmetric as related to
t = 0. However, we try to use second order differential equations, which can
admit as solution functions having the form

ϕ = exp
a2

t2 − 1

with certain initial conditions; for a = 1 we must use the differential equation

f (2) (t) =
6t4 − 2

(t2 − 1)4
f (t) (4)

and for a = 0.1 we must use the differential equation

f (2) (t) =
0.6t4 − 0.36t2 − 0.2

(t2 − 1)4
f (t) (5)
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and with different initial conditions for f, f (1) . . . (using Runge-Kutta functions
in MATLAB) it resulted that the last equation can lead to functions similar to
a rectangular unitary pulse (the amplitude is close to unity for more than 2/3
of the integration period).

At the second step we must change these equations of evolution, because all
changes inside the material medium appear due to the external optical pulse.
Due to this reason, we must consider initial null initial conditions for the system,
and we must also add a free term in the differential equation - corresponding
to the instantaneous value of the electrical field of the optical pulse (having a
frequency of about 1014Hz). As working period we choose a value approximately
equal to the period when the optical signal is received by the detector (about
0.2ms). So, the differential equation must be written as

f (2) (t) =
6t4 − 2

(t2 − 1)4
f (t) + u (t) (6)

where u is represented by an alternating function with a frequency 1011times
greater than the working period (0.2 ms). By numerical simulations in MATLAB
with Runge-Kutta functions we have obtained the results presented in figure 1
(for u = sin

(
1011πt
)
) and in figure 2 (for u = cos

(
1011πt
)
).
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Fig. 1. f versus time for input u = sin(1011τ)

The function f (generated by the material medium under the influence of the
external optical pulse) can be integrated on this working time, the result z of
this operation representing the physical quantity measured by the external ob-
server (the dielectric constant ε of fatty acids under the influence of laser pulses,
in our case). It can be noticed that, for the external observer, the behavior of
the material medium is far of having a shape of an alternating signal, with a
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Fig. 2. f versus time for u = cos(1011τ)

frequency similar to the frequency of the external optical pulse. A single oscilla-
tion on the whole working interval can be observed, similar to the dynamics of ε
noticed during the experiments. This shows that the tackling way based on the
use of systems described by differential equations able to generate pulses similar
to test functions is correct.

3 Simulating the Dynamics of Dielectric Properties of
Fatty Acids for Suddenly Applied Electric Fields

For simulating the dynamics of dielectric properties (the dielectric constant ε )
of the fatty acids under the influence of an external electrical pulse (supposed
to be constant over a certain time interval) we must consider that the function
f (generated inside the material medium) is propagating toward the external
observer under the form of a progressive wave. The external observer receives
the influence of function f as a sum of all effects, which can be represented as
an integral of function f multiplied by the progressive wave. Thus the dynamics
of quantity z corresponding to the dielectric properties of the material can be
written as

f (2) (t) =
6t4 − 2

(t2 − 1)4
f (t) + u (t) (7)

z(1) (t) = f(t)sin (πt− Φ) (8)

where Φ represents an initial phase of the progressive wave (caused by an internal
response time inside the material). For

u(t) = 1, Φ = π/12 (9)

the function z(t) is represented in figure 3, and for
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Fig. 3. z versus time for progressive wave, Φ = π/12
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Fig. 4. z versus time for progressive wave, Φ = 5π/12

u(t) = 1, Φ = 5π/12 (10)

the function z(t) is represented in figure 4.
Studying figure 3, one can notice that function z is equal to zero at the initial

time moment and then presents a minimum value at a time moment close to the
initial time moment, before ending its evolution at a certain final value. This
shape matches the dynamics of the dielectric constant ε under the influence of
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an electric field suddenly applied to a material medium consisting of a mixture of
fatty acids. So the use of dynamical models based on practical test-function (in
conjunction with the hypothesis of progressive waves generated inside mixtures
of fatty acids by suddenly-applied electric fields) can simulate the dynamics of
electrical properties of such mixtures in a correct manner.

4 Conclusions

This study has presented simulations performed in Matlab for the change of
dielectric properties of mixtures of fatty acids under the influence of external
optical or electrical pulses. These simulations are based on the use of practical
test-functions; the output of systems of differential equations simulating the
behavior of the material medium was studied using Runge-Kutta equations. It
was shown that, for an external observer, the behavior of the material medium
for an alternating input of high-frequency (corresponding to an optical pulse) is
far of having a shape of a high-frequency alternating signal. A single oscillation
on the whole working interval can be observed, similar to the dynamics of ε
noticed during the experiments.

For the case of suddenly-applied electric fields, it was shown that the use
of a dynamical models based on practical test-function (in conjunction with
the hypothesis of progressive waves generated inside mixtures of fatty acids by
suddenly-applied electric fields) can simulate the dynamics of electrical proper-
ties of such mixtures in a correct manner. The shape of the output is equal to
zero at the initial time moment and then presents a minimum value at a time
moment close to the initial time moment, before ending its evolution at a cer-
tain final value, similar to the experimental observations. This shows that the
tackling way based on the use of systems described by differential equations able
to generate pulses similar to test functions is correct.
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Abstract. In the mathematical theory of distributions are widely used
test-functions (which differ to zero only on a limited interval and have
continuous derivatives of any order on the whole real axis). The use of
such functions is also recommended in Fourier analysis of wavelets. How-
ever, less attention was given to connections between test-functions and
equations used in mathematical physics (as wave equation). This pa-
per shows that test-functions, considered at the macroscopic scale (that
means not as δ -functions) can represent solutions for the wave-equation,
under the form of acausal pulses (which appear under initial null condi-
tions and without any source-term to exist). This implies the necessity for
some supplementary requirements to be added to the wave-equation, so
as the possibility of appearing such pulses to be rejected. It will be shown
that such a possibility represents in fact a kind of bifurcation point, and a
statistic interpretation (based on probability for state-variables to make
certain jumps) is presented for justifying the fact that such pulses are
not observed. Finally the advantage of using practical test function for
wavelets processing is presented.

1 Introduction

As it is known, in Fourier analysis based on wavelets the user wants to obtain
the mean value of the received signal multiplied by certain alternating functions
over a limited time interval. Usually this operation is performed by a direct
integration of the signal on this time interval. However, such structures are
very sensitive at random variations of the integration period, due to stochastic
phenomena appearing when an electric current is interrupted. For this reason,
a multiplication of the received signal with a test-function - a function which
differs to zero only on this time interval and with continuous derivatives of
any order on the whole real axis - is recommended. Yet such test functions,
similar to the Dirac functions, can’t be generated by a differential equation.
The existence of such an equation of evolution, beginning to act at an initial
moment of time, would imply the necessity for a derivative of certain order to
make a jump at this initial moment of time from the zero value to a nonzero
value. But this aspect is in contradiction with the property of test-functions
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to have continuous derivatives of any order on the whole real axis, represented
in this case by the time axis. So it results that an ideal test-function can’t be
generated by a differential equation (see also [1]); the analysis has to be restricted
at possibilities of generating practical test-functions (functions similar to test-
functions, but having a finite number of continuous derivatives on the whole real
axis) useful for wavelets analysis. Due to the exact form of the derivatives of test-
functions, we can’t apply derivative free algorithms [2] or algorithms which can
change in time [3]. Starting from the exact mathematical expressions of a certain
test-function and of its derivatives, we must use specific differential equations
for generating such practical test-functions.

For example, the bump-like function

ϕ(τ) =
{

exp ( 1
τ2−1 ) if τ ∈ (−1, 1)

0 otherwise
(1)

is a test-function on [−1, 1]. We are looking for an initial value problem for gen-
erating a practical test-function f on [−1, 1] by considering differential equations
satisfied by the exact form of the amplitude and of the derivatives of the bump
function ϕ. Such equations are

f (1) =
−2τ

(τ2 − 1)2
f, f(−0.99) = ϕ(−0.99) (2)

f (2) =
6τ4 − 2

(τ2 − 1)4
f, f(−0.99) = ϕ(−0.99), f (1)(−0.99) = ϕ(1)(−0.99) (3)

Numerically integrations give solutions similar to ϕ, but having a very small
amplitude.

2 Utility of Test-Functions in Mathematical Physics

Test-functions are known as having as limit the Dirac function when the interval
on which they differ to zero decreases toward zero. However, less attention was
given to the fact that such test-functions, considered at the macroscopic scale
(that means not as Dirac-functions) can represent solutions for certain equa-
tions in mathematical physics (an example being the wave-equation). The main
consequence of this consists in the possibility of certain pulses to appear as solu-
tions of the wave-equation under initial null conditions for the function and for
all its derivatives and without any free-term (a source-term) to exist. In order
to prove the possibility of appearing acausal pulses as solutions of the wave-
equation (not determined by the initial conditions or by some external forces)
we begin by writing the wave-equation

∂2φ

∂x2
− 1

v2

∂2φ

∂t2
= 0 (4)

for a free string defined on the length interval (0, l) (an open set), where φ
represents the amplitude of the string oscillations and v represents the velocity
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of the waves inside the string medium. At the initial moment of time (the zero
moment) the amplitude φ together with all its derivatives of first and second
order are equal to zero. From the mathematical theory of the wave-equation we
know that any solution of this equation must be a superposition of a direct wave
and of a reverse wave. We shall restrict our analyze at direct waves and consider
a supposed extension of the string on the whole Ox axis, φ being defined by the
function

φ(τ) =
{

exp ( 1
(x−vt−1)2−1 ) for x− vt < 1

0 for x− vt ≥ 1
(5)

where t ≥ 0. This function for the extended string satisfies the wave-equation
(being a function of x-vt , a direct wave). It is a continuous function, having
continuous partial derivatives of any order for x ∈ (−∞,∞) and for x ≥ 0. For
x ∈ (0, l) (the real string)the amplitude φ and all its derivatives are equal to
zero at the zero moment of time, as required by the initial null conditions for
the real string. We can notice that for t = 0 the amplitude φ and its partial
derivatives differ to zero only on a finite space interval, this being a property of
the functions defined on a compact set (test functions). But the argument of the
exponential function is x− vt ; this implies that the positive amplitude existing
on the length interval (−2, 0) at the zero moment of time will move along the Ox
axis in the direction x = +∞. So at some time moments t1 < t2 < t3 < t4 < . . .
after the zero moment the amplitude φ will be present inside the string, moving
from one edge to the other. It can be noticed that the pulse passes through the
real string and at a certain time moment tfin (when the pulse existing at the
zero moment of time on the length interval (−2, 0) has moved into the length
interval (l, l + 2)) its action upon the real string ceases. We must point the fact
that the limit points x = 0 and x = l are not considered to belong to the
string; but this is in accordance with the rigorous definition of derivatives (for
this limit points can’t be defined derivatives as related to any direction around
them). The problem that a classical equation (such as the wave-equation) admits
acausal solutions (for initial null conditions and without any external forces to
exist) can be solved using deterministic methods, such as adding supplementary
mathematical requirements to the wave-equation (the principle of least action,
for example) or considering a causal chain:

a) external force (free-term) =⇒
=⇒ b) changes in the value of partial derivatives as related to space coordi-

nates
=⇒ c) changes in the partial derivatives of the amplitude as related to time
=⇒ d) changes in the value of the function

so as the possibility of appearing acausal pulses (not yet observed) to be re-
jected. Such a causal chain can be represented in a mathematical form only as a
differential equation able to generate functions similar to test functions, defined
as practical test functions.

Another kind of method, based on statistical physics, is also available. Taking
into account the fact that at the zero moment of time all derivatives of the
amplitude of the real string are equal to zero on the whole length of the string
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and after a very small time interval, at moment t′ close to zero they may become
different to zero in a small area inside it, we can consider the zero moment of time
as a bifurcation point. At this moment of time there are several branches in the
phase-space which satisfy the wave equation (the zero amplitude and the acausal
pulse, for example). We consider the hypothesis that the string can choose a
branch due to some stochastic jumps of the state-variables (the amplitude and
some of its derivatives) around the zero moment of time, in a certain point.
This implies that small changes in a small number of state-variables at the
zero moment of time, imply a higher probability for that branch of evolution
to appear. In the case we have presented, the acausal pulse (the test function)
possess an infinite number of derivatives different to zero for any value of the
argument for which the function differs to zero. This imply that a jump on
this trajectory requires an infinite number of changes in the state-variables (the
amplitude and its derivatives) at the edge x = 0 of the real string at a time
moment t′ very close to the zero moment. These changes have a very small
module, but they establish in a very short time Δt the shape of the amplitude φ
on a very small length Δx around the point x = 0 (the edge of the real string)
along the positive part of the Ox axis (the real string). This nonzero amplitude
appearing on length Δx can be considered as part of an acausal pulse starting
to move through the real string .By noting these state-variables (the amplitude
and its derivatives of different order at the point x = 0) with a0, a1, . . . ak . . .
and by noting the state-variables of the acausal pulse at a moment of time t′

very close to zero with b0, b1, . . . bk . . .,we may write the probability of appearing
a trajectory representing an acausal pulse as a consequence of such jumps under
the form:

Pac = P0 ∩ P1 ∩ P2 ∩ . . . Pk ∩ . . . (6)

In the previous equation P0 is defined as

P0 = P (a0 (t′) = b0 | a0 (0) = 0) (7)

and it represents the probability of the state-variable a0 to become equal to b0 at
the time moment t′ close to the zero moment, taking into account the fact that
this state-variable was equal to zero at the zero moment of time. P1 is defined
as

P1 = P (a1 (t′) = b1 | a1 (0) = 0) (8)

and it represents the probability of the state-variable a1 to become equal to b1

at the time moment t′ close to the zero moment, taking into account the fact
that this state-variable was equal to zero at the zero moment of time,.. Pk is
defined as

Pk = P (ak (t′) = bk | ak (0) = 0) (9)

and it represents the probability of a state-variable ak to become equal to bk at
the time moment t′ close to the zero moment, taking into account the fact that
this state-variable was equal to zero at the zero moment of time.

Considering possible independent jumps for each state-variable ak and con-
sidering also that each factor Pk appearing in expression of Pac is less than a
certain value m < 1 ( Pk corresponding to a probability) , we may write:
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Pac = P0 ∩ P1 ∩ P2 . . . ∩ Pk . . .⇒ (10)

Pac = P0 · P1 · P2 . . . · Pk . . .⇒ (11)

(the probabilities Pk are considered to be independent, so Pac is represented by
the product of all Pk)

Pac < P0 · P1 · P2 . . . · Pn ⇒ (12)

(all factors Pk, with k > n, are less than unity, so the right part of the previous
equality increases if these factors are removed)

Pac < mn ⇒ (13)

(because each factor is considered to be less than m, where m < 1)

Pac → 0 for n→∞ (14)

(the number of state variables ak trends to infinite, and so n can be chosen as
great as we want).

So Pac → 0, the probability of appearing an acausal pulse being equal to
zero. On the contrary, the probability for the string to keep its initial trajectory
(the zero trajectory, which means that no changes in the amplitude appear) is
very high, while this implies that the initial state-variables do not vary.

Another statistic method of solving this aspect consist in considering that at
each moment the probability of appearing such an acausal pulse is equal to the
amplitude of appearing an acausal pulse having the same amplitude, but with an
opposite sign. So the resulting amplitude is be equal to zero and no motion appears.

3 Applications for Generating Wavelets

As shown in previous paragraph, acausal pulses similar to test-functions can’t be
generated by equations with partial derivatives (such as in [4]) such as the wave
equation, due to the changes appearing at a certain moment of time, on a very
small length Δx , for an infinite number of state-variables. The statistic method
presented for justifying the fact that such acausal pulses are not observed implies
also the fact that statistic computer methods for generating different functions
using differential equations (by varying the initial conditions) are not adequate
for test-functions. So for wavelets processing applications, we must use practical
test-functions, generated by differential equations of evolution.

A first choice would be the use of a practical test-function for a primary multi-
plication of the received signal before multiplying this signal with an alternating
function (the wavelet); yet this would imply two operations to be performed
upon this received signal. This can be avoided if we use the associative prop-
erty of multiplication. By noting the received signal with f , the wavelet with w
and the practical test function with ϕ (t) , we can write the results z of both
operations (the function which must be integrated) under the form

z (t) = w (t) [ϕ (t) f (t)] (15)

or under the form
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z (t) = [w (t)ϕ (t)] (t) = wϕ (t) f (t) . (16)

The function wϕ (t) can be obtained by multiplying the usual wavelet with a
practical test function; it is used further for processing the received signal f (by
multiplying and integrating the result on a limited time interval). Due to the
fact that the values of the practical test function ϕ (t) and of certain number
of its derivatives are also equal to zero at the beginning and the end of the
integrating period, the values of the function wϕ (t) and of a certain number of
its derivatives will be also equal to zero at these moments of time. Thus wϕ (t)
possess properties similar to test functions. Moreover, if the usual wavelet w (t)
is asymmetrical as related to the middle of the working period, than the function
wϕ (t) is also asymmetrical as related to this moment ( ϕ (t) being symmetrical
as related to this moment) and the integral of wϕ (t) on the whole real axis will
be equal to zero. By adjusting the magnitude of the practical test function the
integral of [wϕ (t)]2 can be made equal to unity, and thus wϕ (t) becomes also a
wavelet. In this manner wavelets similar to test functions can be generated.

4 Conclusions

This paper has presented the possibility of some acausal pulses to appear as
solutions of the wave-equation for a free string considered on the length interval
(0, l). Such pulses are in fact extended Dirac functions which can be imagined
as coming from outside the string. It is shown that the possibility of appearing
such pulses represents in fact a bifurcation in the phase-space of the string. This
study tries to apply this concept to stochastic jumps on trajectories determined
by test functions (having an infinite number of derivatives different to zero inside
a limited open set and equal to zero outside it). Then the utility of using prac-
tical test-functions (functions similar to such extended Dirac-functions, which
can be generated by a differential equation of evolution) in wavelets analysis is
presented.

References

1. Toma, C. : Acausal pulses in physics-numerical simulations, Bulgarian Journal of
Physics (to appear)

2. Morgado, J. M., Gomes, D.J. : A derivative - free tracking algorithm for implicit
curves with singularities, Lecture Notes in Computer Science 3039 (2004) 221–229

3. Federl, P., Prudinkiewiez, P. : Solving differential equations in developmental mod-
els of multicellular structures using L-systems, Lecture Notes in Computer Science
3037 (2004) 65–82

4. Frankel, M., Roytburd, V. : Finite-dimensional model of thermal instability, Appl.
Math. Lett. 8 (1995) 39–44



 

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 604 – 613, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 

Wavelet Analysis of Solitary Wave Evolution 

Carlo Cattani 

DiFARMA, Università di Salerno 
Via Ponte Don Melillo, I- 84084 Fisciano (SA) 

ccattani@unisa.it 

Abstract. The problem of solitary wave propagation in dispersive media is 
considered. The nonlinear equation (hyperbolic modification of Burger’s one) 
in presence of a dispersive propagation law, give rise to  nonlinear effects as the 
breaking down of the wave into localized chaotic oscillations. Finally, it is 
shown how to handle the representation of solitary profiles by using elastic 
wavelets. 

1   Introduction 

The hyperbolic modification of the Burgers equation [8] is 

2 2

2 2
u u u u

u 0
t xt x

∂ ∂ ∂ ∂τ + + − σ =   
∂ ∂∂ ∂

 (1) 

where τ  is the relaxation time, σ  viscosity , ( )u u x, t =  velocity. The second order 

derivative has been considered in order to take into account memory effects, in 
particular when 0τ =  (absence of memory effects) we have the nonlinear Burger 
equation. This equation is the simplest modification of the one-dimensional Navier-
Stokes system and includes in the parabolic-type equation non-local effects as it has 
been done by Cattaneo, Vernotte, Joseph [2, 7] in order to take into account memory 
effects.  

  The initial profile is taken  in the form 

( ) ( )u x,0 B F x=   (2) 

where ( )F x  is a function with finite compact support [1, 3, 4, 5, 6, 9, 10, 11].  

  The solution of (1) in the form of simple (Riemann) waves is [3, 9, 10, 11]  

( ) ( )u x, t B F z=   (3) 

being z x v t= −  . In particular, it is assumed, according to the dispersity hypothesis 
on the medium, that the phase velocity depends on z , i.e.    

( )v v z , z x v t =           = −   (4) 
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so that the evolution implies a non linear dependence on the phase velocity giving rise 
to some nonlinear effects.  

In the following, we will give the general solution of equation (1), under the 
hypothesis that the initial profile can be expressed, according to (3), as a given 
function which is deformed (in dependence of the phase velocity) during the 
evolution.  

2   Method of Solution for the Propagation of a Solitary Wave 

In order to simplify this model, and to derive the solution in the form of Riemann 
wave some hypotheses are done. 

First assumption: It is assumed the weak dispersive law for materials, i.e. that during 
the evolution there results  

d v
0

d z

  ≅ 
 

 (5) 

in other words during the considered time interval the phase velocity is nearly 
constant while the kinetic energy is taken constant during the evolution. With this  

hypothesis we have 
2

2
2

u u
B F v, B F v

t t

∂ ∂  ′ ′′ = −       =       
∂ ∂ 

 and 
2

2
u u

BF BF
x x

∂ ∂  ′ ′′=  ,  =     
∂ ∂ 

  

with ( ) ( ) ( ) ( )2

2

d d
' , "

dz dz

⋅ ⋅
⋅ = ⋅ = . 

Second assumption: Among all functions ( )F z  we choose an eigenfunction, in the 

sense that 

2

1 22
d F(z) d F(z)

F f (z) F(z) , F f (z) F(z)
dz dz

 ′ ′′≡   =           ≡   =   (6) 

with ( )F z  given for all z  (so that ( ) ( )1 2f z , f z    can be explicitly computed).  

With this assumptions, equation (1) gives 

2
2 1 1 2f v f v B f F f 0τ       −      +    − σ   =    (7) 

so that we have for the phase velocity ,  

( )
( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( )
( )

2 2
1 1 21 2

2

2

1

1
f z f z 4 B f z f z F z 4 f z , 0

2 f z
v z

f z
B F z , 0

f z

   ± −   τ  + τσ  τ ≠
 τ 

   =    
  − σ     τ =

 

 

 

(8) 

and for the ( )B F z :  
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( ) ( )
( ) ( ) ( )

( ) ( )2 2 2

1 1

f z f z
B F z v z v z

f z f z

  
      = σ    +        −  τ         

  
 (9) 

There follows that the solution of system (1) is  

( ) ( ) ( )( )u x, t B F z B F x v z t=     =  −   

with ( )v z  given by (8), that is  

( )

( ) ( ) ( ) ( ) ( ) ( ) ( )2 2
1 1 21 2

2

u x, t

1
B F x f z f z 4 B f z f z F z 4 f z t

2 f z

 = 

=  −    ± −   τ  + τσ       
 τ 

 (10) 

when 0τ ≠   and  

( ) ( ) ( )
( )

2

1

f z
u x, t B F x B F z t

f z
   =  −   − σ 

 
 (11) 

for 0τ =  , or equivalently, according to (9), 

( ) ( )( )
( )( ) ( ) ( )( )

( )( ) ( )2 2 2

1 1

f x v z t f x v z t
u x, t v z v z

f x v z t f x v z t

−   −   
= σ   +  − τ    

−   −   
 (12) 

  The initial condition is  

( ) ( )u x,0 B F x=   (13) 

If we give the initial functions as (13), and we look for a dispersive law (6) 
propagation, wave propagates according to (10)-(11), with phase velocity given by (8).  

3   Example of the Evolution of Harmonic Wave  

Equations (10)-(11) depend on the choice of the function ( )F z  and then, according to 

(3), on the initial profile. In this section we consider a classical harmonic wave. In the 
next sections we will consider solitary profiles.  

  Let us take ( )F x cos x=  . We have (see Fig. 1) 

( ) 21
u x, t B cos x tan z tan z 4 B sin z 4 t

2
   =  +     ± +   τ  + τσ       

 τ 
 (14) 

( ) ( ) ( ){ }0 0u x, t B cos x B cos x v t cotan x v t t   =  −  −   − σ  −    
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Fig. 2. 
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  In absence of  memory effect 0τ =  it is: 

( ) ( ) ( ){ }0 0u x, t B cos x B cos x v t cotan x v t t   =  −  −   − σ  −    

  In this case, with 2.7σ =  and 0v 1=  the initial profile ( )u x,0 cos x=  evolves as 

Fig. 2 .  
In both cases there are some regions of chaotic behavior due to the viscosity 0σ ≠ . 

4   MH - Wavelets or Elastic Wavelets 

As we have seen in the previous section the Riemann wave solutions are defined 
according to the initial function ( )F x  that should be also an eigenfunction. If we 

want to take into account more general initial profiles we need to define a suitable 
representation of the initial profile into a suitable series of eigenfunctions. This can be 
done using wavelet families.  

The MH-wavelet family is  ( )j 2 j
j,k (x) 2 2 x 0,5k− −ψ = ψ −  

( )
2

j k
2 2 x 2

j/ 2 1 4 j 2
j,k

k
(x) 2 2 3 1 2 x e .

2

−− −
− − −ψ =  π − −

 

(14) 

If we define  

j
j,k

k
A (x) 2 x

2
−= −    ,   

j
j,k

d
A (x) 2

dx
−=

  

the first and second derivatives are  

( ) ( )

( )
( )

( )
( )

( )

2
j,k j,kj j 1

j,k2
j,k

j,k

j,kj j 1
j,k2

j,k

A x A x 3
2 (x) , x 2 k 2

1 A xd
(x)

d x A x
2 (x) , x 2 k 2

1 A x

− −

− −

 −  
    ψ ≠ ± 

−
ψ = 

  
−   ψ  = ± 

−  

(15) 

and  

( ) ( )

( )

4 2
2 j,k j,k2 j

j,k j,k2 2
j,k

A x 6 A x 3d
(x) 2 (x)

d x A x 1

−
  −   +  

ψ =     ψ  
 −  

(16) 

which can be also written as  
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( )( )
( )

2
j,k2

2j
j,k j,k2 2

j,k

A x 6
d

(x) 2 (x)
d x A x 1

2

−
 − 3  −  

ψ =     ψ  
 −  
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Fig. 3. The MH-wavelets ψ0,0(x) (plain), ψ1,0(x) (thick dashed), ψ2,0(x) ( dashed) 

Reconstruction Formula 

An approximate (for choosing the finite numbers of scales from 0j  to 00j ) 

representation of the function-signal using the wavelet (14) has the form  

( ) ( )
00

0

j j

j,k j,k
j j k Z

1
f x d x

A

=

= ∈
≈ ψ  (17) 

with A 6.819≅  and  

j,k j,kd f (x) (x)dx.
∞

−∞
= ψ  (18) 

Of course the level of approximation depends on the coefficients j,kd , which in 

turn depend on the function ( )f x . For example the reconstruction of the function 

( )
2x / 2

0H x e−=  is given in the next section. 
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Reconstruction of the Function ( )0H x  

The effective support (the interval, on which is accumulated the major weight of the 
function) of ( )0H x  is determined by the interval ( )5,5− . It seems to be sufficient 

for the representation of any  function to end  the  approximation up to certain scale 
levels from 0j  to 00j  in order to fit as much as possible the convexity of the curve. 

While, in order to fit the “tails”, it is enough to fix the upper bound of the translation 
parameter 0k . As a rough estimate of the approximation, we can take this function 

which, for a fixed family of wavelets, depends on ( ) , 00 0f x , j j , k0    : 

( ) ( ) ( )
00 0

0 0

1/ 22
j j k

0 00 0 j,k j,k
j j k k

1
f , j , j , k f x d x dx

A

+∞ =

= =−−∞
ε = − ψ  

For ( )0H x , we have the following values of the error, therefore if we want to 

reconstruct ( )0H x , with an approximation error up to 33 10−   ,  

 
 

00 2j =  00 3j =  00 4j =  00 5j =  

( )0 , 2, ,10ooH je -  0.189177 0.0961912 0.048710 0.0248426 

 
 

00 6j =  00 7j =  00 8j =  

( )0 , 2, ,10ooH je -  0.0128928 0.0069158 0.00392709 

-4 4-2 2

1

 

Fig. 4. Wavelet approximation of H0(x) at j00 = 2, j00 = 4 (dashed), and (plain) at the scale j00  = 8 

~
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The total number of wavelet coefficients, ( )j,k 00 0d j 2 , j 8 , k 100  ,  = −    =      = , in 
the above approximate expansion is 231 , but many coefficients have a very small 
values. Therefore by a suitable threshold we can select the coefficients (with 
corresponding wavelet) having a significant contribution. For example, if we neglect, 
in the above example, the coefficients less than 0.05, there remain only 45 significant 
coefficients and the approximation is still good (see Fig. 5, left), for a threshold 0.1 
there remain 36 coefficients (see Fig. 5, center) , while for a threshold 0.2, we have 
only 24 coefficients, but the reconstruction is very coarse (see Fig. 5, right). 

-4 4-2 2

1

-4 4-2 2

1

-4 4-2 2

1

 

Fig. 5. Threshold reconstruction of H0(x) at j00 = 2, j00 = 4,  with threshold 0.05, 0.1, 0.2 

5   Solving the Problem on a Solitary Wave Using MH-Wavelets 

The primary idea of using the system of MH-wavelets in solving the problem (1), (2) 
consists in representation of  an initial profile of the wave through these wavelets 

( )
j4 20

j24 jk
j 4 k 20

1
F(x) F (x) d 2 2 x 0,5k

A

− −

=− =−
≈ = ψ −  (19) 

and the assumption that the propagating in a weak dispersive medium initial profile 
will be changed slightly. So that  the solution of problem (1), (2), expressed as a the 
evolution of a simple wave can be represented in the form like (7)-(15): 

 

it is enough to take 00 0j 2 , j 8 , k 100  = −    =      =  , (see Fig. 4) 

( )
j 8 10

0 j,k j,k
j 2 k 10

H (x) 1 A d (x)
=

=− =−
≈  ψ  
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( ) ( )
( ) ( )

( )

00 0

0 0

2j k j,k j,k2j
j,k j,k

2j j k k
j,k

A z A z 3d
F z 2 1/ A d (z)

d z
A z 1

−

= =−

  −   
=     ψ  

 
−  

 

and  

( ) ( )
( ) ( )

( )

00 0

0 0

4 2j k2 j,k j,k2 j
j,k j,k2 2j j k k

j,k

A z 6 A z 3d
F z 2 1/ A d (z)

d z A z 1

−

= =−

  −   +  
 =     ψ  

 −  

 

Thus we have a hierarchical decomposition of waves (one for each level fixed 
j, k ), which gives the solution according to (10). 
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Abstract. The Numerical Physics field has its specific phenomena ,
which intervene always but are confined usually to very restricted limits.
However, the description possibilities (accuracy, computing time, etc) of
computers are limited and sometimes - in strong connection with some
specific features of the used algorithms and the computer errors - the
numerical phenomena reach important amplitudes, the accomplished nu-
merical simulations presenting significant distortions relative to the sim-
ulated (true) physical evolutions. That is why the goal of this work is to
study the main features of some classical and newly found out numerical
phenomena associated to the Finite Differences (FD) simulations of the
wave propagation through media with sharp interfaces and attenuative
character (considered as suddenly-emerging phenomena), and of other
physical processes. The mechanisms of these numerical phenomena were
studied in detail, the obtained findings allowing us to predict the distor-
tions of the simulated physical processes. Of course, the good knowledge
of the main features and of the mechanisms of the most important nu-
merical phenomena allows us also to avoid the appearance of drastic
distortions of the simulated evolutions, as well as the optimization of
some numerical simulations.

1 Introduction

We live in a computerized world, our (21st century) civilization being a civi-
lization of computers. The computers achieved a strong connection between the
Technical Physics, Engineering and Numerical Approximation and Analysis, re-
sulting Numerical Physics. This field has its specific phenomena, which intervene
always but are confined usually to very restricted limits. However, the descrip-
tion possibilities (accuracy, computing time, etc) of computers are limited and
sometimes - in strong connection with some specific features of the used algo-
rithms and the computer errors - the numerical phenomena reach important
amplitudes, the accomplished numerical simulations presenting significant dis-
tortions relative to the simulated (true) physical evolutions. Taking into account
that the work of all present complex installations and devices is controlled by
computers, the appearance (due to some numerical phenomena) of some impor-
tant distortions of the simulated processes lead usually to major failures of the
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technical installations. Particularly, the events referring to the erroneous numer-
ical simulation and design of the flight of the Patriot Missile which failed (with
disastrous results) - during the Gulf War in 1991 - to stop a Scud Missile [1]
and the self-destruction of the European space Agency’s Ariane 5 rocket 37, at
seconds after its launch, were both assigned to computer errors and their as-
sociated numerical phenomena. But why are computer simulations used? The
frequent use of the numerical simulations in different scientific and technical
problems has two main causes: a) the numerical simulations are considerably
cheaper than the experimental determinations, b) they can be used even in inac-
cessible experimental conditions. The numerical simulations are accomplished by
means of the computers, which are finite as action in time and in space. That is
why the obtained numerical results are governed by specific laws, corresponding
to a Virtual World. The computers errors generate the numerical phenomena,
which correspond so to the Computers Virtual World. By the other side, we
must think whether some FD methods doesn’t correspond to the true world,
the propagation of a wave being in this case represented by a succesion of some
other phenomena specific to small space-time intervals.

The main numerical phenomena (instability, dispersion, non-convergence)
specific to the Finite Difference (FD) simulations of the wave propagation in ideal
media were observed even since 1920’s years, when R. Courant, H. Friedrichs and
W. Lewy [4] have established the conditions for the appearance of instabilities
due to

C = τvΦ ε > 1 (1)
where C is the Courant’s similitude criterion, τ, ε are the time and space FD
steps, respectively, and for the appearance of dispersions due to

C = τvΦ/ε < 1 (2)

for the simulated pulse, during the propagation through an ideal medium (in
such media, the phase propagation velocity vΦ .is the same for all harmonic
components of an arbitrary pulse). Later, prof. P.P. Delsanto (Politecnico di
Torino) and his collaborators have pointed out [3] the appearance of some spe-
cific distortions in the case of the simulations with less than 1 values of the
Courant’s similitude criterion, the most important being the appearance of the
opposite distortion, relative to the simulated pulse, which follows immediately
this simulated pulse.

2 The Instability of the FD Simulations of the Ultrasonic
Pulse Propagation

Taking into account that the knowledge of the causes which produce the in-
stability of the numerical simulations is essential for a good understanding of
this numerical phenomenon, we will analyze in following some studied cases, in
relation with the instability cause.

a) Divergent oscillations and the monotonic divergence of the transfer coeffi-
cients
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The study of the FD simulations of the interface phenomena (transmission,
reflection) through/on a sharp interface between two homogeneous media [2]
pointed out that between the components p′m (for t ≥ N +2) of the transmitted
pulse and the components pn (n = 1, N) of the incoming pulse are related by
the expression:

w1,m+2 = p′m =
N∑

n=1

km+1−npn (3)

where km+1−n are the transfer coefficients. If there is an upper limit M, so that:

k2
m+1−n < M for any m = 1, t− 2 and n = 1, N (4)

the stability condition for the FD simulations becomes:

∞∑
i=I+1

|wi,t|2 =
t−2∑
m=1

|p′m|2 =
t−2∑
m=1

∣∣∣∣∣
N∑

n=1

km+1−nPn

∣∣∣∣∣
2

≤ N
t−2∑
m=1

N∑
n=1

k2
m+1−np2

n (5)

and further

N
t−2∑
m=1

N∑
n=1

k2
m+1−np2

n < NM
t−2∑
m=1

∑
n=1

Np2
n = NM(t− 2)

infty∑
−∞

|wi,0|2 (6)

where wi,t represents the wave displacement in the FD node i at moment t, and
I represents the value of i corresponding to the considered sharp interface. In
these conditions, if there is the limit:

ξ = limj→∞
k2j+1

k2j−1
(7)

and taking into account that for very large t we can write

kt ≈ ξ
(t−1)

2 k1 (8)

it results that the FD schemes satisfy the stability condition only if |ξ| ≤ 1.
Conversely, if |ξ| ≤ 1 , the FD scheme is unstable. A more detailed analysis

shows that for ξ > 1 one obtains a divergent rise, while for ξ < −1 there appear
some divergent oscillations of the simulated wave displacements. Generalizing
these results, one finds that a such FD scheme is stable even it does not admit
a limit , if there is a set of accumulation points ξ1, ξ2, . . . ξr which satisfy the
condition |ξr| ≤ 1 for any i = 1, r.

b) The ”front” errors, corresponding to the simulation of the propagation of
a finite sample of a monochromatic wave into an attenuative medium

Because the different monochromatic (Fourier) components of an ultrasonic
pulse have different propagation velocities and present also different attenuation
in the attenuative media, the simulation of the propagation of the monochro-
matic waves in such media is absolutely necessary. Taking into account that the
computers cannot simulate an infinite wave (as it is the monochromatic one),
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it is necessary to choose a characteristic wave sample (period or half-period).
Since for the Courant’s discretization ε/τ = vΦ, taking into account that for the
Zener’s media

∂2w

∂x2
=

ρ

S

∂2w

∂t′2
=

ρ cos δ

S
exp−iδ

∂2w

∂t′2
=

ρ cos2 δ

S
(1− i tan δ)

∂2w

∂t′2
(9)

the differential equation of the 1-D waves in these media:

ρ
∂2w

∂x2
= S

∂2w

∂t′2
(10)

reaches the discretized form

wi+1 + wi−1 − 2w = c(1− i tan δ) [wt+1 + wt−1 − 2w] (11)

where

c =
ρ cos2 δ

S
v2

Φ =
cos δ

cos2 δ/2
(12)

One finds so that if the complex displacements corresponding to the components
of the chosen sample are given up to wi−1,t−1 (for the moment t−1, inclusively),
and to wit ≡ w (for the moment t, inclusively), respectively, due to the absence
of information concerning wi,t−1,wi+1,t , and wi+1,t−1,wi+2,t respectively, the
components wi+1,t−1 and wi+2,t will be erroneous. So, for each new time step,
two additional components of the simulated wave will be erroneous, the ”front”
errors spreading quickly and determining quickly the instability of the wave sim-
ulation. In order to avoid this unpleasant numerical phenomenon, it is necessary
to substitute the two erroneous components from each time step by the corre-
sponding correct values. This requirement can be accomplished if we simulate
the space evolution, besides of the time evolution simulation, because in this case
- for any space step - the wave is perfectly time periodical and the condition of
time periodicity can be used. Of course, finally the space evolution can be con-
verted into the time one, with errors considerably less than those corresponding
to the ”front” distortions.

c) The inverse wave generation for propagation in attenuative media
Using a FD lattice with the space ε and time τ steps, respectively:

x = Iε, t′ = tτ (13)

we obtain the discretized general solutions:

wI,t = A exp(iωtτ) exp[±I(E + ik)ε] (14)

corresponding to the attenuated waves which propagate into the positive and
negative directions of the Ox axis, respectively. Of course

wI+1,t = A exp(iωtτ) exp[±(I + 1)(E + ik)ε] = exp[±(E + ik)ε]wI,t (15)

therefore the product A exp[±Iε(E + ik)] corresponds to the Fourier transform
wFT

I,t of the function wI,t, while the factors exp[±ε(E + ik)] correspond to the
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amplification factor g(ξ) [5]. Taking into consideration the expression (10) and
dividing the recurrence relation:

wi+1 = (p + q)wt+1 + (p− q)wt−1 − 2(1− p)w − wi−1 (16)

where

p =
ρε2
S0τ2

=
ρv2

Φ

S0
(17)

and

q =
Rε2

2S0τ
=

Rτv2
|Phi

2S0
(18)

By w ≡ wI,t , one obtains:

g+
1
g

= 2[cosh Eε cos kε+i sinh Eε sin kε] = 2
[(

p− i
2q

ωτ

)
cos ωτ + 1− p + i

2q

ωτ

]
(19)

The equality of the last two members of the equation (14) leads to the dispersion-
attenuation relations k,E = f(ω) corresponding to the FD scheme.

Both from equation (15), and from relation (19), one finds that the modulus
of the first amplification factor g1 = exp ε(E + ik) corresponding to the Zener’s
differential (of the second order) equation is larger than 1:

|g1| = exp εE > 1 (20)

It results that - according to the von Neumann’s theorem - these FD schemes will
be unstable. To understand the appearance of instabilities, we must underline
that - though the initial conditions ”launch” only the direct wave:

wdir
I,t = A exp−EIε exp i(ωtτ − kIε) (21)

the errors introduced by the FD expressions of the DF partial derivatives produce
the generation of the ”inverse” wave:

winv
I,t = A′ expEIε exp i(ωtτ + kIε) (22)

Of course, the component of the simulated wave displacement corresponding to
the ”inverse” wave will increase continuously (for a ”space” evolution along the
positive direction of the axis Ox), determining finally the instability of the FD
simulation.

Another reason of the instability corresponds to the mathematical solution:

wI,t = A exp−iωtτ exp±(E + ik)Iε (23)

(equivalent to a wave amplification), admitted by the time and space symmetrical
differential equations, as there are the equations (9), (10).

For this reason, the FD scheme corresponding to the complex stiffness is even
more unstable than those corresponding to the wave asymmetric differential
equations (as it is the FD scheme corresponding to the real wave-function).
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To ensure an acceptable stability radius of the FD scheme with complex wave-
function, it is necessary to use the analytical expression of the time derivative
of the second order:

∂2w

∂t2
= −ω2w (24)

therefore the FD recurrence relation corresponding to equation (12) becomes:

wi+1 = [2− cω2τ2(1− i tan δ)]w −wi−1 (25)

It is pointed out so the instability of the attenuated wave simulation, even for
absolutely exact initial conditions, due to the generation of the amplified wave
(mathematically possible, but without a physical meaning) by the stochastic
local accumulation of some local ”rounding” inaccuracies of the exact values
corresponding to such waves, as well as to the extremely strong acceleration of
the amplified wave generation when the complex wave-functions are used (sta-
bility and convergence radii of the magnitude order of 1dB or even smaller).
The introduction of some: (i) corrective measures (the use of some analytical
expressions of some partial derivatives, particularly), (ii) properly chosen effec-
tive parameters allows the weakening of these unpleasant numerical phenomena,
ensuring stability and convergence radii of the magnitude order of 100dB [6],
which represent sufficiently high values for accurate descriptions, by means of
the finite difference method, of the cases of technical interest.

3 Conclusions

Taking into account that the most important (”living”) part of the Numerical
Physics refers to the Numerical phenomena met in frame of the usual simulations,
this work focuses its study on the better knowledge the numerical phenomena
and the optimizations of the numerical simulations.

Particularly, a general analysis of several numerical phenomena, which inter-
vene in the FD descriptions of the wave propagation through different media was
accomplished. These phenomena were identified in the frame of the classical clas-
sification of the main numerical phenomena of the FD schemes intended to the
description of the wave propagation. For instability, there were three identified
numerical phenomena. The pointed out numerical phenomena were analyzed in
strong connection with their specific generating causes.

We believe that the study and a better knowledge of the FD numerical phe-
nomena which intervene in the numerical calculations and simulations intended
to the description of different physical processes (different physical applications
of the search methods, numerical simulations of the wave propagation, diffusion
and drift, etc) is useful:

a) in order to avoid major errors, leading to some catastrophic consequences
(see the failures of the missiles, etc)

b) to avoid the frequent misleading pseudo-convergent results obtained in
frame of certain numerical simulations

c) to accomplish some optimizations of the numerical simulations.
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B–Splines and Nonorthogonal Wavelets
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Abstract. The necessary and sufficient conditions for the (nonorthog-
onal) wavelet multiresolution analysis with arbitrary (for example B-
spline) scaling function are established.

The following results are obtained:

1) the general theorem which declares necessary and sufficient conditions
for the possibility of multiresolution analysis in the case of arbitrary
scaling function;
2) the reformulation of this theorem for the case of B-spline scaling
function from W m

2 ;
3) the complete description of the family of wavelet bases generated by
B-spline scaling function;
4) the concrete construction of the unconditional wavelet bases (with
minimal supports of wavelets) generated by B-spline scaling functions
which belongs to W m

2 .
These wavelet bases are simple and convenient for applications. In

spite of their nonorthogonality, these bases possess the following advan-
tages: 1) compactness of set supp ψ and minimality of its measure; 2)
simple explicit formulas for the change of level. These advantages com-
pensate the nonorthogonality of described bases.

1 General Criterion

Let ϕ and ψ be some functions such that

ϕ(x) =
∑

k∈ZZ

akϕ(2x− k) , (1)

ψ(x) =
∑

k∈ZZ

bkϕ(2x− k) (2)

and let
V0 = span {ϕ(· − k)}k∈ZZ ,

V1 = span {ϕ(2 · −k)}k∈ZZ ,
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O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 621–627, 2005.
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W0 = span {ψ(· − k)}k∈ZZ

be spaces generated by ϕ and ψ.
It can easily be checked that

ϕ̂(2t) = A(t)ϕ̂(t) , ψ̂(2t) = B(t)ϕ̂(t) , (3)

where ϕ̂ and ψ̂ are Fourier images of ϕ and ψ,

A(t) =
1
2

∑
k∈ZZ

ake−ikt , B(t) =
1
2

∑
k∈ZZ

bke−ikt . (4)

Note that if f ∈ V1, g ∈ V0, h ∈W0, and

f(x) =
∑

k∈ZZ

fkϕ(2x−k) , g(x) =
∑

k∈ZZ

αkϕ(x−k) , h(x) =
∑

k∈ZZ

βkψ(x−k) ,

then it can be shown that the equality f̂(2z) = ĝ(2z) + ĥ(2z) may be rewrite in
the form

1
2
ϕ̂(z)
∑

k∈ZZ

fke−ikz = ϕ̂(2z)
∑

k∈ZZ

αke−2ikz + ψ̂(2z)
∑

k∈ZZ

βke−2ikz ,

i.e. (see (3))

ϕ̂(z)F (z) = A(z)ϕ̂(z)G(2z) + B(z)ϕ̂(z)H(2z) . (5)

Here F,G,H are 2π–periodical functions such that

F (z) =
1
2

∑
k∈ZZ

fke−ikz , G(z) =
∑

k∈ZZ

αke−ikz , H(z) =
∑

k∈ZZ

βke−ikz ,

A and B are 2π–periodical functions of the form (4). It follows from (5) that
2π–periodical functions F , G, and H satisfy the following equality:

F (z) = A(z)G(2z) + B(z)H(2z). (6)

Substituting z + π by z in (6), we obtain

F (z + π) = A(z + π)G(2z) + B(z + π)H(2z) .

Note that we can treat two last equalities as linear system{
A(z)G(2z) + B(z)H(2z) = F (z),
A(z + π)G(2z) + B(z + π)H(2z) = F (z + π)

with unknown G(2z) and H(2z). Thus if

A(z)B(z + π) �= A(z + π)B(z),
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then

G(2z) =
F (z)B(z + π)− F (z + π)B(z)
A(z)B(z + π)−A(z + π)B(z)

,

H(2z) =
F (z + π)A(z)− F (z)A(z + π)
A(z)B(z + π)−A(z + π)B(z)

. (7)

Let a ∗ b denote the quasiconvolution of sequences a and b:

(a ∗ b)n =
∑

s∈ZZ

(−1)san−sbs, n ∈ ZZ .

The following assertion describes the necessary and sufficient condition for
the decomposition of V1 into the direct sum of V0 and W0 (it means that for
every f ∈ V1 there exists one and only one representation f = g + h, where
g ∈ V0, h ∈W0). Moreover, this decomposition is constructive.

Theorem 1. The decomposition V1 = V0+̇W0 holds if and only if there exist
N ∈ ZZ and C �= 0 such that

(a ∗ b)2p+1 = Cδp
N for all p ∈ ZZ . (8)

If (8) holds, then for every f ∈ V1 there exist unique g ∈ V0 and h ∈ W0 such
that f = g + h, and if

f(x) =
∑

k∈ZZ

fkϕ(2x− k) ,

then
g(x) =

∑
k∈ZZ

αk(f)ϕ(x− k), h(x) =
∑

k∈ZZ

βk(f)ψ(x− k),

where

αk(f) =
1
C

(f ∗ b)2k+2N+1 , βk(f) = − 1
C

(f ∗ a)2k+2N+1, k ∈ ZZ . (9)

Remark 1. Note that this theorem is the consequence of equalities (7) above.
Indeed, it is easy to prove that the denominator of (7) has the following form:

A(z)B(z + π)−A(z + π)B(z) =
1
2

∑
k∈ZZ

(a ∗ b)2k+1e
−i(2k+1)z.

Similarly,

F (z)B(z + π)− F (z + π)B(z) =
1
2

∑
k∈ZZ

(f ∗ b)2k+1e
−i(2k+1)z,

F (z + π)A(z)− F (z)A(z + π) =
1
2

∑
k∈ZZ

(a ∗ f)2k+1e
−i(2k+1)z.
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Thus if (8) holds, then it follows from (7) that

G(2z) =
1
C

∑
k∈ZZ

(f ∗ b)2k+1e
−2i(k−N)z =

1
C

∑
k∈ZZ

(f ∗ b)2k+2N+1e
−2ikz,

H(2z) =
1
C

∑
k∈ZZ

(a ∗ f)2k+1e
−2i(k−N)z = − 1

C

∑
k∈ZZ

(f ∗ a)2k+2N+1e
−2ikz.

This proves equalities (9).

Remark 2. If {ϕ(· − k)}k∈ZZ is the L2–orthonormal system, then it follows from
(1) that ∑

k∈ZZ

akak+2p = 2δ0
p (10)

for all p ∈ ZZ. Moreover, if

bk = (−1)ka1−k, k ∈ ZZ (11)

and ψ is of the form (2), then {ψ(· − k)}k∈ZZ is the L2–orthonormal system and
then it follows from (1) that

(ϕ(· − p), ψ(· − s))L2(IR) = 0

for all p, s ∈ ZZ (see, for example, [1]). Note that

(a ∗ b)2p+1 =
∑

k∈ZZ

a2p+1−ka1−k = 2δ0
p

for all p ∈ ZZ (see (10), (11)) and (8) holds with C = 2, N = 0.

Remark 3. It is obvious that the same condition (8) is necessary and sufficient
for the decomposition Vj+1 = Vj+̇Wj for every j ∈ ZZ, where

Vj = span
{
ϕ(2j · −k)

}
k∈ZZ , Wj = span

{
ψ(2j · −k)

}
k∈ZZ .

Note that this decomposition implies the representation

Vj = Wj−1+̇Wj−2+̇ . . . , j ∈ ZZ.

Theorem 1 enables us to construct (for the given function ϕ satisfying (1))
function ψ of the form (2) such that Vj+1 = Vj+̇Wj for all j ∈ ZZ.

2 B–Spline Scaling Function

Let us apply Theorem 1.1 to the case of Shoenberg B–spline scaling functions.
Let ϕ ∈ Wm

2 (IR) be the m–order B–spline ((m + 1)–multiple convolution of
characteristic function of [0, 1]) with suppϕ = [0,m + 1]. Then (see (1))
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ak = 2−m

(
m + 1

k

)
;

therefore (8) and (9) take the form

∇m+1b2p+1 = Cδp
N for all p ∈ ZZ, (8′)

αk(f) =
2m

C
(b ∗ f)2k+2N+1, βk(f) =

1
C
∇m+1f2k+2N+1, (9′)

where ∇fn = fn − fn−1 is the backward finite difference. If (8’) holds, then

{ψ(2s · −k)}s,k∈ZZ

is the unconditional basis of Wm
2 (IR). The simplicity of (9’) is the compensation

for nonorthogonality of this basis.
Thus the condition (8’) gives the full description of the class of wavelet Wm

2 –
bases generated by m–order B–spline.

The condition (8’) may be treated as follows: there exist N ∈ ZZ and u, v ∈ V0

such that ψ ∈ V1 is of the form

ψ(x) =
{

u(x) if x < N + 1/2,
v(x) if x > N + 1/2

and ψ(m) has nonzero jump at the point x = N + 1/2:

[ψ(m)](N + 1/2) = ψ(m)(N + 1/2 + 0)− ψ(m)(N + 1/2− 0) �= 0

or (what is the same) there exists N ∈ ZZ such that the m–th derivative ψ(m) of
ψ ∈ V1 is continuous at all points x = p + 1/2, p ∈ ZZ \ {N} and discontinuous
at the point x = N + 1/2.

3 Construction of Wavelet Basis

Let us construct function ψ with property (8’) and support [0,m] of minimal
measure. It is convenient to describe this function in terms of its Fourier image.

Let m ≥ 0 be fixed integer and let

ϕ̂(t) =
{

1− e−it

it

}m+1

, ψ̂(t) =
{

1− e−it/2

it

}m+1

Sm(e−it/2)

be Fourier images of ϕ and ψ. Here S0(x) ≡ 1 and if m ≥ 1, then

Sm(x) =
m−1∑
n=0

sm
n xn

is the polynomial with coefficients
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sm
n = m

m−1∑
k=n

(−1)n+k+12m−k

(m + k)(m + k + 1)

(
m− 1

k

)(
k
n

)
, n = 0, . . . , m− 1.

Then

1. ϕ ∈Wm
2 (IR) is m–order Shoenberg B–spline, suppϕ = [0,m + 1].

2. ψ ∈ Wm
2 (IR) is piecewise polinomial function with support [0,m] (if m = 0,

then suppψ = [0, 1/2]).
3. If

V0 = span {ϕ(· − k)}k∈ZZ ,

V1 = span {ϕ(2 · −k)}k∈ZZ ,

W0 = span {ψ(· − k)}k∈ZZ ,

then V1 = V0+̇W0, i.e. for every f ∈ V1 there exists one and only one
representation

f = g + h, (12)

where g ∈ V0, h ∈W0. More precisely, if

f(x) =
∑

k∈ZZ

fkϕ(2x− k),

then
g(x) =

∑
k∈ZZ

αk(f)ϕ(x− k), h(x) =
∑

k∈ZZ

βk(f)ψ(x− k),

where
αk(f) =

2m

c

∑
n∈ZZ

(−1)n+1sm
n f2k+1−n , (13)

βk(f) =
2m

c

∑
n∈ZZ

(−1)n

(
m + 1

n

)
f2k+1−n =

2m

c
∇m+1f2k+1 . (14)

Here sm
n are the coefficients of Sm(x),

c =
m∑

k=0

(−1)k+1

2k − 1

(
m
k

)
,

∇fp = fp − fp−1 is the backward finite difference.
4. {ψ(2n · −k)}n,k∈ZZ is the unconditional basis of Wm

2 (IR).

Remark 4. These bases are nonorthogonal with the exception of the case m = 1
for which {ψ(2n · −k)}n,k∈ZZ is the orthogonal basis of W 1

2 with the scalar
product

(f, g)W 1
2 (IR) = (f ′, g′)L2(IR).

It is consequence of the following fact: derivatives

{ψ′(2n · −k)}n,k∈ZZ

generate the orthonormal (in L2(IR)) Haar basis.
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Remark 5. Wavelet bases constructed in this section are rather simple and con-
venient for applications. In spite of their nonorthogonality, these bases possess
the following advantages: 1) compactness of set suppψ and minimality of its
measure; 2) simple explicit formulas for the change of level (see (13), (14)), i.e.,
simple evaluation of g and h in (12) (in author’s opinion, in the orthogonal
case this process is often more complicated). These advantages compensate the
nonorthogonality of described bases.
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Abstract. The complete description of wavelet bases is given such that
each of them is generated by the fixed function whose Fourier image is the
characteristic function of some set. In particular, for the case of Sobolev
spaces wavelet bases with the following property of universal optimality
are constructed: subspaces generated by these functions are extremal for
the projection-net widths (if n = 1, then also for Kolmogorov widths)
of the unit ball in W m

2 (IRn) with W s
2 (IRn)-metric for the whole scale of

Sobolev classes simultaneously (i.e., for all s, m ∈ IR such that s < m).
Some results concerning completeness and basis property of exponential
systems are established in passing.

1 Notation and Definitions

Let Hμ be Hilbert space with the scalar product

(u, v)μ =
∫

IRn

μ(x)û(x)v̂(x)dx ,

where û is Fourier transform of u and μ is positive function defined on IRn for
which there exist positive constants C and N such that

μ(ξ + η) ≤ (1 + C|ξ|)Nμ(η) (1)

for all ξ, η ∈ IRn. The symbol M denotes the set of all such moderately increasing
weight functions (see [1], Definition 10.1.1).

Note that if μ(ξ) = μs(ξ) = (1 + |ξ|2)s , where s ∈ IR, then the spaces Hμ

become Sobolev spaces W s
2 (IRn) (see, for example, [2], [3]). It is easy to show

that for any s ∈ IR the weight function μs belongs to the set M (for this function
inequality (1) holds with the constants C = 1 , N = 2|s|).

Let f1, . . . , fn be a set of linearly independent elements of IRn. We denote by
Λ = Λ(f1, . . . , fn) the lattice in IRn with basis f1, . . . , fn [4], that is, the set of
points of the form α = α1f1 + · · · + αnfn, where αk take on arbitrary integer
values. The notation Λ∗ will be used for the lattice conjugate to Λ (that is, for
the lattice whose basis forms a biorthonormal pair with the basis of Λ).
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Let
{Cγ}γ∈Q (2)

be a system of measurable sets of the space IRn, where Q is a collection of indices
of an arbitrary nature.

The system (2) is a packing (see, for example, [4]) if pairwise intersections of
sets of this system have measure zero.

We say that the system (2) is a tiling of the measurable set C ⊆ IRn if, firstly,
(2) is a packing and secondly, the measure of the symmetric difference of the
union of the sets of system (2) and the set C equals zero.

In what follows, we shall often encounter the situation when the sets of the
system (2) are translations of a fixed measurable set by vectors of a lattice,
that is, Q is a lattice in IRn, and Cγ = Ω + γ, γ ∈ Q , where Ω is measurable
set in IRn. In this case we sometimes say that Ω generates a Q–lattice packing
(respectively, Q–lattice tiling).

2 Preliminary Results

First we shall formulate two auxiliary assertions (which seem to be of interest
in their own right) regarding the completeness and basis property in L2(Ω) of
the system of exponentials {

ei(α,x)
}

α∈Λ
(3)

(here Λ is a lattice in IRn).

Lemma 1. The system of functions (3) is complete in L2(Ω) if and only if the
set Ω generates a 2πΛ∗–lattice packing.

Lemma 2. The system of functions (3) forms a basis of the space L2(Ω) if and
only if the set Ω generates a 2πΛ∗–lattice tiling of the space IRn. Moreover, the
basis (3) is orthogonal.

Remark 1. The assertions formulated above deal with the completeness and ba-
sis property of the system (3) in the spaces of L2 type, which is quite sufficient for
our purposes of constructing optimal wavelet bases. Nevertheless we note that
these assertions remain valid for the spaces of Lp type as well (completeness for
1 ≤ p <∞ and the basis property for 1 < p <∞). Evidently for p �= 2 it is not
appropriate to talk about unconditional bases.

3 Wavelet Bases

In this section a method for constructing a family of wavelet bases is described.
This approach allows us to remain within the framework of multiresolution anal-
ysis (see, for example, [5], [6]).

Let D and Ω be measurable bounded sets in IRn, let {Aγ}γ∈M and {Bω}ω∈S

be two families of linear operators acting in IRn, where M and S are some
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countable sets of indices (in the examples below either M = S = ZZn or M =
S = ZZ), and let A∗

γ B∗
ω be operators conjugate to Aγ and Bω, respectively.

Let ψ and φ be functions that depend on the sets D and Ω and whose Fourier
transforms are of the form ψ̂(t) = χD(t), φ̂(t) = χΩ(t) , where χΩ and χD are
the characteristic functions of the sets Ω and D.

Given that Λ and Σ are lattices in IRn, we set

ψγ,α(x)(2π)−n/2(V (Λ)|Aγ |)1/2ψ(Aγx− α) , (4)

φω,β(x) = (2π)−n/2(V (Σ)|Bω|)1/2φ(Bωx− β) (5)

(here γ ∈M, ω ∈ S , α ∈ Λ , β ∈ Σ).
We choose an arbitrary μ ∈ M and consider the space Hμ; for any γ ∈ M

and ω ∈ S we use the symbols Wγ and Vω to denote the following closed linear
spans: Wγ = span {ψγ,α}α∈Λ , Vω = span {φω,β}β∈Σ .

Finally, we introduce the following functions, which depend on μ:

ψ∗
γ,α(x)(2π)−n/2(V (Λ)|Aγ |)1/2ψ∗

γ(Aγx− α) ,

φ∗
ω,β(x) = (2π)−n/2(V (Σ)|Bω|)1/2φ∗

ω(Bωx− β),

where the Fourier transforms of the functions ψ∗
γ and φ∗

ω are of the form

ψ̂∗
γ(t) = μ−1(A∗

γt)χD(t), φ̂∗
ω(t) = μ−1(B∗

ωt)χΩ(t) .

Theorem 1. Let μ ∈M. The systems of functions

{ψγ,α}γ∈M,α∈Λ

and {
ψ∗

γ,α

}
γ∈M,α∈Λ

make up a biorthonormal pair of unconditional bases of the space Hμ if and only
if the lattice Λ, the set D and the collection of linear operators {Aγ}γ∈M are
such that each one of two systems of sets {D + 2πα}α∈Λ∗ and

{
A∗

γD
}

γ∈M
are

tilings of the space IRn. Moreover, Hμ =
⊕

γ∈M Wγ .

Theorem 2. Let {D + 2πα}α∈Λ∗ be a packing and for each ω ∈ S let Mω be a
subset of M . In order that for ω ∈ S the equality Vω =

⊕
γ∈Mω

Wγ be fulfilled,
it is necessary and sufficient that the system of sets

{Ω + 2πβ}β∈Σ∗ (6)

be a packing and also that the system of sets
{
A∗

γD
}

γ∈Mω
be a tiling of the

set B∗
ωΩ . Moreover he system of functions {φω,β}β∈Σ is an unconditional basis

of Vω if and only if the system of sets (6) is a tiling of IRn; here the systems
{φω,β}β∈Σ and

{
φ∗

ω,β

}
β∈Σ

forms a biorthonormal (with respect to the scalar

product in Hμ) pair of unconditional bases in Vω.
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Remark 2. In Theorems 1 and 2 purely geometric conditions are described which
have to be fulfilled by the lattices Λ and Σ, the sets D and Ω, and the operators
Aγ and Bω in order that the systems of functions {ψγ,α} , {φω,β} of the form
(4) – (5) generated by these geometric objects possess specific properties in the
spaces Hμ. We emphasize that these geometric conditions do not depend on
the weight function μ ∈ M; in other words the same systems of functions of
the form (4) – (5) possess the required properties simultaneously for the whole
family of spaces Hμ where the weight function μ runs through the whole set M
of moderately increasing functions.

4 Optimality of Wavelets

We now turn to the problem of optimality of wavelets constructed in the previous
section.

Let μ, ν ∈M, ω ∈ S and for any ϕ ∈ Hμ let

Hω(ϕ) = span
{
ϕ(Bω · −α)

}
α∈Σ

be a subspace of the space Hμ (in particular, Hω(φ) = Vω). We define the
following characteristics of approximation properties of these subspaces, which
depend on the weight functions μ and ν:

κω(ϕ) = sup
‖u‖ν=1

inf
w∈Hω(ϕ)

‖u− w‖μ ,

κω = inf
ϕ∈Hμ

κω(ϕ) . (7)

Reformulating results of [7] one can show that κω(ϕ) depends on the distri-
butions of the values of the function f : IRn × IR→ IR of the form

f(x, λ) =
∑

β∈2πB∗
ωΣ∗

μ(x + β)|ϕ̂((B∗
ω)−1(x + β))|2

μ(x + β)ν−1(x + β)− λ2
,

and κω is determined by the behaviour of the ratio of the weight functions μ
and ν.

More precisely, for any c ∈ IR let Ωc be the Lebesgue set of the function μ/ν
of the form

Ωc =
{

x ∈ IRn :
√

μ(x)/ν(x) > c
}

, (8)

and c = inf {c ∈ IR : mes(Ωc ∩ (Ωc + 2πα)) = 0 for all α ∈ B∗
ωΣ∗ \ {0}} (that

is c is the lower bound of the set c ∈ IR such that the set Ωc generates a
2πB∗

ωΣ∗–lattice packing). The following assertions are corollaries of the results
of [7]:

1. κω(ϕ) = inf {c > c : f(·, c) > 0 almost everywhere in Ωc} for all ϕ ∈ Hμ;
2. κω = c ;
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3. in order that a function ϕ ∈ Hμ be optimal (that is, the lower bound in (7)
is attained for it; sometimes in this case we refer to the optimality of the
subspace Hω(ϕ) generated by ϕ) it is necessary and sufficient that each of
the following two conditions holds almost everywhere in Ωc:

ϕ̂((B∗
ω)−1 · ) �= 0 ; f( · , c) ≥ 0 .

In particular, if the set Ω = supp ϕ̂ is such that (up to sets of measure zero)
the relations

Ωc ⊆ B∗
ωΩ (9)

and
{Ωc + 2πB∗

ωβ} ∩B∗
ωΩ = ∅ for all β ∈ Σ∗ \ {0} (10)

hold, then the function ϕ is optimal.

Theorem 3. If conditions (9) – (10) hold, then the subspace Vω constructed in
section 3 is optimal (that is, at the function φ which generates this subspace the
width κω of the form (7) is realized).

Remark 3. We note that in certain cases the same function ϕ turns out to be
optimal for the hole collection of the spaces Hμ and Hν defining widths of the
form (7). This is the case, for example, when the weight functions μ and ν are
such that μ(x)/ν(x) depends only on |x| and decreases monotonically as |x|
increases (a typical example is Hμ = W s

2 (IRn), Hν = Wm
2 (IRn), where s < m).

In this case the Lebesgue sets Ωc of the form (8) are Euclidean spheres, the set Ωc

is the ball of maximal radius generating a 2πB∗
ωΣ∗–lattice packing (it is essential

that this ball does not depend on the weight functions) and, for example, any
function ϕ whose Fourier transform does not vanish on the set (B∗

ω)−1Ωc and
vanishes at the points of the set

⋃
β∈Σ∗\{0}{(B∗

ω)−1Ωc + 2πβ} will be optimal.

5 Universally Optimal Wavelet Bases

We shall state an assertion (a direct corollary of Theorems 1, 2 and 3 for the case
of Sobolev spaces) which provides a method for constructing universally optimal
wavelet bases generating subspaces hat are extremal in the sense of projection–
net widths of the unit ball of the space Wm

2 (IRn) in the metric W s
2 (IRn) of the

form
inf

ϕ∈W s
2

sup
‖u‖m=1

inf
w∈Hω(ϕ)

‖u− w‖s (11)

simultaneously for the whole scale of Sobolev classes (that is, for any pair
(Wm

2 (IRn),W s
2 (IRn)) for all s < m). In other words, the spaces Vω do not have

the saturation effect, namely, when approximating by means of elements of these
spaces an automatic adjustment to the regularity of the approximated function
takes place.
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Theorem 4. Let Λ and Σ be lattices in IRn, let M and S be sets of indices of
an arbitrary nature, and for any ω ∈ S let Mω be a subset of M . Let the sets
D,Ω ⊂ IRn and collection of linear operators {Aγ}γ∈M and {Bω}ω∈S, acting in
IRn be constructed such that the following conditions hold:

1. {D + 2πα}α∈Λ∗ , {Ω + 2πβ}β∈Σ∗ {A∗
γD}γ∈M are tilings of IRn;

2. {A∗
γD}γ∈Mω

is a tiling of the set B∗
ωΩ for any ω ∈ S;

3. for any ω ∈ S the set B∗
ωΩ possesses the following properties: a) it contains

the open ball of maximal radius Rω with the center at the origin, whose
translations by the elements of the lattice 2πB∗

ωΣ∗ form a packing; b) it is
disjoint from any other ball in this system of translations.

If these geometric objects are constructed then the functions ψ and φ whose
Fourier transforms are equal to the characteristic functions of the sets D and Ω,
respectively, generate functions ψγ,α and φω,β of the form (4) and (5) such that
for any s ∈ IR the system of functions {ψγ,α}γ∈M,α∈Λ is an unconditional basis
of the space W s

2 (IRn) (orthonormal for s = 0) and if Vω and Wγ are subspaces
of W s

2 (IRn) with bases {φω,β}β∈Σ and {ψγ,α}α∈Λ, then, firstly, for all ω ∈ S we
have Vω =

⊕
γ∈Mω

Wγ , and, secondly, for any ω ∈ S the subspace Vω is optimal
in the sense that the widths of the form (11) are realized on this subspace for all
s < m.

Note that if n = 1, then the subspaces Vω are extremal not only for project-
ion–net but also for Kolmogorov widths of the same average dimension (see [7]).

Remark 4. In particular, condition (3) of Theorem 4 is satisfied if the set B∗
ωΩ

is the Voronoy polygon [4] of the lattice 2πB∗
ωΣ∗, that is,

B∗
ωΩ = {x ∈ IRn : |x| ≤ |x− α| for all α ∈ 2πB∗

ωΣ∗} .

6 Examples

We provide two simple examples of constructions satisfying the conditions of
Theorem 4.

Example 1. Λ = Λ∗ = Σ = Σ∗ = M = S = ZZn ,

Mω = {γ ∈ ZZn : γk < ωk ∀k = 1, . . . , n} ∀ω ∈ ZZn,

Ω = [−π, π]n, D = {[−2π,−π] ∪ [π, 2π]}n ,

Aγx = A∗
γx = Bγx = B∗

γx(2γ1x1, . . . , 2γnxn) ∈ IRn

∀γ = (γ1, . . . , γn) ∈ ZZn, ∀x = (x1, . . . , xn) ∈ IRn.

Then

BωΩ =
n⊗

k=1

[−2ωkπ, 2ωkπ] ,
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AγD =
n⊗

k=1

{
[−2γk+1π,−2γkπ] ∪ [2γkπ, 2γk+1π]

}
,

Rω = 2aπ, where a = min1≤k≤n ωk, and conditions (1) — (3) of Theorem 4 are
satisfied.

Example 2. n = 2, Λ = Λ∗ = Σ = Σ∗ = ZZ2, M = S = ZZ , Mω = {k ∈
ZZ : k < ω} ∀ω ∈ ZZ, Ω = [−π, π]2 is the Voronoy polygon of the lattice
2πZZ2, Aγ = Bγ = Lγ ∀γ ∈ ZZ, D = LΩ\Ω , where L is an operator equal
to the superposition of rotation by an angle π/4 in the positive direction and
homothety with a coefficient

√
2; its matrix in the canonical basis has the form

L =
(

1 −1
1 1

)
.

The set D defined above is the so–called Brillouin zone of the second rank con-
sisting of the points x of the plane IR2 for which the zero node is the second
furthest from the point x among all the nodes of the lattice 2πZZ2. In this case
also all the required conditions are satisfied.
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Abstract. Optical Bloch equations are used to describe the dynam-
ics of a two-level atomic medium subjected to ultrafast optical pulses.
Starting with an uninverted system, the final atomic state is numerically
studied. The generalization of the Bloch equations for a dense medium
such that induced near dipole-dipole interactions are significant can re-
sult in a switching behavior of the atomic population inversion. Based
on numerical investigations for typical pulse shapes, the mechanism of
switching is explained in terms of dynamical systems theory.

1 Introduction

The interaction of a material medium with a light field is a basic subject in optics
and its study can be achieved in a classical, semiclassical, or the full quantum
theory [1, 2]. The quantum approach of the medium is usually an impossible task
without approximations that make the problem a tractable one. The most simple
model is the two-level system for the atomic constituents of the medium. This
matter interaction with a classical light field can be described in many practical
situations by the optical Bloch equations.

This work deals with the interaction of a short optical pulse with a collec-
tion of independent two-level atoms [2], or atoms coupled through dipole-dipole
interactions [3, 4, 5]. We confine ourselves to the dissipation-free case and neg-
ligible propagational effects. Dynamical systems theory proves to be of much
help in the study of the atomic response to the incoming light field. Numerical
calculations make use of MATLAB.

For current experimental advances in the subject, see [5, 6, 7] and references
therein.

2 Optical Bloch Equations

We consider a system of two-level atoms in interaction with an optical field. For
the field, we assume a linear polarized electric field

E(t) = (1/2)[E(t) exp(−iωt) + c.c] , (1)

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 635–642, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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where E(t) and ω are the slowly-varying electric field intensity and the central
angular frequency, respectively; for simplicity, the quantity E(t) takes on real
values. In the dipole approximation and the rotating-wave approximation, the
response of a two-level atom to the optical field is described by the optical Bloch
equations [1, 2]

u̇ = −Δv , (2)
v̇ = Δu + Ωw , (3)
ẇ = −Ωv . (4)

In the above, u and v are the slowly-varying in-phase and in-quadrature parts
of the atomic dipole moment, respectively; w is the atomic population inversion.
We use a frame rotating at the carrier frequency ω; in the absence of the external
field, the atom is in the ground state and (u, v, w) = (0, 0,−1). The parameter
Δ = ω0 − ω is the detuning of the atomic resonance frequency ω0 from the
field central frequency; the remaining parameter, Ω, is the instantaneous Rabi
angular frequency [1, 2] which is proportional to E . The vector (u, v, w), known
as Bloch vector, completely characterizes the quantum state of the medium. For
optical pulses whose duration is much less than the relaxation time of the induced
dipoles, dissipation processes can be neglected and Eqs. (2)–(4) are appropriate
to describe the medium.

In the derivation of Eqs. (2)–(4), it is assumed that atoms are driven by
a local field which is equal to the incident one. We further consider a dense
medium such that near dipole-dipole (NDD) interactions in the ground state
lead to significant local field corrections. The generalization of the optical Bloch
equations for this situation reads [3]

u̇ = −(Δ + εw)v , (5)
v̇ = (Δ + εw)u + Ωw , (6)
ẇ = −Ωv , (7)

where ε (ε/ω0 ' 1) is the strength of the NDD interactions with the dimension
of angular frequency. To avoid propagational changes, a film of thickness much
less than the field wavelength is considered. The additional terms introduce
nonlinearities in the atomic variables which are sources of interesting phenomena
such us the complete exciting of the atoms and optical switching [4] or optical
bistability [5].

3 Atomic System Response to a Short Pulse

We start with the description of the atomic response through the optical Bloch
Eqs. (2)–(4) in the on resonance case (Δ = 0):

u̇ = 0, v̇ = Ωw, ẇ = −Ωv, (u(−∞), v(−∞), w(−∞)) = (0, 0,−1) . (8)

The solution of this problem is [2]

u(t) = 0, v(t) = − sin Θ(t), w(t) = − cos Θ(t) , (9)
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Fig. 1. Population inversion vs. time for the sech-pulse [Eq. (12)] of 2.5-pulse area and

various detunings from ω0 (Δτ ∈ {0, 0.5, 1, 2, 3})

Fig. 2. Dynamics of the Bloch vector (u, v, w) on the unit sphere for the 2π-sech

pulse for various detunings of the field central frequency from atomic resonance (Δτ ∈
{0, 0.5, 1, 2, 3}). Starting from (u, v, w) = (0, 0,−1) at t → −∞, the Bloch vector

performes a loop in the direction indicated by the arrow; for Δ = 0 the loop is the

circle v2 + w2 = 1, u = 0

where Θ(t) =
∫ t

−∞Ω(t′)dt′. After the passage of the pulse, the atom is left in the
state

u = 0, v = − sin Θp, w = − cos Θp , (10)

where

Θp =
∫ ∞

−∞
Ω(t′)dt′ (11)

is referred to as the area of the pulse. According to Eq. (10), the final state
depends on the pulse area and it is independent on the pulse shape. All values
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Fig. 3. Final state of population inversion vs. peak field strength of the sech-pulse

[Eq. (12)] for two values of the parameter ετ

of the population inversion are accessible and this is smoothly reached. For
example, a π-pulse excites the atom (w = 1) and a 2π-pulse leaves the atom in
the ground state.

If the central frequency ω of the light pulse is detuned from the atomic
frequency ω0, for a given pulse the solution for the Bloch vector is generally
Δ-dependent; this is shown in Fig. 1 for a sech-shaped pulse, i.e.,

Ω(t) = Ω0sech(t/τ) , (12)

where Ω0 is the peak value of the Rabi frequency and τ is a measure of the pulse
width. More than that, the dynamics is dependent on the pulse shape.

To get an insight into the dynamics, let us notice that optical Bloch Eqs.
(2)–(4) define a conservative dynamical system and the prime integral

u2 + v2 + w2 = 1 (13)

is easily derived for the initial condition (u, v, w) = (0, 0,−1). Thus, in the uvw
space the dynamics of the atomic system lays on the unit sphere. There exists an
exceptional pulse of area 2π that leaves the atom in the ground state irrespective
of the detuning, namely the sech-pulse (Fig. 2). This is the basis for the self-
induced transparency phenomenon [1, 2].

We turn now to the investigation of the atomic dynamics in the presence of
NDD interactions. To reveal the intrinsic features of these interactions influence
on the atomic dynamics, we limit ourselves to the on resonance case (Δ = 0);
Eqs. (5)–(7) now become

u̇ = −εvw , (14)
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v̇ = εuw + Ωw , (15)
ẇ = −Ωv . (16)

In the absence of a closed-form analytical solution, a numerical approach is
followed. We consider again a sech-pulse shape and a parameter ετ � 1. Figure 3
presents the final population inversion for a reduced Rabi frequency Ω0/ε around
unity. There exists a critical value of the parameter Ω0/ε, Ω0,cr/ε < 1, such that
for Ω0 < Ω0,cr the final population inversion is w = −1, and for Ω0 > Ω0,cr

the population inversion has an almost square wave shape, with the maximum
at 1 and the minimum at −1. The greater the parameter ετ , the period of
the oscillatory behavior decreases, the transitions are more abrupt, and the first
cycle of the square wave becomes more centered with respect to Ω0/ε = 1. These
characteristics preserve for other smooth pulse-shapes with one maximum, but
not a square wave pulse for example.

4 Analysis of the Switching Effect

An analysis in terms of the theory of dynamical systems [8] follows. Equations
(14)–(16) describe a conservative dynamical system. To start with, we determine
the critical points; equating to zero the r.h.s. of these equations we find

u(t) = −Ω(t)/ε, v = 0, w(t) = −
√

1− [Ω(t)/ε]2 , (17)

u(t) = −Ω(t)/ε, v = 0, w(t) =
√

1− [Ω(t)/ε]2 , (18)

u = −1, v = 0, w = 0 , (19)

u = 1, v = 0, w = 0 , (20)

where the validity of eqs. (17,18) is limited to the case Ω(t)/ε ≤ 1.
The dynamical system starts from the point (u, v, w) = (0, 0,−1), i.e., one

end point of the quarter-circle (17). All our numerical simulations (Figs. 4–7)
show that this curve is followed by the system. Physically, the real part u of the
polarization field adiabatically follows the electric field and try to maintain 180◦

out of phase. Meanwhile, the imaginary part v of the polarization takes on small
values or displays oscillations about the zero value. This happens as long as the
ratio Ω(t)/ε is less than unity and not too close to this value; for Ω0 < Ω0,cr,
this is the case for t ∈ (−∞,∞) (Fig. 4, Ω0/ε = 0.95).

For Ω0/ε close to unity, at the peak of the pulse the dynamical system comes
next to the fixed point (19) and the branch (18) of critical points. The switching
to the curve (18) is performed if at the peak of the pulse w > 0 (Fig. 4, Ω0/ε = 1).

For Ω0/ε > 1, the curves given by eqs. (17, 18) dissapear when the instanta-
neous Rabi frequency Ω(t) satisfies Ω(t)/ε > 1. This happens with the dynamical
system close to the fixed point (19) that drives the system to an instantaneous
limit cycle around it. After some time the pulse amplitude decreases enough so
that critical points (17, 18) become real again; the system dynamics is influ-
enced by that one which is nearest. If the number of cycles performed by the
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Fig. 4. Time evolution of the Bloch vector components at three values of the exciting

sech-pulse [Eq. (12)] amplitude Ω0/ε: before first switching (left), inside the first region

of switching (center), and inside the first region of de-excitation (right)
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Fig. 5. (a) Time evolution of the population inversion (continuous line) induced by a

sech-pulse (dashed line) with Ω0/ε = 1.1 and ετ = 30. (b) Dynamics of the Bloch vector

(u, v, w): starting from (u, v, w) = (0, 0,−1) at t → −∞, the Bloch vector approaches

the point (u, v, w) = (0, 0, 1) for t → ∞
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Fig. 6. (a) Time evolution of the population inversion (continuous line) induced by a

sech-pulse (dashed line) with Ω0/ε = 1.15 and ετ = 30. (b) Dynamics of the Bloch

vector (u, v, w): starting from (u, v, w) = (0, 0,−1) at t → −∞, the Bloch vector returns

to this value for t → ∞
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Fig. 7. Time evolution of the population inversion (continuous line) induced by a sech-

pulse (dashed line) with Ω0/ε = 1.35 and ετ = 30

point (u, v, w) while Ω(t)/ε > 1 is an integer, the system dynamics is influenced
by critical points (17) and the atomic ground state is reached for t → ∞; this
is the case in Fig. 4 (Ω0/ε = 1.05) and Fig. 6. If on the contrary the number of
cycles is a half-integer one (Figs. 5, 7), the system evolves to the excited state for
t→∞. The phenomenon of switching in Fig. 3 for increasing the Rabi frequency
corresponds to an increase of one half-cycle for the system dynamics in the uvw
phase space.
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5 Conclusion

The above results present an unifying point of view for the interaction of a two-
level atomic system with a light pulse. The dynamics of the atomic system is
characterized in terms of the Bloch vector motion on the unit sphere and it
is explained based on the critical points of the dynamical system. Even if our
results are explicitly derived for a sech-pulse, their validity also holds for other
smooth pulse shapes with one maximum.
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Abstract. The nonlinear dynamics of an erbium-doped fiber laser is ex-
plained based on a simple model of the ion pairs present in heavily doped
fibers. The single-mode laser dynamics is reductible to four coupled non-
linear differential equations. Depending on the ion-pair concentration,
the pumping level and the photon lifetime in the laser cavity, numerical
calculations predict cw, self-pulsing and sinusoidal dynamics. The regions
of these dynamics in the space of the laser parameters are determined.

1 Introduction

In recent years much attention has been paid to the study of nonlinear effects in
optical fibers [1, 2, 3, 4, 5, 6]. Erbium-doped fiber lasers (EDFLs) present numer-
ous applications in telecommunications and laser engineering. In the same time,
it is also a promising system for theoretical nonlinear studies [7, 8]. Self-pulsing
and chaotic operation of the EDFLs has been reported in various experimen-
tal conditions [3, 4], including the case of pumping near the laser threshold. We
present a model for the single-mode laser taking into account the presence of the
erbium ion pairs that act as a saturable absorber.

2 The Basic Model

The erbium-doped laser emitting around 1.55μm (4I13/2 → 4I15/2 transition)
is a three-level system (Fig. 1). Er3+-ions at a concentration N0 are pumped
with the rate Λ from level 1 (4I15/2) to level 3 (for example 4I11/2, 980 nm above
the ground state). The level 3 is fastly depopulated through a non-radiative
transition on the upper laser level 2 (4I13/2) which is metastable with the lifetime
τ2 = 1/γ2 = 10 ms. The letter σ in Fig. 1 denotes the absorption cross section
in the laser transition. In the rate equation approximation, the laser dynamics
is described based on two coupled differential equations, one for the population
inversion and the other for the laser intensity:

dn

dt
= 2Λ− γ2(1 + n)− 2in , (1)

di

dt
= −i + Ain . (2)

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 643–650, 2005.
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Fig. 1. Erbium-ion energy levels implied in the laser effect
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Fig. 2. Transient dynamics of the erbium laser. (a) Population inversion; (b) Laser

intensity. Numerical values of the laser are given in text and photon lifetime is τ =

10−8 s. The plot starts at a point where the population inversion reaches a value close

to the stationary one

Here, the time is expressed in units of the photon lifetime τ in the laser cavity,
n = n2 − n1 is the difference of the occupation probability of level 1 and 2,
respectively, and i stands for the dimensionless laser intensity; i = σIτ , where
I denotes the photon density of the laser field. The parameter A in Eq. (2) is
A = σN0τ ; note that parameter γ2 in Eq. (1) is dimensionless, i.e., the relaxation
rate is expressed in 1/τ units.

The determination of the steady-states furnishes the points

n = 2Λ/γ2 − 1, i = 0 and n = 1/A, i = A(Λ− Λth) , (3)
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where

Λth =
γ2

2

(
1 +

1
A

)
. (4)

Linear stability investigation gives laser action for Λ > Λth and the laser so-
lution is stable for all pumping levels above threshold. Concerning the type of
stability, we notice that the eigenvalues λ of the linearized system around the
laser solution,

λ2 + 2A
(

Λ− A

A + 1
Λth

)
λ + 2A(Λ− Λth) = 0 , (5)

can be both negative (node) or complex-conjugate with negative real part (fo-
cus). We take N0 = 5× 1024 m−3, σ = 1.6× 10−16 m3s−1 and τ = (2÷ 200) ns.
In terms of the pumping strength r = Λ/Λth, the changes in the stability type
occur for r− = 1 + AΛth/2(A + 1)2 ≈ 1 and r+ = 1 + 2/AΛth � 1. Practically,
for all accessible pumping levels and all photon lifetimes, the eigenvalues are
complex conjugate; consequently, the approaching to the stable laser solution is
performed through relaxation oscillations (Fig. 2).

3 Ion-Pair Influence

At sufficiently large ion concentrations, their interaction gives rise to clusters
with a distinct contribution to the laser effect. One model considers the am-
plifying medium as a mixture of isolated erbium ions and erbium ion pairs
[3]. The strength of the interaction in an ion-pair is relatively small due to
the screening effect of the 4d10 electrons on the 4f electrons. So, the ion en-
ergy levels are practically preserved and the energy in an ion-pair is the sum
of the two ions energy. The ion-pair importance is related to the quasireso-
nance of the transition 4I9/2 → 4I13/2 with the laser transition. This makes it
probable the up-conversion process in an ion-pair (Fig. 3). For an ion-pair the
laser levels are 11 (ground level), 12 (intermediate level) and 22 (uppermost
level), separated through the laser transition. Denoting by n11, n12 and n22 the
corresponding populations, these quantities satisfy the normalization condition
n11 + n12 + n22 = 1.

Based on the above picture of the active medium, two supplementary equa-
tions are to be added to Eqs. (1,2). By use of the new variables n± = n22±n11,
the complete set of laser equations is

dn

dt
= 2Λ− γ2(1 + n)− 2in , (6)

dn+

dt
= γ2(1− n+)− γ22

2
(n+ + n−) + yi(2− 3n+) , (7)

dn−
dt

= 2Λ− γ2(1− n+)− γ22

2
(n+ + n−)− yin− , (8)

di

dt
= −i + (1− 2x)Ain + xAyin− . (9)
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Fig. 3. Up-conversion (center) followed by relaxation (right) in an ion-pair

The quantity x is the fraction of ion pairs in the active medium, γ22 is the
(reduced) relaxation rate of levels 22 and 12, and yσ (0 < y < 1) is the absorption
cross section for the laser transition in an ion-pair.

4 Steady-States

The determination of the steady-states of system (6)–(9) reduces to the solu-
tioning of a third-order polynomial equation for the laser intensity; this is

i3 + c1i
2 + c2i + c3 = 0 , (10)

where

c1 = Ax(γ22 − 2γ2)/3 + (γ2 + 2γ22)/3y + γ2/2−A(2Λ− γ2)/2 , (11)
c2 = x[Aγ2(γ2/6 + γ22/6− Λ) + Aγ22Λ/y −Aγ2(γ2 + γ22)/3y]

+γ2(γ2 + 2γ22)/6y + γ2γ22/3y2 −A(γ2 + 2γ22)(2Λ− γ2)/6y , (12)
c3 = Axγ2(γ2γ22 − 2γ2Λ− γ22Λ)/6y + γ2

2γ22/6y2

−A(1− 2x)γ2γ22(2Λ− γ2)/6y2 . (13)

The laser threshold is obtained from the condition c3 = 0 that yields

Λth =
1−Ax(2− y)/(A + 1)

1− (2− y/2− yγ2/γ22)x
Λ0

th , (14)

where Λ0
th is the pump threshold in the absence of the ion pairs and it is given by

Eq. (4). Besides previously given laser parameters, we take the lifetime τ22 = 2 μs
of the ion-pair level 22 and y = 0.2. The dependence of the threshold pumping
level on the concentration of the ion-pair and the photon lifetime is presented in
Fig. 4. The increase of the laser threshold due to the presence of the ion pairs is
an important drawback of heavily doped fibers.

Above threshold, there exists only one steady-state laser intensity given by
Eq. (10), the other two being unphysical (negative). The numerical calculation
of the steady-state intensity for a significant range of the pumping parameter
gives a laser intensity following a straight line dependency (Fig. 5) as in the
absence of the ion pairs [see Eq. (3)].
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The same parameters as in Fig. 4 and τ = 10−8 s

5 Laser Dynamics

Linear stability investigation of the steady-states [7, 8] reveals the existence of
a critical value of the ion-pair percentage under which the steady-state (cw)
solution is stable whatever the pumping level. At larger concentrations of the
ion pairs, the laser is in a steady-state or self-pulsing, depending on the value
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ion pairs and the pumping level (a) r = 1.5, (b) r = 2.5, and (c) r = 6.6. τ = 10−8 s
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of the pumping parameter r = Λ/Λth [Fig. 6(a)]. The transition from the cw
dynamics to a self-pulsing one takes place when two complex conjugate eigen-
values of the linearized system cross the imaginary axis from left to right, i.e., a
Hopf bifurcation occurs [7]; in such conditions the steady-state solution becomes
unstable and the long term system evolution settles down on a stable limit cycle
in the phase space. Figure 6(a) shows that the low branch of the Hopf bifurcation
corresponds to pumping strengths close to the threshold value.

The quantitative changes of the laser intensity inside the self-pulsing domain
are clarified in Fig. 7. At a fixed value of the ion-pair concentration, the increase
in pumping gives rise to pulses of a higher repetition rate and close to the bifur-
cation point the intensity becomes sinusoidal. Besides, pulse amplitude reaches
a maximum approximately in the middle of the self-pulsing domain.
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Fig. 8. Envelope of the transient photon density for a pumping parameter r = 7. The

same laser parameters as in Fig. 7

Further increase of the pumping strength gives again a cw dynamics (Fig. 8).
The photon lifetime contribution to the stability diagram is emphasized in

Fig. 6(b). This proves that cavities with low losses makes it possible to preserve
the cw dynamics even at larger doping levels.

6 Conclusion

The erbium ion pairs in a fiber laser can explain the experimentally observed
nonlinear dynamics of the system [2, 3]. In the single-mode laser description, the
ion pairs are responsible for an increase of the laser threshold and a decrease of
the laser power, and self-pulsations. Depending on the experimental conditions,
the laser self-pulsations range from an oscillatory form to a well defined pulse-
shape. The nonlinear dynamics can be limited by a choice of sufficiently low
doped fibers at the expense of using longer fibers.
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Abstract. A number of e-lottery schemes have been proposed; however,
none of them can satisfy all the identified requirements. In particular,
some of them require a certain subset of players to remain online or the
existence of a trusted third party (TTP) in order to generate the winning
number(s) and some suffer from the forgery ticket attack. In this paper,
we propose a new e-lottery scheme based on Verifiable Random Function
that can satisfy all the identified requirements without the presence of
TTP, yet the result of this generation is publicly verifiable.

Keywords: e-lottery, verifiable random function, applied cryptography.

1 Introduction

Lottery is a multi-billion dollar industry. Apart from gambling, lottery exists in
other forms such as fund-raising coupon for charity. In a typical lottery, there is
one dealer and a large number of players. Depending on the rules of the game,
players bet on a single number or a combination of numbers chosen from a pre-
defined domain. A random process (e.g. drawing of lots) is used to determine the
combination of winning numbers. Due to the randomness of the process, it is not
repeatable; therefore, the process is usually executed or monitored by a trusted
auditing organization. With the popularity of the Internet, it is natural to ask
whether we can have a secure e-lottery scheme, that is, having ticket purchase,
winning result generation and prize claiming all done over the Internet. While
there are many different interpretations of “security” issues in an e-lottery, we
believe the following criteria are common to most practical e-lottery schemes.

1. Random generation of the winning result.
Each possible combination of numbers from the domain is equally likely to
be the winning result. No player can predict the result better than guessing.

� This research is supported in part by the Areas of Excellence Scheme established
under the University Grants Committee of the Hong Kong Special Administrative
Region (HKSAR), China (Project No. AoE/E-01/99), grants from the Research
Grants Council of the HKSAR, China (Project No. HKU/7144/03E, HKU/7136/04E
and HKU/7021/00E), and grants from the Innovation and Technology Commission
of the HKSAR, China (Project No. ITS/170/01 and UIM/145).
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2. The winning result is publicly verifiable.
Every player can verify the winning result, i.e. the dealer cannot cheat in
the generation process.

3. The total revenue and the number of winning tickets are publicly verifiable.
The amount of winning prizes is usually related to dealer’s revenue and
hence the number of sold tickets should be publicly verifiable. In some lottery
games, the prize for each winning player is not fixed but depends on the total
number of winning tickets; hence, the number of winning tickets should also
be publicly verifiable.

4. Forgery of winning ticket is impossible.
Either players or the dealer cannot forge a ticket. Players cannot create a
winning ticket which they did not purchase. The dealer cannot forge a ticket
which is the same as a winning ticket after the winning result is generated.

5. User is not required to be online for the generation of the winning result.
In some previous schemes, the generation of the winning result requires some
players to remain online. This is not realistic, especially in a large scale game.

6. Anonymity of player.
Player’s anonymity is of paramount importance especially for the winning
player(s). If a winning player’s anonymity is compromised, he/she may face
the threat of blackmail, beggars, etc.

7. Confidentiality of the ticket’s value.
In some lottery games, the players bet on a single number or a combination
of numbers chosen from a pre-defined domain. In the case more than one
winning players bet on the same value, the prize will be shared equally among
them. In this setting, we need to keep the confidentiality of the ticket’s value,
or various attacks are possible. For examples, cutting down a certain ticket
value’s winning share by intentionally “duplicating” other’s ticket value, or
eavesdropping the channel between the dealer and the clients to learn the
“popularity” of the values and betting on the most “profitable” number.

8. Fairness on purchase of tickets and claiming of prize.
Purchase of tickets and claiming of prizes are based on the principle of fair
exchange. That is, either both parties (the dealer and the player in our case)
get the other party’s item, or no party gets the other party’s item at the end
of a transaction.

9. No early registration of player is required.
Some schemes (e.g. [6]) require early registration of players to avoid collusion
of players. This is an unrealistic requirement since early registration is not
required in traditional lottery.

Previous Work: There are many existing e-lottery schemes (e.g. [4, 6, 7, 8, 9,
10, 11, 14, 15]) but only three of them ([6, 11, 15]) address similar issues as our
scheme without resort to a trusted third party (TTP)1. Some schemes assume
a model different from ours: [7] considers the lottery game as the form of a
real-time interactive game between players and dealer in the casino, while the

1 TTP may be required for fair exchange.
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security of [4] is guaranteed by using multiple dealers. Some schemes [8, 9, 14]
simply assume the existence of a trusted random source, for example, from the
random number generation process executed by a TTP. Moreover, [14] does not
address the anonymity requirement, the forgery attack and the fairness on the
purchase of tickets and claiming of prize; while [9] is shown to be insecure by [8].

The most recent e-lottery proposal is the “electronic national lotteries” [10];
however, a TTP (called “verifier” in their terms) is assumed to take into accounts
of all players’ winner tickets in the winning result generation (so that the dealer
cannot predict the winning result until the last player’s decision is made) and
will not “insert” any forged tickets to affect the winning result generation. Due
to the above mentioned reasons, we mainly compare our scheme with [6, 11, 15].
Table 1 shows a comparison between the existing schemes and our new scheme.
None of these three existing e-lottery schemes can satisfy all the requirements
that we have identified.

In [6], only the tickets sold in the “critical purchase phase” are used to
determine the winning result. This makes forgery of winning ticket possible:
After the winning result is generated, the dealer can “insert” the winning ticket
to the tickets sold before the critical purchase phase, without altering the winning
result. The dealer can do so since the sequence numbers and the timestamps
associated with the tickets are not guaranteed to be sequential. For example,
when multiple purchase requests are made simultaneously but one of the buyers
refuses to pay for the ticket afterwards. Besides, the dealer may simply replace
the ticket value of a certain ticket which is under his control and “sold” before the
critical purchase phase. These malicious acts may not be noticed easily except
there is a player who checks each ticket one by one with previously downloaded
tickets list from time to time, which is impractical since the number of tickets
sold is potentially in millions. As forgery of winning ticket is possible, the total
number of winning tickets can be altered easily.

The first e-lottery scheme that uses delaying function (see the definition in
Section 2) to prevent forgery ticket attack is [6]. In fact, our scheme also uses a
similar idea to prevent the forgery ticket attack. However, their scheme applies
the function only on a portion of the tickets sold while our scheme applies the
function to all tickets sold so as to achieve a higher level of security.

Instead of applying delaying function in the winning result generation phase,
[11] applies delaying function in the verification phase. Their scheme tries to
prevent the forgery ticket attack by imposing a time limit for the prize claiming
phase. Players must do the verification through a delaying function immediately
afterwards, or they will suffer from losing the game due to the insufficient time for
verification. This requirement is not realistic. Based on their scheme, the exact
number of winning tickets cannot be accurately calculated unless all the winning
tickets are claimed accordingly. In addition, this scheme has not addressed the
anonymity and fair exchange issues.

The first piece of work integrating fair exchange with e-lottery is [15], this
scheme satisfies most of the requirements we have identified. However, their
winning result generation requires some players to be online, which make the
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Table 1. A Comparison of e-Lottery Schemes

Requirement for an e-Lottery Scheme
Trusted Third Party

Scheme 1 2 3 4 5 6 7 8 9 Not Required?

Verifiable Lotteries [6] Y Y N N Y N Y2 N N Y

Digital Lottery Server [14] Y Y N3 Y Y N N N Y N

Fair e-Lotteries [11] Y Y N Y N N Y2 N Y Y

Lottery on the Internet [15] Y Y Y Y N Y N3 Y Y Y1

Our scheme Y Y Y Y Y Y Y Y Y Y1

scheme not realistic and not robust. For example, the winning result cannot be
generated if none of the players participates in the generation process. Also, the
winning result may be biased if all participating players collude, which is an
important issue for small scale e-lottery game or when the e-lottery game is not
yet popular in the beginning. Moreover, they have not considered the security
issue of not encrypting the ticket’s value.

Our Contribution: In this paper, we propose a new e-lottery scheme which
satisfies all of the identified requirements by using the verifiable random function.
Our scheme makes sure that the lottery dealer generates the winning number(s)
based on all the tickets sold. The calculation of the winning number(s) does not
depend on the participation of players but it is yet verifiable.

2 Preliminaries

We first discuss the cryptographic primitives used in our scheme.

Verifiable Random Function: Verifiable Random Function (hereafter referred
as VRF) was introduced by [13]. Basically it is a pseudorandom function [5]
providing a non-interactively verifiable proof for the output’s correctness.

Based on the notation in [12], a function family F(·)(·) : {0, 1}k (→ {0, 1}l(k)

is a verifiable random function if there exists polynomial-time algorithms (G(·),
Eval(·, ·), Prove(·, ·), Verify(·, ·, ·, ·)) such that

– G(1k) is a probabilistic algorithm which output a secret key SK (the secret
seed of the random function) and the corresponding public key PK.

– Eval(SK, x) is an algorithm that computes the VRF’s output y = FPK(x).
– Prove(SK, x) is an algorithm that computes the proof π that y = FPK(x).
– Verify(PK, x, y, π) is an algorithm that verifies y = FPK(x).

And a VRF has to satisfy the following properties:

– Uniqueness: If Verify(PK, x, y1, π1) =Verify(PK, x, y2, π2) = 1, y1 = y2.
– Computability: Eval(SK, x) = FPK(x) is efficiently computable.

2 In their settings, players are not betting on any particular value.
3 But we believe that the scheme may be modified to satisfy this requirement.
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– Provability: Verify(PK, x, Eval(SK, x), Prove(SK, x)) = 1.
– Pseudorandomness: The probability that an adversary can tell any bit of

FPK(x) for x he chose is negligible even if he has seen the values of many
FPK(x′) given x′ �= x.

Please refer to [3, 12, 13] for more details of VRF, e.g. its construction.
To see how VRF helps in the construction of e-lottery scheme, the following

shows some key ideas. The random winning number generation is guaranteed
by the pseudorandomness of VRF and the generation result is verifiable by the
commitment made by dealer (public key). By keeping the private key secret,
players are prevented from cheating even if they have access to the VRF’s input.

Delaying Function: Delaying function was introduced by [6], which is a function
that is moderately hard to compute and cannot be parallelized. The time to
compute the function depends on the parameters chosen. It may take several
hours or several days to complete, using the fastest existing implementation.
The output is publicly verifiable by going through the same computation. Please
refer to [6] for more details of delaying function, e.g. its construction.

Verifiable Encrypted Signature: Verifiable Encrypted Signature (VES) is an
encrypted signature which can be proved that the decryption of it gives a certain
party’s signature on a public message, without revealing the signature. It is
called Certificate of Encrypted Message Being a Signature (CEMBS) in [1]. VES
can be constructed from aggregate signature scheme [2] or ElGamal public key
encryption scheme. It is a useful primitive for enabling fair exchange [15].

3 A New e-Lottery Scheme

In this section, we describe our proposed e-lottery scheme. We show how to
integrate VRF, hash function and delaying function to build a scheme that
satisfies all the identified requirements. To ease our discussion, we assume that
we only generate one winning number and each ticket bets on one number. It is
easy to extend the scheme to cover a combination of numbers.

3.1 Our Proposed Scheme

Our scheme consists of 5 phases, namely, Setup, Ticket Purchase, Winning Result
Generation, Prize Claiming and Player Verification. We assume that the numbers
used in the lottery game is {1, 2, . . . , u} and the output domain for the VRF is
{1, 2, . . . , v} with v ≥ u. Let k be the security parameter, H(·) be a cryptographic
hash function that maps a bit string of arbitrary length (i.e. {0, 1}∗) into a bit
string of fixed length (e.g. 160 bits) and let H0(·) be another cryptographic hash
function that maps {0, 1}k to {0, 1}�log2u�.

– Setup:
1. Dealer generates a secret key SK and a public key PK by the algorithm

G with the security parameter k as the input.
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2. Dealer publishes the following items.
(a) Hash functions H(·) and H0(·), delaying function D(·), and VRF’s

algorithms: G(·), Eval(·, ·), Prove(·, ·) and Verify(·, ·, ·, ·).
(b) VRF public key PK and dealer’s digital certificate.
(c) The amount of time t in which dealer must release the winning ticket

value generated. (This is the input parameter controlling the time
complexity of the delaying function.)

– Ticket Purchase:
1. Player chooses his favorite number x and randomly picks a random bit

string r from {0, 1}k. r is kept in secret.
2. Player obtains a sequence number s of the ticket from dealer.
3. Player computes H0(r) and H(x||s||r), then sends ticketi = s||(x ⊕

H0(r))||H(x||s||r) to dealer.
4. Dealer publishes every single ticket ticketi.
5. Dealer returns a signed ticket signed ticketi to player to acknowledge

the recipient of player’s purchase request. Any digital signature scheme
which is existentially unforgeable against adaptive chosen message attack
can do and the signature does not need to be encrypted.
(Players do not need to enroll to the public key infrastructure as they
need to verify the validity of the signature only.)

6. Dealer links the ticket to a one-way hash chain. This chain could be
created by chain1 = H(ticket1), chaini = H(chaini−1||ticketi) for i > 1.

7. Dealer publishes chainj where j is the number of tickets sold so far.
– Winning Result Generation:

1. Suppose the final value of the hash chain is h, computes d = D(h) by
the delaying function, and publishes it.

2. Dealer calculates (w, π) = (Eval(SK, d),Prove(SK, d)).
3. If w > u, VRF is applied on w||d with padding bits if necessary (one

possible source of bits is VRF public key) again.
4. Dealer publishes (w, π) (and intermediate tuples with number of the

times VRF is applied, if VRF is applied more than once) within t units
of time after the closing of the lottery session.

– Prize Claiming:
1. If x = w, player wins.
2. Player submits (s, r) to dealer (in a secure channel).
3. Dealer checks whether a ticket of s||(w ⊕H0(r))||H(w||s||r) is received.
4. If so, dealer checks whether the tuple (s, r) has already been published

(i.e. the prize has been claimed by someone already).
5. If the prize is not yet claimed, dealer pays the player and publishes r.

– Player Verification:
1. Player checks whether his/her ticket(s) is/are included in the hash chain

and checks whether the final output of the hash chain is correct, using
the knowledge of ticketi’s.

2. Player verifies the validity of d and whether w =Eval(SK,D(h)) by
checking whether Verify(PK,w,D(h), π) = 1.

3. Intermediate (w, π) tuples may also be checked if necessary.
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4. For each winning ticket published, players verify the validity of s||(w ⊕
H0(r))||H(w||s||r).

5. If any mismatch occurs, player should report to the auditing organization
by simply providing the parameters involved in the checking.

3.2 Design Philosophy

The rationales behind some important steps of our scheme are discussed here.

Probability of Winning: Suppose v = u + b is the domain size of the VRF’s
output. The winning probability ensured by the Step 3 of the winning result
generation is

∑∞
i=0(

b
u+b )

i 1
u+b =

1
u+b

1− b
u+b

= 1
u . We can control the domain size of

VRF’s output so the expected time of application of VRF can be kept small.

Mapping of the Winning Result to Winning Ticket: In most of the previous
e-lottery schemes, the mapping of the winning result to the ticket value is not
discussed in details. There may be a situation that the domain of the generated
winning result is not the same as the domain of the ticket value. In particular, if
the domain size of the winning result and the domain size of the ticket value are
relatively prime, it is not straight-forward how one can ensure the pre-determined
winning probability of each possible ticket value. In our scheme, the mapping of
the winning result to the winning ticket value is trivial as it is a 1-1 mapping.

Use of VRF Key Pairs: To maximize the security level of the scheme, both
dealer and players are prevented from gaining knowledge of some output values
of VRF by the generation of a new pair of VRF keys for each lottery session.

Use of Sequence Number: The purpose of using sequence number is not the
same as that in [6]. In our scheme, it only serves the purpose of making H(x||s||r)
distinct even if two players pick the same x and r. The sequence numbers are not
required to be following each other one by one strictly. If the sequence number s
is not used, the situation that two different winning players who used the same
r may occur (although the probability is not high). In such case, when one of
the players claimed the prize, dealer has already known the value of r and hence
the dealer can falsely claim that the prize of the second winning player has been
already paid. In our current design, even the values x and r associated with two
different winning tickets are the same, the corresponding sequence numbers are
different and hence the values of H(x||s||r) are different.

Adding Fair Exchange Feature: By using CEMBS/VES, fair exchange between
the player and dealer can be ensured. The fair exchange protocol used in [15]
can be adopted in our scheme as well. For the purchase of tickets, if the player
aborts the transaction, the dealer can send the cipher cash, sequence number s
and signed ticketi to the TTP. Then TTP will send the e-cash to the dealer and
the signed ticketi to the player. For the prize claiming, if the dealer aborts the
transaction, the player can send the cipher cash, ticketi together with r to the
TTP. Then TTP will send the e-cash to the player and r to the dealer.

Since there may be more than one player winning the same prize by betting
on the same value x, we note that the e-cash used in the prize claiming should
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not be of fixed value. It should be an agreement of the dealer to award the player
a certain prize. By the publicly verifiability of the number of winning tickets,
the amount of award shared by each player is guaranteed.

Use of Delaying Function: Dealer may cheat by trying to “insert” tickets to
the hash chain (and “discard” these newly added tickets if the result is not
favorable) until a favorable result is obtained. The use of delaying function
prevents this kind of attack. One may argue that if the last ticket is sold much
before deadline, then the dealer is able to compute delaying functions twice
before deadline. However, it is not so probable in a large scale e-lottery. On
the other hand, a malicious dealer can corrupt the late submissions, but this is
prevented by the fair exchange protocol4. Moreover, we found that all existing
e-lottery scheme without TTP employs delaying function ([15] also mentioned
the use of delaying function is necessary to make their scheme secure). Schemes
that do not employ the delaying function, for instance [10], assumed the integrity
of the ticket submission pools is ensured by the TTP.

3.3 Analysis

Assuming the lottery is pari-mutuel, i.e. the amount of prize is solely based on
the sold tickets, our scheme satisfies all the requirements we have identified.

1. Random generation of winning number.
The random generation of winning number is guaranteed by the VRF’s
pseudorandomness. Each ticket submission from the players is random, thus
nobody can predict the outcome before the time when the last ticket is sold.
With the use of delaying function, the dealer cannot bias the generation of
winning number by trying to insert tickets into the hash chain one by one.
So, the dealer has no way to make sure that which number/player will win
or loss even all the numbers purchased by the players are known.

2. The winning result is publicly verifiable.
The winning number generation is verifiable by the provable property of
VRF. Besides, the value of hash chain and the output of delaying function
are also publicly verifiable.

3. The total revenue and the number of winning tickets are publicly verifiable.
(a) The number of sold tickets is verifiable by the first step of player’s

verification since each player can check whether his/her ticket(s) is/are
included in the hash chain.

(b) For each ticket sold, the dealer will publish the corresponding number x,
so each player can verify the total number of winning tickets easily after
the winning result is announced.

4. Forgery of winning ticket is impossible.
(a) The dealer cannot forge winning tickets after the winning number has

been generated as all the tickets sold have been published and can be
publicly verified by all players.

4 For denial of service attack by dealer, there are other practices to resolve this issue
and it is outside the scope of our discussion.
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(b) Players cannot forge tickets that they have not actually purchased. The
hash function H(·) makes sure that it is difficult to compute r based on
the published ticket s||(x⊕H0(r))||H(x||s||r).

5. User is not required to be online at the time of winning number generation.
6. Anonymity of player.

Player’s identity is not reflected in the process of buying ticket, verification
and prize claiming. Players’ account number can be encrypted as well.

7. Confidentiality of the ticket’s value.
The ticket’s value is encrypted. Neither cutting down a certain ticket value’s
winning share nor eavesdropping for the “global statistics” is possible.

8. Fairness on purchase of tickets and claiming of prize.
Fairness can be achieved by using CEMBS/VES as the protocol used in [15].

9. No early registration of player is required.

3.4 Other Issues

There are some other minor issues that have been addressed in the previous
e-lottery schemes. We briefly discuss how our scheme addresses these issues.

1. Total purchase of tickets.
It is natural that total purchase of all tickets guarantees a winning probability
of 1. This threat can be resolved with external means, e.g. by setting the prize
obtained by total purchase is less than the cost of total purchase. Because
the total revenue is publicly verifiable, there is no use for the malicious dealer
inserting all possible winning values to the hash chain and succeed to claim
tie whenever some one claim to have a prize, since it will greatly increase
the revenue and hence the value of prize to be given out by the dealer.

2. Unclaimed tickets.
The dealer may not be aware of any unclaimed tickets as the tickets’ value
are encrypted. However, the player’s verification is very efficient (in contrast
to the time consuming verification in [11]) and hence it is not a real threat.

3. Other threats.
Bogus server, system database damage, reveal of network address of player,
etc. are not considered as there are other practices to resolve these threats.

4 Conclusion

A new e-lottery scheme, based on the verifiable random function, is proposed.
Our scheme satisfies all the identified requirements and does not assume the
existence of TTP for winning ticket generation.

To make the e-lottery a reality, the way the e-lottery game is conducted
should be similar to a traditional one in which players’ interaction with the dealer
should be kept as simple and minimal as possible. Our scheme has a high degree
of resemblance with a traditional one. Players are neither required to be online
at the time of winning ticket generation nor to perform time-intensive operations
for checking whether the tickets purchased are indeed winning tickets. Early user
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registration is not required as our scheme is secure even in the presence of a large
size of colluding players. And players are allowed to buy as many tickets as they
want. We hope that the result of this work can help to increase the confidence
level of customers in participating in e-lottery games.

It is still an open problem to design a publicly verifiable e-lottery scheme
without using delaying function and the online participation of players during
the generation of the winning result. Another research direction is to make a
delaying function which is efficiently verifiable but the computation is still hard.
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Abstract. In this paper, we present a generalization of the notion of
the recently proposed related-cipher attacks. In particular, we show that
when the cryptanalyst has access to an oracle under one mode, then al-
most all other related-cipher modes can be attacked with ease. Typically
only one chosen plaintext/ciphertext query is required, while computa-
tional complexity is negligible.

1 Introduction

Block ciphers are often proposed with several variants, in terms of a differ-
ent secret key size and corresponding number of rounds. Wu [13] presented the
related-cipher attack model applicable to related ciphers in the sense that they
are exactly identical to each other, differing only in the key size and most often
also in the total number of rounds. Such related ciphers must have identical key
schedules irrespective of their difference in the total number of rounds.

In this paper, we generalize the concept of the related-cipher attack model to
apply to a larger class of related ciphers, in particular cipher encryptions with
different block cipher modes of operation, but with the underlying block cipher
being identical. We further show that when the cryptanalyst has access to an
oracle for any one mode of operation, then almost all other related cipher modes
can be easily attacked 1.

In Section 2, we briefly describe the standard block cipher modes of operation.
In Section 3, we present our related-mode attack model and discuss how access to
chosen plaintexts/ciphertexts in any one mode allows almost all other related-
cipher modes to be attacked. We conclude in Section 4.

2 Standard Block Cipher Modes of Operation

When encrypting a plaintext, P that is longer than the block size, n of the
underlying block cipher, this plaintext is divided into m number of n-bit blocks,

1 Without loss of generality, we demonstrate this on the standard modes of operation.

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 661–671, 2005.
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Pi, and each one is encrypted at a time using a block cipher mode of operation
that includes the electronic code book (ECB), cipher block chaining (CBC),
cipher feedback (CFB) or output feedback (OFB) modes [6, 7].

The ECB mode is the simplest, where each plaintext block, Pi is indepen-
dently encrypted to a corresponding ciphertext block, Ci via the underlying
block cipher, EK keyed by secret key, K:

Ci = EK(Pi). (1)

Figure 1 illustrates the ECB mode encryption on two consecutive plaintext
blocks, Pi−1 and Pi.

Pi−1

EK

�

�
Ci−1

Pi

EK

�

�
Ci

Fig. 1. ECB Mode Encryption

Meanwhile, the CBC mode uses the previous ciphertext block, Ci−1 as the
feedback component that is exclusive-ORed (XORed) to the current plaintext
block, Pi, before the resulting XOR is encrypted to obtain the current ciphertext
block, Ci. In particular:

Ci = EK(Pi ⊕ Ci−1) (2)

where Co = initialisation vector (IV ). Figure 2 illustrates the CBC mode en-
cryption on two consecutive plaintext blocks, Pi−1 and Pi.
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�
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�
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Fig. 2. CBC Mode Encryption
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The CFB mode also uses the previous ciphertext block, Ci−1 as feedback,
which is first encrypted and then XORed to the current plaintext block, Pi to
obtain the current ciphertext block, Ci:

Ci = Pi ⊕ EK(Ci−1) (3)

where Co = initialisation vector (IV ). The CFB mode can also viewed as a
stream cipher mode by treating Xi = EK(Ci−1) as a keystream that is XORed
to the plaintext, Pi to obtain the ciphertext, Ci. Figure 3 shows the CFB mode.

�⊕
Pi−1

�

EK

�

�
Ci−1

�⊕
Pi

�

EK

�

�
Ci

Fig. 3. CFB Mode Encryption

The OFB mode is similar to the CFB in that a keystream is also generated
to be XORed to the current plaintext block, Pi to obtain the current ciphertext
block, Ci. The difference is that the keystream is not a function of the previous
ciphertext block, Ci−1, but is the previously encrypted feedback component, Xi:

Xi = EK(Xi−1)Ci = Pi ⊕ EK(Xi) (4)

where Xo = initialisation vector (IV ). Note that the keystream is independent
of previous plaintext and ciphertext blocks. Figure 4 illustrates the OFB mode.
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Fig. 4. OFB Mode Encryption
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3 Generalization to Related Modes of Operation

We present generalizations of the concept of related-cipher attacks to related
modes of operation. We first recall previous work [13] that considered similar
ciphers which only differed in the number of rounds, but whose key schedules
were the same. Such ciphers include Square [2], which has a standard number
of rounds of 8, but the designers further commented that the user was free to
choose a number of rounds of their choice. Wu [13] considered the interesting fact
that given two such related ciphers, whose number of rounds was respectively r
and r + s, then one could align their respective encryptions such that their first
r rounds are the same. Then the remaining s rounds will allow the cryptanalyst
to easily compute the key used in those rounds. We note that we can also view
this as a type of slide attack [1] where the encryptions of the two related-ciphers
are slid by their first r rounds, with the unslid rounds being the last s rounds:

P → F F . . . F F → C

P → F F . . . F F︸ ︷︷ ︸
r

F . . . F︸ ︷︷ ︸
s

→ C ′

Note that under the related-cipher attack model, the cryptanalyst is interacting
not with two distinct related ciphers but in fact with the same cipher but whose
number of rounds are variable. One may therefore question that if it is possible
to vary the number of rounds, then what would stop the cryptanalyst from
reducing the number of rounds down to merely one or two, and therefore render
the cipher completely weak against trivial attacks?

We now consider a more common and likely scenario compared to the related-
cipher attack setting, where we have the same cipher being used as the underlying
component in different block cipher modes of operation. Standard modes [6] of
operation are the electronic code book (ECB), cipher block chaining (CBC),
cipher feedback (CFB) and output feedback (OFB). Consider the block cipher
AES [5], for example, that is seeing widespread usage in various settings, such as
in the Pretty Good Privacy (PGP) software [14] and the SSL protocol initially
proposed by Netscape [8] for secure online transactions. Both may offer the user
the flexibility of choosing a desired mode of operation to use. For example, the
user could have chosen the default CFB mode for his PGP software, while the
SSL server with which the user is communicating with could have selected the
CBC mode. Also, we remark that it is quite common for a user to use the same
password (and hence the secret key) with his various internet accounts in order to
make it easier for him to remember, rather than having a different password for
every account, and then having to write it down somewhere, which he considers
even more unsafe and defeats the purpose of having a password altogether. To
most, storing the password mentally in one’s mind is safer than writing it down
on paper. Therefore, since the user uses the same secret key, then when the
underlying block cipher is the same, different modes of operation would give
different but related-mode ciphers. This provides a fertile background for us to
mount related-mode attacks: exploiting an oracle containing a certain mode to
attack encryptions under other modes.
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A similar attack model is the padding oracle attack model [11, 9] where the
cryptanalyst has access to an oracle that upon receipt of a ciphertext encrypted
under a secret key, K, will immediately decrypt it with the same secret key, K
and replies if padding is valid or not. Further, their objective is similar to ours
in that the cryptanalyst aims to directly recover the unknown plaintext blocks
from intercepted ciphertext blocks.

Throughout this paper, we consider the case where the cryptanalyst has ac-
cess to an oracle that is able to perform either encryption or decryption2 for
some fixed mode. This is similar to having access to known or chosen plain-
text/ciphertext queries under that mode.

We show that this oracle allows the cryptanalyst to attack the other related-
cipher modes, where the underlying block cipher is the same. P ′

i and C ′
i respec-

tively denote the current plaintext and ciphertext block used in the interaction
with the oracle being exploited, while Pi and Ci respectively denote the current
plaintext and ciphertext blocks of the related-cipher mode being attacked.

For the mode being attacked, only the corresponding ciphertext blocks, Ci for
(i = 0, 1, . . . , m) of some unknown plaintext blocks, Pi for (i = 0, 1, . . . , m) are
known, where C0 = IV is the initialization vector3. It is the cryptanalyst’s objec-
tive to directly recover these unknown plaintext blocks, Pi for (i = 0, 1, . . . , m),
i.e. we assume a ciphertext-only scenario for the mode being attacked.

For the mode being exploited, access to its oracle allows the cryptanalyst to
obtain known or chosen plaintext/ciphertext queries, − and as necessary known
or chosen IV queries − though we assume for more concrete and interesting
results that he can only access either a mode encryption or mode decryption
oracle, and not both at the same time. Having said this, note that a standard
mode of operation is expected to be secure against attacks where both encryption
and decryption oracles are possible [4]. In fact, some attacks on block cipher
modes, for instance the recent one [4] on EMD [10] specifically requires both
encryption and decryption oracles to be available.

3.1 Exploiting an ECB Oracle

Consider that the cryptanalyst has access to either an encryption or decryption
oracle under ECB mode. We will show how this oracle can be exploited to obtain
the unknown plaintext blocks encrypted under other modes.

Attacking CBC. In our current case, the cryptanalyst has access to the ECB
decryption oracle, and is exploiting it to attack another related cipher in CBC
mode. In particular, given that he desires to know the unknown plaintext block,
Pi corresponding to an intercepted ciphertext block, Ci of the CBC mode, he
chooses C ′

i = Ci to feed to the ECB decryption oracle and hence obtains the
corresponding P ′

i . This P ′
i is really gibberish since C ′

i is not really a ciphertext
that was encrypted under ECB. Instead, C ′

i is really Ci encrypted under CBC.

2 Encryption and decryption operations are generally considered symmetric and in-
terchangeable in terms of complexity.

3 Except for ECB where C0 does not exist.
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However, since C ′
i = Ci, then E−1

K (C ′
i) = E−1

K (Ci) = P ′
i . Therefore, he can relate

P ′
i to a state within the CBC, as indicated in Figure 5, where the exploited oracle

and the mode being attacked are on the left and right, respectively, and where
the rectangular boxes delimit the parts inaccessible to the cryptanalyst.
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P ′
i

�

EK

�

�
Ci

Fig. 5. Exploiting ECB to Attack CBC

This gives P ′
i = Pi ⊕ Ci−1, hence he can compute the CBC plaintext block

as Pi = P ′
i ⊕ Ci−1. In summary, we require just one chosen ciphertext (CC)

query encrypted under ECB to obtain the plaintext block corresponding to any
ciphertext block encrypted under CBC.

Attacking CFB. Exploiting the ECB to attack the CFB mode is also straight-
forward. In this case, the cryptanalyst requires access to an ECB encryption
oracle, feeding it with just one chosen plaintext (CP ) query. In particular, he
chooses P ′

i = Ci−1, and so obtains the corresponding C ′
i = EK(P ′

i ) = EK(Ci−1),
which directly relates to a state in the CFB, in particular C ′

i = Pi ⊕ Ci, imme-
diately allowing him to compute Pi = C ′

i ⊕ Ci. This is illustrated in Figure 6.
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Fig. 6. Exploiting ECB to Attack CFB

Attacking OFB. Attacking the OFB given an ECB decryption oracle similarly
requires a chosen plaintext query. In particular, given the known C0 = IV , then
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merely choose P ′
i = IV , and hence C ′

i = EK(P ′
i ) = EK(IV ), which directly

relates to an intermediate state in the OFB, in particular C ′
i = P1⊕C1, allowing

to compute P1 = C ′
i ⊕C1. See Figure 7. Repeat as required to iteratively obtain

the next plaintext blocks, Pi for (i = 2, . . . , m).

3.2 Exploiting a CBC Oracle

When the cryptanalyst has access to a CBC oracle, he can then similarly use
this to attack the other related-cipher modes.

Attacking ECB. The cryptanalyst accesses a CBC decryption oracle and chooses
C ′

i = Ci, hence obtaining P ′
i = C ′

i−1 ⊕ Pi. He is then able to compute Pi =
P ′

i ⊕ C ′
i−1. See Figure 8.
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Fig. 8. Exploiting CBC to Attack ECB

Attacking CFB. Attacking this requires a CBC encryption oracle and choosing
P ′

i = C ′
i−1⊕Ci−1 such that C ′

i = EK(P ′
i ⊕C ′

i−1) = EK(Ci−1) is directly related
to an intermediate state in CFB, namely that C ′

i = Pi ⊕ Ci. Therefore, we can
compute Pi = C ′

i ⊕ Ci, as shown in Figure 9.

Attacking OFB. Attacking the OFB mode is the hardest since both the input
to and output from EK is masked/XORed with consecutive unknown plaintext
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blocks, Pi−1 and Pi. Fortunately, under the known IV scenario [3], the crypt-
analyst knows IV ′ and hence can choose P ′

1 = IV ′ ⊕ IV , and so have C ′
1 be

directly related to an intermediate state in OFB, namely C ′
1 = P1 ⊕ C1, hence

P1 = C ′
1⊕C1 can be computed. See Figure 10. This can be repeated to iteratively

obtain the next plaintext blocks of the OFB.

3.3 Exploiting a CFB Oracle

In this case, the cryptanalyst has access to a CFB oracle, and uses this to attack
other related-cipher modes.

The CFB and OFB modes are sometimes called stream-cipher modes since
despite starting with an underlying block cipher, EK , using it in these modes
essentially results in a stream cipher. A stream-cipher mode uses the underlying
EK in both its mode encryption and decryption, in contrast to other non-stream-
cipher modes such as the ECB and CBC that use EK for mode encryption
and correspondingly E−1

K for mode decryption. Because of this, it appears that
stream-cipher mode oracles can only be used to construct encryption oracles
for other non-stream-cipher modes. This means that it will not be possible to
exploit a stream-cipher mode oracle (such as CFB and OFB) to attack non-
stream-cipher modes (such as ECB and CBC). Instead, we consider only how
stream-cipher modes can be exploited to attack other stream-cipher modes.
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Attacking OFB. The cryptanalyst accesses a CFB decryption oracle and chooses
C ′

i−1 = IV , and hence EK(C ′
i−1) = EK(IV ) = X ′

i can be directly related to a
similar intermediate state within OFB, namely X ′

i = P ′
i ⊕C ′

i = P1⊕C1. He then
computes P1 = X ′

i ⊕ C1 = P ′
i ⊕ C ′

i ⊕ C1. See Figure 11. Repeating this attack
will allow him to iteratively obtain the next plaintext blocks of the OFB.

3.4 Exploiting an OFB Oracle

Similarly, the OFB oracle can only be exploited to attack other stream-cipher
modes. We will discuss here how to exploit this to attack the CFB mode.

Attacking CFB. This is so far the hardest attack to mount, and requires a
chosen-IV (CIV ) scenario [12]. In particular, the cryptanalyst chooses IV ′ =
IV , and hence EK(IV ′) = EK(IV ) = X ′

i. This intermediate state relates be-
tween the two modes, OFB and CFB, namely X ′

i = P ′
1 ⊕ C ′

1 = P1 ⊕ C1, and so
he can compute P1 = X ′

i ⊕C1 = P ′
1⊕C ′

1⊕C1. This is shown in Figure 12. Note
that in this case the plaintext and ciphertext blocks of the exploited oracle do
not need to be chosen but are merely known.
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4 Concluding Remarks

We have generalized the related-cipher attacks to block cipher modes of oper-
ation with the same underlying cipher. Our related-cipher-mode attacks show
that when the cryptanalyst has access an oracle containing any one mode of
operation, then almost all other related-cipher modes can be easily attacked.
In Table 1, we list our attacks and the corresponding text complexities, while
computational complexity is negligible.

Table 1. Related-mode Attacks on Modes of Operation

Oracle Exploited Cipher Mode Attacked Text Complexity

ECB CBC 1 CC
CFB 1 CP
OFB 1 CP

CBC ECB 1 CC
CFB 1 CP
OFB 1 CP

CFB OFB 1 CC

OFB CFB 1 KP , 1 CIV
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Abstract. In this paper, we introduce the concept of Additive Non-
Interactive Zero Knowledge (NIZK). We extend the notion of NIZK
proofs to include the prover’s identity as part of the theorem being
proved. An additive proof allows a verifier to construct a new proof of
knowledge using the information from an old proof. Intuitively, an addi-
tive proof is a proof of knowledge of knowledge. As an application of this
concept, we propose a digital cash scheme with transferable coins.

1 Introduction

Zero knowledge proof systems were initially proposed to replace password-based
authentication schemes. Essentially, a zero knowledge proof enables a prover to
convince someone (the verifier) about the validity of a statement (the theorem)
without revealing any extra information about the statement itself. That is, after
the execution of the protocol, the verifier is convinced that the theorem is indeed
true without getting any information whatsoever as to why it is true. As a classic
example of this idea, supposing Alice the mathematician has settled Fermat’s
last theorem. Using a zero knowledge proof, she can convince a verifier that this
is true without even revealing whether she has settled it in the affirmative or
has actually found a counterexample.1

A formal discussion of zero knowledge proofs and their applications is beyond
the scope of this paper and the reader is referred to [2, 3, 4, 5]. In the rest of the
paper we will use the notion of zero knowledge informally (that is, without
explicitly stating the correctness and soundness criteria if they are clear from
the context).

2 Zero Knowledge Proofs

In the simplest form, a zero knowledge protocol is interactive. That is, it requires
many interactions (in the form of challenge-response) between the prover and

1 We note for the record that Fermat’s last theorem has been recently settled in the
affirmative [1].
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verifier. After a sufficient number of successive correct responses, the verifier is
convinced about the correctness of the theorem being proved. The number of
challenges is chosen to be large enough so that the probability of a dishonest
prover succeeding is very low.

Although suitable for most purposes, the interactive systems have an inherent
weakness: the prover needs to be ‘on-line’ when proving a theorem. Subsequently,
the concept of non-interactive zero knowledge proof systems was proposed where
the interaction between the prover and verifier is eliminated [6, 7, 8].

2.1 Non-interactive Zero Knowledge

A Non Interactive Zero Knowledge (NIZK) proof system enables an honest
prover to convince the validity of a statement to an arbitrary verifier by at-
taching a ‘short’ proof. The zero knowledge property is obtained by using a
common random reference string [7, 9].

As an example, assume that Alice is a (possibly dishonest) prover and Bob
is an arbitrary verifier. Alice knows a secret u and wants to convince Bob about
this fact. To participate in the protocol, Alice and Bob must share a common
random string a. Alice creates a statement s = “I know the value of u” and
a proof, p. We say (s, p, a) is a zero knowledge proof if Bob can verify that
statement s is true without obtaining any ‘useful’ information about u.

Most NIZK proof systems require the prover and verifier to have interacted
sometime in the past to share the random string. We introduce the notion of
NIZK proofs that completely eliminate this interaction. Thus, using this idea
Alice can create a ‘public’ NIZK proof of her statement without compromising
her secret. This is done using an identity based proof.

Ordinarily any NIZK proof is automatically transferable. That is, Bob can
reuse the triple {s, p, a} using the same random string to falsely claim that he
knows u. We shall see that an identity based proof is non-transferable.

2.2 Identity Based NIZK Proofs

Intuitively, an identity based proof can be considered as a proof of ‘knowledge of
knowledge’. The basic idea is the same; the verifuer is convinced of the validity
of a statement in a non-interactive way. The statement in this case includes the
identity of the prover. In other words, the statement s, above, is modified to read
“Alice knows the value of u”. To understand zero knowledge in this new scenario,
observe that the proof only validates the correctness of s. It does not disclose
the identity of the prover. Also, Bob does not have any significant advantage
since the proof does not reveal any information that will enable him to claim
knowledge of u. Note that the random string need not be pre-shared in this case
since the proof is verifier independent.

2.3 Additive NIZK Proofs

We extend the notion of NIZK proofs to include multiple identities and propose
the concept of additive zero knowledge. The word additive implies that a verifier
can construct a new identity based NIZK proof of knowledge from an old proof
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such that new proof is based on the same random string. If this process can go
on many times, the participants in the protocol are said to be connected in a
chained trust relationship.

To understand the concept of additive zero knowledge, include a third par-
ticipant, Carol in the scenario. To begin with, Alice makes a NIZK proof pA

of the statement sA =“Alice knows the value of u” and sends {sA, pA} to Bob.
After verifying that the proof is correct, Bob creates a new NIZK proof pB from
pA of the statement sB = “Bob knows that the statement sA is true”. He keeps
pA secret (as evidence in case of a dispute) and sends {sB , sA, pB} to Carol.
The proof pB should convince Carol about the validity of sB without revealing
any information about the validity of sA on its own. In other words, it should
not be possible to compute pA just from the information known to Carol. In a
truly additive system, Carol should be able to further ‘add’ to the statement
by creating the statement sC = “Carol knows that the statement sB is true”
and create a corresponding NIZK proof PC such that the values {sC , sB , sA, pC}
also constitute a new NIZK proof. Without discussing this concept formally, we
propose an application using a digital cash protocol that will demonstrate the
additive property in an intuitive way.

2.4 Digital Cash Scenario

To explain the need for the additive property, we propose a transferable digital
cash scheme. For an overview of digital cash, the reader is referred to [10, 11]. Our
scenario is based on the following setting: a user can withdraw an electronic coin
from the bank and pass it on to other users. Eventually, one of the participants
will decide to deposit the coin into the bank. We don’t limit the number of
times a coin may get transferred before finally being deposited. Each coin has
associated with it a secret value known only to the withdrawer who creates an
identity based NIZK proof of this fact when transferring the coin. Subsequent
participants create identity based proofs of the validity of the statement of the
previous participant. To make this concept feasible, we need to introduce new
cryptographic primitives which we describe next.

3 Associative One-Way Functions

The main building blocks of our protocol are a family of one-way functions
defined in this section:

Fix the alphabet Σ = {0, 1}. The set of strings over Σ is denoted by Σ∗. For
any string x ∈ Σ∗, let |x| denote the length of x. Let σ : Σ∗×Σ∗ (→ Σ∗ be some
total binary function. Define the following properties for σ:

1. Polynomial-time computable: We say σ is polynomial time computable if
and only if there exists a polynomial p such that for all a, b ∈ Σ∗, computing
time of σ(a, b) is upper-bounded by p(|a|+ |b|).

2. Honest: If σ does not shrink its inputs by more than some fixed polynomial.
Formally, we say σ is honest if and only if there exists a polynomial q such
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that for each c ∈ image(σ), there exists a pair (a, b) ∈ Σ∗ such that c =
σ(a, b) and |a|+ |b| ≤ q(|c|).

3. Associative: If we have σ(σ(a, b), c) = σ(a, σ(b, c)) for all a, b, c ∈ Σ∗.
4. Non-invertible: If given any random c ∈ image(σ), the probability of finding

a pair (a, b) such that c = σ(a, b) is negligible. Formally, σ is non-invertible
if and only if there exists no polynomial r such that the running time of any
algorithm for computing (a, b) is upper-bounded by r(|c|).

5. Strongly non-invertible: If given any c = σ(a, b) and a, the probability of
finding b̂ such that c = σ(a, b̂) is negligible and, given any c = σ(a, b) and b,
the probability of finding â such that c = σ(â, b) is negligible. Formally, σ is
strongly non-invertible if and only if there do not exist polynomials s1 and
s2 such that the running times of any algorithms for computing such â or b̂
are upper-bounded by s1(|c|+ |b|) or s2(|c|+ |a|) respectively.

6. Non-commutative: If for any pair (a, b) randomly selected from a chosen
finite subset of Σ∗, we have σ(a, b) �= σ(b, a) with overwhelming probability.

If properties 1-4 hold, we say σ is an Associative One Way Function (AOWF).
If property 5 also holds then σ is strong AOWF. We say that σ is a strong non-
commutative AOWF if properties 1-6 are satisfied. The notion of honesty is
needed to preclude functions that are non-invertible simply because some sets
of images lack polynomially short preimages.

We propose an additive zero knowledge scheme for digital cash using strong
non-commutative AOWFs. Strong AOWFs have also been used in multi-party
protocols for digital signatures and key agreement [12, 13]. We note for the record
that a practical construction of a strong AOWF for cryptographic applications
is not known as yet2. See [14, 15] for some related work on complexity-theoretic
strong one-way functions.

4 Our Digital Cash Protocol

Assume that P0 is the first participant who withdraws a coin from the bank and
P1, P2, . . . Pn are successive participants in the protocol. The coin is deposited
to the bank by Pn. Denote the coin by M . Our protocol should ensure that a
participant cannot use the same coin twice without being caught.

Let f(· , ·) be a strong non-commutative AOWF as defined in section 3 and let
S be a finite set over which f is non-commutative and closed. Let m be the output
of applying to M , a collision-resistant hash function mapping to S. It is assumed
that finding random elements from S is easy. We will sometimes use the alternate
infix notation x ◦ y to represent f(x, y). Note that due to the associativity of f ,
the parenthesis in an expression like (x ◦ y) ◦ z can be removed. We also use the
idea of secure notice boards discussed in [16] to exchange public information in an
open way. We assume that coin transfer is done over an insecure channel. This

2 In the context of this paper, the definitions of ‘non-invertible’ and ‘strongly non-
invertible’ are based on the average-case complexity model.
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implies that a user can send the coin in an email. Our scheme demonstrates
a public digital cash system. The coins can be transferred in public without
compromising the security of the system.

4.1 Initial Setup

An initial setup is necessary during which a public key directory is created.
We note that this is a one-time process. The notice board acts as the central
authority. The protocol proceeds as follows:

1. For each Pi, the notice board generates a random ai ∈ S
2. Each Pi generates a random private key xi ∈ S and computes yi = f(xi, ai).

The public key is the pair (ai, yi).

The public keys are made available via the notice board. After this step, all
such registered users will be able to participate in the protocol. That is, they
can withdraw, transfer or deposit an electronic coin.

4.2 Withdrawal Protocol

For each coin M , P0 generates a random secret signing key u and computes the
corresponding public verification key v = f(m,u). It asks the bank to certify the
values (m, v). This is done using any standard signature scheme, the details of
which we need not discuss here. Denote by B, the certificate from the bank. To
avoid known cipher text attacks, a time stamp is included in the certificate. Users
who created their public keys after this time are precluded from participating
in this protocol. Additionally, the bank must ensure that u is indeed randomly
generated.

4.3 Transfer Protocol

We assume that a signature is always attached to the coin. An arbitrary par-
ticipant Pi will process the coin as follows: On receiving it from Pi−1, it first
follows the verification procedure. Before passing on the coin to Pi+1, it follows
the signing procedure. P0, however, only follows the signing procedure. We as-
sume that the certificate, B must always accompany the message. The following
additional definitions will be useful:

Define z0 = f(u, x0) and zi = f(f(zi−1, ai−1), xi) if i > 0.
Define w0 = y0 and wi = f(wi−1, yi) if i > 0.
Define ri = f(f(m, yi+1), xi)

Note that zi can be computed directly from zi−1 while wi can be computed
easily from the public keys y0, y1, . . . yi. However, it is not possible to compute
z0 without knowledge of the secret signing key, u which is only known to P0.
Denote by M̃i, the signature of Pi on M using a standard signature scheme.

Signing

The signature Pi on M is the set {B, zi, {r0, r1, . . . ri}, {M̃0, M̃1, . . . M̃i}}.
The string, “P0, P1, . . . Pi” containing the list of names is also assumed to be



A Digital Cash Protocol Based on Additive Zero Knowledge 677

a part of the signature. Note that Pi receives zi−1 in the signature from Pi−1

and computes zi using the procedure described above. Pi keeps zi−1 secret as
evidence that the coin was indeed received from Pi−1.

Verification

For clarity, we describe the verification procedure to be followed by Pi+1. It
consists of four tests and the message is rejected if any of them fail:

1. Verify the certificate B and obtain verification key v.
2. Check that f(f(m, zi), ai) = f(v, wi).
3. Check that f(f(m, yj+1), yj) = f(rj , aj) for all j from 0 to i.
4. Verify M̃j (the signature of Pj) for each j from 0 to i.

4.4 Deposit Protocol

The deposit protocol is followed when Pn wants to deposit the coin to the bank.
Before passing the coin to the bank, Pn follows the signing procedure. Thus
Pn sends {M,B, zn, M̃0, M̃1, . . . M̃n} to the bank with a deposit request. The
bank follows the verification procedure described above. In other words the bank
performs the following tests:

1. Verify the certificate B and obtain verification key v.
2. Check that f(f(m, zn), an) = f(v, wn).
3. Check that f(f(m, yj+1), yj) = f(rj , aj) for all j from 0 to n.
4. Verify M̃j (the signature of Pj) for each j from 0 to n.

If the procedure succeeds, the bank accepts the coin as valid. It also keeps a
record of the ordered list of users who participated in the protocol. If it receives
the same coin for deposit from a different user, it can easily find out the cheating
user by comparing the two lists. The list will be different onwards from the point
where some participant used the coin more than once.

5 Overview of the Protocol

The above protocol is an example of an additive zero knowledge proof system.
To understand this, observe that z0 cannot be computed without knowledge of
u and x0 which are both kept secret by P0. Also note that it is not possible for
another user P̂0 to create a signature ẑ0 on M using v as the verification key
without knowing u. Thus, z0 is a zero-knowledge signature of P0 on M with v
being a common random reference string3. Moreover, since M and v cannot be

3 To verify the signature, check that f(f(m, z0), a0) = f(v, y0). In this context, the
terms ‘Non-Interactive Zero Knowledge proof’ and ‘Zero Knowledge signature’ are
interchangeable since, alternatively, {z0, m, v} is a NIZK proof of knowledge of u
with m being the random reference string.
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un-linked due to the certificate B, it is ensured that a different reference string
cannot be used for M .

The additive property is demonstrated by the fact that P1 can add more
information to z0 by computing z1 in a way that z1 still retains zero-knowledge
with respect to v. Note that computing any zi−1 just from zi is considered
infeasible due to the assumed properties of f .

Step 4 of the verification process is necessary to ensure that users cannot
add arbitrarily extra information since otherwise, a user Pi could add a name Pj

before itself simply by computing zi = f(f(f(zi−1, ai−1), yj), xi) corresponding
to the modified list and there would be no way to tell if Pj ’s involvement was
real or ‘simulated’. Step 3 is necessary to ensure that the coin is useful only for
the intended receiver.

Thus, each zi is a NIZK proof of two facts: (a) P0 knows u corresponding
to (M,v) and is therefore the first name in the list and, (b) Information was
added i times to z0. The zero-knowledge property ensures that previously added
information cannot be removed.

Assuming that all users are unique, a few points about this protocol are
noteworthy:

1. Each Pi who passes the coin must include its name in the signature and in
the right sequence for validation to succeed.

2. Users cannot remove names of other users from the list in the signature
without knowledge of their private keys, nor can they change the order or
add new names.

3. The protocol is completely non-interactive.

It is easily seen that the signing time is independent of the number of users.
However, the signature length and the verification time increase linearly with
the number of users in the list. This is not a problem unless the list becomes
very large. To avoid this, we can restrict the number of times a coin may be
passed before it becomes invalid.

6 Security Analysis

In this section, we outline a rough security analysis of our protocol. We consider
an attack to be successful if any user can use a coin twice or modify the list to
contain false information without detection. Assuming that Pi is the attacker, a
combination of the following attacks are possible:

1. It uses the coin but does not include its name in the list.
2. It adds one or more names to the list.
3. It deletes one or more names from the list.
4. It changes the order of some names in the list.
5. It uses the coin more than once.

Additionally, the only useful secret information available to Pi is the signature
from Pi−1. We consider each case separately.
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1. The first possibility is ruled out since the message is always passed over a
secure channel, which allows sender authentication.

2. Arbitrary names cannot be added to the list because Pi cannot compute
signatures on behalf of other users. Thus, if a false user is added to the list,
step 3 of the verification process will fail.

3. It appears that deleting names is not possible either. Firstly note that the
verification key (used in step 2 of the verification process) necessarily has to
be v. This implies that Pi would have to compute values (ŵi, ẑi) such that
f(f(m, ẑi), ai) = f(v, ŵi) and one of the following holds:
(a) ŵi = yi or,
(b) ŵi = yr0 ◦ yr1 ◦ yr2 ◦ . . . yrj

where:
{r0, r1, . . . rj} ⊂ {0, 1, . . . i} and rj = i

Due to the properties of f (specifically, non-invertibility and strong non-
invertibility), it seems that neither of these cases are possible.

4. Similarly changing order is not possible due to the non-commutativity of f .
To compute wi, the public keys need to be used in the right order otherwise
verification will fail with a high probability.

5. Finally if Pi spends the coin twice, it will be detected by the bank.

Note that even if an attacker manages to intercept the coin during transit,
he or she does not have any additional advantage since step 3 of the verification
process ensures that the coin is useful only for the intended recipient.

In the above analysis, we assumed that all participants in the protocol are
unique. In the event that a coin comes back to a participant, he or she will have
the ability to delete all subsequently added names in the list. However, this is
not a problem since it make the participant automatically liable in case the coin
is used more than once by one of those subsequent users.

7 Conclusion

In this paper, we demonstrated the concept of additive zero knowledge by propos-
ing a digital cash protocol. The protocol uses the idea of transferable elec-
tronic coins. The scheme enables traceable cash and does not provide spender
anonymity. An advantage of this scheme is that multiple transactions can be
done with the same coin. Users are deterred from using a coin more than once
due to the possibility of detection.

Additive zero knowledge proofs also have applications in mobile agent au-
thentication. See [17, 18] for authentication protocols based on strong AOWFs
using a similar concept.

We conclude this paper with an open question: is it possible to achieve a
practical implementation of our digital cash scheme without using strong non-
commutative AOWFs?
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Abstract. Wireless Sensor Networks are extremely vulnerable against
any kind of internal or external attacks, due to several factors such as
resource-constrained nodes and lack of tamper-resistant packages. As
a result, security must be an important factor to have in mind when
designing the infrastructure and protocols of sensor networks. In this
paper we survey the “state-of-the-art” security issues in sensor networks
and highlight the open areas of research.

1 Introduction

Wireless Sensor Networks [1], composed of hundreds or thousands of inexpensive,
low-powered sensing devices with limited computational and communication re-
sources, provide a useful interface to the real world with their data acquisition
and processing capabilities. Sensor networks can be applied to a large number
of areas, and its applications are continuously growing.

However, sensor networks are extremely vulnerable against any type of in-
ternal or external attacks, due to resource constraints, lack of tamper-resistant
packaging, and the nature of its communication channels. In this scenario, any
protocol, architecture or application which is not developed with security in
mind is hardly useful.

As a result, it is essential to incorporate security, or at least to discuss whether it
should be applied or not and why, inside the design of every aspect of a sensor net-
work. In this paper, we present a survey of the “state-of-the-art” security issues and
algorithms that a designer must have in mind while working with sensor networks.

The rest of the paper is organized as follows. In Section 2, we introduce
the sensor network infrastructure and elements. In Section 3, we investigate the
“state-of-the-art” security issues in sensor networks such as security primitives,
key infrastructure, routing, data aggregation, auditory etc. In Section 4, we
conclude our paper, highlighting the research challenges in those areas.

2 Sensor Network Infrastructure

The infrastructure of a sensor network can be divided into two parts, data ac-
quisition network and data dissemination network.

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 681–690, 2005.
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– The data acquisition network contains the sensor network “per se”: a col-
lection of sensor nodes with the task of measuring the physical data of its
surroundings, and one or more base stations in charge of collecting data from
the nodes and forwarding control information from the users.

– The data dissemination network is a combination of wired and wireless net-
works that provides an interface of the data acquisition network to any user,
and its security is out of scope of this paper.

Sensor nodes are densely deployed either very close or inside the object to be
observed, and all measurements must be routed to the base station where users
can have access to them. All the nodes are highly constrained devices. Their
memory, computational power and battery life are very limited. On the other
hand, base stations are not as constrained as the sensor nodes, and in most cases
have no battery shortage problem.

Due to the extreme constraints of the network infrastructure, a sensor net-
work is highly vulnerable against any external or internal attack, thus the in-
frastructure and protocols of the network must be prepared to manage these
kinds of situations. Protecting the information flow not only requires a set of
power-efficient encryption schemes, but also an effective key infrastructure in
terms of key storage policies, key distribution procedures and key maintenance
protocols. Collecting the information from a static or dynamic set of nodes and
routing it through the error-prone, unreliable network is a difficult task as well.
Moreover, the network should be able to monitor over any failures or security
breaches in any of its members while self-configuring and self-healing itself.

3 Security Issues in Sensor Networks

3.1 Security Primitives

All sensor nodes inside a sensor network use power-efficient radio transceivers for
their communications. Most of the existing sensor nodes operate in unlicensed
frequency bands, but some nodes follow the IEEE 802.15.4 standard for Personal
Area Networks [3]. In any case, a malicious adversary can easily get access to the
information flow of a sensor network, because sensors are usually scattered in
an uncontrolled or public environment and the wireless communication channel
is inherently insecure. Consequently, any device can eavesdrop or inject packets
inside the sensor network.

It is indispensable to provide basic security primitives to the sensor nodes in
order to give a minimal protection to the information flow and a foundation to
create secure protocols. Those security primitives are symmetric key encryption
schemes (SKE), message authentication codes (MAC), and public key cryptog-
raphy (PKC). Since sensor nodes are highly constrained in terms of resources,
implementing the security primitives in an efficient way (using less energy, com-
putational time and memory space) without sacrificing the strength of their
security properties is one of the major challenges in this area.
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Existing sensor nodes are able to incorporate software-based SKE with minor
overhead in terms of CPU, energy and memory footprint. A proof-of-concept
implementation is the TinySec [4] project. Hardware-based SKE is also provided
in nodes with radio chips conforming to the 802.15.4 standard [3], although not
all the security suites used by the standard are actually secure [5].

Regarding the MAC, it is usually computed using a cipher block chaining
construction, called CBC-MAC. It is efficient and fast, and reduces the memory
footprint needed for the MAC calculations due to the shared primitives between
itself and the SKE. It is used by both hardware [3] and software [4] configurations.

Finally, PKC in software has been usually rejected as “not possible” in a
sensor network environment, but there were almost no experiments that backed
up the claim. Some studies [6] claimed that elliptic curve cryptography (ECC)
seemed to be a good candidate for implementing PKC over sensor networks
due to its small key size, faster computation, as well as memory and energy
savings compared with other algorithms such as RSA. That claim was empirically
demonstrated by a recent work in the area that developed a usable PKC in
TinyOS [7].

3.2 Global Key Infrastructure

The communication channels between any pair of devices inside the sensor net-
work must be protected to avoid attacks from external parties. This protection
is provided by the security primitives introduced in the previous section, but all
those primitives need to store a set of secret keys inside every node. Thus it is
necessary to have a global key infrastructure.

There are three basic factors in the design of a key infrastructure for sensor
networks: key storage, key distribution, and key maintenance.

– Key storage policies indicate the number of keys that a sensor node needs
to store in order to open secure communication channels with other peers.
It will influence over the network resilience, which defines the percentage of
the network that can be controlled by an adversary after he steals the keys
from a subset of the nodes, and over the amount of memory available to the
node.

– The key distribution protocols define how the keys are issued to the sen-
sor nodes. A node can receive its keys before the initial deployment of the
network or create its keys after the deployment using preloaded information.

– The key maintenance procedures specify how a node can be included into or
erased from the network, receiving or nullifying a set of keys in the process.

In terms of key storage, there are two extreme design cases: global keying
(a single key is created for the entire network) and pairwise keying (a node
must store a key for every other node inside the network). Neither of these
cases is feasible in a real scenario: Global keying has no network resilience while
pairwise keying is not a scalable solution due to the memory constraints of the
nodes. Therefore, security researchers have been trying to develop more optimal
solutions, such as pairwise keying only with every direct neighbor.
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“Key pool” paradigm, introduced in [8], seeks to obtain a balance in the key
storage policy while predistributing the secret keys before the deployment. In
this paradigm, every sensor retrieves a certain number of keys from a common
“key pool”, and only the nodes that share a key (or a certain set of keys [9]) from
their own pools can interchange messages securely. The number of keys of a pool
and the number of keys that every node retrieves from the pool are factors that
influence over the network resilience, memory usage and network connectivity.

Evolutions of the original “key pool” scheme aim to optimize the construction
of the key pool and/or the distribution of keys from the pool, assuring a local
coverage of 100% in most cases while decreasing the size of the local pools. Those
optimizations are based on the Bloom scheme [10, 11, 12] or on combinatorial
designs [13]. Other schemes improve the distribution of the keys using “a priori”
information about the physical deployment of nodes [14], where nodes that are
in the same physical area receive keys from the same subset of the key pool.

Other protocols can offer a balanced key storage policy while creating the keys
after the network deployment. There is one solution that relies on negotiating
the pairwise keys of a neighborhood with the base station [15], although this
would be inconvenient for highly populated networks. A simpler model allows
nodes to negotiate with their neighbors the pairwise keys, in “clear”, just after
the network deployment [16], because the treat level at this point is, in most
scenarios, very low.

The advent of public key cryptography over sensor nodes [7] opens a new,
uncharted area in the field of key infrastructures for sensor networks. PKC could
help on the secure creation of pairwise keys after deployment and on the key
maintenance procedures, which is a field in key infrastructure not fully addressed
in the previous schemes.

3.3 Local Key Infrastructure - Secure Groups

There are some situations during the lifetime of a sensor network where a subset of
the sensor nodes must group themselves in order to cooperate and fulfill a certain
task. These groups must have a local key infrastructure, allowing them to open
secure channels between members of the group and to broadcast messages inside
the group. Securing a group inside an already protected sensor network is not re-
dundant, because there are some cases where the group needs that protection.

Authentication is an important issue in protecting secure groups. A message
addressed to all or a subset of the group must be properly authenticated, or any
message from inside or outside the sensor network can be mistaken, deliberately
or not, as addressed to the group. Confidentiality is also important, because in
some cases, such as measuring critical factors in nuclear power plants, the group
would want to hide the measurements from the other parts of the network.
Finally, the integrity of the messages is critical as well, because without it the
measurements and control messages would be prone to be attacked.

As in the global key infrastructure, there are three basic factors to be solved
when designing the key infrastructure of a secure group: key storage policies,
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key distribution protocols, and key maintenance procedures. However, securing
a sensor group is completely different from securing the entire network. First,
groups are normally created dynamically, when the base station commands to
do so or where a particular set of readings (e.g., a truck approaching) force the
network to organize itself. In these cases the keys of the group must be negotiated
and distributed to all the members. Second, the nodes belonging to a group must
be able to store all the necessary keys for the secure communications, having in
mind that there may be no memory space at all in some extreme cases. Third,
nodes will be added and deleted from the group in a more frequent basis, as
for example when a truck is moving over the sensor field. These maintenance
operations must be safe for the group, in the sense that an external node should
not enter into the group when it is not invited and an internal node should not
leave the group when it is not the time. Finally, the group should satisfy two
more requirements: “forward security”, where nodes left the group should not
be able to access the current information flow of the group, and “secure tunnel”,
where a measurement made by the group and directed to the base station should
not be accessed by the routing nodes in some essential cases, such as the nuclear
power plant scenario.

The topic of secure grouping has not been intensely researched over the past
years, and only few resource-demanding solutions exist [17]. An exception has
been the protection of static groups, created before the initial deployment of
the network, where more powerful nodes called “cluster heads” are in charge of
managing and protecting the group [18]. Still, new optimal schemes that allow
the sensor network to create and maintain secure groups by itself using as less
resources as possible are needed.

3.4 Routing

In wireless sensor networks it is not possible to transmit messages directly (i.e.,
in one hop) from one node in the network to another. Therefore, it is necessary
to provide a routing infrastructure. Designing routing algorithms is a challenging
area [19]. All the nodes inside the sensor network should be reachable (connec-
tivity) while covering the maximum possible area of environment using their
sensors (coverage), even when the nodes inside the network start to fail due to
energy shortage or other problems (fault tolerance). The algorithm should also
work with any network size and node density (scalability) and provide a certain
quality of service. At the same time, designers must try to lower the memory
usage and energy consumption of the algorithms.

Security is another factor that cannot be ignored in the design of routing al-
gorithms. Any potential adversary has a wide range of attacks at his disposition
[20, 21] to manipulate the routing subsystem and take control over the routes,
resulting in eavesdropped, altered, spoofed or discarded packets. The key in-
frastructure may help in the defense against routing attacks by authenticating
nodes and protecting the confidentiality and integrity of the packets, but it is
not enough to protect the whole routing infrastructure. Therefore, it is essential
to make the routing algorithm robust against such attacks.
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In the literature, there has been some work that protects previously existent
routing protocols such as directed diffusion [22]. Another branch of research fo-
cused on discovering new protection techniques. For example, in [23] the route
discovery algorithm creates redundant paths from the nodes to the base station,
taking advantage of the network density. Also, in [24] nodes equipped with phys-
ical location services can locate and map the routing holes in the network. But
most of the existent routing protocols do not take security into account in any
step of their design. As a conclusion, the main challenge in this area is to dis-
cover new protection techniques and apply them into new algorithms, without
sacrificing primary design factors such as connectivity, coverage, scalability, etc.

3.5 Data Aggregation

Inside a sensor network, the nodes generate an immense amount of raw data
product of their measurements. In most cases these data are needed at the
base station, thus there is a great cost, in terms of energy consumption and
bandwidth usage, on transporting all the data from the nodes to the base station.
However, since nodes are physically near each other, the data likely have some
type of redundancy. The role of aggregation is to exploit this redundancy by
collecting the data from a certain region and summarizing it into one report,
hence decreasing the number of packets sent to the base station.

Aggregated data can be easily attacked by a malicious adversary, even if the
communications are protected against any data injection attack or data integrity
attack. If an aggregator node is being controlled by an adversary, it can easily
ignore the data received from its neighbors and create a false report. Trusted
aggregators can still receive false data from faulty nodes or from nodes being
controlled by an adversary.

By using strong aggregation functions that are resilient against internal at-
tacks, it is possible to defend the network against false data coming from mali-
cious or faulty nodes. As an example, the author in [25] developed a theoretical
framework for analyzing the resilience of a number of natural aggregation func-
tions borrowing ideas from the field of robust statistics, although the aggregation
is supposed to be carried out in the base station.

There are also solutions that discover whether the reports sent by a malicious
aggregator are forged or not. In one approach [26] the aggregator must create a
proof of its neighbors’ data (e.g. using a Merkle hash tree), which will be used in
a negotiation with the base station to demonstrate the authenticity of the data
used to construct the report. Other approaches [27] take advantage of the density
of sensor networks by using the nodes in the neighborhood of the aggregator as
witnesses. Finally, it is also possible to filter the packets containing the report
and the proofs in their way to the base station, hence decreasing the amount of
traffic created by false aggregations (e.g. by using a Bloom filter [28]).

The field of secure aggregation has still room for more improvements. Inter-
active protocols between aggregators and the base station require more traffic for
the negotiation, introduce a delay in the aggregation service, and are not scalable
without an aggregation testing hierarchy. Proof-based systems usually require a
negotiation between the aggregator node and its witnesses and increase the size
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of the reports sent to the base station. New solutions should try to minimize the
amount of negotiations carried out by these algorithms, and to introduce new
ways to early detect and eliminate false reports.

3.6 Auditory

In a sensor network the user will have, in most cases, only access to the base
station or to the data dissemination subsystem connected to the base station. As
a result, any change of the internal state of a node in the network, such as low
energy level or hardware failure, will go unnoticed unless the node itself reports
to the base station. Therefore, it could be interesting to provide an auditory
subsystem inside the network to query about its internal status and to receive
information about internal events.

A possible application of that auditory subsystem could be an intrusion de-
tection system (IDS). IDS can monitor the activities of a network, gathering
and analyzing audit data, in order to detect intrusions and alert users when an
attack is taking place. IDS is in fact a “second line of defense” - if a malicious
adversary takes control of certain parts of a system, IDS is able to detect it and
activate countermeasures.

An IDS architecture for sensor networks could take advantage from concepts
and techniques of IDS schemes employed in ad hoc networks [29]. However, those
IDS techniques cannot be applied directly to sensor networks due to their unique
features. Every sensor node cannot have a full-powered IDS agent, because of its
high constraints in terms of battery life and processing power. Besides, since the
density of sensor networks is usually high, it is also redundant and a waste of
resources to force every node to analyze all the packets from its neighborhood.
Therefore, the most basic problem that an IDS must face is how to distribute
the detection tasks over the nodes.

There are other challenging problems to be solved in the field of IDS over sen-
sor networks as well. An IDS architecture must be simple and highly specialized,
able to analyze the specific protocols used over the network and react against
specific sensor network threats. The set of rules used by the IDS algorithms for
detecting rogue nodes must be easy to parse, their results must consume little
memory space, and there must be some policy to manage those results when
the memory is full. The alerts generated by the IDS infrastructure should reach
the base station as soon as possible, no matter where they were generated. Fi-
nally, the IDS agents located inside the network should be able to interchange
information in order to achieve a better detection performance.

As a side note, there are partial solutions in the literature that are able
to check the integrity of the nodes belonging to the network, such as health
monitoring [30], sensor readings analysis [31], and code attestation techniques
[32]. These solutions could be integrated into an IDS system for improving its
effectiveness.

3.7 Other Issues

A sensor network needs a secure infrastructure to protect itself from external
or internal attacks targeting the confidentiality, integrity and authentication
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properties of its communication channels. However, this is not enough for certain
scenarios. There are extra properties that some networks must comply with (e.g.,
privacy) and there are some applications whose security requirements over a
constrained scenario are still unknown (e.g., agents).

Privacy, in certain situations such as a battlefield, is an essential property.
There are three types of privacy threats [33]. If an adversary can determine the
meaning of a communication exchange because of the existence of a message and
the context of the situation, there is a content privacy threat. If an adversary is
able to deduce the identities of the nodes involved in a communication, there
is an identity privacy threat. And if the adversary is able to infer the physical
location of a communication entity or to approximate the relative distance to
that entity, there is a location privacy threat.

There are some preliminary studies on originator location privacy and content
privacy [33] that explore the privacy of some existing routing protocols. But in
general, privacy over sensor networks is an unexplored area of research. It is
important to discover and explore the scenarios where a privacy threat exists,
and investigate and develop new solutions to solve these problems.

Since the sensor networks are still in their infancy, there are some applications
whose security is not yet fully investigated. An example is the area of mobile agents
[34], which provide an interesting tool for collaborative processing. However, any
adversary could be able to inject a malicious agent inside a node or to modify the
results being collected by the agent. Therefore, researchers should investigate how
to provide secure code and secure results inside a highly constrained environment.

4 Conclusion

Security in wireless sensor networks is a field of research that is growing rapidly
and achieving tangible results applicable to real-life scenarios. Nevertheless, there
is still room for more improvements in this area. Fields such as public key cryp-
tography and intrusion detection systems over sensor networks are fairly new.
It is necessary to develop secure routing algorithms while complying with essen-
tial design properties, such as connectivity, coverage and fault tolerance. Also,
secure data aggregation algorithms should be more optimal, and the privacy of
the information flow should be taken into account.

Other open areas of research [35] include tolerating the lack of physical se-
curity, optimizing the security infrastructures in terms of resources (energy and
computation), detecting and reacting over denial of service attacks, and raising
the question of the social privacy problems that sensor networks might create.
Finally there are some areas, such as the management and protection of mobile
nodes and base stations, and the secure administration of multiple base stations
with delegation of privileges, that are yet developed.
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Abstract. Electronic transaction becomes common practice in real world busi-
ness. This paper focuses on the issue of dependability in critical transactions 
like electronic payment, electronic contract signing. Recent fair protocols can 
recover transactions from network crashes, but cannot survive local system 
crashes. A two-party dependable transaction protocol is proposed. During the 
protocol, both parties can recover the transaction from network and local 
system failures in a transparent way, which means that after the recovery, 
outcome messages would be just the same as those from a successful run of the 
transaction. 

1   Introduction 

Electronic transaction becomes common practice in real world business. When the 
transaction between organizations is executed on network, they may face risks of 
broken fairness in case of network failures, local systems failures [3], cheating behav-
ior of either involved organization, and so on. So it is very important for them to fol-
low some kind of transaction protocol assuring dependability. Dependability assures 
fairness for involved parties and recoverability from failures. Fairness means that 
when the electronic transaction terminates, either both parties get their expected 
items, or neither does. A Trusted Third Party (TTP) is involved as Pagnia and Garner 
[6] have proved that no definite fairness can be achieved without a TTP. 

We first set up the application scenario for our transaction protocol: company B 
(the client, denoted as Bob) is going to buy some electronic goods from company A 
(the merchant, denoted as Alice) and they have settled on the goods and the price. 
Now they need to finish the exchange of Bob’s check with Alice’s goods. Bob’s 
check is composed of his bank-certified account information, goods information and 
can be validated only after signed by his signature. With that signed check, Alice can 
get her money paid from Bob’s bank. 

1.1   Related Work 

1.1.1   Fair Protocol Capable of Recovery from Network Crashes 
In 1996, Asokan et al. [1] introduces the idea of optimistic approach and presents fair 
protocols with offline TTP, in which TTP intervenes only when an error occurs (net-
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work error or malicious party’s cheating). But the recovered messages are different from 
those produced by the sender or the recipient, which make the protocols suffer from bad 
publicity and weak fairness, as the recovered messages may lose some functionalities of 
the original ones. Invisible TTP is first introduced by Micali [5] to solve this problem. 
The TTP can generate exactly the same evidences as the sender or the recipient. In this 
way, judging the outcome evidences and received items cannot decide whether the TTP 
has been involved, so that the recovery is done in a transparent way. 

Using convertible signatures (CS) is the recently focused approach to realize 
transparent recovery. It means to firstly send a partial committed signature that can be 
converted into a full signature (that is a normal signature) by both the TTP and the 
signer. Recently, Park et al. [7] present a very efficient protocol in which the output 
evidences are standard RSA signatures and the partial signature is non-interactively 
verifiable. But very soon, Dodis and Reyzin [2] break the scheme by proving the TTP 
can obtain Alice’s entire secret key with only her registration information. In the same 
paper, they propose a new CS scheme (DR signature scheme) to produce an equally 
efficient but more secure protocol. 

But all these protocols have not considered cases of systems crashes and assumed 
that local systems of Alice, Bob and TTP are all stable. 

1.1.2    Recovery Methods for Local Systems Crashes 
Liu et al. [3] have proposed the Semantics-based Message Logging (SbML method) to 
enable recovery of local systems crashes. The SbML is a logging method balanced 
between pessimistic logging (log all messages before sending out) and optimistic 
logging (message processing and logging is separated). Involved parties can define 
their critical points (called point-of-no-return) in the protocol run and message will be 
logged before they enter the defined points.  

This logging method works in protocols with online TTP. But when it comes to 
offline TTP and invisible TTP, fairness after crashes can be potentially broken. Cases 
of broken fairness are as following:  

Case 1.1: after Alice sends out the first message, her system crashes; when Bob get 
the message, he can invoke the recover sub-protocol to get the final expected mes-
sages; if Alice fails to recover her system before TTP’s recovered messages arrive, 
her fairness will be broken. So simply using their logging method is not enough to 
guarantee fairness. 

Case 1.2: the offline TTP has not logged the variables: recovered and aborted, if TTP 
crashes after a successful abort operation requested by Alice; at this time, Alice has 
quitted the transaction since her request has been confirmed; but if Bob submit a re-
cover request after TTP recovers, TTP will recover the transaction and send proper 
recovered messages to Alice and Bob; in this case, the message cannot arrive Alice, 
so fairness for Alice is broken.  

1.2   Our Work 

In this paper we first define the property of Dependability of transaction protocol. 
Then we present a transaction protocol based on DR signature scheme. To enable 
transparent recovery of crashes of network and local systems, we adapt the Seman-
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tics-based Message Logging method and introduce a new inquiry sub-protocol. Fi-
nally we prove that the transaction protocol is dependable.  

The remainder of the paper is structured as follows. In Section 2, we define the de-
pendability property of electronic transactions. Section 3 presents the transaction 
protocol in payment scenario. Section 4 analyzes the protocol in details. Some con-
cluding remarks are given in Section 5. 

2   Dependability of Electronic Transactions 

Markowitch et al.[4] study many former fairness definitions and present a well-
knitted definition. Recently, Wang and Guo [20] present a set of new requirements for 
fair protocols with invisible TTP. Based on that, we extract 5 properties of transaction 
protocols and we say a protocol is dependable if it satisfies all these properties. 

Definition 1. Effectiveness 
A transaction protocol is effective if there exists a successful exchange of both parties’ 
expected items. 

Definition 2. Fairness 
A transaction protocol is fair if when the protocol run ends, either both parties get 
their expected items or neither of them gets anything useful. 

Definition 3. Timeliness  
A transaction protocol is timely if the protocol can be completed in a finite amount of 
time while preserving fairness for both exchangers. 

Definition 4. Non-repudiability 
A transaction protocol is non-repudiable if when the exchange succeeds, either payer 
or payee cannot deny (partially or totally) his/her participation. 

Definition 5. Transparent recoverability 
A transaction protocol is transparent recoverable if after a successful exchange, the 
result evidences of origin/receipt and exchanged items are indistinguishable in respect 
to whether TTP has been involved. 

With all these properties’ definitions, we can define the dependability as following: 

Definition 6. Dependability 
A transaction protocol is dependable if it assures effectiveness, fairness, timeliness, 
non-repudiability and transparent recoverability. 

3   A Dependable Payment Protocol with Transparent Recovery 

In this section, we present a dependable protocol in the payment scenario described in 
Section 1. The protocol uses the DR signature as an important cryptographic tool. So 
we first briefly describe this signature scheme. Then with assumptions clearly pre-
sented, all the five parts of the protocol is described in details. 
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3.1   Dodis-Reyzin Convertible Signature Scheme 

The DR signature is based on a recent widely-used RSA-like signature scheme called 
gap Diffie-Hellman (GDH) signature and the corresponding GDH groups (see [2] 
section 4 for detailed description). 

GDH Signature. Assume G is a multiplicative group of prime order p. Key genera-
tion algorithm of the GDH signature scheme picks a GDH group of order p, and ran-
dom ,

p
g G x Z∈ ∈ . It computes x

h g= , and set the public key to be (g, h) (G, p is 
public accessible), and the secret key to be x. To sign a message m, one com-
putes ( )

x
H mσ = , where H(m) is a random oracle. To verify σ , one out-

puts ( , , ( ), )
DDH

V g h H m σ , that is, test if ( )log logg H mh σ=  (outputting 1 means being 
equal). One can easily find that a secure zero-knowledge proof can accomplish this 
test. 

DR Signature. This CS signature scheme contains one register procedure and several 
signing/verifying algorithms.  

Register Procedure. Signer (say Alice) chooses random 1, , pg G x x Z∈ ∈ , computes 
1

2 1 1mod , , xxx x x p h g h g= − = = , and sets her public key ( , )pk g h= , secret key 

1( , )sk x x= , partial public key 1ppk h= , partial secret key 2psk x= , then she sends 
the ,,pk ppk psk to the TTP, the TTP will check whether 2

1

xh h g= so that it can 
finish the signature conversion. 

Signing/Verifying Algorithms of Full Signature. They are just the signing/verifying 
algorithms of normal GDH signature: ( ) ( )

x
FS m H mσ= = , 

( , ) ( , , ( ), )
DDH

Ver m V g h H mσ σ= . 

Signing/Verifying Algorithms of Partial Signature. Similar with former ones but using 
the public key h1: 1( ) ' ( )

x
PS m H mσ= = , 

1
( , ') ( , , ( ), ')

DDH
PVer m V g h H mσ σ= . 

Converting Algorithm. The TTP run this algorithm ( , ')Convert m σ to convert PS(m) 
to FS(m): it will first check whether ( , ') 1PVer m σ = , if holds, it outputs 

2( ) ' ( )
x

FS m H mσ= . 

Dodis and Reyzin have proved the DR signature scheme is just as secure as the 
normal GDH signature scheme ([2] Theorem 3). 

3.2   The Protocol 

Based on the application scenario set in Section 1, we first state our protocol’s as-
sumptions as following: 

Communication Network. We assume the communication channel between Alice 
and Bob is unreliable and channels between exchangers (Alice/Bob) and TTP are 
resilient. Messages in a resilient channel can be delayed but will eventually arrive. On 
the contrary, messages in unreliable network may be lost. 

Cryptographic Tools. Encryption tools including symmetric encryption, asymmetric 
encryption and normal signature is secure. In addition, the adopted signature scheme 
is message recovery. 
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Honest TTP. The TTP should send a valid and honest reply to every request. Honest 
means that when the TTP is involved, if a recover decision is made, Alice gets the 
payment and Bob gets the goods; if a abort decision is made, Alice and Bob get the 
abort confirmation and they cannot recover the exchange in any future time. 

Local Systems. Local systems of Alice, Bob and TTP are recoverable with proper 
message logging including logging before point-of-no-return [3]. 

To describe the protocol, we need to use several notations concerning the neces-
sary cryptographic tools: 

 Ek()/Dk(): a symmetric-key encryption/decryption function under key k  
 EX()/DX(): a public-key encryption/decryption function under pkX 
 SX(): ordinary signature function of X 
 k: the key used to cipher goods 
 pkX/skX: public/secret key of X 
 cipher = Ek(goods): the cipher of goods under k 
 X Y: transmission from entity X to Y  
 h(): a collision resistant one-way hash function 
 goods: goods destined to B 
 check: the check destined for A, it contains transaction identity, goods identity, 

price information, B’s account information, etc 
 l: a label that uniquely identifies a protocol run 
 f: a flag indicating the purpose of a message 

Registration Sub-protocol. To participate in a payment protocol, both Alice and Bob 
need to run the register procedure with the TTP as required by DR signature. Note 
that it will not affect the security if they share a same g. Bob also need to send his 
check for the TTP to verify its validity. 

Main Protocol. After Alice and Bob settle the price and the goods, they can follow 
the main protocol. Note that they both make their own messages logged on stable 
storage before run the protocol: 

Step 1, Alice sends encrypted goods (cipher) with the key k encrypted by the TTP’s 

public key (ETTP(k)), her partial signature on them (a=cipher, ETTP(k), PSA(a)= '
A

σ ) to 

initiate the payment process. 
Step 2, if Bob decides to give up or he doesn’t receive Alice’s message in time, he can 
simply quit and retain fairness. When he receives the message, he will first run 

( , ')
A

PVer a σ , if it equals 1, he will send his check and his partial signature on it 
(PSB(check)= '

B
σ ) to Alice. Otherwise, he quits the protocol. 

Step 3, if Alice decides to give up or she doesn’t receive Bob’s message in time, she 
can invoke the abort sub-protocol to prevent a later resolution by the TTP. When she 
receive the message, she will first run ( , ')

B
PVer check σ , if it equals 1, she will log the 

message and the state information, then send k and her full signature on a (FSA(a)= 

A
σ ) to Bob. Otherwise, she also invokes the abort sub-protocol. 
Step 4, if Bob detects that his channel with Alice is broken or doesn’t receive the 
message in time, he can invoke the recover sub-protocol. When he receive the mes-
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sage, he will check whether k can decrypt the cipher and the goods is satisfactory, 
also he will run ( , )

A
Ver a σ , if all these checking pass, he will log the message and the 

state information, then send his check and his full signature on it (FSA(check)= 
B

σ ) to 
Alice. Otherwise, he will invoke the recover sub-protocol. 
Step 5, if Alice detects that her channel with Bob is broken or doesn’t receive the 
message in time, she can invoke the recover sub-protocol. When she receives the 
message, she will run ( , )

B
Ver check σ , if it equals 1, she will accept the check. Other-

wise, she will invoke the recover sub-protocol. 
_____________________________________________________ 
Main Protocol__________________________________________ 
A:  log(B, l, a, cipher, k) 
B:  log(A, l, check) 

A B: fEOO, B, l, h(k), cipher, ETTP(l, k), PSA(a) 
B:  if not ( , ( ))

A
Ver a PS a then stop 

   else log(A, l, h(k), cipher, ETTP(l, k), PSA(a)) 
B A fEOR, A, l, PSB(b) 
A:  if times out then abort 

elseif not ( , ( ))
B

Ver b PS b  then abort 
else log(B, l, PSB(b)) 

A B fNRO, B, l, k, FSA(a) 
B:  if times out then call recover[X:=B,Y:=A] 

        else log(A, l, k, FSA(a)) 
B A fNRR, A, l, FSB(b) 
A:  if A times out then call recover[X:=A,Y:=B]________________ 

Recover Sub-protocol. Whenever necessary, Alice/Bob (noted by X) will invoke the 
recover protocol to let the TTP decide whether finish or abort the payment process. 

Step 1, X sends to the TTP ETTP(k), PSA(a)= '
A

σ , check, PSB(check)= '
B

σ  to initiate a 
recover process. Because of the resilient channel between X and the TTP, this mes-
sage will eventually arrives the TTP. 
Step 2, when the TTP receive the message, it will first check whether the protocol has 
already been recovered or aborted, if so, it will stop because it is sure that both parties 
have got the recovered items or the abort confirmation. Then it will decrypt ETTP(k) 
with its secret key skTTP, if succeeds, it will run ( , ')

A
PVer a σ and ( , ')

B
PVer check σ . If 

both equals 1, the TTP will run ( , ')
A

Convert a σ  and ( , ')
B

Convert check σ . After all 
these operations succeed, TTP will log the message and the variable recovered, then 
send the FSA(check)= 

B
σ  to Alice and FSA(a)= 

A
σ & k to Bob. If either checking fails, 

it will abort the protocol and send confirmations to Alice and Bob. 
_____________________________________________________________ 
Recover Sub-protocol____________________________________________ 
X TTP: fRecX, Y, l, h(cipher), h(k), ETTP(k), PSA(a), PSB(b) 

TTP:  log(fRecX, A, B, l, h(cipher), h(k), ETTP(k), PSA(a), PSB(b)) 
if h(k) h(DTTP(ETTP(k))) or aborted or recovered then stop 

else if PVer(a, PSA(a)) 1 or PVer(a, PSA(a)) 1 then stop 
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else recovered=true 

2
( ( ), )

A A
Convert PS a x  and 

2
( ( ), )

B B
Convert PS b x  

log(A, B, l, recovered, FSA(a), k, FSB(b)) 
TTP A: fNRR, A, l, FSA(a) 
TTP B: fNRO, B, l, k, FSB(b)______________________________________ 
 

Inquiry Sub-protocol. After recovering from local system crashes, Alice/Bob (de-
noted as X) can invoke the inquiry sub-protocol to check the current status of the 
transaction and get what s/he deserves. 

Step 1, X sends an inquiry request to the TTP. Because of the resilient channel be-
tween X and the TTP, this message will eventually arrives the TTP. 
Step 2, on the inquiry request, TTP will check the current status of the protocol ac-
cording to the label l. If no record is available, that means that protocol has not been 
submitted to TTP and X can directly recover the protocol run with Y. So TTP will just 
need to return a null message to X. If the protocol has been recovered, TTP will send 
the recovered message to X, that is, FSA(a), k (for Bob) or FSA(check) (for Alice). If 
the protocol has been aborted, TTP will send the abort confirmation to X. 

_____________________________________________________________ 
Inquiry Sub-protocol____________________________________________ 
X TTP: fInqX, InqX 
TTP:  if aborted then  

TTP X: fCona, A, B, l, Cona 
TTP:  elseif recovered then  

               if X=A then 
TTP A: fNRR, A, l, FSA(a)  

else 
TTP B: fNRO, B, l, k, FSB(b) 
   else 
TTP X:  null_________________________________________________ 
 

Abort Sub-protocol. In step 2 of the main protocol, Alice can invoke this sub-
protocol to make the TTP abort this payment protocol run. 

Step 1, Alice sends an abort request to the TTP. Because of the resilient channel be-
tween X and the TTP, this message will eventually arrives the TTP. 
Step 2, if the protocol has not been recovered or aborted, the TTP will abort the proto-
col and log the message and the variable aborted, then send confirmations (Cona) to 
both parties. 

_____________________________________________________________ 
Abort Sub-protocol_____________________________________________ 
X TTP: fAbort, l, B, abort 
TTP:  if aborted or recovered then stop 

else aborted=true 
                  log(A, B, l, aborted) 
TTP A: fCona, A, B, l, Cona 
TTP B: fCona, A, B, l, Cona_______________________________________ 
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4   Analysis of the Protocol 

Following is the analysis with respect to the dependability definition in Section 2. 

Claim 1. Assuming the channel between Alice and Bob is unreliable and adopted 
cryptographic tools are secure, the protocol satisfies the effectiveness requirement. 

Proof: When both Alice and Bob are honest, thus they will follow the protocol to 
send messages. If the probability of successful transmission in the unreliable channel 
is δ , then the probability of successful execution of one main protocol run will 
roughly be 4δ . Even it’s small, but it means successful execution without TTP’s in-
volvement is still possible. Thus the protocol satisfies the effectiveness requirement. 

Claim 2. Assuming the channels between the TTP and Alice/Bob are resilient, 
adopted cryptographic tools are secure and the TTP is honest, the protocol satisfies 
the fairness requirement. 

Proof: The fairness can be proved considering 3 aspects: fairness for Alice, fairness 
for Bob and recovered fairness after TTP crashes.  

 Fairness for Alice Assuming Alice is honest, then risks she may faces include: 

1) She did not receive any message or the message is invalid in step 3. She can re-
quest abort to prevent that Bob may call a recovery later. If Bob’s recovery re-
quest arrives to the TTP before her abort request, the TTP still will send the re-
covered goods and evidence to her. Thus will not affect her benefit. 

2) She did not receive any message or the message is invalid in step 5. She can 
submit a recovery request, because the TTP is honest, the exchange will be 
forced to complete. If Bob sent a recovery request during this period, the result 
will be the same; if Bob sent an abort request which arrived before Alice’s re-
covery request, the exchange will be aborted by the TTP, and no party can gain 
advantage. 

3) Local system crashes. After Alice recovers from local system crash, she can in-
stantly invoke inquiry sub-protocol to check the current status; if she has submit-
ted abort or recover request before her crash, she will get proper messages (abort 
confirmation or recovered messages) from TTP; if Bob has submitted recover 
request before or during her crash, she will get recovered messages from TTP; if 
no involvement before or during her crash, she can simply contact Bob to con-
tinue the transaction. So her fairness is assured. 

 Fairness for Bob Assuming Bob is honest, then risks he may faces include: 

1) He did not receive any message or the message is invalid in step 2. He can sim-
ply stop without any risk. And at this time, Alice cannot call recovery. 

2) He did not receive any message or the message is invalid in step 4. He can re-
quest recovery and the exchange will be forced to complete. If Alice request re-
covery at the same time, the result will be the same. 

3) Local system crashes. After Bob recovers from local system crash, he can in-
stantly invoke inquiry sub-protocol to check the current status; if he has submit-
ted recover request before his crash, he will get recovered messages from TTP; 
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if Alice has submitted abort or recover request before or during his crash, he will 
get proper messages (abort confirmation or recovered messages) from TTP; if no 
involvement before or during his crash, he can simply contact Alice to continue 
the transaction. So his fairness is assured. 

 Recovered fairness after TTP crashes Cases of TTP crashes include: 

1) Alice has submitted abort request before TTP crashes, and TTP has sent both 
parties the abort confirmation. Because TTP has logged request message and the 
variable aborted, so after TTP recovers the information about this protocol run, 
the TTP will deny any later recovery request by either Alice or Bob. 

2) Alice/Bob has submitted recover request before TTP crashes, and TTP has sent 
both parties the recovered messages. Because TTP has logged the request mes-
sage and the variable recovered, so after TTP recovers the information about this 
protocol run, the TTP can re-run the recovery operations (if necessary) and will 
ignore Alice’s later abort request. 

3) Alice/Bob has submitted abort/recover request during TTP crashes. Alice/Bob 
can re-submit request after TTP’s recovery or TTP can actively broadcast the 
crashes information so that all requesting parties can re-submit their requests. 

Claim 3. Assuming the channels between the TTP and Alice/Bob are resilient, 
adopted cryptographic tools are secure and the TTP is honest, the protocol satisfies 
timeliness requirement.  

Proof: Alice can conclude the protocol in one of the two ways: 

1) requesting abort before sending the message of step 3. 
2) requesting recovery in any other time. 

Bob can conclude the protocol in one of the three ways: 

1) stopping at any time before sending the message of step 2. 
2) requesting recovery in any other time. 

With the channel assumption, the abort confirmation or the recovered information 
will arrive to both parties in a finite amount of time. And all these conclusions, as 
discussed in the proof of claim 2, will not hurt either party’s interests. So the timeli-
ness is guaranteed. 

Claim 4. Assuming the channels between the TTP and Alice/Bob are resilient, 
adopted cryptographic tools are secure, the TTP is honest, the protocol satisfies non-
repudiation requirement. 

Proof: When the exchange succeeds, either by following the main protocol or recov-
ered by the TTP (including recovered message after inquiry), Alice will get 
FSA(check)= 

B
σ , and Bob will get FSA(a)= 

A
σ & k. So Alice can convince outside 

parties that Bob has received goods and claim her money from Bob’s bank. Similarly, 
Bob can prove that Alice has sent goods. 

Claim 5. Assuming the channels between the TTP and Alice/Bob are resilient, 
adopted cryptographic tools are secure, the TTP is honest, the protocol guarantees 
transparent recoverability. 
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Proof: Either the TTP is involved or not, the resulting message (FSB(check), FSA(a) 
and k) are just the same, so the protocol is transparent recoverable. 

With all these claims, we can easily see that the protocol is dependable: 

Theorem 1. Assuming the channels between the TTP and Alice/Bob are resilient, 
adopted cryptographic tools are secure and the TTP is honest, the protocol is de-
pendable. 

5   Conclusions 

In this paper, we produce a dependable transaction protocol with transparent recover-
ability. We have shown that the protocol are practical as it has high recoverability and 
can survive relatively unreliable network. To be more precisely about effect of every 
factor in the protocol like network/system reliability, honesty of both parties and etc, 
we are building an agent-based platform for analysis and verification. Then we can 
see how dependable protocol can be applied in different environments. 
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Abstract. Certified e-mail is a value-added service for standard e-mail systems, 
in which the intended recipient gets the mail content if and only if the mail 
originator receives a non-repudiation evidence that the message has been re-
ceived by the recipient. As far as security is concerned, fairness is one of the 
most important requirements. Recently, Galdi and Giordano (2004) presented 
an optimistic protocol for certified e-mail with temporal authentication. In this 
paper, we analyze their protocol and demonstrate that it cannot achieve true 
fairness and has some other weaknesses. We further propose the improvements 
to avoid those security problems. 

1   Introduction 

The lack of evidence for message receipt is a missing piece of the infrastructure re-
quired for the more professional use of email [14]. Certified e-mail uses the notion of 
a signed receipt and strengthens the binding between the evidence and the mail being 
certified. In other words, the main purpose of a certified e-mail scheme is to achieve 
the fair exchange of a message and a receipt in the sense that either the sender obtains 
a receipt from the receiver and the receiver accesses the content of the e-mail simulta-
neously, or neither party gets the expected item. Although fairness is probably the 
most important one, there are other properties on the application of certified e-mail. 
The following security properties are defined in [12,13] and extended in [7]. 

• Fairness: The protocol should be fair in the sense that either each party receives 
the expected item or neither party receives any useful information about the 
other’s item. 

• Non-repudiation: Neither the sender nor the receiver of a message is able to deny 
the transmission. 
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• Timeliness: Both the sender and the receiver of a message should have the ability 
to reach the end of a protocol run in a finite amount of time unilaterally without 
losing fairness. 

• Authenticity: The players should be guaranteed of their reciprocal identity. 
• Confidentiality: None but the intended parties can get access to the plaintext 

items sent during the protocol. 
• Integrity: Message transmission should be protected against unauthorized opera-

tions in order to guaranty the correctness and authenticity of data. 
• Temporal Authentication: The sender can obtain the evidence to prove the time at 

which the message was sent. 
• Sending Receipt: The sender can obtain the evidence to prove that he/she started 

the process of sending a certified e-mail.  

Certified e-mail has been discussed for years, and there are two major classes of 
schemes to address the certified mail problem: schemes that require the existence of a 
trusted third party (TTP), and schemes that don’t require the existence of a TTP.  
Oppliger showed clearly that the second class, i.e., either based on a simultaneous 
secret exchange or trusted system is inappropriate to provide certified mail services 
for the Internet [14]. Therefore, the use of TTPs seems advantageous and various 
types of TTPs can be considered according to their involvement in the certified e-mail 
protocol: schemes with in-line TTPs [3], schemes with on-line TTPs [1,5,14] and 
schemes with off-line TTPs [2,6,9].  

An in-line TTP, i.e. acting as a delivery authority, involves in each message’s 
transmission during the protocol. The main advantage of in-line TTPs for certified 
mail is to ensure strong fairness since the TTP collects all information necessary be-
fore forwarding them to the concerned entities; and further, the in-line TTP has full 
control over the message flows and likely provides the sender anonymity services. 
However, it also implies a communication and computation bottleneck due to the 
heavy involvement of the TTP. 

An improvement to reduce the TTP’s involvement is the use of an on-line TTP. 
The on-line TTP is actively involved during each session of the certified e-mail proto-
col but not during each message’s transmission. Its task may only deal with signaling 
information, such as cryptographic keys and/or receipts sent back to the originator 
[14]. In academic literature, there is often an emphasis on reducing the role and the 
expense of a TTP. Protocols with a light-weight TTP have been proposed. For exam-
ple, Abadi et al. proposed an efficient certified e-mail scheme with a light on-line 
TTP [1]. A key feature of their scheme is not to deploy any public-key infrastructure; 
and further, Imamoto and Sakurai [8] revised their scheme in order to provide the 
non-repudiation of origin service.  

A big step towards more efficient solutions was the introduction of off-line TTPs. 
That is, an off-line TTP involves in a protocol only in case of an incorrect behavior of 
a dishonest entity (for example, the recipient claims having not received the message 
or the originator claims having not received the receipt), or in case of a network error. 
Considering most of the time no problem will occur, this approach using an off-line 
TTP is also called the optimistic approach. 

Galdi and Giordano proposed an improved optimistic protocol for certified e-mail 
at TrustBus 2004 [7].  Their effort is to introduce a feature of “temporal authentica-
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tion” into certified e-mail along a four-message optimistic protocol. Galdi-Giordano’s 
certified e-mail scheme (GG scheme, for short) is effective against misbehavior of 
one of the players in some cases. However, we demonstrate in this paper that it suffers 
from a few severe security problems, and some of the security properties mentioned 
above cannot be satisfied. For example, the receiver can get the e-mail content by 
replay attacks even though he/she did not give the sender a receipt of the message. In 
this paper, we give a thorough security analysis of the GG scheme and further propose 
the improvements to avoid these problems. 

The rest of this paper is organized as follows. We introduce the notation in Section 
2, and briefly review the GG scheme in Section 3. We point out the vulnerabilities 
and propose solutions in Section 4. We end the paper with conclusions in Section 5. 

2   Notation 

In this paper, we use the same notation used in the original paper [7]. For complete-
ness and readability, we summarize the model and all cryptographic symbols below. 

–Alice, Bob, Ted, Sam: four different participating entities in which Alice is the mes-
sage sender, Bob is the message receiver, Ted acts as an off-line Trusted Third 
Party (TTP), and Sam plays as an online Trusted Stamping Server (TSS). 

–msubj: the message subject associated with the message m. 
–PKX(m): the encryption of the message m using the public key of the player X, where 

X ∈ {A(lice),B(ob),T(ed),S(am)}. 
–SigX(m): the signature of player X on message m. 

– ),( rmPK X : the encryption of the message m, obtained by using the public key of 

the Player X and random string r.  
–X Y: m: player X sends the message m to player Y. 
–x||y: the concatenation of strings x and y. 
–h( ): a collision resistant one-way hash function. 

3   The GG Scheme 

We first sketch the GG scheme proposed by Galdi and Giordano in [7]. In this 
scheme, the basic protocol is the core of the certified e-mail scheme that ensures 
timelines and message verifiability. It consists of three messages exchanged between 
the sender Alice and the receiver Bob in the normal situation. The extension of the 
basic protocol is provided that introduces an on-line time stamping server and add a 
single message due to the temporal authentication. In addition, the recovery proce-
dures are launched in the abnormal situation to achieve fairness for all participants 
under the help of the TTP’s involvement. We now review these three protocols in 
more detail below. 
 
(1) The basic protocol. Assume that the sender Alice wants to deliver a message m to 
the receiver Bob with a guarantee that Bob can access the message m if and only if 
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Alice obtains a receipt from Bob. To this end, they run the following three-message 
optimistic protocol for fair exchange of certified e-mail. 

(b1). Alice  Bob: 1m  

where = )(,1 envSigenvm A , 

= )),((),),(,(,, rmsgPKPKrmhmPKIDIDenv BTsubjBBA , = mmmsg subj ,  

(b2). Bob  Alice: 2m  

where )( 12 mSigm B=  

(b3). Alice  Bob: 3m  

where = )),((,),(3 rmsgPKSigrmsgPKm BAB  

Clearly, the key idea in the basic protocol is to use an electronic envelope to lock 

the message. In the first message flow (b1), 1m  is composed of two parts besides the 

players’ identities. The hash value ),( rmh  in the first part will be used to verify that 

the message received corresponds to the one for which the receipt has been sent. The 
second part that is a cipher of the actual content of the email by Ted’s public key for 
recovery procedures. In the second message flow (b2), 2m  is the message receipt for 

m that ensures the non-repudiation of receipt for Alice. Finally, in the third message 
flow (b3), Bob must make sure that the receipt sent to Alice corresponds to the re-
ceived message. That is, Bob needs to confirm the integrity between m in 3m  and m 

of ),( rmh  in 1m . There are three items needed to verify: (1) subjm  received in the 

first message 1m  matches the one received in 3m ; (2) the new hash value of rm,  

retrieved in 3m  is in correspondence with the one in 1m ; (3) the ciphertext 

)),(( rmsgPKPK BT  drawn from 1m  and the new one produced from 3m  by using 

Ted’s public key are the same. 
 
(2) The extension protocol. Due to temporal authentication the time stamping server, 
Sam, is involved in the protocol to provide a time certification of the message m, 
notated as t(m). More specifically, Sam sends a copy of the message m2 to Alice dur-
ing the second message flow (e2) in order to obtain a sender’s receipt.  

(e1). Alice  Sam: 1m  

where = )(,1 envSigenvm A , 

= )),((),),(,(,, rmsgPKPKrmhmPKIDIDenv BTsubjBBA , = mmmsg subj ,  

(e2). Sam  Bob and/or Alice: 2m  

where = ))(,(,)(, 11112 mtmSigmtmm S  

(e3). Bob  Alice: 3m  

where = )( 2,23 mSigmm B  

(e4). Alice  Bob: 4m  

where = )),((,),(4 rmsgPKSigrmsgPKm BAB  
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(3) The recovery procedures. The recovery procedures will be launched by one of 
the players once the other player P misbehaves on the message im , notated as  

P failed on im . There are two failures discussed in the GG scheme: Alice failed  

on 3m  and Bob failed on 2m . Regarding Alice’s failures, i.e., by sending 3m  to Bob 

with wrong information or by not sending 3m to Bob, Bob can obtain the message for 

which he issued a receipt by the involvement of the TTP. The detailed treatment of 
the recovery procedures is shown below: 

(r1). Bob  Ted: 1m , 2m  

(r2). If  ( IDA in m1 = Alice  and  IDB in m1 = Bob)  and  
       (verify Alice’s signature )(envSig A  and  Bob’s signature )( 1mSigB ) 

then  Ted  Bob: ),(= mmPKenc subjB  

Ted  Alice: 2m  

As for Bob’s failures, Bob can only fail to reply 2m  to Alice. In this case the fol-

lowing recovery procedures (r3) and (r4) are used for the basic protocol; others are 
used for the extension protocol.  

(r3). Alice  Ted: 1m  

(r4). Ted  Bob: 1m  

Ted’s verification: 
If ( no response from Bob )   
then  Ted  Alice: = ),(,, 11 mREJSigmREJrej T  

If ( 2m  from Bob )  then  Ted  Alice: 2m  

(r5). Alice  Sam: 1m  

(r6). Sam  Ted: )(, ss mtm  

where = )(, 11 mtmms  

(r7). Ted  Bob: sm  

Ted’s verification: 
If ( no response from Bob )   
then  Ted  Alice: = ),(,, tTt mREJSigmREJrej  

If ( 2m  from Bob )  then  Ted  Alice: 2m  

4   Security Analysis of the GG Scheme 

4.1   Vulnerabilities 

V-1. Replay Attack 
Replay attack is one of active attacks that an adversary records a communication 
session and replays the entire session, or a portion thereof, at some later point in time. 
Unfortunately, the sender in the GG scheme may suffer severely from a replay attack. 
That is, the receiver can collude with some party Cindy to obtain the content of the 
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message from the TTP without providing a valid receipt to the original sender. Our 
attack scenario on the basic protocol of the GG scheme is illustrated in Figure 1. The 
detailed treatment of replay attack on Figure 1 is described below. 
 

Alice
(the Original

Sender)

Bob
(the Receiver)

Cindy
(the colluder,

a  fake Sender)

Ted
(the TTP)

(1) encrypted message

(2) encrypted m
essage

(3) encrypted revised
m

essage

(4) encrypted revised message

and its receipt

(5) decrypted message

(6) non-repudiation of receipt

 

Fig. 1. Replay attack scenario on the basic protocol 

(1). Alice  Bob: 1m  

where = )(,1 envSigenvm A , 

= )),((),),(,(,, rmsgPKPKrmhmPKIDIDenv BTsubjBBA , = mmmsg subj ,   

(2-3). Bob colludes with Cindy. Cindy creates a revised version 1m̂  of the message 

1m  where IDA is replaced with IDC, and then generates her signature on the re-

vised message ven ′  in order to disguise as the sender. 
Bob  Cindy: 1m  

Cindy  Bob: 1m̂  

where ′′= )(,ˆ
1 venSigvenm C , 

=′ )),((),),(,(,, rmsgPKPKrmhmPKIDIDven BTsubjBBC  

(4). Bob produces a false receipt 2m̂  on the message 1m̂  and then make a claim 

“Cindy failed on 1m̂ ” to Ted. 

Bob  Ted: 1m̂ , 2m̂  

Where )ˆ(ˆ
12 mSigm B=  
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(5-6). Ted follows the recovery procedure (r2). Bob will obtain the content of the 
message and Cindy, the conspirator, can get the receipt. 
Ted  Bob: ),(= mmPKenc subjB  

Ted  Cindy: 2m̂  

Similarly, the same weakness towards replay attack is appeared in the extension 
protocol in the GG scheme. The attacking scenario is depicted in Figure 2 and the 
description of the figure is as follows. 
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Fig. 2. Replay attack scenario on the extension protocol 

(1). Alice  Sam: 1m  

where = )(,1 envSigenvm A , 

= )),((),),(,(,, rmsgPKPKrmhmPKIDIDenv BTsubjBBA , = mmmsg subj ,   

(2). Sam  Bob: 2m  

where = ))(,(,)(, 11112 mtmSigmtmm S  

(3-4). Bob colludes with Cindy. Cindy creates a revised version 1m̂  of the message 

1m  in order to disguise as the sender. 

Bob  Cindy: 1m  

Cindy  Sam: 1m̂  

where ′′= )(,ˆ
1 venSigvenm C , 

=′ )),((),),(,(,, rmsgPKPKrmhmPKIDIDven BTsubjBBC , = mmmsg subj ,  



708 M.-H. Shao, J. Zhou, and G. Wang 

 

(5). Sam  Bob: 2m̂  

where = ))ˆ(,ˆ(,)ˆ(,ˆˆ
11112 mtmSigmtmm S  

(6). Bob produces a false receipt 3m̂  and then gives 1m̂ and 3m̂  to Ted for recovery. 

Bob  Ted: 1m̂ , 3m̂  

where = )ˆ(ˆˆ
2,23 mSigmm B  

(7-8). Ted follows the recovery procedure (r2) after successful verification. Bob can 
get the content of the message without providing the valid receipt to Alice. 
Ted  Bob: ),(= mmPKenc subjB  

Ted  Cindy: 3m̂  

The above replay attack demonstrates that fairness cannot be preserved in the GG 
protocol. 
 

V-2. Incomplete Recovery Data on “Alice Failed on m3”  
According to the recovery procedures (r1 and r2) of the GG scheme, in case Alice 
fails on message 3m  Ted will compute the message enc from 1m  and send enc to Bob 

and 2m  to Alice after verifying the correctness of the message 1m  and 2m  provided 

by Bob. Here the problem is how to prove that the message enc is consistent with the 
non-repudiation receipt 2m . The receiver Bob in the GG scheme is designate to take 

the responsibility. However, it is beyond Bob’s capability due to insufficient data. 
That is, Bob is short of the random string “r”, and thus he cannot generate the hash of 

rm,  from enc to compare it with the hash value ),( rmh  from 1m . 

4.2   Improvements 

I-1. Protection Against Replay Attacks   
A basic mechanism to prevent replay attacks is the challenge-response technique, in 
which, one entity (the claimant) proves its identity to another entity (the verifier) by 
demonstrating knowledge of a secret known to be associated with that entity [11]. 
This can be done by providing a response to a time-variant challenge that consists of 
three main classes of time-variant parameters: random numbers, sequence numbers, 
and timestamps. The weakness of the GG scheme against replay attacks is due to the 
inability of the TTP in detection of the real initiator of the message m1 in the recovery 
procedures. Therefore, the identities of the involved parties (Alice, Bob, and TTP) 
and timestamp should be considered. The revised env in the message m1 is 

)),(,,,,(),),(,(,,, rmsgPKtIDIDIDPKrmhmPKIDIDID BdTBATsubjBTBA . Here, the 

identities of the involved parties TBA IDIDID ,, will be effective against such an at-

tack; and further, the timestamp dt is used to provide the TTP with the deadline for 

dealing with the recovery procedures. 

I-2. Provision of Complete Recovery Data on “Alice Failed on m3” 
The key to verify whether the delivered message corresponds to the non-repudiation 
of receipt m2 and is also the promised one in m1 is the hash value ),( rmh . That 
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means, both m and r are required in verification. Therefore, a supplement to recovery 
data on “Alice failed on m3” is the random string r contained in the recovery message 
enc. That is, Ted will compute the message 

= )),((,),( rmsgPKSigrmsgPKenc BTB  from m1 and send enc to Bob and m2 to 

Alice after the correct verification. Then, Bob will be able to verify that the receipt 
sent to Alice corresponds to the received message. 

I-3. Specification of Encryption Algorithms 
In the GG scheme, there is no clear specification on the public encryption algorithms 
PKB and PKT, except the authors stressed that PKT is required to be a randomized 
encryption algorithm. So it seems the GG scheme works well with (a) any secure 
randomized encryption algorithm PKT and (b) any secure encryption algorithm PKB. 
However, this is not the fact. First, the random number r is needed to check 

),( rmh . In order to guarantee the TTP can recover r, it is required that from the 

ciphertext )),(( rmsgPKPK BT , the TTP can recover not only the message m but also 

r. This requirement is satisfied by the OAEP series of encryption schemes [4], but not 
by the Cramer-Shoup cryptosystem and the ElGamal encryption scheme. Similarly, 
we also need to assume PKB is a deterministic encryption algorithm or a randomized 
encryption algorithm with the above mentioned property. If this is not true, a verifier 
(e.g., a judge) cannot verify the non-repudiation evidences. 

5   Conclusion 

The binding between the irrefutable evidence and the electronic mail being delivered 
is the purpose of certified email. The evidence will be a proof-of-delivery that the 
message was delivered to the recipient. A desirable requirement for a certified e-mail 
protocol is fairness. 

In this paper, we briefly reviewed an optimistic scheme for certified e-mail pro-
posed by Galdi and Giordano. Their scheme is effective against the failures of the 
participants in most cases. However, we found that it cannot achieve true fairness, i.e., 
in case of collusion. We further proposed the improvements to avoid such an attack.  
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Abstract. In resent years, Popescu et al. proposed several group sig-
nature schemes in [8, 9, 10, 11] that based on the Okamoto-Shiraishi as-
sumption. Their schemes are claimed to be secure. However, we identify
several security flaws in their schemes and then show that these schemes
are all insecure. By exploiting those flaws, anybody (not necessarily a
group member) can forge valid group signatures on arbitrary messages
of his/her choice. In other words, these schemes are universally forgeable.

Keywords: group signature, digital signature, information security.

1 Introduction

Group signatures have been improved a lot as being first introduced by Chaum
and van Heyst in [6] since 1991. They have many practical applications such
as e-voting, e-bidding, e-cash, and fingerprinting systems etc. A group signature
scheme allows each group member of a given group to sign messages anonymously
on behalf of the group. And in case of disputes, a designated group manager can
open a group signature and then identify the signer of it.

Following the first work by Chaum and van Heyst, a number of new group sig-
nature schemes and improvements have been proposed. Camenisch and Stadler
[3] proposed the first group signature scheme for large groups, in which the
lengths of the group public key and signatures are independent of the group size.
In [4, 5], Camenisch and Michels constructed an efficient group signature scheme
based on strong RSA assumption. In 1999, Ateniese and Tsudik [2] pointed out
some obstacles that stand in the way of real world applications of group sig-
natures, such as coalition attacks and member deletion. Later on, Ateniese et
al. presented a practical and provably secure coalition-resistant group signature
scheme in [1]. To deal with exposure of group members’ secret keys and deletion
of group members, Song [12] proposed forward-secure group signature schemes
which support membership revocation.

Based on Okamoto-Shiraishi assumption [7], Popescu et al. recently proposed
several group signature schemes. The authors first constructed two standard
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schemes in [8, 9], and then extended them to a group blind signature [10] and a
scheme with revocation [11]. Compared with Song’s schemes, Popescu’s scheme
in [11] has an advantage: The system life time does not need to be divided
into a predefined number of time periods. In literatures [8, 9, 10, 11], the au-
thors claimed that their schemes satisfy all the security requirements on group
signatures (see Section 2 for details). However, this is not true.

In this paper, some serious security flaws in Popescu’s schemes are success-
fully identified. Exploiting these flaws, an attacker can mount universally forging
attacks without any secret. In other words, our attacks allow anybody (not nec-
essarily a group member) to forge valid group signatures on arbitrary messages
of his/her choice. This implies that these schemes are all insecure. Since these
four schemes have similar constructions, we only review the latest scheme pro-
posed in [11] (For short, the PNBM scheme), and piont out the related security
flaws. Similar attacks also apply to other three schemes [8, 9, 10].

The rest of this paper is organized as follows. Section 2 introduces the
Okamoto-Shiraishi assumption [7], and the security requirements on a group sig-
nature scheme. We then review and analyze the PNBM scheme [11] in Section
3 and 4, respectively. Finally, some concluding remarks are given in Section 5.

2 Assumption and Security Requirements

In this section, we briefly review the Okamoto-Shiraishi assumption on which
all Popescu’s schemes are based and list the security requirements on group
signatures.

Okamoto-Shiraishi Assumption [7]. Let e be an integer, e ≥ 4. Given as
inputs an RSA modulus n = pq and an element C ∈ Z

∗
n, it is hard to find two

integers X and δ such that Xe ≡ C + δ mod n and δ ∈ [a, b], where a and b are
two integers satisfying 0 ≤ a < b < n2/3.

In a group signature scheme, a user registers with a group manager and
then becomes a group member by getting a membership certificate. With the
membership certificate, a group member can sign messages on behalf of the
group in an anonymous and unlinkable manner. To check the validity of a group
signature, however, a verifier only needs to know the unique group public key.
In event of later disputes, the group manager can open a valid group signature
and then find out the signer’s identity.

In a secure group signature scheme, a valid signature can only be generated
by using a valid membership certificate, and a new membership certificate cannot
be created by any party other than the group manager. More rigorously, a secure
group signature scheme must satisfy the following six properties [6, 3, 1, 2]:

1. Unforgeability: Only group members are able to sign messages on behalf
of the group.

2. Anonymity: Given a valid signature of some message, identifying the actual
signer is computationally hard for everyone but the group manager.
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3. Unlinkability: Deciding whether two different valid signatures were com-
puted by the same group member is computationally hard.

4. Exculpability: Neither a group member nor the group manager can sign
on behalf of other group members.

5. Traceability: The group manager is always able to open a valid signature
and identify the actual signer.

6. Coalition-resistance: A colluding subset (even a whole set of the entire
group) of group members cannot generate a valid signature such that the
group manager cannot link it to one of the colluding group members.

3 Review of the PNBM Scheme

This section reviews the PNBM group signature scheme proposed by Popescu
et al. in [11]. The whole scheme consists of six components.

3.1 SETUP

To setup a system, the group manager performs the following steps:

(1) Select two random safe primes p and q, i.e., there exist two primes p′ and
q′ such that p = 2p′ + 1 and q = 2q′ + 1. Then, the group manager sets his
RSA modulus n = pq. Let ln denote the bit-length of n.

(2) Pick Ḡ = 〈ḡ〉 of order n in which computing discrete logarithms is infeasible.
For example, Ḡ can be a subgroup of Z

∗
p̄ for a large prime p̄ such that n|(p̄−1).

(3) Choose a public exponent e satisfying e > 4, and gcd(e, ϕ(n)) = 1.
(4) Select an element g of order 2p′q′ in Z

∗
n. Let G = 〈g〉, and lG denote the

bit-length of the order of G, i.e., |G| = |ord(g)| = lG
1.

(5) Select an element C ∈ Z
∗
n and an element h ∈R G whose discrete logarithm

to the base g must not be known.
(6) Pick a secret value x ∈R Z

∗
n and computes y = gx mod n.

(7) Publish a collision-resistant hash function H : {0, 1}∗ → {0, 1}k, and set
security parameters ε > 1, l1, l2.

(8) Finally, the public key is PK = (n, e, g, ḡ, y, h, C, ln, l1, l2, k, ε,H) and the se-
cret key is SK = (p′, q′, x). In practice, components of PK must be verifiable
to prevent framing attacks (refer to [4] for more detail).

An example for choosing the parameters is given by (see §5 of [9] or §2.1 of
[11]): ln = 1200, l1 = 350, l2 = 240, k = 160, ε = 5/4, and e = 5.

1 In [11], this step is specified as follows: Select g an element of Z
∗
n of order n. Let

G = 〈g〉 be a cyclic subgroup of Z
∗
n of order lG. We note their specification is

incorrect. Firstly, no element in Z
∗
n has an order n, since 2p′q′ is the maximum order

of an element in Z
∗
n. Secondly, lG should denote the bit-length of the order of G, not

the order itself. So we correct these errors in our description.
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3.2 JOIN

Suppose now that a user Ui wants to join the group. It is also assumed that the
communication between the group member and the group manager is secure, i.e.,
private and authentic. A membership certificate in the PNBM group signature
scheme consists of a pair of integers (X, δ) satisfying Xe ≡ C + δ mod n and
δ ∈ [2l1 , 2l1 + 2l2 − 1]. To obtain his membership certificate, each user Ui must
perform the following protocol with the group manager.

(1) The user Ui selects a random element xi ∈ [2l1 , 2l1 + 2l2 − 1], and computes
IDi = gxi mod n.

(2) The user Ui must prove to the group manager that he knows logg IDi and
that this value is in the interval (2l1 − 2ε(l2+k)+1, 2l1 + 2ε(l2+k)+1).

(3) Then, the user Ui chooses a random number r ∈ Z
∗
n and computes z =

re(C + xi) mod n. He sends z to the group manager.
(4) The group manager computes v = z1/e mod n = r(C + xi)1/e mod n and

sends v to the user Ui.
(5) The user Ui computes Ai = v/r = (C + xi)1/e mod n. The pair (Ai, xi) is

the membership certificate of the user Ui.

Consequently, at the end of the protocol, the group manager does not know
the membership certificate (Ai, xi) of the user Ui. The group manager creates a
new entry in the group database to store IDi.

3.3 SIGN

With a membership certificate (Ai, xi), a group member Ui can generate his
group signature on any message m ∈ {0, 1}∗ as follows.

(1) Select two random integers w ∈R {0, 1}l2 and r ∈ Z
∗
n, and then compute:

A = Aih
w mod n, B = gw mod n, D = gxiyw mod n, E = ḡr, and F =

Eb
xi
s mod n. (Note that bs is called the current revocation base, which is

issued by the group manager in the REVOKE protocol. See the detail later.)
(2) Pick five random numbers r1 ∈R {0, 1}ε(l2+k), r2 ∈R {0, 1}ε(lG+l1+k), r3 ∈R

{0, 1}ε(lG+k), r4 ∈R {0, 1}ε(l2+k), r5 ∈R {0, 1}ε(l2+k), and then compute:
d1 = Br1/gr2 mod n, d2 = gx2

i Dr4/yr5 mod n, d3 = gr3 mod n, and d4 =
gr1yr3 mod n.

(3) Evaluate hash value c = H(m||g||h||y||A||B||D||E||F ||d1||d2||d3||d4).
(4) Calculate s1 = r1−c(xi−2l1), s2 = r2−cxiw, s3 = r3−cw, s4 = r4+xi+c2l1 ,

s5 = r5 + xiw + c2l1 (all in Z).
(5) Release (c, s1, s2, s3, s4, s5, A,B,D) as the group signature for message m.
(6) The user Ui proves in zero-knowledge that the double discrete logarithm of

F with bases E and bs, respectively, is the same as the discrete logarithm of
D’s representation to the bases g and h 2.

2 Note that there exist such protocols though not very efficient. For example, the one
proposed in [3].
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Since D is computed as D = gxiyw mod n, the resulting proof of knowledge
is verifiable if and only if the same xi is used in the construction of both F
and D.

3.4 VERIFY

Upon receiving an alleged group signature (c, s1, s2, s3, s4, s5, A,B,D) on a mes-
sage m, a verifier can check its validity as follows:

(1) Compute d′1 = Bs1−c2l1
/gs2 mod n, d′2 = Ds4−c2l1

/ys5−c2l1 mod n, d′3 =
Bcgs3 mod n, and d′4 = Dcgs1−c2l1

ys3 mod n.
(2) Evaluate hash value c′ = H(m||g||h||y||A||B||D||E||F ||d′1||d′2||d′3||d′4).
(3) Check whether c ≡ c′ and s1 × s2 × s3 × s4 × s5 ∈

{−2l2+k, ..., 2ε(l2+k)
}

×{−2lG+l1+k, ..., 2ε(lG+l1+k)
}× {−2lG+k, ..., 2ε(lG+k)

}
×{−2l2+k, ..., 2ε(l2+k)

}× {−2l2+k, ..., 2ε(l2+k)
}
.

(4) For each Vs,j ∈ CRL, check if F �= EVs,j mod n.
(5) Check the proof of equality of double discrete logarithm fo F and the
discrete logarithm of D’s representation to the bases g and h.

(6) Accept the group signature (c, s1, s2, s3, s4, s5, A,B,D) if and only if all the
above three checks hold.

3.5 OPEN

When a group signature (c, s1, s2, s3, s4, s5, A,B,D) on a message m is given,
the group manager can find out which member issued this signature by first
checking its correctness via the VERIFY protocol. If the signature is not correct,
he stops. Otherwise, the group manager performs the following steps to identify
the signer.

(1) Recover IDi = D/Bx mod n, and use the identity information IDi to find
the true signer Ui.

(2) Prove in zero-knowledge that logg y = logB(D/IDi mod n) [3, 9].

3.6 REVOKE

We begin by assuming, as usual, that a Certificate Revocation List (CRL) is a
structure available at all time from a number of well-known public repositories or
severs. A CRL is also assumed to be signed and timestamped by its issuer which
may be a universally trusted CA, or the group manager. In addition, revocability
means that a group signature produced using the SIGN algorithm by a revoked
member must be rejected using the VERIFY algorithm.

We use s to denote the index of the current CRL issue where there are l
group members to be revoked. The following REVOKE algorithm is executed by
the group manager whenever a member or a collection of members leaves or is
expelled.

(1) Choose a random number bs ∈R QR(n) of order p′q′. This value bs becomes
the current revocation base.

(2) For each Uj (1 ≤ j ≤ l), compute Vs,j = b
xj
s mod n.

(3) The actual revocation list is then published CRL = {bs, Vs,j |1 ≤ j ≤ l}.
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4 Security Flaws in the PNBM Scheme

Popescu et al. claimed that their above scheme (and other schemes) satisfies all
the security requirements listed in Section 2. However, we find that this is not
true.

4.1 REVOKE Algorithm

First of all, we note that the REVOKE algorithm proposed in the PNBM scheme
does not work in the normal framework of group signatures.

The reason is that in PNBM scheme, to issue each Vs,j for all group members
to be revoked, the group manager needs to know the value of xi. However, xi

is Ui’ member secret which cannot be revealed to anyone including the group
manager. If the group manager knows the value of xi, it can recover the certificate
Ai by computing Ai = (C + xi)1/e mod n. In this condition, the group manager
can mount a framing attack, i.e., he can use the membership certificate (Ai, xi)
to generate valid signatures on behalf of the group member Ui. Apparently, this
weakness is intolerable in any group signature scheme since exculpability is not
satisfied any more. This is a design error in their scheme.

Furthermore, according to the analysis presented below, the PNBM scheme
[11] (as well as the other three schemes) is not secure even in the situation where
member revocation is not supported.

4.2 Security Parameters

Note that in the Camenisch-Michels scheme [4], the security parameters l1 and
l2 are set as l1 = 860, and l2 = 600. While in the PNBM scheme, the authors
suggested to set the security parameters as l1 = 350, and l2 = 240 (see Section 2.1
of [11]). With much shorter exponents, the PNBM scheme may be more efficient3.
However, the security parameters l1 and l2 should be selected as larger numbers.
Especially, the difference between these two parameters should be guaranteed
big enough. Otherwise, the schemes are vulnerable to some forging membership
certificate attacks [13]. Usually, the following condition is required [1]:

l1 > ε(l2 + k) + 2.

4.3 Cheating in the JOIN Protocol

In the third step of the JOIN protocol, user Ui is not required to prove that z
and IDi committed the same secret value of xi. Therefore, a dishonest user Ui

can replace xi in z with a random number x̄i ∈R [2l1 , 2l1 + 2l2 − 1]. That is, by
choosing a random number r ∈R Z

∗
n, Ui prepares a value of z̄ as

z̄ = re(C + x̄i) mod n,

3 However, the PNBM scheme is not much efficient, since the signer has to execute a
zero-knowledge protocol to show that he knows a double discrete logarithm. As we
mentioned above, this is time-expensive.
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and sends z̄ to the group manager. Then, according to the JOIN protocol, the
group manager sends back Ui the value of v̄ which satisfies v̄ = z̄1/e mod n.
Finally, Ui gets a valid membership certificate (Āi, x̄i) by computing

Āi = v̄/r mod n.

Using this valid certificate, Ui can generate valid group signatures at will. In
the event of disputes, however, the group manager cannot open the signatures
generated by such certificates. Because Ui uses x̄i in stead of xi in the SIGN
protocol, and x̄i has no any relationship with IDi, the Ui’s identity.

4.4 Universal Forgery

We note that in the SIGN protocol, the value of A = Aih
w mod n is not used

in essence (except it is embedded in the hash value of c). In other words, what
the SIGN protocol proves is that the signer knows some secrets such that the
values of B and D are prepared properly. But the critical fact whether A and D
commit the same secret xi is not proved. Therefore, anybody (not necessarily a
group member) can generate a valid group signature for any message m of his
choice as group member does.

To this end, an attacker first picks two random numbers Āi ∈R Z
∗
n, and

x̄i ∈R [2l1 , 2l1 +2l2−1]. Then, he can generate group signatures on any messages
according to the procedures described in the SIGN protocol. It is easy to check
that the resulting signatures are valid, i.e., they satisfies the VERIFY protocol.

5 Concluding Remarks

In this paper, we identified four security flaws in the group signature scheme with
revocation by Popescu et al. [11]. Except the problem in the REVOKE algorithm,
other security flaws can also be used to break the three schemes proposed in
[8, 9, 10] by Popescu, since these schemes share similar constructions. Therefore,
our results showed that all these schemes are completely insecure, and that
the scheme in [11] does not support member revocation in essence. From our
discussions presented above, we know that these security flaws mainly result from
the insecurity of the JOIN and SIGN protocols, i.e., they are not designed securely.
To rectify these schemes, the JOIN and SIGN protocols should be carefully re-
designed. The designing rule of thumb is that provably secure protocols are
preferable and convincing. If member deletion is a necessary function in the
system, a new REVOKE algorithm has to be proposed, too.

Acknowledgements: The authors would like to thank Dr. Tieyan Li, and the
anonymous referees for their helpful suggestions on the improvement of this
paper.
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Abstract. A simple method of checking the degree of balancedness in
key-stream generators of cryptographic application has been developed.
The procedure is based exclusively on the handling of bit-strings by
means of logic operations and can be applied to standard generators
proposed and published in the open literature (combinational genera-
tors, multiple clocking generators, irregularly clocked generators). The
requirements of time and memory complexity are negligible. The method
here developed is believed to be a first selective criterium for accep-
tance/rejection of this type of generators with application in symmetric
cryptography.

Keywords: Confidentiality, stream cipher, bit-string algorithm, cryp-
tography.

1 Introduction

Transmission of sensitive information between two interested parties needs sev-
eral security requirements (confidentiality, integrity, non repudiation, authentica-
tion ...) that can be satisfied by means of design, assessment and implementation
of cryptographic algorithms and security protocols.

Confidentiality makes use of an encryption function currently called cipher
that converts the plaintext into the ciphertext. Ciphers are usually divided into
two large classes: stream ciphers and block-ciphers. Stream ciphers are very fast
(in fact, the fastest among the encryption procedures) so they are implemented
in many technological applications e.g. algorithms A5 in GSM communications
[5] or the encryption system E0 used in the Bluetooth specifications [1]. Stream

� Research supported by Ministerio de Educación y Ciencia (Spain) under grant
SEG2004-02418 and SEG2004-04352-C04-03.

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 719–728, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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ciphers try to imitate the ultimate one-time pad cipher and are supposed to be
good pseudorandom generators capable of stretching a short secret seed (the se-
cret key) into a long sequence of seemingly random bits. This key-stream is then
XORed with the plaintext in order to obtain the ciphertext. Most generators
producing key-stream sequence are based on Linear Feedback Shift Registers
(LFSRs) [4]. The pseudorandom output sequence is a periodic sequence gener-
ated as the image of a nonlinear Boolean function in the LFSR stages.

Balancedness in the output sequence is a necessary although never sufficient
condition that every cryptographic generator must satisfy. Roughly speaking, a
binary sequence is balanced if it has approximately the same number of 1′s as
0′s. Due to the long period of the generated sequence (T $ 1038 bits in current
cryptographic applications), it is unfeasible to produce an entire cycle of such a
sequence and then count the number of 1′s and 0′s. Therefore, in practical design
of binary generators, portions of the output sequence are chosen randomly and
statistical tests (frequency test or monobit test [8]) are applied to all these sub-
sequences. Nevertheless, passing the previous tests merely provides probabilistic
evidence that the generator produces a balanced sequence (see [9], [10]).

In the present work, balancedness of LFSR-based generators has been treated
in a deterministic way. In fact, a simple binary model allows one to compute the
exact number of 1′s (number of 0′s) in the output sequence without producing
the whole sequence. The general expression of the number of 1′s is obtained as
a function of the generator parameters. The number of 0′s is just the sequence
period minus the number of 1′s. In this way, the degree of balancedness of the
sequence can be perfectly checked: the obtained number of 1′s (0′s) is compared
with the value required for this sequence to be balanced (half the period ± a
tolerance interval). In case of non-accordance, the LFSR-based generator must
be rejected. Thus, the procedure here developed can be considered as a first
selective criterium for acceptance/rejection of this type of generators. At any
rate, generators satisfying the balancedness requirement must be subjected to
further testing.

The computational method is based exclusively on the handling of binary
strings by means of the logic operation OR. Indeed, the general expression of the
number of digits is just an interpretation of such binary strings. The procedure
can be applied to cryptographic generators proposed and published in the open
literature. Some illustrative examples including combination generators, filter
generators, multiple clocking or irregularly clocked generators complete the work.

2 Fundamentals and Basic Concepts

Several basic concepts and definitions to be used throughout the paper will be
presented in the following subsections.

Definition 1. A minterm of L binary variables (m0, m1, ..., mL−1) is a mono-
mial of the L variables, where each variable can be in its true or complementary
form. For L variables, there exist 2L minterms, each minterm being expressed
as the logic product of the L (appropriately complemented) variables.
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If a minterm includes the variables mi ... mj in their true form and the rest of
variables are in complementary form, then such a minterm is denoted by Mi...j .

Since a binary sequence generator is characterized by a Boolean function, the
representation of such functions is considered.

2.1 Representation of Boolean Functions

Two different representations of Boolean functions are introduced.

1. Boolean functions in Algebraic Normal Form: Any L-variable Boolean func-
tion can be uniquely expressed in Algebraic Normal Form (A.N.F.) or Müller
expansion ([7], [11]) by means of the exclusive-OR sum of logic products in
the L variables. A simple example of Boolean function in A.N.F. is:

F (m0, m1, ..., mL−1) = m0 m1 mL−1 ⊕m1 mL−2 ⊕mL−1,

where the concatenation of variables represents the logic product and the
symbol ⊕ the exclusive-OR logic operation.

2. Boolean functions in terms of their minterms: Any L-variable Boolean func-
tion can be canonically expressed as a linear combination of its minterms
([7], [11]). A simple example of Boolean function in terms of its minterms is:

F ′(m0, m1, ..., mL−1) = M012 ⊕M0L−2 ⊕M2 L−2 L−1.

In this work, both representations of Boolean functions will be systematically
addressed.

2.2 LFSR-Based Generators

A binary LFSR is an electronic device with N memory elements (stages), cyclic
shifting and linear feedback [4]. In the sequel, only maximum-length LFSRs will
be considered (LFSRs whose output sequences have maximum period of value
2N − 1). In fact, these LFSRs cycle through their 2N − 1 different states since
the zero state is excluded.

Definition 2. An LFSR-based generator is a nonlinear Boolean function F :
GF (2)L → GF (2) in A.N.F., whose input variables mi (i = 0, ..., L− 1) are the
binary contents of the LFSR stages.

At each new clock pulse, the new binary contents of the stages will be the
new input variables of the function F . In this way, the generator produces the
successive bits of the output sequence.

Definition 3. A minterm function is a minterm of L variables expressed in
A.N.F. Every minterm function can be easily obtained by expanding out the
corresponding minterm.

Let Mi...j be a minterm with d indexes (1 ≤ d ≤ L). According to [7], its
corresponding minterm function is perfectly characterized:
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– Such a minterm function has
(
L−d

0

)
terms of order d,

(
L−d

1

)
terms of order

d+1,
(
L−d

2

)
terms of order d+2, . . .,

(
L−d
L−d

)
terms of order L, so in total the

number of terms is:
No. of terms = 2L−d. (1)

– The particular form of the terms of each orden is perfectly determined too,
see [7]. In fact, the LFSR stages involved in the least order term are repeated
in the rest of terms of greater order.

On the other hand, every minterm function considered as an generator applied
to the L stages of an LFSR generates a canonical sequence with a unique 1 and
period T = 2L − 1 (see [9]). Finally, let us introduce the minterm function of F
notated ΦF .

Definition 4. Let ΦF be the minterm function of F defined as a nonlinear
Boolean function that substitutes each term mi mj ...mk of F for its correspond-
ing minterm function Mij...k. The function ΦF is an involution.

F (mi) = m0 m1 ⊕m2 ⇒ ΦF (mi) = M01 ⊕M2.

The generalization of the previous concepts to several LFSRs is quite im-
mediate. In fact, let A, B, ..., Z be maximum-length LFSRs whose lengths are
respectively LA, LB , ... , LZ (supposed (Li, Lj) = 1, i �= j). We denote by
ai (i = 0, ..., LA−1), bj (j = 0, ..., LB−1), ... , zk (k = 0, ..., LZ −1) their corre-
sponding stages. The minterms of a nonlinear generator, called global minterms,
are of the form, e.g. Aij Bpqr ... Zs that is the logic product of the individual
minterms of each LFSR. Therefore, each global minterm depends on L variables,
where L is given by:

L = LA + LB + ... + LZ .

A global minterm function is a global minterm of L variables expressed in A.N.F.
As before, every global minterm function considered as a generator applied to
the stages of the LFSRs [9] generates a canonical sequence with an unique 1 and
period T = (2LA − 1)(2LB − 1) ... (2LZ − 1).

In brief, every LFSR-based generator can be expressed as a linear combination
of its minterms as well as each minterm provides the output sequence with a
unique 1. Thus, the basic idea of this work can be summarized as follows:
– The number of minterms in the expression of F equals the number of 1′s in

the output sequence.

As every LFSR-based generator is designed in Algebraic Normal Form, the
Boolean function F has first to be converted from its A.N.F. into its minterm
expansion.

3 Boolean Function Conversion from A.N.F. to Minterm
Expansion

The conversion procedure is carried out as follows:
Input: NZ (number of LFSRs), LA, LB , ..., LZ (lengths of the LFSRs) and

a nonlinear function F given in A.N.F.
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For instance, NZ = 2, LA = 2, LB = 3 and F (a0, a1, b0, b1, b2) = a0 b0.

– Step 1: Compute ΦF

ΦF = A0 B0.

– Step 2: Substitute every minterm by its corresponding function in A.N.F.

ΦF = (a0 a1 ⊕ a0)(b0 b1 b2 ⊕ b0 b1 ⊕ b0 b2 ⊕ b0).

– Step 3: Compute F (ai, bj) = ΦF ◦ ΦF

F (ai, bj) = ΦF ◦ ΦF = A01 B012 ⊕A01 B01 ⊕A01 B02 ⊕A01 B0⊕

A0 B012 ⊕A0 B01 ⊕A0 B02 ⊕A0 B0.

Output: F expressed in terms of its global minterms.
The number of global minterms in step 3 (or equivalently the number of terms
in step 2) coincides with the number of 1’s in the generated sequence.

4 An Efficient Algorithm to Compute the Degree of
Balancedness in Binary Generators

An algorithm that automates the comparison among the different terms in ΦF ,
checks the cancelled terms and computes the number of final terms is presented.
Such an algorithm is based on an L-bit string representation.

4.1 Specific Terminology for the Implementation

First of all some simplifications in the notation are introduced. A Greek letter
(for example α) will represent the set of indexes ij . . . k above described to label
the minterm functions, i.e. Aij...k = Aα. A similar notation will be used for the
product of LFSR stages, ai aj ... ak = aij...k = aα. According to this notation, the
nonlinear function F and its minterm function ΦF can be written as F =

∑
⊕

aαi

and ΦF =
∑
⊕

Aαi
, respectively. In subsection 2.2, it was told that the minterm

function Aα had in total 2L−d(α) terms, d (α) being the number of indexes in α.
In order to implement this algorithm, every minterm function Aα is represented
by a L-bit string numbered 0, 1, ..., L−1 from right to left. If the n-th index is in
the set α (n ∈ α), then the n-th bit of such a string takes the value 1; otherwise,
the value will be 0. Thus, d (α) equals the number of 1′s in the L-bit string that
represents Aα.

Definition 5. We call maximum common development (m.c.d.) of two minterm
functions Aα and Aβ, notated MD (Aα, Aβ), to the minterm function Aχ such
that χ = α ∪ β.
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Under the L-bit string representation of the minterm functions, the m.c.d.
can be realized by means of a bit-wise OR operation between the binary strings
of both functions. The m.c.d. represents all the terms that Aα and Aβ have in
common. If two minterm functions Aα and Aβ are added, Aα⊕Aβ , then the terms
corresponding to their m.c.d. are cancelled. Thus, the total number of terms in
Aα ⊕ Aβ is the number of terms in Aα plus the number of terms in Aβ minus
twice the number of terms in the m.c.d., that is 2L−d(α) +2L−d(β)−2 ·2L−d(α∪β).

Definition 6. The auxiliary function H is defined as H =
∑
i

siAαi
, si being

an integer with sign that specifies how many times the function Aai
is contained

in H.

In a symbolic way, H indicates whether the minterm functions Aαi
are added

(sign +) or cancelled (sign -) as well as how many times such terms have been
added or cancelled. Remark that the m.c.d. can be applied to the functions H
too. Keeping in mind all these definitions, we can now describe the algorithm.

4.2 The Algorithm

Let F =
∑
⊕

aαi
(i = 1, ..., N) be a nonlinear Boolean function of N terms applied

to the stages of the LFSRs. In order to compute the number of 1′s (notated UF )
in the generated sequence, the following algorithm is introduced:

– Step 1: Define the function ΦF from the N terms aαi
of F . Initialize the

function H with a null value, H0 = *.
– Step 2: Run this loop from i = 1 to i = N : update Hi = Hi−1 + Aαi

− 2 ·
MD (Aαi

,Hi−1).
– Step 3: From the final form of HN =

∑
j

sjAβj
, compute the number of 1′s

in the generated sequence by means of the expression UF =
∑
j

sj · 2L−d(βj).

5 Computing the Number of 1’s in Standard Binary
Generators

The previous section presents a procedure to compute the number of 1’s in the
sequence obtained from a LFSR-based generator. Now we are going to apply
such a procedure to standard generators of cryptographic application.

5.1 Combination Generators

Let A,B,C be three LFSRs of lengths LA, LB , LC respectively. The LFSR-
combination generator is chosen:

F =
3∑

i=1

mαi
= a0b0 ⊕ b0c0 ⊕ c0, (2)
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which corresponds to the Geffe’s generator [10]. In order to fix the L-bit strings,
very low values are assigned to the lengths of the LFSRs: LA = 2, LB = 3, LC =
5, with ((Li, Lj) = 1, i �= j), thus L = 10. According to the previous section, we
proceed:

Step 1.- ΦF =
3∑

i=1

Mαi
= A0 B0 ⊕B0 C0 ⊕ C0 and the minterms of ΦF

in 10-bit string format are:

Mα1 = A0 B0 = 00000 001 01
Mα2 = B0 C0 = 00001 001 00
Mα3 = C0 = 00001 000 00.

H is initialized H0 = *.
Step 2.- For i = 1, . . . , 3: realize Hi = Hi−1+Aαi

−2 ·MD (Aαi
,Hi−1).

The final value H3 obtained at the end of the loop is:

H3 = H2 + Mα3 − 2 ·MD (Mα3 ,H2) =

00000 001 01 + 00001 000 00 − [1] 00001 001 00.

Step 3.- Calculation of the number of 1′s from H3

00000 001 01 implies 2LA−1 2LB−1 (2LC − 1) ones
00001 000 00 implies (2LA − 1) (2LB − 1) 2LC−1 ones

− [1] 00001 001 00 implies − (2LA − 1) 2LB−1 2LC−1 ones.

Thus,

UF = 2LA−1 2LB−1 (2LC − 1) + (2LA − 1) (2LB−1 − 1) 2LC−1. (3)

For lengths of the LFSRs in a cryptographic range Li ≈ 64 the number of 1′s
in the output sequence is $ T/2. Consequently, the generated sequence is quasi
balanced.

The application of this procedure gives us a general expression for the number
of 1′s in the sequence produced by a Geffe’s generator. From very low values of
Li, a general expression is achieved that can be applied to LFSR lengths in a
range of practical interest.

5.2 Filter Generators: Straight Application to TOYOCRYPT-HR1

For a unique LFSR and from the previous algorithm, it can be noticed that if a
minterm function in Φ, for instance MαN

,includes a unique index non-repeated,
then at the N -th loop, the final updating of H is:

HN = HN−1 + MαN
− 2 ·MD (MαN

,HN−1)

Nevertheless, the terms 2 ·MD (MαN
,HN−1) and HN−1 in the second mem-

ber contains exactly the same binary strings except for the new index. Thus,
regarding the number of 1′s, we have for every pair of quasi-equal strings:

2L−k − 2 · 2L−k−1 = 2L−k − 2L−k = 0
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for any k. Therefore, the final number of 1′s in the sequence generated is due
exclusively to the contribution of the term MαN

. Thus,

UF = 2L−1. (4)

Consequently, the output sequence of such generators will be balanced. That is
the case of the TOYOCRYPT-HR1 keystream generator for the stream cipher
TOYOCRYPT-HS1 [3]. In fact, this pseudorandom binary generator employs a
LFSR of length L = 128 where the last stage, notated a127, appears as a unique
term with non-repeated index in the generating function F . In this practical
example and according to the previous algorithm the balancedness of the output
sequence is always guaranteed.

5.3 Massey-Rueppel Generator (Multiple Clocking)

Let A,B be two LFSRs of lengths LA, LB respectively, where (LA, LB) = 1 and
LA < LB . The combining function [9] is:

F = a0b0 + a1b1 + ... + aLA−1bLA−1. (5)

The LFSR B is clocked at a different speed factor from that one of LFSR A. For
instance, B is clocked d times faster than A. In practice, (d, 2LB−1) = 1. This
scheme is equivalent to the following:

– The same LFSR A.
– The same LFSR B repeated LA times. The initial states of these LFSRs are

separated a distance d.

Modifying the characteristic polynomial or the initial states of the LFSRs
does not affect the number of 1′s in the output sequence but the location of such
1′s. Thus, the Massey-Rueppel generator is a particular example of a broader
family of binary sequence generators where all of them produce sequences with
the same number of 1′s.

Remark now the possible cancellations in the terms of the function ΦF :

– For terms aiBi, there are no cancelled terms so that every product provides
2LB−1 terms in ΦF .

– For terms aijBi, aijBj , there are (2 − 1) 2LB−1cancelled terms and 2LB−1

terms left.
– For terms aijkBi, aijkBj , aijkBk, there are (3 − 1) 2LB−1cancelled terms

and 2LB−1 terms left,

and so on ... Thus, the number of non-cancelled terms in ΦF or equivalently the
number of 1′s in the sequence generated is:

UF =
LA∑
i=1

(
LA

i

)
2LB−1 = (2LA − 1) 2LB−1, (6)

which gives us a general expression for the number of 1’s in the sequence obtained
from a broad family of multi-clock generators. For LA, LB in a cryptographic
range, the number of 1′s in the sequence generated is $ T/2 and the output
sequence is quasi balanced.
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5.4 The Shrinking Generator (Irregularly Clocked Generator)

The shrinking generator is a binary sequence generator [2] composed of two
LFSRs : a control register, LFSR A, that decimates the sequence produced by
the other register, LFSR B. We denote by LA, LB their corresponding lengths
where (LA, LB) = 1 and LA < LB .

The sequence produced by the LFSR A, that is {ai}, controls the bits of the
sequence produced by the LFSR B, that is {bi}, which are included in the output
sequence {cj} (the shrunken sequence). The decimation rule P is described as
follows:

1. If ai = 1 =⇒ cj = bi

2. If ai = 0 =⇒ bi is discarded.

In brief, the sequence produced by the shrinking generator is an irregular
decimation of the sequence generated by B controlled by the bits of A. The
period of the shrunken sequence [2] is T = (2LB − 1)2(LA−1). The application
of the previous algorithm to the shrinking generator can be realized as follows.
The generating function in terms of a Boolean function is:

F = a0b0, (7)

as the decimation affects the period of the output sequence but never the number
of 1′s. In order to fix the L-bit strings, very low values are assigned to the lengths
of the LFSRs: LA = 2, LB = 3 with ((LA, LB) = 1), thus L = 5. According to
the previous section, we proceed:

Step 1.- ΦF = A0 B0 and the minterms of ΦF in 5-bit string format are:

Mα1 = A0 B0 = 001 01

H is initialized H0 = *.

Step 2.- For i = 1: realize Hi = Hi−1 + Mαi
− 2 ·MD (Mαi

,Hi−1).
The final value H1 obtained at the end of the loop is:

H1 = H0 + Mα1 − 2 ·MD (Mα1 ,H0) .

H1 = *+ 001 01−* = 001 01.

Step 3.- Calculation of the number of 1′s from H1. Thus,

UF = 2LA−1 2LB−1. (8)

For lengths of the LFSRs in a cryptographic range Li ≈ 64 the number of 1′s
in the output sequence is $ T/2. Consequently, the generated sequence is quasi
balanced.
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6 Conclusions

An easy and efficient method of computing the degree of balancedness in the
output sequence of key-stream generators has been presented. From the han-
dling of bit-strings of low length, it is possible to derive general expressions for
the number of 1′s (0′s) in the output sequence for any kind of LFSR-based
generator found in the literature. Then, the obtained values are compared with
the expected values for a sequence to be balanced. The result of this compari-
son implies the assessment (acceptance/rejection) of such a sequence generator.
Remark that the particular form of these generators allows one the application
of the computational procedure with negligible time and memory complexity.
The method here developed can be considered as a first selective criterium for
acceptance/rejection of this type of generators of cryptographic application.
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Abstract. Recent research efforts have been addressed towards maintain the 
heterogeneous networking transparent under the powerful all-IP concept. As 
example, current global  standarization initiative specifies the 3G cellular 
system to wireless LAN inter-working. On the other hand, smart cards are 
presented as enough powerful devices capable to perform a strong 
authentication at lower layers of the protocol stack. Our work proposes a novel 
model reference and a scenario of applicability for secure electronic payment in 
this environment. Impact on the trust relations are assesed and  a set of 
authentication requirements are provided. Finally, a new approach based on 
end-to-end layer 2 authentication protocols is adjusted to this proposal, 
considering the most interesting improvements  in the authentication 
mechanisms applicable to this context. 

1   Introduction 

In then recent years the word heterogeneity has been wide applied and from diverse 
perspectives in the publications and works on information and communication 
technologies topics. Research efforts have been dealt towards maintain the 
heterogeneous networking transparent and hidden under the powerful all-IP concept. 
By means of that, technologies of different nature, such as satellite communications, 
backbone internet, wired and wireless LANs, and cellular networks could cooperate 
together replying with a wide spectrum of solutions and added-value services to the 
business model demands. Consequently, this fact has an impact on the development 
growth of multi-mode terminals capable to inter-work to a variety of access networks. 

Over that landscape, our work pays special attention to the recent initiative carried 
out by the 3G Partnership Project in order to specify the 3G cellular system to 
wireless LAN inter-working [1], and more specifically to the security aspects [2].  

The considerations to deploy this case of heterogeneous networking could be 
summarised in: 

a) Since WLAN terminals (STA) are being massively integrated in normal-life and 
in a diversity of environments, they are far for being considered exclusively for 
sophisticated users. Decrease of the devices size and power consumption in contrast 
to the increase of the computation capacity, improvement of security protocol 
performance [ 3, 4] and multi-mode radio links capabilities [5]. 

.
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b) Combining both technologies [6], coverage and data rates suffer an important 
growth comparing to the capacity of the next future cellular access networks. As 
target, the WLAN is seen as a complement to the 3G systems to deliver enhanced 
value to the end-user. Obviously, roaming solutions, vertical and horizontal handoffs 
among others require special considerations. The known security gaps, mentioned 
above in this document, could be the weakness aspect of this solution, therefore is 
object of several studies and part of this work review them.  

c) Business model are pending to be well-defined in order to include in this 
scenario the Wireless Internet Service Provider, WISP functionalities. New revenue 
from access and services could be disputed between the three parties: WLAN 
operator, WISP and cellular operator.  

d) A global standardization process [1] supports this initiative integrating the 
interests of  vendors, operators, manufacturers and service providers. This in-progress 
standard  proposal could be considered as a step in the roadmap to the 4G systems. 

Firstly, our work proposes a novel model reference and an example of applicability 
for secure electronic payment in heterogeneous networking environment. The detailed 
description of such scenario is presented in the next section. Afterwards, section 3 is 
devoted to the impact of the new participant entities on the Trust Model and 
consequently to trust relations. In order to guarantee the security levels in section 4  a 
set of authentication requirements are derived. In section 5 a new authentication 
protocols approach is  introduced in order to complain such requirements and includes 
a network architecture proposed in our study. 

2    Heterogeneous Networking 

2.1   Reference Model 

Our work takes as start point the reference model defined in [1] and more concretely 
the scenario1 3 with non-roaming features. Afterwards it redefines an enhanced model 
adding a new entity with authentication capabilities in user-side, here named 
Supplicant Equipment (SE).  In our reference model in  Fig. 1,  SE exclusively 
interacts with the system through the WLAN User Equipment (WLAN-UE) by means 
of the Reference Point At, RAt. The User Equipment might exchange messages with 
the SE over the RAt in order to initiate the session and gain access to the rest of the 
system, establish data traffic transmission/reception and finalize the session. Details 
of these low-level messages are out the scope of this work.  

The 3GPP AAA server retrieves authentication information and subscriber profile 
(including subscriber's authorization information) from the HLR/HSS. Afterwards,  it 
communicates authorization information to the WLAN and Packet Data Gateway, 
PDG. It should inform to PDG about the authorized W-APN, necessary keying 
material for tunnel establishment and user data traffics. 

 

                                                           
1 3GP Project envisages a gradual complexity of the  potential scenarios. Scenario 3 is included 

in Release 6. This standarization process will be completed with a total of 6 scenarios. 
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Fig. 1. Reference Model 

The WLAN routing functionalities address packets through PDG and vice versa, 
providing WLAN UE with 3G Packet Switched based services. External IP network 
services are accessed via PDG by means of a authorisation process, service selection 
(e.g. Wireless-Access Point Name selection, W-APN access point for a concrete 
service) and subscription checking. PDG functionalities includes IP address resolution 
and allocation. 

Some of the envisaged functions for the WLAN-UE are i) associating to an I-
WLAN, ii) WLAN access authentication based on EAP methods, iii) building an 
appropriate NAI, iv)obtain a local IP address. And specifically for the scenario 3 v) 
building an appropriate W-APN, vi) request the resolution of a W-APN to a PDG 
address and establish a secure tunnel to the PDG, vii) obtain a remote IP address in 
order to access services provided in the operators PS domain. 

From our perspective, and such as is mentioned the set of WLAN-UE functions 
must include the provision to SE of relay access to the rest of the system. 

2.2   Secure Electronic Payments Scenario 

In figure 2, an example of scenario of applicability based on our reference model is 
shown. In this scenario, a smart card featured as a credit/debit card (assuming the 
presence of a Cardholder) plays the role of Supplicant Equipment, SE. The referred 
WLAN-UE could be materialized by a Wireless Point of Sale, WPOS, featured as a 
mobile internet device and provisioned with a SIM/USIM registered with the HLR at 
the 3G Home PLMN. In our context, the stated 3GPPP AAA server (e.g. RADIUS 
Server)  should be under  the  Payment Operator  control, since it is the responsible 
entity for authenticating the WPOS in its domain. Agreements between payment 
operator and cellular operator should be envisaged. This aspect tightly concerns to the 
conception of the business models. 

Although the WPOS is located at merchant facilities, the security of the payment 
procedure is payment operator’s responsibility; therefore Access Point (AP) and a 
potential WLAN AAA Proxy should remain transparent in the end-to-end 
authentication process. However, the need of a payment card in this realistic scenario 
introduces complexity. Thus, for security reasons we propose that the WPOS should 
be remain transparent in the complete payment process, playing the role as tunnelled  
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entity avoiding risks of potential attacks from a manipulated  point of sale terminal. 
This novel perspective is clearly different of the current envisaged process for smart 
cards payments [7]. The performance for electronic payment through a WPOS could 
be derived in the following summarised manner: 

Fig. 2. Proposed Scenario 

Once the Cardholder inserts the debit/credit smart card in the card reader, the 
Cardholder Client System integrated in the WPOS initialises the chip card and the 
smart card application, then it communicates with them  in order to obtain a 
cryptogram from the smart card for validation. 

In the course of communicating with the chip card several exchanges occur. The 
chip card may request that the Cardholder enter a PIN. If so then the Cardholder 
Client System notifies the Cardholder using the display and activates or connects, if 
necessary, the PIN pad or key entry device to permit and capture PIN entry. The 
application on the chip card returns one or several cryptograms for validation. 

While sending messages (commands) and receiving responses from the card in the 
previous steps, the Cardholder Client System was gathering the information necessary 
to compose the Authentication Response which it now sends to the Issuer Server 
(issuer bank domain). Finally, the Issuer Server validates cryptogram sent from 
Cardholder Client System software. 

In our opinion, at the glance of this performance, the inclusion of improved 
authentication procedures should be required. Our work proposes partially redefine 
the functionalities of these entities in this address, in order to secure the payment in 
our scenario. Therefore, once the WPOS device is authenticated by payment operator 
then  it is secure to accept a payment card. As mentioned, the smart card exploit the 
Supplicant functionality in a generic authentication context. Thus, to perform the 
payment the smart card by means of the credentials inside referred to the cardholder 
should be authenticated directly by the issuer bank server and vice versa. In our 
proposed scenario, the 3GPP AAA server is represented by such Issuer Server. 

The envisaged functions for the smart card are: i) store and execute the application, 
ii) communicate with Cardholder Client System software (WPOS), iii) validate 
cardholder PIN and, iv) generate and return cryptogram upon request. 
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On the other side, the functions provided by Cardholder Client System should be: 
i) communicate with issuer server, with smart card and with Cardholder for Card 
insertion/removal and PIN entry, ii) exchange of authentication messages both smart 
card and issuer server, and iii) relay of the cryptogram from smart card to the issuer 
server.  

The Issuer Server (authentication server) functions could be summarized: i) 
securely stores keys needed for cryptogram validation, ii) collect the necessary data to 
perform smart card authentication processing and initiate this procedure, iii) validate 
cryptogram sent from Cardholder Client System software at Hardware Security 
Module (HSM). 

3   Trust Model 

Given the scenario proposed in this contribution  is possible to determine a high-level 
conceptual model where the involved entities and relations between them are 
evaluated in terms of trust. For simplicity, four entities (commonly just three entities 
[8]) have been considered in order to highlight the relevant issues in the context of 
this work. In figure 3, the novel Trust Model is represented. 

 

Fig. 3. Trust Model 

The essential difference comparing to [8] is the Supplicant Equipment (smart card 
in our scenario). New trust relations, interfaces 4, 5 and 6 have been established. For 
detailed description of the numbered interfaces 1 and 2 see [8]. In [9] recent 
improvements on the original proposal referred to interface 3 can be found. 

The relation trust in the interfaces 5 and 6 is a target issue of this work and in the 
next section the security requirements and specifically the authentication requirements 
are described in order to obtain a significant level of trust. Once this occurs, an 
implicit trust is attributed to interface 4. 

Given the Trust Model depicted in figure 3, the trust relation at interfaces 4, 5 and 
6 is studied. The analysis of the trust relation between the involved entities carried out 
by this work addresses to the next considerations: 

a) Since the STA (WPOS) is not a device located at the user domain (commonly 
referred as Issuer Domain) but it should belong to the merchant domain (commonly 
referred as Acquirer Domain), and  more over,  the cardholder could enter her/his card 
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in the unknown WPOS world wide, the trust relation represented by the interface 5 
should be assessed. The WPOS could be manipulated  in order to perform different 
types of attacks against the smart card (e.g. MitM, DoS, etc.). Thus, the proposal of 
this work is to define the WPOS as a  transparent mean for relaying, avoiding the 
interference during the smart card authentication process. As mentioned, the WPOS 
should have been previously recognized as a trust terminal after a correct 
authentication process (implicitly including AP and other intermediate equipments) 
by the AAA Server (Issuer Server) and finally the cardholder might trust in a secure 
electronic payment. Tunnelling authentication should be  investigated  and the 
communication between SE (Smart Card) and STA (messages/ commands exchange)  
should be redefine in this sense. 

b) The trust relation 6 between the Suplicant Equipment (SE) and the AAA Server 
is featured by the fact that SE is directly or indirectly associated to a concrete card-
issuer bank and therefore its AAA Server  (Issuer Server) might obtain by first-hand 
the Primary Account Number (PAN) for the card to be authenticated from an out of 
band channel, such as its own cardholder database or from other allowed 
environment. Thus, tunnelling authentication mechanisms between SE and AS with 
transparent relaying on the intermediate entities should be investigated. 

c) The trust relation 4 between SE and AP is considered as an implicit trust if we 
establish an end-to-end (SE -- AAA Server) authentication procedure as mentioned in 
b) and trust in the relation AP--AAA Server is guaranteed. Obviously, it is necessary 
to comment in this point that the value of this trust relation  irrespective of  the 
WLAN-UE --AP trust relation.   

The new perspective derived from presented Trust Relations represents  an impact 
not only on technological aspects but moreover on the business model as well. The 
cellular operators could be obtain important benefits, serving the major part of this 
infrastructure, offering a secure networking service. Furthermore, other additional 
services could be derived from this layout. 

4   Authentication Requirements 

In order to make effective the reviwed Trust Model over the proposed scenario, a set 
of  correct authentication mechanisms are required, as described before, enforcing 
secure payment considering the smart card (SE) and Issuer Server (AS) the extremes 
of an end-to-end authentication procedure, minimizing the potential attacks from 
hosts in the transaction route. Based on this goal, our work detected a lack of  
authentication requirements to be suited to this scenario, in order to obtain major 
security guaranties. 

Requirement 1: end-to-end security over this heterogeneous architecture with  
multiple nature hosts, capable to be origin or bridge of attacks, attempting against the 
security guarantee of the whole system. As is claimed, smart card and Authentication 
Server and should be the end-entities in this authentication scheme. 
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Requirement 2: mutual authentication once mechanisms for session key 
establishment have been provided. An attack in this scenario could be seen from both  
smart card perspective and the Authentication Server one. For instance, the server 
could be supplanted in order to obtain critical information from the smart card, 
therefore the server should be correctly authenticated by the smart card, representing 
to the cardholder. On the other side, the smart card could be used in a fraudulent 
manner by a malicious user. The repercussion of that in bank card is more than 
relevant.  The mechanisms for session keys establishment should guarantee the 
freshness of them. 

Requirement 3: Protected and flexible cipher-suite negotiation. This could be 
considered as a general purpose requirement since is defined to cover the different 
protocol implementations/versions and the end-to-end participant capabilities. But 
more specifically in our work, this requirement is introduced in order to adjust the 
cipher-suite complexity or security degree depending on the payment usage context 
(e.g. wired/wireless, micropayment, mobility context , etc.)  

Requirement 4: scalable key management capabilities. Obviously, the approach 
proposed is an direct and strong impact on the server capability in order to attend 
requests coming from an important number of the on-line smart cards. 

5   New Authentication Protocols Approach 

The conception of this inter-working system is addressed towards an all-IP 
environment, therefore and  as is stated in [1] the mechanisms in order to guarantee 
the security must deployed when feasible along the whole protocol stack taking into 
account both signalling and data traffic planes. These mechanisms must be 
irrespective of others implemented in upper or lower layers. 

Our research is focused to the layer 2 authentication, but not preclude additional 
secure mechanisms adopted at IP level (where mobile-IP could be considered, from 
the WLAN-UE perspective) or transport level, remaining out the scope of this work.  
Motivation on this focus is briefly stated: 

- security strengthening, irrespective of adopted solutions in upper/lower 
layers. 

- to guarantee a strong authentication in absence of IP connectivity. Current 
limitations in smart cards show them as enough powerful devices capable to perform 
a strong authentication at lower layers but insufficient to perform protocols at IP and 
upper layers. 

- payment transaction session (messages exhange) is relatively single from the 
payment card point of view. Likely solutions at IP level are not necessary (other 
financial application such as SW downloading, customisations, etc. should be 
desirable in the next future [10]). 

- an implementation of an authentication infrastructure [11] with efficient key 
distribution mechanisms [12] would be easily well-suited to our model. Wireless 
LAN roaming aspects will be issues to be included in further work. 

- important initiatives based on EAP methods  have been covered by IETF, 
IEEE and interested parties. 
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Far from a detailed analysis of the potential specific protocols to be implemented, 
our work aims to feature a new layer 2 authentication protocols approach on the basis 
of  the reference model in figure 1 and as  result a novel protocol stack architecture is 
proposed and depicted in figure 4.   

One of the approaches of this work is to exploit the smart card capabilities as 
embedded device in terms of lower layer protocol implementations and secure 
storage, highlighting the differences with the conventional magnetic band card to 
perform electronic payments. A better performance including IP-like techniques in the 
next generation smart cards is foreseeable. As mentioned before, our work foresees an 
autonomous authentication smart card procedure before the cardholder enters the PIN. 
Therefore, could be considered as an embedded device authentication based on the 
credentials stored in the card. The user authentication is completed with something 
that he/she knows. 

It is not in the scope of our work to define a specific EAP-type for the architecture 
in fig. 4, but establish the authentication relationship between the participant entities. 
However, for our new approach, the recent standardization initiative [13] for EAP 
support in smart card should be considered. Its goal is defining universal ISO 7816 
interface, supporting most of EAP authentication protocols. Components such as a 
logical network interface that directly processes EAP messages and allows EAP 
profiles (types) definition, an operating system interface to provide identity 
management, storage of cryptographic material, and management interface are 
envisaged. As result of this effort, in [14] an specific type, EAP-SC defines an EAP 
method and  multiplexing model for the support of  smart card based authentication 
methods. EAP-SC provides for encapsulation of other EAP methods such as EAP-
TLS among others. 
 

Fig. 4. Procotol Stack Architecture 

From the point of view of the authentication method, the wireless POS behaves as 
standard  WLAN User Equipment. In particular, the protocols EAP-SIM [14] and 
EAP-AKA [15] should be considered. Although these protocols have been included in 
the 3GPP specifications, weakness are identified in [15, 16] and  improvements 
should be investigated. In [17,18] some signalling UMTS/GPRS messages are 
embeeded within EAP messages facilitating fast handover. In [9] the authors propose 
to combine the well-suited to this heterogeneous environment performance of  EAP-
AKA with  strong authentication of TLS protocol. 



 Secure Electronic Payments in Heterogeneous Networking 737 

 

6   Conclusion 

In a non-roaming 3G cellular system and wireless LAN interworking scenario, the 
smart cards has been presented as enough powerful devices capable to perform a 
strong authentication at lower layers of the protocol stack. A novel reference model 
and a scenario of applicability for secure electronic payment in this environment has 
been introduced. Impact on the trust relations has been assesed and  a set of 
authentication requirements has been  provided in orden to guarantee the security 
process. Finally as result, a feasible new approach based on end-to-end layer 2 
protocols is well-adjusted to this proposal, considering the most interesting 
improvements in the authentication mechanisms applicable to this context. Further 
work will consider roaming scenarios and the interaction with other authentication  
protocols at upper layer, expecting a best performance of smart cards. 
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Abstract. In this paper, we study the software reliability measurement method 
of reliability testing metrics. Software reliability is very important.  But, it is 
very difficult to test for software reliability measurement. So we describes the 
software reliability metrics for ISO/IEC 9126, and we introduce Gamma-
Lomax software reliability model for multiple error debugging. And we calcu-
late the software reliability measure(reliability metrics, parameter estimation  
etc). We introduce the measurement method of software reliability quality of 
software product. 

Keywords: Software reliability quality metrics, ISO/IEC 9126, Gamma-Lomax 
Software Reliability Growth Model, Quality Metrics. 

1   Introduction 

Software system have been applied into the various fields of science, business, soci-
ety, our life and its importance and necessary has been raised and recognized. The 
software system environments have been enlarged, that is the range of applied fields 
become wide and the technology changed rapidly. As a result software system seem 
more complex. Also, software reliability is most  important part of business in the late 
20th century. It is a time to study on testing the software developing techniques and 
research on the software reliability for the security of the software products. We have 
to measure the software reliability quality of the product produced and use that infor-
mation to improve the process producing it. Software reliability quality assurance for 
software development needs to be bound up with good measurement. 
The rest of this paper is arranged as follows: Chapter 2 describes the commonly used  
software reliability attributes and currently available metrics for measuring software 
product quality.  

Chapter 3, we introduce a Gamma-Lomax software reliability growth 
model(SRGM) for the multiple software errors debugging in the software testing 
stage. This model is the modification of Jelinski-Moranda model incorporated de-
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pendence among the interfailure times for multiple software errors. And we evaluate 
the software reliability measures by the method of maximum likelihood estimation. 

Chapter 4, we introduce the concepts of the software reliability testing method. 
Also, we introduce the result of the simulation study for software reliability measure. 

2   Software Reliability Metrics 

Software reliability is important part of the chief industries in the late 20th century.  
Integral to the development of software is the process of detecting, locating, and cor-
recting bugs. In spite of these effective more common types of software nonperform-
ance include the failure to conform to specifications or standards. Software testing 
tools are available that incorporate proprietary testing algorithms and metrics that can 
be used to measure the performance and conformance of software. But, development 
of standard testing tools and metrics for software testing could go a long way toward 
addressing some of the software testing problems that plague the software industry. 
Improved tools for software testing could increase the value of software in a number 
of ways: 

( ) reduce the cost of software development and testing 
( ) reduce the time required to develop new software products 
( ) improve the performance, interoperability, and conformance of software. 

MaCall, Richards, and Walters(1977) attempted to assess quality attributes for soft-
ware. Boehm(1978) introduced several additional quality attributes. As software 
changed and improved and the demands on software increased, a new metrics of 
software quality attributes was needed. In 1991, the International Organization for 
Standardization (ISO) and International Electrotechnical Commission (IEC) adopted 
ISO/IEC 9126 as the standard for software quality. The ISO/IEC 9126 is now widely 
accepted. ISO/IEC 9126[1] consists of the external metrics, internal metrics. It cate-
gorises software quality attributes into six characters (functionality, reliability, usabil-
ity, efficiency, maintainability, and portability), which are further subdivided into 
subcharacteristics. The subcharacteristics can be measured by internal or external 
metrics. An reliability character in external  metrics should be able to measure related 
to the software reliability model. Software reliability models enable to make estima-
tions and predictions for the reliabilities of software systems by applying the software 
failure data and experiences obtained from the previous experiments for the similar 
software systems to the developing target software system. The reliability measure-
ment consist of the maturity metrics, fault tolerance metrics, recoverability metrics, 
reasbility compliance metrics. The maturity  measurement  of the software product to 
avoid failure as a result of  faults in the software.  Fault tolerence measurement of the 
software product to maintain a specified level of performance in cases of software 
faults of its specified interface. The recoverability measurement of the software prod-
uct to re-establish a specified level of performance and recover the data directly af-
fected in the case of a failure. The reliability compliance capability of the software 
product to adhere to standards, conventions or regulations relating to reliability. Test-
ing was seen as a necessary process to prove to the final user that the product worked. 
An improved instrastructure for software testing has the potential  to affect software 
developers and users by removing bugs before the software product is released and 
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detecting bugs earlier in the software development process and locating the source of  
bugs faster and with more  precision. The product analyzed in this paper is a data 
through the survey. Respondents were asked to answer the satifaction of the software 
product quality on the seven categories rating scale: “Very Very Dissatified”, “Very 
Dissatified”, “Dissatisfied”, “Neutral”, “Satisfied”, “Very Satisfied”, “Very Very 
Satisfied” Also, Respondents were asked to answer the importance of the software 
product quality on the same method. Characteristics and subcharacteristics of soft-
ware  product quality have been measured with the same rating scale. In order to 
anaslysis the difference influence of characteristics, and subcharacteristics on overall 
satisfication and importance due to user difference was collected including applica-
tion domain, training, age, similar software experience, and respondent’s job 
type(developer, user). We analysis the result using the SPSS/PC statistical  package 
program. 

3   GAMMA-LOMAX Software Reliability Model 

In 1970’s, researchers have studied the modeling of software reliability. The Jelinski-
Moranda(1972)[9] model for software reliability growth model(SRGM) is one of the 
most commonly cited models. The main property of  the model is that the intensity 
between two consecutive failure is constant.  And the distribution of interfailure time 
Ti  at the i-th testing stage is given by  

 

f(ti)= (N-i+1) φ exp((-N-i+1)φti )          ………………(3.1) 
 

where the parameter λ I =(N-i+1)φ is a failure rate, and N is the number of  latent 
software errors  before the testing starts, and φ is the failure intensity contributed by 
each failure. The parameter φ and N in Jelinski-Moranda model was estimated by 
maximizing the likelihood function.  

The software reliability growth model suggested by Littlewood and Ver-
rall(1973)[10] is perhaps the most well known Bayesian model. The Littlewood-
Verrall model assumes that interfailure times are exponential distributed random 
variable with the density function. 
                                     

               f(ti| λi )= λi  exp(-λi ti )                ………………(3.2) 
 

where λi  is an unknown parameter whose uncertainty is due to the randomness of the 
testing and the random location of the software errors. And the probability density 
function of  λi  is 

 

(ϕ(i)α λi 
α-1 exp(-ϕ(i)λi ) 

f(λi | α, ϕ(i))= 
(Γ(α))                              ………………(3.3) 

 

where ϕ(i) is depending on the number of detected error. Usually, ϕ(i)  describes the 
quality of the test and it is a monotone increasing function of  i.  

Langberg and Singpurwalla(1985)[12] presented a shock model interpretation of 
software failure and justified the Jelinski-Moranda model. 
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In the Langberg and Singpurwalla Bayesian model the parameters in the Jelinski-
Moranda model are treated as random variables. 

Nayak(1986)[13] proposed a model for incorporating dependence among the detec-
tion times of software reliability measures. Many software reliability model have been 
studied .  But they treated with the case of software reliability growth model for single 
error debugging at each testing stage until now.  Jung[20] studied the software reli-
ability model with the multiple errors debugging. 

In this section, we introduce the software reliability growth modeling and the pa-
rameters in the introduced software reliability growth model for the multiple errors 
debugging at each testing stage. This model is condition under the incorporated de-
pendence for multiple errors.  

The model introduced by Jung(1994)[20] for describing multiple errors at each 
testing stage assumes that 

( ) The multiple software errors at the i-th testing stage occur ni  times for 
i=1,2,…,m , and the last testing stage, m is unknown and fixed constant, 
and  N=  i=1

m 
 ni 

( ) All of the detected software errors in each testing stage are perfectly de-
bugged at once before the next testing stage begins 

( ) The multiple software interfailure times, Ti  = X(i)  -X(i-1) i=1,2,….,m have 
independent gamma distribution with parameters ni  and λi =(m-i+1)φ, 
where 0= X(0)   ≤X(1)  ≤ ,…, ≤X(m) are the ordered failure times and the soft-
ware failure intensity φ is unknown 

The test environments change the software failure rates of  all testing stages by a 
common parameter η, so that the random multiple software interfailure times T1 ,  T2 , 
…, Tm . 

Of a software system are independently gamma-distributed with multiple software 
failure rates ηλ 1, ηλ 2 ,…, ηλ m  respectly, under the software test environments in 
assumptions (1), (2), and (3). Assuming that  η is a gamma random variable as G(a,b) 
then the unconditional joint probability density function  f(t1, t 2, …, t m) of  interfail-
ure times T1, T 2, …, T m  occurring n1, n 2, …, n m  times respectively is given by   

 

GLm,(a, b; λ1, λ 2, …,λ m ; n 1, …, n m) 
=(∏ i=1

m 
 ti 

ni-1
 λi 

ni 
 /Γ( ni)) 

×(b Γ(  i=1
m 

  ni +a)/Γ(a)) 
×(1 /  i=1

m 
  λI ti+b )  i=1m  ni +a                ………………(3.4) 

 

and Jung[20] introduce this distribution as a Gamma-Lomax  Software Reliability 
Growth Model which is an extension case of the multivariate Lomax distribution of  
Nayak[13]. 

The marginal probability density function of the multiple software interfailure 
times T1, T2, …,Tm  until r(≤m)-th testing stage is GLr,(a, b; λ1, λ 2, …,λ r ; n 1, …, n r)  
where λ i is the failure rate of the i-th testing stage. 

We will use the method of maximum likelihood in order to estimate the unknown 
parameters m, φ, nr+1  of the software  reliability. The number of multiple software 
errors detected until r-th testing stage is denoted by   i=1

r 
 ni ,  which will be called 

sample size. Suppose that  Θ={  t1, t2, …,tr } is a tested data set of the multiple soft-
ware  interfailure  times. 
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The parameters m, φ, nr+1 of  the software reliability can be estimated by miximiz-
ing the likelihood function. Let the observed r ordered multiple software failure times 
be  x(1), x(2), …,x(r )  and let τ be the specified time  τ∈( x(r ),  x(r+1),). 

And, we let  ti,= x(i ) -x(r-1),  i=1,2,….r and  Tr+1,> τ- x(r ),. We estimate the parame-
ters as follows procedures; 

[ML1] 
We calculate the likelihood function of m and φ given Θ from equation (3.4). 

 

L1(m, φ | Θ) 
=(∏ i=1

m 
  ((m-i+1)φ) ni

 ti 
ni-1 

 )/ Γ( ni)) 
×(ba Γ(  i=1

r 
   ni +a))/Γ(a) 

×(1 /  i=1
m(m-i+1)φ ti +b) (  i=1r ni +a)………………(3.5) 

 [ML2] 
We obtain the conditional probability density function of  t given  Θ . 
[ML3] 
We combine (3.5) and conditional probability density function in [ML2] and get the 
likelihood function of  m, φ, and nr+1. 

 

L2(m, φ, nr+1 | Θ) 
=(∏ i=1

m 
  ((m-i+1)φ) ni

 ti 
ni-1 

 )/ Γ( ni)) 
×((ba /Γ(a) ) ×( ((m-r)φ) nr+1 /Γ (nr+1) ) 
×((t nr+1 –1 Γ (  i=1

r+1 
   ni +a))/ ((  i=1

r 
(m-i+1)φ ti+b+(m-r)φt) (  i=1r+1 ni +a)     ……………(3.6) 

 

Hence we have the logarithm in the above likelihood function of (3.6)  by 

L(m, φ, nr+1)=lm L(m, φ, nr+1) 
[ML4] 
We take the partial derivative of the log likelihood function with  respect  to m, φ,  
nr+1, respectively, and equate them to zeros. Then we have the normal equation (3.7). 

 

∂ L(m, φ, nr+1)/∂m=0 
∂L(m, φ, nr+1)/∂φ=0 
∂L(m, φ, nr+1)/∂ nr+1=0                   …………………(3.7) 

[ML5] 
 

We arrange the simultaneous linear equation induced from (3.7) with respect to to m, 
φ, nr+1, respectively. 

 

(  i=1
r+1 (nr+1)/(m-i+1)) 

=((  i=1
r+1 ni(  i=1

r ti+t))/( (  i=1
r (m-i+1) ti +(m-r)t)) 

……………            ……(3.8) 
φ=exp(Γ’(  i=1

r+1 
   ni +a)/ Γ(  i=1

r+1 
   ni +a) 

Γ’(nr+1 / Γ(nr+1 ))                        …………………(3.9) 
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where 
Γ’(x)/Γ(x) = -γ +(1-(1/x)) +((1/2) –(1/(x+1)) ) +((1/3) 
– (1/(x+2))) +  … + ((1/n)  – (1/(x+n-1))) + …, 

and 
-γ =γ’(1)=  exp(-x) ln (x) dx. 

 

Where the range of intergral is 0 to infinity. 
According to the maximum likelihood  estimation procedure  [ML1] to [ML5], the 

approximations of estimates m, φ, nr+1, can be obtained by solving the numerical algo-
rithms,  respectively. 

Therefore substituting these estimates into the multiple software reliability (3.7), 
(3.8), and (3.9),  we can obtain the maximum likelihood estimates of the multiple 
software reliability by the result of Zehna. 

4   Reliability Metrics 

An external software reliability metric of ISO/IEC 9126 should be able to measure 
attributes related to the software failure times. Software reliability consists of the 
maturity metrics, fault tolerence metrics, recoverability metrics, reliability compliance 
metrics.  Also, Maturity metrics consist of the estimated latent failure density , esti-
mated latent fault density , failure density etc. 

But, we can calculate this measure by using the software failure time distribution . 
It is difficult to get the software failure time data. So we try to the survey for measur-
ing of software reliability metrics. 

We present our result the number of failure during one month. For example, the 
questions as follows; 

The product analyzed in this paper is a data through the survey. Respondents were 
asked to answer the satifaction of the software product quality on the seven categories 
rating scale: “Very Very Dissatified”, “Very Dissatified”, “Dissatisfied”, “Neutral”, 
“Satisfied”, “Very Satisfied”, “Very Very Satisfied” 

How many failures were detected during one month? 
How many fault were detected during one month? 
How many failure condition are resolved? 
How often the software product cause the break down ? 

Also, we predict the quality of software  product by using the satisfaction survey.  
If the causes of  failure occur  according to a Poisson distribution. The times between 
failures are independent exponential variables, and the data constitutes a random 
sample of sample size from exponential with parameter  1/φ. 

A variable or distribution would arise if one discusses the number of occurrences 
in some time interval. For each interval the number of failures follows a poisson dis-
tribution with parameter μ=φt. 

For example , specifically the Goel & Okumoto model assumes that the failure 
process is modeled by Nonhomogeneous Poisson Process model with mean value 
function m(t) given by 
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m(t)=a(1-exp(-φt)), a>0, b>0                  ………………(4.1) 
 

where a and b are parameters to be determined using collected failure data.  
Note that for Goel & Okumoto model[4], we have 
 

m(∞)=a, and m(0)=0. 
 

Since m(∞) is the expected number of faults which will eventually be detected, the 
parameter a is the final number of faults that can be detected by the testing process. 
A company examine the as follows . 

 

Table 1. Frequency Table 

 

The value of φ is unknown, but sample mean is a good estimate of  E(T)=1/φ.  
We estimate the mean, parameter a, and φ after the one month test period. 

Table 2. Mean and Estimation of parameters after the thirty test day 

 

 

We estimated the mean, parameter a, and φ using the homogeneous poisson distribu-
tion.  So we can calculate the value of mean value function m(t) and hazard rates r(t) 
on based true mean value M(t). 
 

Table 3. Mean value and hazard rate 

 

We apply the simple homogeneous poisson software reliability model.  By using the 
mean φ,  we can calculate the software reliability by software GOMMA-LOMAX 
model. 
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5   Concluding Remarks 

In this paper, we present the software reliability growth model and calculate the reli-
ability and estimate the parameters in consideration of the multiple errors debugging 
at each testing stage. We introduce a Gamma-Lomax software reliability growth 
model for multiple software error debugging at each testing stage on the modification 
of Jelinski-Moranda model to have incorporated dependence between the failure 
times. And we calculate the parameters by maximum likelihood estimation method. 
Recently, software quality assurance activities for the development procedure con-
cerned with the software development project have been highly concerned as well as 
the software product itself.  However the measurement of the software reliability is 
very difficult. We suggest that the software reliability model should be applied for the 
standardization and the software quality measurement activities  of  the software 
product. We are going to study parameter estimation of software reliability models 
who propose in research that see forward. 
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Abstract. A lot of methodologies have been proposed for the compo-
nent retrieval. Among them, thesaurus concept has been introduced for
the similar component retrieval. In this paper, for the efficient retrieval
of component, we classified classes with the concept of the inheritance
relation and applied fuzzy logic to thesaurus method, and constructed
an object-oriented thesaurus. The proposed method could express the
category between concepts automatically, and calculate the fuzzy degree
between classes by comparing matching weight with mismatching weight
of each class and each category, and construct the thesaurus finally. By
using classes of a component in the component retrieval, candidate com-
ponents could be retrieved according to the priority order by the fuzzy
similarity. Also, the retrieval performance was improved greatly by the
thesaurus and the decision of the most suitable threshold value through
simulation.

1 Introduction

By the effect of object-oriented methodology, a lot of methodologies have been
proposed to retrieve components [1-3] and, among them, thesaurus concept has
been introduced widely [4-8]. But the existing thesaurus research has several
problems. First, since the clarity of query or conceptual association process from
the query is ambiguous, it is difficult to define conceptual terms. Second, as
components increase, a lot of noises are generated. Third, domain experts are
required too much time and effort by extracted features [5, 6]. Like this, using
thesaurus requires a lot of retrieval time and the case that we cannot find the
information we need in retrieval process even happens [7, 8].

In this paper, we classified components conceptually, using the inheritance re-
lation of classes constituting components, for efficient component retrieval. Since
the inheritance relation classifies the concept group, which has been prescribed
by only the subjectivity of constructor, automatically, consistency and objectiv-
ity of thesaurus can be guaranteed. For this purpose, we create Class Concept
Category (CCC) to classify classes. Thesaurus is the synonym table constructed
by comparing matching weight with mismatching weight of each class and CCC,

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 748–75 , 2005.
c© Springer-Verlag Berlin Heidelberg 2005

and

gjkim@konyang.ac.kr

jshan@cheonan.ac.kr

U

7



using CCC Related Value (CRV), and calculating the fuzzy degree among these.
This synonym table is used for query expansion.

In this research, we constructed the fuzzy-based thesaurus performing the
component retrieval efficiently and made it possible to retrieve candidate com-
ponents through query expansion by thesaurus.

2 Related Work

Object-based thesaurus [9] provides the automatic construction strategy for the
expression of complex relation existing in objects by applying object-oriented
paradigm consisting of concept expression level and instance expression level to
thesaurus. But this technique requires the efficient query rebuilding process and
the retrieval system that can be practically applied. Adaptive thesaurus [10] pro-
posed the learning thesaurus through neural network on the basis of spreading
activation based similarity measurement method. Proposed thesaurus can con-
trol the weight efficiently, but requires the method that automatically extracts
thesaurus of standardized type and the technique that develops more suitable
activity function. Hierarchical thesaurus system [6] proposed the method that
the category for hierarchical classification is set up in code and the component
is classified by behavioral characteristics. Component characteristic is composed
of a pair of terms and extracted form software descriptor (SD)[11,12]. Pairs
of terms classified hierarchically according to the characteristic construct the
synonym dictionary by using fuzzy thesaurus. But, since it is not component re-
trieval but class retrieval using member functions and parameters, hierarchical
thesaurus system has a disadvantage that, as classes increase, noises grow by the
exponential increment of member functions.

3 Thesaurus construction

3.1 Class Concept Category

Class concept is classified by facet item and, in this research, we created Class
Concept Category (CCC) to classify classes. Basic hypothesis of this research is
that ”For CCC constituting the software descriptor of a component, the number
of class included in ith CCC implies the relationship between the component and
ith CCC”. Table 1 shows facet item (CCC) for class. ’Class Type’ was classified
into 5 CCC on the basis of MFC class library classification to develop Microsoft
window application. And ’Component Type’, ’User Interaction Style’ and ’Using
Scope’ are classified by the facet classification method of existing object-oriented
component [13].

Classified CCC can express the class inheritance relation corresponding to
component characteristic. Inherited subclass can be classified into the same cat-
egory as the super class or the different category with the super class. So, when
it is classified into the different category, since the subclass contains the super
class characteristic, we made the subclass inherit CCC of super class. But, as
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the inheritance is nested, the characteristic of super classes becomes inconsis-
tent; therefore the relation degree of CCC should be decreased according to the
inheritance level. For that reason, in this research, we decreased the relation
degree of CCC by (1/2)h according to the inheritance level h. Fig. 1 shows CCC
inheritance. Since ’Document’ is included in ’Data Structure and File’ CCC and
inherits ’Command Target’ class, it can inherit ’Window Support’ and ’Frame
Architecture’ CCC. At this time, CCC relevance value is calculated with the
number of class occurrence time per each CCC as (1/2)h according to inheritance
level h. That is, numbers of class occurrence time per 3 CCC about ’Document’
become 1 in ’Data Structure and File’, (1/2)1 in ’Window Support’ and (1/2)1

in ’Frame Architecture’.

Table 1. CCC by facet classification

Document Window 
Framw

Command 
UI

Command

Target

DialogOLE
Document

Control
Bar

Window Support

Frame Architecture

Window Support

Frame Architecture

Data Structure and File

Window Support

Frame Architecture

Data Structure and File

OLE

Inheritance 

level 1

Inheritance 

level 2

Fig. 1. CCC inheritance

On the basis of this, we defined ’class-CCC Table’. This method is based on
the weight calculation method by category [6], this table is calculated by CCC
Relevance Value (CRV).
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In above equation, by CCC inheritance level, in case of CCC including the
class, ’class occurrence number’ is 1, and in case of CCC inherited from the super
class, it becomes (1/2)h according to the inheritance level h. By giving the largest
value to CCC including the class itself and the differentiated value to inherited
CCC, object-oriented inheritance can be represented naturally. CCC relevance
of the ith class in the jth CCC is dependent on the percentage of the ith class
appearing in the jth CCC. This definition represents CRVi,j value is, irrelevant
to the relative size of CCC, dependent on the class occurrence frequency. CRV

has the value of range from 0 to 1 and, when no class (i) appears in a CCC(j),
CRVi,j becomes 0.

3.2 Thesaurus Construction

The number of CCC occurrence calculation. Class repeated in several
CCC means that it corresponds to more than one facet item, since the class has
several characteristics. In this case, not only the CCC containing the class but
also the CCC inherited have relevance to the corresponding class, class-CCC

table should be able to represent both these CCC. Fig. 2 shows the class list of
each component classified by CCC.

PopUP Menu Comp.
Window Support

Data Structure and File

StatusBar
Menu

Point
Rect

TimeStatusBar Comp.
Window Support

Data Structure and File

StatusBar
Menu

Time
String
Size
Rect

Graphic and Drawing Support
ClinentDC

Frame Architecture
Menu

File System
StatusBar

User Interface Development
Menu

Interactive and Dialog
Menu

Frame Architecture
Menu

File System
StatusBar

User Interface Development
Menu

Interactive and Dialog
MenuDayTip Comp.

Interactive and Dialog

Menu
Dialog

Graphic and Drawing Support
Bitmap

Frame Architecture
Menu

User Interface Development
Menu

Window Support
Menu

CommonSocket  Comp.
Internet and Network

Data Structure and File

Socket
SocketFile

Archive
String
SocketFile

File System
Archive
SocketFile

Fig. 2. Component classified by CCC

Thesaurus Contruction Using Class Inheritance 751



Table 2. CCC inheritance representation

Table 2 represents CCC relevance to the class in figure 2 as a number. ’1’ is
the case that the class is contained by corresponding CCC, ’1/2’ is the case that
the class inherits CCC including super class, and ’1/4’ represents CCC inherited
with two levels. These values are used in calculating CRV as the number of class
occurrence time.

CRVl,j calculation for the jth CCC and the lth class. Table 3 shows the
CCC Relevance Value (CRV) of components in Fig. 2.

Table 3. CRV

Matching and mismatching weight calculation between classes. We
explained the calculation process for matching and mismatching weight between
classes using CRV. Matching and mismatching weight is the method using fuzzy
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logic. In this method, for two classes, A and B, the more similar each CRV is
for a CCC, the higher the affinity (i.e. matching weight) is, and the bigger the
difference of CRV is, the higher the mismatching weight is. Here, we can get two
vector (a1, a2, . . . , aj, . . . , ac) and (b1, b2, . . . , bj , . . . , bc) corresponding to the row
of CRV table about class A and B. Vector value aj and bj represent CRV of A
and B for the jth CCC. Following equation shows the calculation of matching
weight for jth CCC of A and B.

Only in case that A and B occur in one CCC at the same time, we can get
the class matching weight, as CRV is similar to each other, matching weight
is close to 1 (i.e. A and B are similar). By processing these steps for all CCC
(1 ≤ j ≤ Cccc),we can get the matching weight of two classes, A and B.

Also, mismatching weight for jth CCC of class A and B are calculated as the
following.

Only in case that A or B occurs in a CCC, we can get the class mismatching
weight. As the difference of CRV for a CCC becomes bigger, mismatching weight
is close to 1 (i.e. A and B are different). We can obtain the mismatching weight
of A and B also by applying this process to all CCC ((1 ≤ j ≤ Cccc)).

The followings represent the matching and mismatching weight of class ’Sta-
tus Bar’ and ’Menu’ using CRV table.
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Matching and mismatching weight calculation between two classes
and CCC. Matching and mismatching weight calculation for two classes be-
tween CCC is similar to the calculation between classes. CCC matching weight
calculates only CRV of two classes, which occur for one CCC or not at the same
time, and mismatching weight selects CRV of CCC which only one class between
two classes occurs in. Therefore, calculation process is similar to that of matching
and mismatching weight calculation between classes. And CCC matching weight
is represented by M’ and CCC mismatching weight is represented by Mm′. The
following shows the calculation of matching and mismatching weight of class
’StatusBar’ and ’Menu’.

Fuzzy synonym value calculation of two classes. Using matching and
mismatching weight between classes and between two classes and CCC, we can
create the final fuzzy synonym value of two classes.
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that mismatching weight is bigger than matching weight, the value is set up as
0 (i.e. it means there is no synonymy). The following shows the final synonym
value of ’StatusBar’ and ’Menu’.

As explained above, by applying the process for all classes in thesaurus, we
can create synonym values between all classes.

4 Performance valuation

We used Visual C++ class library for simulation. These classes are common li-
brary and, since these are not under a bias toward specific category, provide var-
ious classes. Simulation environment is composed of 131 components included in
11 CCC and each CCC is composed of minimum 1 class to maximum 22 classes.
The average number of classes is about 8 and total 1,023 classes, permitting
overlapping, are included in CCC and the number of independent classes is 303.

In this research, we set up the optimum query expansion threshold that can
guarantee the maximum component retrieval efficiency through simulation. In
order to set up threshold, 20 classes are selected arbitrarily and similar expended
sets for selected classes are decided. The similar expended sets means classes that
are similar to a class or can be used together functionally and classes that are
included in the similar expanded sets are limited to classes in thesaurus. And
then, for 20 classes given as query, through comparing the expanded query by
thesaurus proposed in this research with the similar expended sets we measured
the precision and the recall from 0.6 to 1.0 at 0.05 threshold intervals.

Fig. 3. Precision/Recall comparison by threshold

Fig. 3 show the average of precision and recall according to the retrieval
efficiency by threshold for 20 arbitrary classes. In this research, we set up the
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threshold value with 0.7 that maintains precision and guarantees recall to the
utmost as the query expansion range to ensure the maximum retrieval efficiency.

And we made a comparison between the precision without thesaurus and
that with thesaurus proposed in this research at 0.1 recall intervals [14]. This
result is shown in table 4. The proposed retrieval with thesaurus compared with
the retrieval without thesaurus (No-thesaurus) improved the efficiency by 22.3%
(((0.769 − 0.629)/0.629) ∗ 100).

Table 4. Recall and precision

5 Conclusion

In this research, for the efficient component retrieval and the construction of
flexible system structure, we constructed the object-oriented thesaurus, which
the concept classification using class inheritance relation and the fuzzy logic are
applied to. Proposed technique created the class concept category for class clas-
sification and constructed the fuzzy-based thesaurus synonym table using class
relevance value by CCC for all classes. Comparing matching weight with mis-
matching weight for class and CCC and calculating fuzzy degree among them
constructed fuzzy thesaurus. As a result of simulating the efficiency by adjust-
ing the threshold of the query expansion to reduce noise, in case of synonym
value more than 0.7, Average recall and precision were more than 81.1% and
60.3% each and the efficiency of proposed thesaurus compared with that of No-
thesaurus improved by 22.3%. Therefore, the proposed technique in this paper
can expand the component selection range by retrieving candidate components
through the query expansion with thesaurus and, since components are classified
by the concept about class library, is more efficient in component assembling.

But, since this technique constructed thesaurus according to the occurrence
frequency by CCC, the efficiency might be decreased under the environment
where the number of classes in a domain is small or classes are aggregated in
the specific domain. Also, since the retrieval result is dependent on the degree
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of similarity, it is limited to the accurate definition of functions about compo-
nents, and therefore the additional information is required to understand more
components.
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Abstract. This paper suggests a technique, OSET(An Object Structure Extrac-
tion Technique for Object Reusability Improvement Based on Legacy System 
Interface) for reuse and reengineering by analyzing the Legacy System interface 
to distill the meaningful information from them and disassemble them into ob-
ject units which are to be integrated into the next generation of systems. The 
OSET method consists of a procedure with 4 steps: 1) the interface use case 
analysis step, 2) the interface object dividing step, 3) the object structure model-
ing step, and 4) the object model integration step. In step 1, the interface struc-
ture and information about the interaction between the user and the Legacy Sys-
tem are obtained. In step 2, the interface information is divided into semantic 
fields. In step 3, the structural and collaborative relationship is studied and 
modeled among interface objects. Finally, in step 4, the object model integra-
tion step, integrates the models and improves the integrated model at a higher 
level.  

1   Introduction 

In most companies, the system is developed by using non object-orienting or object-
orienting language, but most are still using the legacy application that does not accu-
rately apply the object-orienting concept. This is largely due to the stable nature of the 
current system that most companies use. In most cases, however, these existing sys-
tems cannot cope with rapidly changing business environments.  

The purpose of this project is to acquire knowledge about the Legacy System inter-
face, and to create an object-oriented model with this acquired knowledge. Interface 
refers to the user interface for the end user. That is to say, it is the most commonly-
used method for the end user of user applications[1]. In most cases, information in 
application systems is generated by interaction that communicates with the system 
through an interface. OSET can naturally classify the interface information generated 
through the course of interaction between the end user and the system.  The organiza-
tion of this paper is as follows. First in chapter 2, I will examine related studies, and 
in chapter 3, the structure of OSET’s use of reverse engineering is explained. Chapter 
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4 shows examples of the course of distilling and classifying interface objects from the 
Legacy application using OSET. Chapter 5 discusses conclusions and future projects. 

2   Related Work 

In this chapter, information related to reverse engineering used in distilling object 
information from the Legacy System interface is prescribed.  Reverse engineering is a 
reverse process that recovers the factors of higher-level conceptual abstractions from 
the physical systems. This flow from the developed system to the initial course is the 
analysis step and design in reverse. In table 1, characteristics of reverse engineering 
methodologies are compared, along with their advantages and disadvantages. These 
were compared and examined for application in this study.   

Table 1. Comparison of kinds of reverse engineering methodology 

2.1   Example of Reverse Engineering That Has Database Schema as Its  
Input Data  

This section presents several examples of reverse engineering: 1) A method to trans-
form the relational database schema to the ER diagram, 2) A method to transform the 
network schema into the ER diagram, 3) A method to transform the hierarchical 
schema into the ER diagram, and 4) A method to transform the object-oriented data-
base into a binary relationship diagram etc.. In this paragraph, the course to reverse 
the engineer relational database schema, which to date the legacy system used the 
most widely, into the ER diagram is described. The method to reverse the engineer 

Classification
  
Contents  

Input data 
Standpoint 
of classifica-

tion 

Target 
model 

Characteristics Etc. 

DB schema Data 
ER dia-

gram 

• Key criterion 
•  Inclusion dependency  criterion 
• Combination of inclusion and 
 key dependency 

Using methodology 
such as Batini[2], 

Navathe[3] 
Chiang[4], 

Shivak[5] etc. 

Source code Process 
Reuse 

module 
• Using candidature 
   criterion 

using RE2[6], 
Saleh[7] meth-

odologies 

Form struc-
ture 

Object 
Object-
oriented 
diagram 

• Using application system form 
• Object structure and scenario 

using FORE 
methodology[8] 

Source code Object 

CTF 
(Compact 

Trace 
Format) 

• Expressing object 
interaction movement 
using CTF schema 

Abdelwahab[9] 

Kinds of 
reverse 

engineering 

Interface 
structure & 
interaction 
information 
with end user 

Object 
Object-
oriented 
diagram 

• Using interface of legacy 
system 
• Grasping object structure 
• Classification and restoration of 
object unit 

OSET 
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relational database schema into the ER diagram is based on functional dependence 
and inclusion dependence. Also, it derives a conceptual diagram of the database using 
tuples of the existing database and catalog information in DBMS (Database Manage-
ment System). Relations are defined by using a primary key and a foreign key. This 
definition of relations is obtained through interactions with the user. Then the rela-
tional schemas are interpreted and transformed on the basis of the classification of the 
relations. Cardinality constraints are derived through analyzing functional dependen-
cies[2, 3].  

2.2   Example of Reverse Engineering with a Source Program as Its Input Data 

This example of reverse engineering with a source program as its input data is pro-
vided in order to lead the module structure of the source code and program its logic 
structure. To do this, the source program is analyzed and divided again into semantic 
information units. The representative example is the RE2 (Reuse Reengineering) 
project[6]. The RE2 project outlines the principles that the reverse engineering and 
reengineering techniques use in the Reuse Reengineering process that include the 
existing source code. This means that its purpose is to reuse software by setting can-
didature criterion. Also, the purpose is to create a module that can be reused from 
existing systems. To do this, data must be abstracted. Although criterion based on this 
treatment principle was suggested, the setting is indistinct. The Saleh methodology is 
a reverse engineering methodology suggested by Saleh Boujarwah. The purpose of 
this method is to obtain a high level abstract of communication software with a par-
ticular language that is established in ISO generally referred to as Estelle for system 
dispersion and protocol. However, this method is dependent on communication soft-
ware [7]. FORE methodology is similar to this study in creating an object structure 
because it has the form structure and user interaction information as its input data, but 
it uses a CRC (Class Responsibility Collaboration) card technique to express the ob-
ject model. Currently Integrated Modeling Language, known as UML (Unified Mod-
eling Language), is being used, and an object-oriented system is being developed that 
now follows UML notation in most cases. Therefore, it complicate matters when it is 
mapped into UML again in order to reuse this object information in the current sys-
tem because the distilled object model information is not suitable for current condi-
tions, and it contains a possibility of data error possibly generated by that course. 

3   The Object Structure Extraction Technique: OSET 

The first step of OSET is the interface use case analysis. This step obtains the Legacy 
application interface field information and user interface information. There are sev-
eral examples of interaction using the legacy system interface, an action to input data 
into the input interface, an event creating an action to send the interaction example 
through the interface, an operation action to treat input data created by the event, an 
action to return the data treated by the operation action to the user interface, and an 
action to deliver data from the database to the interface, etc. Fig. 2 shows the algo-
rithm used to analyze one case of interface use. This interaction information and in-
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formation about the interface are automatically collected by an agent-based informa-
tion collector.  

The information composing the interface obtainable by the agent-based informa-
tion collector can be divided into 4 types: 1) interface area, 2) input support control, 
3) interface editing field, and 4) interface treatment. The second step of OSET is the 
interface object point of division. In this step, information about the interface col-
lected by the agent program of the previous step is used. Then, it divides the various 
types of field information shown in the interface into a semantic information unit 
object, according to the type of interface information such as area (item, total, grid, 
event, conditional area etc.), input support control(combo box, server interface, radio 
button, check button etc.), and interface edition field type (key input field, data  
 

 

Fig. 1.  Structure of TELOR 

 
DB  DBList, Sgl_DBList; 
 // DBList is connection list having information about all Sgl_DBList  
while(!All_Interface_exit()) // repeat on all interfaces  
{  
   getSgl_Interface(); // obtain single interface  
   while(!exit)  
   {   
getInter_User_System();  
// obtain interaction information between user and system through agent system  
     Sgl_DBList = saveAll_Interface_Inform();  
// save the obtained single interface information  
   } // end while  
   addList(DBList, Sgl_DBList); // add single DBList to DBList  
} // end while  

Fig. 2.  Interface use case analysis algorithm 

input field, inquiry and modification field, inquiry field, event generation field, and 
system control field) etc. Fig. 3 is the algorithm that shows the interface object divid-
ing process. 
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The third step of OSET is the object structure modeling. This step employs the 
results from the previous steps. It also derives structural and collaborative relations 
of the initial level between objects. As a result of this step, the object structure 
model consisting of an object name, object attribute, and the structural relationships 
of the derived object are formed. Also, to indicate the object structure model, UML, 
the standard current modeling language, was used. Fig. 4 is the algorithm that 
shows the course of the modeling object structure.  

while (DBList != NULL) // DBList: List of all information obtained by agent 
{ 
Object  InterOb, Sgl_InterOb; // interface object 
Object  ComplexOb, Sgl_ComplexOb; // complex object 
Object  DBaccessOb, Sgl_DBaccessOb; // DB approaching object 
Object  ExtraOb, Sgl_ExtraOb; // additional obejct 
Sgl_InterOb = createInterfaceObject(DBList); // creating single interface object 
giveNameToObject(Sgl_InterOb.name); // Giving object name using interface name 
givePropertyToField(Sgl_InterOb.field); // allotting property to interface field 
addList(InterOb, Sgl_InterOb); // add to interface object list 
while (Sgl_InterOb.field != NULL) // Search all fields in single interface 
{ 
if (isComplexField(Sgl_InterOb.field)) // search complex field 
{ 
Sgl_ComplexOb = createObject(Sgl_InterOb.field);  
// lead complex field into complex object 
giveNameToObject(Sgl_ComplexOb.name); // give object name 
givePropertyToField(Sgl_ComplexOb); // give property 
addList(ComplexOb, Sgl_ComplexOb); // add to object list 
} // end if 
if (isDBaccess(Sgl_InterOb.field)) // search DB approaching field 
{ 
Sgl_DBaccessOb = createObject(Sgl_InterOb.field);  
// lead DB approaching field to DB approaching object 
giveNameToObject(Sgl_DBaccessOb.name); // give object name 
givePropertyToField(Sgl_DBaccessOb.field); // give property 
addList(DBaccessOb, Sgl_DBaccessOb); // add to object list 
} // end if 
else if (checkObject(Sgl_InterOb.field)) // search additional field 
{ 
Sgl_ExtraOb = createObject(Sgl_InterOb.field);  
// lead additional field into additional object 
giveNameToObject(Sgl_ExtraOb.name); // give object name 
givePropertyToField(Sgl_ExtraOb); // give property 
addList(ExtraOb, Sgl_ExtraOb); // add to object list 
} // end if 
Sgl_InterOb.field = Sgl_InterOb.field.next; // move to the next field 
} // end while 
DBList = DBList.next; // move to the next single interface 
} // end while 

Fig. 3.  Interface object dividing algorithm 

The fourth step, the last step of OSET, is the model integration step. The purpose 
of that is to integrate the model integration step and suggest a higher level integration  
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while (InterOb != NULL) // search all interfaces  
{  
  while (InterOb.ExtraOb != NULL) // search all total field applicants  
  {  
    if (isCompute_field(InterOb.ExtraOb)) // verify total field  
    {  
    Compute_Inform = callAgentSystem(InterOb.ExtraOb);  
        // obtain all information relted to totl field from agent  
    while (Compute_Inform != NULL)  
    {  
      operator = searchOperator(Compute_Inform);  

// search for the minimum unit operator  
      operand = searchOperand(Compute_Inform);  

// search for the minimum unit operand  
      variable = initVariable(operand); // set up variables  
      relationOb = searchObject(InterOb, operand);  

// search for object related to operand  
      setRelation(variable, relationOb);  

// Set up the relation with object and variables  
      method = createMethod(variable, operator);  

// create calculation formula between operator and operand  
      Compute_Inform = Compute_Inform.next;  

// move to the next information related to totl field  
    } // end while  
    setMethodToObject(method, InterOb.ExtraOb);  

// allot method to total field object  
    InterOb.ExtraOb = Sgl_ExtraOb.next; // move to the next total field applicant  
  } // end if  
} // end while  
   InformOb = InformOb.next; // move to the next interface  
} // end while  

Fig. 4. Object structure modeling algorithm 

model = NULL; // set up the initial value of model variables  
alter_model = NULL; // set up the initial value of alter_model variables  
while (!isSuitableModel(model)) // decide appropriateness of model  
{  
  model = selectStruc(InterOb); // choose whole interface object structure model  
  InterOb = InterOb.next; // move to the next interface  
  while (InterOb != NULL) // search all interface objects  
  {  
    alter_model = selectStruc(InterOb); // choose object structure model of the moved interface  
    if (isDifferModel(model, alter_model)) // decide the similarity of two models  
    {  
      mergeSameOb(model, alter_model); // integrate model based on common object  
      mergeByRelation(model, alter_model); // integrate related model  
      solveAmbiguousName(model, alter_model); // solve indistinct name  
      solveAmbiguousStruc(model, alter_model); // solve indistinct name  
      model = saveToAll(); // save the integrated model  
    } // end if  
   InterOb = InterOb.next; // indicate the next interface  
   } // end while  
} // end while  

Fig. 5.  Model integration algorithm 
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model unit models in order to show object information. The final result obtained from 
the course of OSET is the object structure model. Fig. 5 is the algorithm used for 
model integration.  

4   OSET’s Application Example 

This section will describe the course of a real example for obtaining an object model 
from the interface legacy system interface information using OSET. To show this 
actual example, Sales Force Automation(SFA) used in a merchandising company was 
selected as the legacy system.  

The SFA system is a computer system used to strengthen company sales, and the 
legacy system is generally used in most companies with distribution networks. Fig. 6 
and Fig.7 show a part of the SFA system interface. 

4.1   Interface Use Case Analysis Step  

The Interface use case analysis step seeks the object structure and method based on 
the characteristics of the interface. Information about the interface can be divided into 
two parts: 1) interface structure and 2) user operation and database. Table 2 is an 
example of information about sales note input of the SFA system. It is the information 
about the interface structure among the abstraction(virtual) information to be col-
lected based on Fig. 2 which is an acquisition procedure of use case information. 
 

     Fig. 6.  Sales note management interface                 Fig. 7. Actual inspection interface of vehicle 
                      stockpile 

In the interface structure in Table 2, the name of the caption is the field that plays a 
role to help read the meaning of the interface field information. The value of the inter-
face field is assigned to the name of the variables during the actual operation of the 
legacy system. Then the interface field type is roughly divided into input support 
control/interface field type/types per area/types per event etc. as divided earlier in 
chapter 3. When this is going on, the field type that includes variables of each field is 
indicated at the right clause of Table 2. The system field is a part controlled by the 
system, and the information obtained from the system together with the data is in 
cluded. The data input field inputs single data, and the element field that the user 
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cannot further divided. The Grid field is a group field form that interface fields with 
the same name and same meaning are repeatedly connected with as arrangements. 
“Total field” means a field in which the value is calculated by a particular calculation. 
The use case with information about this interface calculation is show in Table 3. 
 

Table 2. Example of information about sales note input interface: Interface structure 

Contents 
Classification Caption name Name of variables

Input support  control/ 
interface field type 

/area/types per event 
Name of inter-

face 
Sales note input pan_FSSAT01_v Interface object 

sales date date_v System field 
department code dept_code_v Data input field 
employee code emple_code_v Data input field 
customer code custom_code_v Data input field 

basic deduction rate deduct_rate_v Data input field 
sales division pan_v, back1_v, 

back2_v Radio button 

classification, product code, product name, 
unit price,. BOX, CASE, amount, deduc-

tion, deduction amount 

divide_v1, di-
vide_v2, … 
p_code_v1, 

p_code_v2,… 
p_name_v1, 

p_code_v2, … 
Grid field 

Deduction amount d_amount Total field 
VAT a_amount Total field 

Pure sales amount p_amount Total field 
Total sales amount s_amount Total field 

Product code inquiry p_code_inq_v Event generation field 
Add p_add Event generation field 

Delete p_del Event generation field 
Save p_sav Event generation field 

Interface field

Finish p_exit Event generation field 

 
Table 3. Example of information about sales note input interface: interface operation order and 
the result 

Operation order Action Correspondent interface field Result content 
1 System provision calculation date_v 2002-12-12 
2 User data input dept_code_v 00008 
3 User data input emple_code_v 20021652 
4 User data input custom_code_v 123456 
5 User data input deduct_rate_v 1.1% 

rad_pan_v 
rad_back1_v 6 Radio button input 
rad_back2_v 

rad_pan_v = true 

7 Action event 
(Product code inquiry button) p_code_inq_v p_code_inq_v = true 

divide_v1, divide_v2, … 1 
p_code_v1, p_code_v2, … 100100 

p_name_v1, p_name_v2, … peppermint candy 
8 Database approaching 

p_value_v1, p_value_v2, … 5,320 
9 Total d_amount_v 1,171 

10 Total a_amount_v 10,521 
11 Total p_amount_v 105,229 
12 Total s_amount_v 115,750 

    



766 C.-M. Lee, C.-J. Yoo, and O.-B. Chang 

 

4.2   Interface Object Dividing Step 

This step analyzes the interface information saved in the knowledge storage and di-
vides it into semantic information units. The interface object consists of several fac-
tors: interface area, input supporting control, interface editing field, and interface 
treatment type, etc. as classified in section 3. These factors are object applicants. This 
course has a process as in Fig. 3 of section 3. The first step creates an object interface 
of a single unit by using the sales note management interface. One single unit inter-
face object has all fields of sales note management interface as its attribute, and Fig. 8 
shows the class diagram of sales note input interface (Class name: pan-FSSAT01). 
The second step abstracts complex fields (ex, grid field, input supporting control) 
among the attributes in the sales note input object interface. Using this method, small 
unit object separation can be derived from a complex large object. Even small unit 
objects derived this way are assigned an object name.  Fig. 9 shows small unit objects 
(Pan_FSSAT01, Pan_FSSAT01_grid) separated from the sales note input object inter-
face. As the grid field is included here in the example of sales note input interface, the 
grid field element is separated. As for the object name of a small unit object derived 
separately, the new name is to be made by mixing the newly abstracted object name 
(therefore, interface field name) to identify the original object from the small-unit 
object name. 
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 Fig. 8. Sales note input interface object           Fig. 9. Sales note input interface object planated 
by Pan_FSSAT01, Pan_FSSAT01_grid 

The third step determines which field approaches the database among fields in each 
object.  In Fig. 9, the field variables to approach to database is divide_v1, divide_v2, 
…, p_code_v1, p_code_v2, …, p_name_v1, p_name_v2, …, p_value_v1, 
p_value_v2, … etc. of the Pan_FSSAT01_grid object. These values are delivered 
from the employee code table(CEMP01TT), product code(CGDS01TT) table, de-
partment code(CDEP01TT) table, and customer code (CDCS01TT) table etc. The 
fourth step abstracts additional applicant objects. It can be considered as a step to 
check the objects that are not found in the previous step.  

4.3   Object Structure Modeling Step 

The object structure modeling step is made using the objects that were divided in the 
previous step. Although the objects divided in the previous step have obtained the 
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attributes, the method is not defined, even though this method is required for the op-
eration. This step obtains the operation of the object, because it can be the main target 
of the method as it indicates the movement of the objects. The field shows that this 
operation phase is the total field. The total field consists of the minimum unit operator 
and the single field. Method definition can be derived on the basis of the name of the 
total field because the name of the total field is included with the name of the vari-
ables that contain the logic structure of the treatment.  

4.4   Object Model Integration Step 

In this step, the object structure model derived from several interface objects is inte-
grated into one model. Also, the principle of class structure using generaliza-
tion/specialization of the object is applied to the integrated object for a better result. 
Therefore, a more abstracted object exists that can represent this. In this way, the 
model that has two objects integrated is shown in Fig. 10.  

5   Conclusion and Further Study 

In this paper, objects were analyzed for semantic information from the interface of the 
legacy system, and OSET was suggested to perform the abstraction of the integrated 
modeling. 

 

Fig. 10.  Integrated object model 

The achievements of this study are as follows. First, input data is a reverse engi-
neering study that uses interaction information based on an interface that happens 
most basically between the user and the system. Second, OSET suggests how to save 
the knowledge from the interface in knowledge storage using the algorithm step. 
Third, it treats the data and the process simultaneously. Fourth, it suggests the object 
analysis model using this interface information and shows examples by applying them 
to an actual system known as SFA. In the future, to treat system analysis and designer 
work more easily, an object analysis course automation tool, such as OSET, needs to 
be developed. 
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Abstract. Given the investment organizations are making in use cases and the 
increasing use of computers to control safety-critical applications, the research 
on integrating use cases and safety consideration is highly demanded. However, 
currently the approaches for incorporating safety analysis into use case model-
ing are scarce. In this paper,  we present an approach to integrating safety re-
quirements into use case modeling. We demonstrate how deductive and induc-
tive safety techniques can be used hand-in-hand with use cases. An application 
of the proposed approach facilitates early hazard identification and assessment, 
as well as elicitation and tracing of safety requirement though the entire devel-
opment process. The proposed approach is illustrated by a realistic case study – 
a liquid handling workstation. 

Keywords: UML, use cases, safety analysis, safety requirements, CBD. 

1   Introduction 

The Unifying Modeling Language (UML) [1] is gaining increasing popularity and has 
become de facto industry standard for modeling various systems many of which are 
safety-critical. UML promotes use case driven development process  [1] meaning that 
use cases are the primary artifacts for establishing the desired behavior of the system, 
verifying and validating it. Elicitation and integration of safety requirements play a 
paramount role in development of safety-critical systems. Hence there is a high de-
mand on methods for addressing safety in use case modeling. In this paper we pro-
pose an approach to integrating safety requirements in use cases. 

It is widely accepted that building in safety early in the development process is 
more cost-effective and results in more robust design [2,3,4]. Safety requirements 
result from safety analysis – a range of techniques devoted to identifying hazards 
associated with a system and techniques to eliminate or mitigate them [3,4]. Safety 
analysis is conducted throughout the whole development process from the require-
ments conception phase to decommissioning. However, currently the approaches for 
incorporating safety analysis into use case modeling are scarce. 

To make an integration of safety analysis and use cases complete we need to inves-
tigate the use of not only deductive techniques but also inductive safety techniques. 
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Indeed, to conduct safety analysis at the early stages of the development we need 
deductive techniques able to assess hazards at functional level. We describe a general 
structure and behavior of control systems which employ manual reconfiguration for 
error recovery. We give a brief overview of the case study – the liquid handling work-
station. We finally present our approach to conducting hazard analysis at the early 
stages of development by embedding the method into use cases.  

2   Dependable Control Systems 

2.1   Control Systems  

In this paper we focus on modeling of dependable [2] control systems. The basic 
building blocks of a control system are presented in Fig.1. An application is a physi-
cal entity whose operation is being monitored and controlled by a computer-based 
controller. The behaviour of the application evolves according to the involved physi-
cal processes and control signals provided by the controller. The controller observes 
behaviour of the application by means of sensors – the devices that convert applica-
tion’s physical quantities into electric signals to be input into the computer.  On the 
basis of data obtained from the sensors the controller manipulates states of actuators – 
devices that convert electrical signals from the output of the computer to physical 
quantities, which control the function of the application.  
 

 

Fig. 1. A general structure of a control system 

2.2   Manual Reconfiguration 

As we discussed above, system’s components are susceptible to various kinds of 
faults. A fault manifests itself as error – an incorrect system’s state [11]. The control-
ler should detect these errors and initiate error recovery. In this paper we investigate 
manual reconfiguration, as it is the most commonly used error recovery mechanism 
[11]. The manual reconfiguration is performed by an operator. The behaviour of the 
control systems with manual reconfiguration for error recovery follows a general 
pattern graphically represented in Fig.2. Initially the system is assumed to be fault 
free. The operator starts the system functioning and upon successful initialization the 
system enters an automatic operating mode. Within the automatic mode the system 
executes a standard control loop provided no error is detected. 

Upon detection of an error the system leaves the automatic mode and reverts to the 
operator’s control. An operator assesses damage caused by an error and executes a re-
quired error recovery procedure. As a result of error recovery the operator might resume 
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Fig. 2. Illustration of manual reconfiguration 

the automatic mode or execute shutdown. The human operator plays two different roles 
while controlling a system with manual reconfiguration. On one hand, the operator 
initiates and monitors system functioning in the automatic mode, on the other hand s/he 
is a trouble-shooter performing error recovery in the manual mode. Hence, the operator 
should be represented by two actors in the use case diagram: the first is operator and the 
second is rescuer.  The general form of the use case diagram is given in Fig.3.  

 
 

 

 

 

 

 

 

Fig. 3. Schematic representation of use case diagram 

3   Use Case Modeling and the Requirement Risk Assessment 
Method  

3.1  The Functional Hazard Assessment Method 

Essentially, a use case is a coherent unit of system’s functionality [1]. Hence to 
smoothly incorporate safety analysis in use case modeling we need a technique, which 
is able to identify hazards on a function level. In this paper we investigate how the 
Requirement Risk Assessment (RRAM) method  can be applied to use cases to iden-
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tify hazards and assess them. The RRAM allows us to identify hazards at a functional 
level and correspondingly derive safety requirements.  The RRAM process consists of 
five steps [5]: 

 
1. Identification of all functions associated with the level under study. 
2. Identification and description of failure conditions associated with these 

functions. 
3. Determination of the effects of the failure condition.  
4. Classification of failure effects on the system. 
5. Assignment of requirements to the failure conditions to be considered at the 

lower level. 
 

An identification of failure conditions can be done systematically by applying the 
following guidewords [7]:  

 

- Loss of function 
- Function provided when not required  
- Incorrect operation of function. 

 

We argue that use case model constitutes a suitable description of system’s function-
ality. Indeed  

 
- use cases clearly define system’s functions 
- use case diagrams explicitly show interdependencies between use cases by 

means     of associations 
- the proposed layered structure of use case diagram clearly identifies levels of 

abstraction and therefore, allows us to apply the RRAM method iteratively, 
layer after layer. 

 

 

Fig. 4. Example of physical-layer use case description 
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For the control systems with manual reconfiguration discussed above the RRAM 
starts from analyzing use cases at the server’s layer. By systematically applying 
guidewords we describe consequences, criticality and mitigation of the corresponding 
failures for each use case. Such an analysis of individual use cases suffices if the use 
cases are independent. However, if there are use cases associated with each other or 
the use cases, which might be executed in parallel, then we also need to consider the 
effect of multiple failures. In this case various combinations of failures should be 
explored and hazards induced by them assessed. 

Table 1. The template for conducting the RRAM 

 

Table 2. An excerpt from an application of the RRAM to a use case 

 

3.2   Example of an Application of the RRAM  

The use cases at server’s layer of Fillwell are independent of each other. An applica-
tion of the RRAM has shown that the most serious consequences are induced by the 
incorrect provision of the use cases “Aspirate” and “Dispense”. The loss of them 
deadlocks the system. Finally, an inadvertent provision of them is assumed to be un-
feasible. The next iteration of the RRAM focuses of the analysis of use cases of the 
component’s layer. An excerpt from the analysis of the use case “Move to X position” 
is presented in Table 2. The RRAM conducted at the component’s layer is more com-
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plex, because we need to consider various dependencies and associations. However, 
an application of the template presented in Table 1 significantly simplifies the analy-
sis: it allows us to link directly failures of “Aspirate” and “Dispense” to the failures of 
component’s layer use cases. 

 

 

Fig. 5. Elaborated representation of “Error recovery” 

3.3   Validating Proposed Approach  

An application of the RRAM as proposed above allowed us to significantly improve 
requirements of Fillwell. For instance, as a result of preliminary hazards identification 
only safety requirements SR1 and SR2 have been stated. The additional safety require-
ments SR3 and SR4 are discovered as a result of the proposed application of the RRAM:   

SR1. The operating head must stay inside allowed margins, i.e. it should not be moved 
outside of minimal and maximal allowed positions. 
SR2. The amount of liquid in the pipette must not exceed the volume of the pipette 
SR3.While the operating had is moving along Z-axes movement along X,Y-axes is 
prohibited 
SR4. Any movement of operating head while the pump is operating is prohibited  

The proposed approach encouraged us to produce an explicit description of hazards 
mitigation. As a result new functional requirements have been added. Namely, we 
elaborated on the use case “Error recovery” to define the physical functions to be exe-
cuted for error recovery. The refined part of the use case diagram is shown in Fig. 9.   
Moreover, we refined the existing description of the use cases. For instance, we added 
the precondition “Ensure that the request to move to position X is placed and neither 
Z-movement nor pumping is performed” to the specification of the use case “Move to 
X position” and expanded the postcondition to model possibility of failure of the use 
case. Furthermore, the proposed approach allowed us to establish a link between the 
use cases and safety requirements. This is a valuable asset since it facilitates a 
straightforward tracing of requirements through the whole development process. 

4   Incorporating RMEA into Use Case Modeling 

In the previous section we have shown how to incorporate a deductive safety tech-
nique in use case modeling. We demonstrated how an application of the RRAM 
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method facilitated derivation of system’s requirements at functional level. However, 
as system development progresses, we learn about behavior of components, which are 
executing these functions as well as contributing to their failures. This information is 
usually obtained by an application of inductive safety techniques such as Risk  Modes 
and Effect Analysis (RMEA).  Hence, to incorporate safety analysis in the entire proc-
ess of requirements engineering, we also need to merge use case modeling and an 
inductive safety technique. Next we present our approach to incorporating results of 
RMEA in use cases. 

4.1   Extending RMEA 

RMEA is an inductive analysis method, which allows us to systematically study the 
causes of components faults, their effects and means to cope with these faults [3].  
RMEA step-by-step selects the individual components of the system, identifies possi-
ble causes of each failure mode, assesses consequences and suggests remedial actions. 
The results of RMEA are usually represented by tables of the following form: 

 

 
 

RMEA provides us with important information about failure modes of components 
and gives guidance on how to cope with these failures. Usually this information is 
hardware-oriented. Hence its translation into software requirements demands a good 
understanding of software-hardware interaction and physical processes evolving in 
the system. This task is challenging and therefore, needs to be assisted by software 
designers and safety engineers. Observe that use cases constitute an effective tool for 
interdisciplinary communication. Therefore, use cases can be used for establishing 
common communication framework between software designers and safety engineers. 
Next we propose a structured approach to extending a traditional representation of the 
results of RMEA to facilitate discovery of software requirements. The main idea be-
hind the proposed approach is to encourage safety engineers to explicitly express how 
controlling software should detect errors caused by component’s faults and which 
remedial actions software should initiate for error recovery. Unfortunately currently 
such a description is often confined by a phrase “modify software to detect error and 
initiate error recovery”.  It is rather unlikely that such a description will result in the 
traceable software requirements unless additional clarifications will be provided by a 
safety engineer. Therefore, while analyzing failure modes of each component we 
encourage safety engineer to describe  

 

- which use cases employ the component under investigation  
- what kind of information the component supplies to the use cases or which ac-

tion it provides 
- which use cases are involved in detection of failure of the component 
- which use cases are involved in recovery from component’s failure. 

 

In Table 3 we demonstrate how the proposed extension can be incorporated in the 
traditional representation of the results of RMEA. Our previous experience shows that 
usually there are two types of most frequently used detection mechanisms: timeout 
and a value outside of the valid scope. For each detection mechanism we incorporate 
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a description, which directly allows us to generate traceable software requirements. 
For instance, for the detection by capturing incorrect parameter range, called outside 
of valid scope, we generate the following requirements:  

 

Table 3. Template for representing results of extended RMEA 

 

5   Conclusions and Future Work 

Given the investment organizations are making in use cases and increasing use of 
computers to control safety-critical applications, the research on integrating use cases 
and safety consideration is highly demanded. In this paper we presented an approach 
to incorporating safety requirements into use cases. We demonstrated how the results 
of deductive and inductive safety techniques can be used to discover and strengthen 
functional and safety requirements. The proposed approach has been illustrated by a 
realistic case study – a liquid handling workstation Fillwell. In our previous work we 
demonstrated how to incorporate various safety techniques into formal approaches to 
system specification and development [12,14,15]. Moreover, we succeeded in formal-
izing UML class and state diagrams [8,10]. In our future work it would be interesting 
to integrate formal design techniques with use case driven approach proposed in this 
paper.  
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Abstract. Today’s software system environment requires rapid development 
and high productivity. In order to satisfy these requirements, researches have 
been working on the development of software reuse technology. Therefore, it is 
general to develop component-based software due to the advance of reuse tech-
nology nowadays. One of main issues raised in component-based development 
(CBD) is how to identify reusable and independent components. Existing meth-
odologies have dealt with the problem based on only developer’s heuristics, so 
that it is difficult to identify the components by common developers.  There-
fore, in this paper, we propose a new technique to identify the business compo-
nents based on system component. The proposed technique applies the charac-
teristics and degree of dependency between classes in object-oriented model. 
We also present a case study and experimental results to prove the practical use 
of our technique. We examined various examples to get the objective founda-
tions. 

1   Introduction 

Software development has remained a ‘craft’ industry, beset with problems of delayed 
and cancelled projects, inadequate quality, long cycle times, and high costs. Software 
packages have not been an adequate alternative, often involving long, costly and dif-
ficult implementation projects, and even more difficulties in integration and upgrad-
ing [1]. Software components address these core issues in four fundamental ways. 
The first way is by delivering applications designed to be adaptable to business and 
technology change. The second way is by increasing productivity and speed of deliv-
ery without loss of quality. The third way is by providing a practical transition 
framework which combines legacy applications and technologies, together with 
modern approaches. It is strong emphasis on transition that protects existing 
investments and enables progressive evolution and rapid response to the changing 
needs of business. Finally, componentization removes the need to make binary 
decisions between build and buy enabling an integration approach.  

In the CBD process, it is very important to identify independent components hav-
ing low dependency, self-governing properties, and high reusability[2]. However, the 
existing methodologies have identified the components using only heuristic methods 
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based on developer’s intuition and experience. Furthermore, the component architec-
ture is classified into system and business components. Most of the existing method-
ologies provide techniques to identify business components only. Therefore, we pro-
pose a new identification technique to refine and extend the limitations of the existing 
techniques. With this new technique, the system components are identified first, and 
then the identification of business components is next. To identify more independent 
components, we use structural characteristics of classes, dependency between classes 
according to message types, and impact scope of class according to message  
direction.  

2   Related Works  

CBD system can be separated as two types of components, system and business com-
ponents. The system component is a functionally reusable component by making a 
group of similar functions, whereas the business components are configured to per-
form the functions of system component. The system component is unit of functional 
reuse as well as subsystem unit. However, the business component is a component 
being a unit of independent parts to execute the interface of system component [3].  

CBD96 [4] have no system component concept to reuse the type of functions for 
system service. Furthermore, there are difficulties with the development tool because 
the business component should be identified from whole domains using developer’s 
intuition and experiences.  

Advisor methodology [3] provides a clear definition of system component to be 
functionally reusable in system service, but several complicated analysis is needed to 
complete the system component by the combination of business components because 
the system and business components are identified by the clear separation of the two 
components. Also, the identification of business component is in difficulty because it 
is also dependent upon the developer’s intuition and experiences. Also, this method 
does not provide any guidelines for what classes are assigned into system compo-
nents.  

Rational’s RUP [5] provides only activity of component identification, but it does 
not contain any detailed instructions and steps. Therefore, the identification of system 
and business components is totally dependent upon the developer’s intuition and 
experiences.  

ETRI [6] proposes a component identification method, MARMI-III, using object 
model and UDA table. The method of component identification using the object 
model is similar to the method of CBD96. The component identification method using 
the UDA table identifies a component using analysis of vertical relationships between 
use cases and classes only, but it does not consider horizontal relationships, such as 
method call type or direction between classes. Also, MARMI-III assigns use-cases 
only referring the classes into any components without defining the concept of system 
component. However, if it identifies the business component after identifying the 
system component, the problem can be solved. 
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3   A Method for Component Identification from Object-Oriented 
Model 

3.1   Dependency Characteristics Between Classes 

3.1.1   Dependency According to Structural Relationship Between Classes 
The structural relationships between classes are classified into aggregation, generaliza-
tion, and association. In details, the aggregation and generalization are vertical relation-
ship, whereas the association is horizontal relationship between classes.  

A. Vertical dependency between classes 
If class A contains class B and class C and then the class A has been modified, 
the modification of class A should influence both class B and class C. There-
fore, the classes related to aggregation or generalization are in vertical relation-
ship as master and slave, and also they are tightly connected each other. There-
fore, the classes in the vertical relationships should be included within a com-
ponent because they are in very dependent relations.  

B. Horizontal dependency between classes 
If class A associates with class B, the relationship between class A and B is re-
ferred to as an association. It is a horizontal relationship between class A and 
B according to a message call. That is, when an object of class A sends a mes-
sage to create, modify, delete, or refer an object of class B, the association re-
lationship between the class A and B is occurred. In the association, the degree 
of change impact on an object is different according to message types rather 
than the change of a class does not impact on other classes as it is. Therefore, 
the classes in horizontal relationship can be separated into different compo-
nents or they can be grouped into a component case by case. 

3.1.2   Dependency According to Message Types 
Message types can be classified as follows; <A,B>∈R, where A and B are objects, 
and R is relationship. 

1. In case of an object A sends a message creating object B 
2. In case of an object A sends a message deleting object B. 
3. In case of an object A sends a message modifying object B. 
4. In case of an object A sends a message referring object B. 

3.1.3   Dependency According to the Message Direction 
If there is an assumption that Class A depends on Class B, a change in the interface of 
Class B could necessitate a change in Class A. For example, A’s implementation is 
dependent upon the facilities that made available by B [7, 8].  

Therefore, if an object A sends a message creating object B, the object B depends 
on the object A, and then the creation of object B structurally impacts other objects 
manipulating the object B. In the other case, if an object B sends a message referring 
a state of object A, the object A depends on the object B through a message of refer-
ence; however, the object A is not impacted by the object B because the object B only 
refers the state of object A.  



 A Component Identification Technique from Object-Oriented Model 781 

 

Therefore, the message call directions should be considered because the dependency 
relationships are different according to the message directions between the objects. 

3.2   Identification of Business Component 

In this section, we propose the procedures of business component identification 
through dependency characteristics that mentioned above in the section 3.1. The proc-
ess of the component identification is shown in Fig. 1. 

In the first phase, the system components are identified. To identify the system 
components, we identify the use cases of entire system first, and then perform the 
analysis of use case realization for each identified use case. At last, we group the 
closely related use cases into a use case, and identify the system components by con-
sidering the relations between each use case and object deduced during the uses case 
realization that means the robustness analysis [9].  

In the second phase, an object model for the identified system components is de-
signed. We identify business concepts from use case realization analysis and domain 
knowledge by applying the class identification techniques of object modeling tech-
nique (OMT) [10]. After identifying classes, attributes, associations, and operations, 
we construct a conceptual class diagram.  

In the third phase, the classes having strong dependency with the aggregation and gen-
eralization relationships that described above in the section 3.1 are grouped into a class.  

In the fourth phase, we make CRWD (Create, Read, Write, and Delete) matrix [11] 
to present what method is performed to each class by the system interface. The reason 
is that the operations for manipulating objects are classified as “create, delete, write, 
and read” in order to execute the functions of use case as a system interface. When we 
construct the matrix, we assign a value according to the relationship between the use 
case and class, and the relationships are defined as one of four types, “Create,” “De-
lete,” “Write,” or “Read” in this paper.  

I d e n t i f y i n g  S y s t e m  C o m p o n e n t s

D e f i n i n g  C R W D  M a t r i x  
b e t w e e n  U s e  C a s e  a n d  C l a s s  

G r o u p i n g  C l a s s e s  o f  

A g g r e g a t i o n  a n d  G e n e r a l i z a t i o n

D e f i n i n g  M e s s a g e  D i r e c t i o n
b e t w e e n  C l a s s e s

I d e n t i f y i n g  C a n d i d a t e
B u s i n e s s  C o m p o n e n t

I d e n t i f y i n g  B u s i n e s s  C o m p o n e n t s

P h a s e 1

P h a s e 3

P h a s e 4

P h a s e 5

P h a s e 6

P h a s e 7

D e s i g n i n g  O b j e c t  M o d e l
P h a s e 2

 

Fig. 1. Process of Component Identification 
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In the fifth phase, we define message call directions between classes in CRWD matrix.  
In the sixth phase, we group classes related in creation and deletion into a class. 

The grouped class is defined as a candidate business component.  
Finally, in the seventh phase, a complete business component is identified after re-

fining the defined candidate business components. 

4   Case Study and Assessment 

4.1   Case Study 

In the first phase, system components are identified using use case and its realization. 
The use case model of dental hospital system to identify the system components is 
shown in Fig. 2.  

N u r s e

M a n a g e  R e s e r v a t i o n

R e c e i p t  P a t i e n t

M a n a g e  P a t i e n t  I n f o r m a t i o n

I n q u i r e  T r e a t m e n t  C h a r t

R e c e i v e  T r e a t m e n t  F e e  

T r e a t m e n t

P r e s c r i p t i o n

I n s p e c t i o n

D o c t o r

P r i n t  P r e s c r i p t i o n  

P a t i e n t

 

Fig. 2. Use Case Diagram 

 

Fig. 3. Relationships between Use Case and Class 
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Fig. 3 describes the table showing the relationships between use cases and objects. 
The system components are identified through the relationships between use cases 
and objects. The identified system components are “Receipt”, “Registration”, 
“Treatment”.  

In the second phase, a class diagram for the identified system components is com-
pleted (Fig. 4) . Classes are contained in each system component. This diagram is a 
basis to identify business components. This paper identified business components for 
treatment system component among system components.  

Treatment

Treatment Chart

Treatment Fee

Prescription

Inspection Result

Inspection 

Insurance

Non Insurance

M edicine 

Receipt

New Patient R.

Old Patient R.
Reservation

Patient Inform.

Receipt System Component

Treatment System Component

Reservation System Component

 

Fig. 4. Classes and System Components 

In the third phase, the classes existed in aggregation or generalization relationships 
are grouped into a class. Fig. 5 shows the results of the grouped classes. 

Treatment

Treatment Chart

Treatment Fee

Prescription

Inspection Result

Inspection 

Insurance 

Non Insurance 

Medicine 

Patient Inform.

A

B C

D

E

Classes of Treatment System Component 
Class : A, B, C, D, E

 

Fig. 5. Group of Classes 

In the fourth phase, we make CRWD matrix table based on use cases and classes 
contained in the system components. As shown in Table1, there is C, R, W, or D 
value in each cell of CRWD matrix table.  
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Table 1. CRWD Matrix 

 

T reatm ent

T reatm en t C h art

T re atm en t Fee

P rescription

In spection R e sult

Insp ection 

Insurance 

N on Insuranc e 

M ed icine 

P atient Inform .

T reatm ent C om ponen t

Insuran ce C om po nent

N on Insuranc e C om pon ent

M ed icine  C om ponent

 

Fig. 6. Group of Classes 

After assigning value, in the fifth phase, we define message call directions between 
classes in Table 1. 

In the sixth phase, the classes related to C or D relationships in the message call di-
rections are grouped into a class. Each defined class becomes a candidate business 
component as shown in Fig. 6. 

Treatment System

Treatment

Non Insurance 

Medicine 

Insurance 

 
 
 Fig. 7. Identified Business Components 
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Finally, we identify the complete business components and design the component 
architecture by refining the candidate components (Fig. 7).  

Medicine, Non-Insurance, Insurance components are related in reference relation-
ships with Treatment component, so that those components cannot be grouped; thus 
they are separated from the Treatment component. Therefore, we eventually identify 
the business components in the treatment system component of the dental hospital 
system, which are “Treatment”, “Medicine”, “Non-Insurance”, and “Insurance” com-
ponents. This result is identical with our intuitive partitioning. 

4.2   Assessment 

We measure the cohesion and coupling of the identified components to assess 
whether the components are well identified or not. To inspect our method for business 
component identification, the cohesion and coupling are computed in two different 
conditions, with applying CRWD factors for the component identification and without 
applying them. The cohesion and coupling are measured by the application of Hen-
derson-Sellers’ cohesion and coupling metrics [12]. Also, we differentiate weight 
values according to the order of message types, creation and deletion > modification > 
read, because the degree of dependency between components is different due to the 
message types in the association relationship. The metrics [12] are applied into Table 
1 that presents the definition of message types between classes. The results are de-
picted in Table 2 and 3. As shown in Table 3, the results measured without applying 
CRWD factors present the facts that the business components are identified; thus the 
results are not matched with our intuition. However, the results obtained with apply-
ing CRWD factors show the fact that they can be grouped in a business component 
and identified even though messages are few between classes, so that the results are 
matched with the expected components identified by our intuition. Therefore, the 
proposed method is objective and more useful than other methods. The definitions of 
classes (A, B, C, D and E) in candidate system component are described in Fig. 5. 

 

Table 2. Applying CRWD factors             Table  3. Without Applying CRWD factors 
 

 

System Compo-

nent  
Cohesion Coupling Cohesion/Coupling  

S1 (A,B,C,D,E) 1.0000 0.12037 8.3077 

S2 (AB,C,D,E) 0.9167 0.11111 8.2500 

S3 (AC,B,D,E) 0.8889 0.12346 7.2000 

S4 (AD,B,C,E) 0.8889 0.12346 7.2000 

S5 (AE,B,C,D) 0.8889 0.12346 7.2000 

S6 (ABC,D,E) 0.8272 0.11111 7.4444 

S7 (ACD,E,B) 0.8025 0.12963 6.1905 

S8 (ADE,B,C) 0.8025 0.12963 6.1905 

S9 (ABCD,E) 0.6944 0.11111 6.2501 

S10 (ACDE,B) 0.6667 0.11111 6.0001 

System Compo-

nent  
Cohesion Coupling Cohesion/Coupling

  S1 (A,B,C,D,E) 0.1789 0.01481 12.0750 

  S2 (AB,C,D,E) 0.1000 0.00556 18.0000 

  S3 (AC,B,D,E) 0.1646 0.01790 9.1940 

  S4 (AD,B,C,E) 0.1646 0.01790 9.1940 

  S5 (AE,B,C,D) 0.1646 0.01790 9.1940 

  S6 (ABC,D,E) 0.0895 0.00556 16.1111 

  S7 (ACD,E,B) 0.1821 0.02407 7.5641 

  S8 (ADE,B,C) 0.1821 0.02407 7.5641 

  S9 (ABCD,E) 0.0889 0.00556 15.9999 

  S10 (ACDE,B) 0.2326 0.04259 5.4620 
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Existing methodologies are dependent upon developer’s intuition and heuristics. 
However, we consider not only vertical relationships but also horizontal relationships 
between classes; thus, our method can identify correct and independent business 
components than other existing methods do.  

Existing methodologies are dependent upon developer’s intuition and heuristics. 
However, we consider not only vertical relationships but also horizontal relationships 
between classes; thus, our method can identify correct and independent business com-
ponents than other existing methods do.  

5   Conclusion Remarks 

The proposed method refined and extended the limitations of existing component 
identification methods to transform object-oriented systems into component-based 
systems. Especially, we have developed a method by considering dependency charac-
teristics, such as structural relationships, message call types, and message directions 
between classes in object oriented model. After applying these factors for the compo-
nent identification, the method proposed can identify more independent components 
with less effort and time consumption as comparing with other existing methods do. 
Also, the proposed method was applied to identify target components in various sys-
tems, such as internet shopping mall system, hospital system, banking system, and so 
on. The cohesion and coupling of components identified by the method proposed are 
better than those of components identified by other methods. Therefore, we have 
concluded that the proposed method is objective and more useful than other existing 
methods. Also, the proposed method could complement the conventional developing 
methodologies that identify components by developer’s intuition. Moreover, if an 
automatic tool for the identification of components using the proposed method is 
developed, it could identify components very effectively.  

Future work is needed to formalize and automate this proposed methodology. Also, 
we will study other characteristics of components and apply the information to the 
identification method proposed. 
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Abstract. A framework for semantic annotation of human motion sequences is 
proposed in this paper. Motion capture technology is widely used for manufac-
turing animation but it has a significant weakness due to the lack of an industry 
wide standard for archiving and retrieving motion capture data. It is difficult for 
animators to retrieve the desired motion sequences from motion capture files as 
there is no semantic annotation on already captured motion data. Our goal is to 
improve the reusability of motion capture data. To archive our goal first, we 
propose a standard format for integrating different motion capture file formats. 
Second, we define motion ontologies that are used to annotate and semantically 
organize human motion sequences. This ontology-based approach provides the 
means for discovering and exploiting the information and knowledge surround-
ing motion capture data. 

1   Introduction 

Motion capture technology is frequently used to solve real-time animation problems, 
as it enables motion data to be created easily with physically perfect motions. These 
days, motion capture plays an important role in the making of movies and/or games 
by the larger companies within the respective fields. However, motion capture tech-
nology has a significant weakness. The motion capture process is labor-intensive, 
expensive and time-consuming. If the existing captured data does not satisfy the 
user’s requirements, then further modifications may be required at cost of labor, time 
and money. To overcome this drawback many researchers have studied and proposed 
motion synthesis techniques[5,7]. Though these approaches possess significant pre-
processing costs due to the low flexibility of motion capture data and the difficulty in 
retrieving particular motion clips from a corpus of captured data [4,11,12].  

To solve above problems we define a standard format for integrating motion cap-
ture data represented by different formats. Our standard format for motion capture 
data is a markup language that can express motion capture data based on XML , and 
is called MCML[6]. MCML defines a set of tags to integrate ASF (Acclaim Skeleton 
File)/AMC (Acclaim Motion Capture data) [1], BVH (Biovision Hierarchical data) 
[2] and HTR (Hierarchical Translation-Rotation) [9]. These three are the most popular 
motion capture data formats and have recently become supported by various types of 
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motion software. MCML has an extensible structure, by means of which new capture 
file formats can be easily added. 

MCML can be used to store motion capture files in a database, subsequently re-
trieving the motion clips from the database using a query expression. By having a 
standard format, we can eliminate the duplication of motion capture files while creat-
ing a compact sized motion database. In addition, we propose a semantic annotation 
scheme to retrieve motion clips relevant to annotation that describe a particular mo-
tion such as running, walking, turning and jumping. We construct motion ontologies 
as data models for semantic annotation. Ontologies are introduced as “explicit speci-
fication of a conceptualization”[16]. Ontologies define common vocabulary for ani-
mators who need to share motion descriptions. 

The structure of this paper is as follows. In Section 2, we look at other related stud-
ies. In Section 3, the structure and contents of MCML are explained in detail. Section 
4 describes the structure and data models of motion ontologies for semantic annota-
tion. Finally, section 5 concludes this paper with future research directions. 

2   Related Work 

First, we summarize the related studies dealing with new markup language develop-
ment using XML as the method for representing data in character animation, virtual 
reality and other fields. Morales [4] proposed a motion capture data storage method 
based on XML. In this method, motion capture data is stored by being converted into 
XML data format, so that animation staff had access to the data in a mutually coop-
erative environment, e.g. in the web-based environment. The system was designed 
with XML and ASP (Active Server Page) technologies so that motion capture data 
could be used easily. In contrast to our study, this approach dealt only with motion 
capture data stored in a simple format based on segments and did not consider a hier-
archical structure. Moreover, it did not suggest the use of a standard markup language 
for motion capture data, such as the MCML language proposed in this paper, but only 
alluded to the possibility of data conversion using XML.   

VRML (Virtual Reality Modeling Language) [18] is a language designed to simu-
late three dimensional environments on the web, and H-ANIM [19] is a standard 
specification established by the Web3D Consortium, which describes the structure to 
be used for the three dimensional modeling of an Avatar. The specification of human-
oids in H-ANIM follows the standard method of representing humanoids used in 
VRML 2.0. The structure of the Humanoid node of H-ANIM is similar to the struc-
ture of motion capture data, because that node serves as the overall container for the 
Joint, Segment, Site and Viewpoint nodes, which define the skeleton, geometry and 
landmarks of the human figure. The particular interest of our system is in the archiv-
ing and exchanging of motion capture files in different formats. H-ANIM is a good 
language for representing human beings in an online virtual environment, but it is too 
complex to be a standard motion capture format as it has too many additional features.  

Second, in the context of video data, several systems have been developed to re-
trieve video data based on low-level information, i.e. color, texture, format, etc, or 
high-level information (i.e. free text description). These systems segment and anno-
tate video based on editing points or scene analysis [9]. Arikan et al. describe an ex-
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ample-based approach to synthesizing human motion that satisfies sparse temporal 
annotation and pose constraints [11,12]. 

3   MCML DTD Specifications 

In this section, we describe the tags and element structure of MCML. We define the 
tag names after analyzing the bone names and keywords contained in the motion 
capture file formats. We then define the logical structure of an MCML document.  

3.1   Tags of MCML 

Tags for Header Data. The motion data file has a header data area containing 
supplementary information, such as the file type, version, comments, etc. MCML 
provides a set of tags so that it can include all of the header information for these 
different file types.  

Bone Names of Skeleton. ASF/AMC, BVH and HTR formats describe the skeleton, 
which is composed of a number of bones, usually in a hierarchical structure. The bone 
is the basic entity used when representing a skeleton. Each bone represents the 
smallest segment within the motion that is subject to individual translation and 
orientation changes during the animation. These three formats have different bone 
names and different hierarchical structures for the skeleton. To integrate these into 
one unified format, we create a more detailed hierarchical structure for the skeleton 
and define the bone names. Table 1 shows the MCML bone names and their 
corresponding names for each of these file formats.  

ASF/AMC file formats use the names of the human bones while the BVH File 
format uses the names of marker locations to represent the joints of the body. Al-
though HTR uses the names of human bones, it has only a few names, as it is a newly 
released format still in its initial stage. In order to be able to integrate these different 
types of files, MCML has extended power of expression so that it can contain all of 
these three formats.  

Tags for Character Skeleton. Motion capture data contains hierarchy information 
about the modeled character. MCML has element and attribute sets that can represent 
the hierarchical structure, joint length and comparative distance from the root and 
each joint for the modeling of a human character. 

The MCML Document of Fig. 1 shows an example of the hierarchical structure of 
a character. The root element designates the initial location of the character and the 
skeleton designates the hierarchy structure, location and size of each joint. The hierar-
chy structure can be expressed using a comprehension relation of the bone elements. 
The name element has the name of each joint, and the value of this name element 
should be one of the bone names defined in Table 1. 

Tags for Motion Data. Motion data is composed of: the total number of frames, the 
time per frame, number of translations per frame, number of rotations per frame, etc. 
Motion data describes the animation of each bone over a period of time. We can 
examine a series of lines pertaining to a frame of animation for each of the segments 
defined in the skeleton in motion capture files.  
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<skeleton> 
<root order="Tx Ty Tz Rz Rx Ry" axis="XYZ" position="0.00 0.00 0.00"  

orientation="0.00 0.00 0.00"/> 
     <bone id="1"> 
         <name> hips </name> <offset> 0.00 0.00 0.00 </offset>  

<channels num="6"> Tx Ty Tz Rz Rx Ry </channels> 
         <bone id="2"> 
             <name> torso_1 </name><offset> 0.00 4.21 0.00 </offset> 
             <channels num="3"> Rz Rx Ry </channels> 
             <bone id="3"> 
                 <name> neck1 </name><offset> 0.00 17.08 0.00 </offset>  

<channels num="3"> Rz Rx Ry </channels> 

Fig. 1. An example of a character skeleton described with MCML 

3.2   MCML Document Structure 

The mcml element, which is the root element of MCML, is composed of the meta 
element, which expresses the metadata, the header element, the skeleton element and 
the motion element.  

Table 1. Mapping between the bone names of MCML and the bone names of ASF/AMC, BVH 
and HTR File formats expressing human joints (summarized) 

MCML ASF/AMC BVH(1) BVH(2) HTR 

1 root h_root root root undefined 

2 head h_head(head) head head head 

3 neck1 h_neck1(upperneck) neck neck undefined 

4 neck2 h_neck2 undefined undefined undefined 

5 left_shoulder h_left_shoulder(lclavicle) leftcollar lshoulderjoint undefined 

6 left_up_arm h_left_up_arm(lhumerus) leftuparm lhumerus lupperarm 

7 left_low_arm h_left_low_arm(lradius) leftlowarm lradius llowarm 

8 left_wrist (lwrist) undefined undefined undefined 

9 left_hand h_left_hand(lhand) lefthand lwrist lhand 

: : : : : : 

50 right_toe_two h_right_toe_two undefined undefined undefined 

51 right_toe_three h_right_toe_three undefined undefined undefined 

52 right_toe_four h_right_toe_four undefined undefined undefined 

53 right_toe_five h_right_toe_five undefined undefined undefined 
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<! ELEMENT meta (title, creator, subject, description, date, format, duration, category) 
<! ELEMENT title (#PCDATA)> 
<! ELEMENT creator (#PCDATA)> 
<! ELEMENT subject (#PCDATA)> 
<! ELEMENT description (#PCDATA)> 
<! ELEMENT date (#PCDATA)> 
<! ELEMENT format (#PCDATA)> 
<! ELEMENT duration (#PCDATA)> 
<! ELEMENT category (#PCDATA)> 

Fig. 2. The structure of MCML metadata. 

Meta element. MCML metadata is based on 8 elements and describes the contents of 
an MCML document. This is depicted in Fig. 2.  

The title element is the name given to the MCML document by the creator. The 
creator element is the person(s) or organization(s), which created the original motion 
capture file. The subject element is the topic of the actions contained within the mo-
tion capture file (for example, ballet, dance, etc.). The description element is a textual 
description of the actions contained in the motion capture file. The format element is 
the data representation of the motion capture file, such as ASF/AMC, BVH or HTR. 
The duration element is the playing time of the frames contained in the motion cap-
ture file. The category is used to classify the type of motion capture data (for exam-
ple, sports, locomotion, human interaction, etc.) 

Header element. The header element is composed of 15 sub-elements, these are 
depicted in Fig. 3. The header element is used to convert an MCML document into an 
HTR file. 

<! ELEMENT header (filetype, datatype?, filename, version?, skeleton_name?, units?, num_segments?, 
num_frames, dataframe_rate, euler_rotation_order?, calibration_unit?, rotation_unit?, 
global_axis_of_gravity?, bone_length_axis?, scale_factor?)

Fig. 3. The structure of MCML header element. 

Skeleton element. The MCML skeleton element represents the hierarchical structure 
of a human figure. In Fig. 4, we examine the logical structure of the skeleton element.  

<! ELEMENT skeleton (root, bone+)> 
<! ELEMENT root EMPTY> 
<! ATTLIST root order CDATA #REQUIRED     axis CDATA #REQUIRED 
                   position CDATA #REQUIRED        orientation CDATA #REQUIRED> 
<! ELEMENT bone (name, direction?, length?, position?, axis?, order?, dof?, limits?,  
bodymass?, cofmass?, offset?, channels?, bone+)> 
<!ATTLIST bone id ID #IMPLIED> 

Fig. 4. The structure of MCML skeleton element. 
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The root element describes the parent of the hierarchy. The axis and order attrib-
utes describe the order of operations for the initial offset and root node transforma-
tion. The position attribute describes the root translation of the skeleton and the orien-
tation attribute defines the rotation. 

The skeleton element has one or more bone elements. The hierarchical structure of 
the bone element may be recursive to represent the skeleton information. The 
PCDATA of the name element is the bone name according to the bone-naming rule 
shown in Table 1.  

Motion element. The MCML motion element is composed of one or more frame 
elements and zero or more motion_name elements. This element actually describes 
the animation of each bone over time. The logical structure of the motion element is 
shown in Fig. 5.  

<! ELEMENT motion (frames, frametime, frame, motion_name*)> 
<! ELEMENT frames (#PCDATA)> 
<! ELEMENT frametime (#PCDATA)> 
<! ELEMENT frame (frame_name, frame_bone+)> 
<! ATTLIST frame id ID #IMPLIED> 
<! ELEMENT frame_bone EMPTY> 
<!ATTLIST frame_bone name CDATA #REQUIRED 
Tx CDATA #IMPLIED    Ty CDATA #IMPLIED    Tz CDATA #IMPLIED 
Rx CDATA #REQUIRED  Ry CDATA #REQUIRED  Rz CDATA #REQUIRED> 

Fig. 5. The structure of the MCML motion element. 

The frames element is the number of frames while the frametime element is the 
playing time for each frame. The frame element has one or more frame_bone ele-
ments to represent the actions of each bone defined in the skeleton element. One 
frame_bone element represents one frame in the motion capture files. 

4   Ontology-Based Motion Annotation 

Annotation is the text data associated with particular motion clips of the motion cap-
ture data. If motion databases enable annotation over the motion clips, the animators 
can easily retrieve the motion clips using keywords describing certain actions such as 
running, walking, dancing and jumping. 

There are two schemes to annotate over motion clips, segmentation and stratifica-
tion. The segmentation approach is the oldest and simplest. With this approach, a 
motion sequence is split into independent and contiguous time segments that are an-
notated individually. The stratification approach creates layers of descriptions called 
stratum, where each stratum describes the temporal occurrences of some concept, like 
move, go or run. The stratification allows an overlapping of descriptions; therefore 
the animators can specify several levels of descriptions. 

But the stratification approach does not provide methods allowing the sharing of 
descriptional data between different motion clips. Descriptional data may have se-
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mantic relationships such as synonym, intension or extension, though this approach 
does not include these relationships. 

We construct motion ontologies that are semantic models to specify concepts and 
their relationships and to connect motion clips to corresponding concepts. 

4.1   The Structure of Motion Ontologies 

Ontology is an explicit specification of a conceptualization and is a hierarchically 
structured set of controlled vocabularies for describing domain knowledge. Fig. 6 
shows that motion ontology is composed of several specific human movement on-
tologies. The terms describe basic human movement such as; run, walk, pick or turn 
left, which may be collected from WordNet. Carefully handcrafted by cognitive scien-
tists, WordNet is both a lexical database, and a fairly comprehensive common sense 
thesaurus. WordNet distinguishes between words as literally appearing in texts and 
the actual word senses, the concepts behind words. Often one word has multiple 
senses, each of which is briefly described in a sentence or two and also characterized 
by a set of synonyms, words with the same sense, called synsets in WordNet. In addi-
tion, WordNet has captured hypernym (i.e., broader sense), hyponym (i.e., more nar-
row sense), and holonym (i.e., part of) relationships between word senses.  

Fig. 6. The structure of motion ontology 

Top-most categories of motion ontology are classified based on subject, for exam-
ple, sports, dance, fighting or locomotion. Basic movement is also included in the top-
most categories. Each of top-most categories is an ontology that is composed of a set 
of terms and a set of relationships between terms. Hierarchical relationships between 
terms represent ‘is-a’ or ‘part-of’ relation, for example, ballet is a dance. Each ontolo-
gies has connection to motion clips within MCML documents stored within motion 
databases. A motion clip is a set of continuous frames between start frame and end 
frame in a MCML document. Start frame and end frame are id attributes in the frame 
element, for example, <frame id=”f000001”> for start frame and <frame 
id=”f000214”> for end frame. Because a topic in an ontology may have several oc-
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currences, the user can retrieve multiple motion clips describing a certain action, 
walking, from different MCML documents.  

4.2   Construction and Retrieval of Motion Ontologies 

RDF/RDF Schema[3] and topic maps[8] are data models that are used to represent 
and encode an ontology. In this paper, we use topic maps to represent motion ontolo-
gies as they allow us to specify internal descriptions for resources whereas in RDF the 
user must use only a URI scheme to specify resources.  

Fig 7 shows a XTM fragment to define a topic which includes two occurrences and 
a ‘is-a’ relationship. XTM[8] is a XML-based formal language to specify Topic maps. 

<topic id=”walk001”> 
      <baseName><baseNameString>Walk backward<baseNameString></baseName> 
      <occurrence> 

<instanceOf><topicRef xlink:href=”#description”/></instanceOf> 
<resouceData>A person walking backward</resourceData> 

</occurrence> 
<occurrence> 

<instanceOf><topicRef xlink:href=”#srart-of-motion-clips”/></instanceOf> 
<resouceRef xlink:href=”/resources/dance_walk_back.mcml#f000001”/> 

</occurrence> 
<occurrence> 

<instanceOf><topicRef xlink:href=”#end-of-motion-clips”/></instanceOf> 
<resouceRef xlink:href=”/resources/dance_walk_back.mcml#f000214”/> 

</occurrence> 
</topic> 
<association> 
      <instanceOf><topicRef xlink:href=”superclass-subclass”/></instanceOf> 
      <member><roleSpec><topicRef xlink:href=”superclass”/></roleSpec> 

<topicRef xlink:href=”#walk”/></member> 
<member><roleSpec><topicRef xlink:href=”subclass”/></roleSpec> 

<topicRef xlink:href=”#walk001”/></member> 
</association> 

Fig. 7. A XTM fragment to define a topic 

We use Protégé 2000 [13] as the ontology editor. It is a popular editor tool to edit, 
search and generate ontologies while providing editing functionality for XTM docu-
ments with the tmtab plugins. 

We developed a web-based searching and browsing interface which enables full-
text search and tree structure-based browsing. The user is able to retrieve motion clips 
relevant to keywords entered into the full-text search field.  

5   Conclusion 

A standard format based on XML called MCML employed to integrate heterogeneous 
motion capture files and store them into a XML or a Relational database system is 
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introduced. We also propose a semantic annotation scheme based on construction of 
motion ontologies.  

If the MCML documents are stored in a motion database, it is easy for the animator 
to obtain motions that do exactly what he or she wants by searching or browsing over 
motion databases through motion ontologies. This offers many advantages for motion 
synthesis or motion editing applications. Also, in order to provide increased security 
for the data and more convenient data management, commercial animation software 
can be used in conjunction with a database for the storage of the motion capture data. 
Thus, MCML and motion ontologies can improve the reusability of the motion cap-
ture data. 
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Abstract. Based on the customer information relating to details of financing 
and payment histories from a financial institution, this study derived single data 
mining models using MLP, MDA, and DTM. The results obtained from these 
single models were subsequently compared with the results from an integrated 
model  developed using GA. This study not only verifies existing single models 
and but also attempts to overcome the limitations of these approaches. While 
our comparative analysis of single models for the purpose of identifying the 
best-fit model relies upon existing techniques, this study presents a new meth-
odology to build an integrated data mining model using GA. 

1   Introduction 

This study was designed to perform a comparative examination of prediction accuracy 
of different data mining models including multilayer perception-based neural network 
model (MLP), multiple discriminant analysis (MDA) and decision tree model(DTM). 
The study was then extended to build an integrated model using the genetic algorithm 
(GA), in an attempt to derive a reliable credit risk prediction model, using the actual 
data of  the behavioral scoring on customers purchasing an installment financing. 
Credit scoring is an important tool used by today’s financial institutions to assess the 
creditworthiness of prospective customers and to monitor customer credit ratings.  
Credit scoring contributes to preventing bad debt and enables companies to offer 
differentiated financial products and benefits based on credit information from cus-
tomers. Providing ways to more effectively manage customer relationship, credit 
scoring ultimately leads to increased profitability for companies.  This is why many 
financial institutions have been trying to find out credit scoring methods offering a 
more accurate prediction rate.   

                                                           
* Corresponding author. 
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2   Characteristics of Data Mining Models  

Most common models for credit evaluation include statistical models such as MDA, 
logistic regression analysis [22], and management science models.[17]. More recent 
studies make use of decision trees, artificial neural networks. Some of the most suc-
cessful studies in this field were found in artificial neural networks [12, 21, 23].  

With increasing interest in data mining techniques in recent years, artificial neural 
network techniques (MLP) have received extensive academic attention. The methods 
have wide application areas and can be used for a broad range of domains. While 
artificial neural networks do not require statistical assumptions, they are outstanding 
explanatory tools for nonlinear regression models, and their ideal aptitude for credit 
scoring has been widely acknowledged [3]. MDA is a statistical tool that allows val-
ues of specific characteristics observed in sets of data to be classified into two or more 
different groups. MDA enables to predict sample subjects’ behaviors in given situa-
tions, based on various characteristics of different social phenomena [13]. Building a 
MDA for data mining is relatively simple, and the training period is short as well. 
Meanwhile, MDA require that independent variables satisfy basic statistical assump-
tions, present the disadvantage of necessitating validation [2].  

DTM is primarily used in data mining during the classification process. The ex-
periment consists of analyzing a collection of data gathered from the past to uncover 
patterns of existing elements, and organizing the characteristics of each category into 
combinations of attributes to form a classification tree. Compared to other classifica-
tion techniques, the advantage of decision trees is that the analytic process can be 
more easily understood and readily explained by the researcher performing the proce-
dures [4]. These classification models are faster and simpler to build than others and 
can be converted into easy and self-explanatory rules [11]. Furthermore, this tech-
nique is especially helpful when a large number of factors must be considered as the 
basis of decision-making, and is a highly useful tool to identify factors that must be 
considered from those that are irrelevant [18]. GA, belonging to the category of artifi-
cial intelligence techniques, is an effective and flexible method for searching through 
complex 2D or 3D spaces and detecting optimal global solutions [7]. GA is based on 
the evolutionary concepts of natural selection and survival of the fittest. The basic 
principle assumes that, when a new population is being formed, there is a high prob-
ability that singles strings of superior fitness from the old population would transmit 
their genes to the new one [6, 9, 10]. GA techniques have extensively evolved and 
achieved significant progress.  

Determining which method is the best technique for data mining is an extremely 
difficult task. It is also common that studies on the subject are often limited due to the 
fact that meaningful information such as credit reports issued by credit bureaus is not 
easily obtainable for researchers for the comparative analysis.  However, the com-
plexity of the matter is mainly derived from distinctiveness of the studies conducted 
on the various topics resulting in diverse research findings for different data mining 
models. For this reason, the need for an integrated model and methodology for credit 
evaluation has been increasingly suggested recently [16].  
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3   Research Design 

3.1   Methodology  

The study proposed an integrated model to predict risks involved in customer credit 
evaluation based on the customer information from actual financing processes, and 
then tried to integrate different models using GA. In order to achieve this integrated 
model, we derived several classification models using MLP and several others using 
MDA. One classification model was derived using DTM. Then, we obtained three 
representative models from MLP and MDA, using GA. Next, using the same method, 
we integrated these representative models derived from these two types of models 
with DTM to obtain the final model. 

 

As MLP and other models have distinctive properties, and achieve different per-
formances depending on the context of research, it is impossible to issue a definitive 
judgment on which of them is superior to another. Therefore, in order to obtain the 
best-fit model for a given research problem, it is necessary to integrate them. The 
study performed a weighted integration of single models, in which the weight matrix 
used for the combining module for classifiers was optimized using GA [6], and the 
models were processed in parallel [16]. The resulting values from these classifiers 
were defined as in Formula 1 where N is the number of values that a dependent vari-
able can hold (in other words, there are N classification groups); K is the number of 
classifiers and Oi, is the resulting value. And, as shown in Formula 2, E(x), the value a 
pattern can hold, is assigned the highest of the values of Oi, and a value is entered 
only when that value is above a certain cutoff value ( ); no value is given in the con-
trary case. Moreover, if the value of E(x) is equal to the original value, as shown in 
Formula 3, 1 is entered in the fitness function of GA, and 0 if it fails to correctly 
match the original value. 
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3.2   Sample Data and Application of the Model  

Sample data used in this study is customer information and financing process data, 
collected and stored by a Korean installment purchase financing company during a 
period starting from July 1997 and ending in May 2000. Out of roughly 200,000 
pieces of Single customer data, 6,500 pieces of complete data with no missing values 
were sampled from both good and bad credit groups.   

Table 1.  Use of Sample Data 

Use Sample 
data Balancing 

Single Classifier Development 
(training, validation, test) 

3,500 
Good 1,500/Bad 1,500/Undecided 500 
Training1,750/validation 875/Test 875 

Single Model Prediction Accu-
racy Evaluation (scoring) 

1,000 
 

Genetic algorithm-based inte-
grated model (training) 

1,000 Good 450/Bad 450/Undecided 100 

Final Prediction Accuracy 
Evaluation (scoring) 

1,000  

Of the total selected data, 3,500 pieces were used for developing Single classifica-
tion models, and this set of data was again used for training (1,750 pieces), validation 
(875 pieces) and test (875 pieces). Moreover, for the evaluation of Single models’ 
prediction accuracy, 1,000 other pieces of data were used in addition to the 3,500 
pieces previously used. For the integrated model (training model) using genetic algo-
rithm, 1,000 new pieces of data were used, which comprised 450 data belonging to 
creditworthy customers, 450 others belonging to non-creditworthy customers, and 100 
pieces relating to undecided cases. 1,000 other pieces of data were used to perform 
the final prediction accuracy scoring on the integrated model. 

3.3   Variables and Research Methods 

Items are variables resulting from reprocessing of the primitive data through a nor-
malization process so as to adapt them into acceptable input data for the prediction 
model. Dependent variable serves to determine whether a customer’s credit is to be 
rated good or bad, and its value is 1 (bad) if installments are past due for a period of 4 
months or more, 2 (undecided) if past due for 3 months, and 3 (good) if past due for 2 
months or less during the observation period. Other variables (excluding loan num-
ber) are input variables; variables related to amounts of loan are normalized by divid-
ing them with mean values. Among the variables used to reflect the history of the 
financing process during periods prior to the observation period, and take into account 
payment histories from periods of 3 or 6 previous months. Also, as values of these 
input variables vary widely in number of months and amounts, we normalized them 
by dividing them with the mean value of a corresponding variable to obtain real num-
bers between 1 and 0. The models require that variables be scaled to a range of 0.0 to 
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1.0 or -1.0 to 1.0.  In order to satisfy this condition, variables are scaled down by 
dividing them by the number of months or the average amount. Through this process, 
values of variables such as amounts and numbers of months were normalized into 
values in the range between 0 and 1. This study derived several single classifiers 
based on actual customer information and payment transaction histories obtained 
from the financial market, and these models were subsequently combined to produce 
an integrated model using GA. Finally, this integrated model was compared with each 
of the single models to determine the best-fit model. 

4    Experiment and Results 

The weight matrix derived from the combining process using GA is shown in Table 
2. Each row of the weight matrix indicates weights assigned to single models, and 
each column corresponds to weights assigned to different classification results. In 
both MDA* and MLP*, high weights were assigned to value 2 (undecided value) of 
the first of the three models.  

Table 2. Optimal Weight Matrix for Models Created through Preliminary Integration 

Models Created through Pre-
liminary Integration 

Weight Matrix (W) 

MDA* W = 
 

MLP* W = 
 

The weight matrix for the final integration is shown in Table 3. The weight matrix 
elements reveal that weights were assigned to value 1 (bad credit) of the first MDA 
and the third DTM. To enhance the accuracy rate of the final integrated model, 
weights were assigned to values corresponding to classification groups on which 
Single prediction models performed most poorly. Hence, the value of the ‘good’ 
group on which the MDA showed the lowest prediction accuracy is assigned 0.87.  
Also, the value of the ‘undecided’ from the MDA is assigned a weight of 0.65. 

Table 3. Weight Matrix for Model Created through Final Integration 

Integrated Model Weight Matrix (W) 

NN*  
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The prediction accuracy rate of the final model as shown in Table 4. was obtained 
using Palisade Evolver 4.0. The result of the comparative analysis of several different 
prediction single models(SM) for consumer credit indicated that the combined model 
integrating SM through GA was superior in performance to single classifiers. 

Table 4. Comparison of Prediction Accuracy among Models–Final Integration 

Group 

Model Type Total Prediction 
Accuracy (%) 

Bad Undecided Good 

81.92 81.02 2.02 97.37 
82.27 82.87 3.03 94.01 MDA 
81.81 81.48 6.06 95.04 
83.75 78.24 13.13 93.72 
84.44 78.70 22.22 89.34 MLP 
84.53 77.31 28.28 88.76 

SM 

DTM 82.20 80.56 53.54 86.86 
MDA 83.80 81.48 2.02 96.35 
MLP 82.40 78.24 23.23 89.64 PI 
DTM 82.20 80.56 53.54 86.86 

FI 84.40 81.02 2.02 97.37 
* SM=Single Model, PI=Preliminary Integration, FI=Final Integration  

The credit scoring produced by SM during the initial experiment showed substan-
tially high prediction accuracy in the range of 81.81% ~ 84.53%. During the prelimi-
nary integration (PI) of MDA and MLP using GA, weights were assigned to the val-
ues of the ‘undecided’ group. The comparison of prediction accuracy following PI, 
revealed that the MDA was the best-performing model, recording an accuracy of 
83.80%. However, the same model’s prediction accuracy on the ‘undecided’ group 
was extremely poor, measured at 2.02%. In contrast, the DTM and MLP models 
showed more consistent performance across the three result groups - bad credit, unde-
cided and good credit.  During the final integration (FI), weight was assigned to the 
‘undecided’ value of the MDA and to the ‘good’ value of the DTM. The integrated 
model created through assigning weights in this way exhibited a prediction accuracy 
of 84.40%, appreciably higher than the rates achieved by the models produced from 
the preliminary integration. By classification group, the integrated model achieved an 
accuracy rate of 97.37% on the good credit group; 1% higher than 96.35% recorded 
by the MDA, which was the best-performing model among those produced from the 
preliminary integration. The accuracy on the undecided group was measured at a 
comparatively low rate of 2.02%. However, this may not be a real impediment for the 
practical application of the model, as the industry of necessity must strive to reduce 
this classification group for the sake of better customer credit rating monitoring. 
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Meantime, the integrated model failed to bring about improvement in prediction accu-
racy on the bad credit group, recording 81.02%, which is inferior to 81.48% achieved 
by the MDA model.  

5    Conclusion 

This study was designed to apply data mining models for the prediction of customer 
credit risks. The research findings indicated that the integrated model combining 
single models using the genetic algorithm turned out to be the most accurate tool of 
prediction.  

Beyond verifying various models, this study attempted to overcome the limitations 
in the existing methodologies [8, 1, 19, 24, 5], by generating an integrated model 
using GA, which imposes a new methodology for data mining model integration. The 
integrated model developed in this study showed a prediction accuracy rate of 
84.40%, substantially higher than the 60 to 70% recorded by other models mentioned 
in previous studies. Therefore, the genetic algorithm-based integration method is 
highly effective and useful as a technique for predicting consumer credit risks. Fur-
thermore, the prediction model suggested by this study can substantially contribute to 
building the financial risk prediction tools. An assessment system built based on this 
model can significantly enhance the accuracy in identifying valuable customers.  

The study was conducted based on the data set consisting of 200,000 total pieces, 
far exceeding the amount of data used in previous studies ranging usually from sev-
eral dozens to several hundreds. Therefore, the relevance of our approach is supported 
by outstanding data reliability and validity. For this reason, the results obtained from 
this study are highly realistic and this prediction model can be easily applied  to simi-
lar situations without major modifications.  
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Abstract. The component based development and architecture technology have 
the potential to be more powerful than traditional. In this paper, we propose 4 
views for architecture development, which are use case view, logical view, 
component view and implementation view. We present component based archi-
tecture through ABCD pattern in a component viewpoint. In addition, we  apply 
4 viewpoints for workflow rule and tool development and propose each design. 
We present the user interface of actuality developed workflow engine and tool 
in implementation view. It actually allowed the various stakeholders to find 
what they want to know about the software architecture. This architecture 
viewpoints separation accurately will accurately reflects the practice in devel-
opment of real software systems. Also, we expect to decrease the complexity of 
implementation, improve reuse and reconfiguration and productivity in work-
flow system and similar domain. 

Keywords: Component Based Architecture, Component Based Development,  
Architecture View, Workflow Rule Engine & Tool. 

1   Introduction 

Software architectures describe how a system is decomposed into components, how 
these components are interconnected, and how they communicate and interact with 
each other. It is easy to be convinced that building applications from software compo-
nents is an effective development approach. But how do you plan the best set of com-
ponents for an enterprise, that can be assembled to meet today’s application needs, 
and which can accommodate the ever-changing demands of the enterprise? The prob-
lem can be tackled in part, by having a systematic process for identifying the major 
“business components”, based on application requirements, or the requirements of 
multiple applications for some area of the business. Also, it needs preparing initial 
component architecture for software development[1].  

We propose to organize the description of a software architecture by using several 
views, each one addressing one specific set of concerns. The views are called as use 
case view, logical view, component view and implement view. The use case view is 
used to capture an user requirement. The logical view describes a whole system to 5 
layers. Also, We define the structural items to be located in each layer. The compo-
nent view defines the component to organize by using ABCD pattern. The ABCD 



 A Study on the Component Based Architecture for Workflow Rule Engine and Tool 807 

 

pattern can be applied to the problem of architecting a target system in terms of soft-
ware components. The implementation view presents context diagram and implemen-
tation specification based on contents that is defined from logical view point. We 
apply 4 views to develop an workflow engine and tool. It actually allowed the various 
stakeholders to find what they want to know about the software architecture. We wish 
to present variety of development through architecture viewpoints separation. 

2   Related Works 

2.1   Concept of Software Architecture 

Software architecture is served as a framework for understanding system components 
and its interrelationships. This understanding is necessary for the analysis of current 
systems and the synthesis of future systems. In support of analysis, software architec-
ture captures domain knowledge and community consensus and ease simulation and 
prototyping. In support of synthesis, software architecture provides a basis for estab-
lishing Product Line Systems(PLS) and using domain knowledge to construct and 
maintain modules, subsystems, and systems in a predictable manner[2]. Especially, 
the goal of the PLS is to enable widespread product line system through architecture-
based development. PLS focuses on engineering and reengineering software systems 
from a product line perspective. Software architecture is concerned with capturing the 
structures of a system and the relationships among the elements both within and be-
tween structures. The structures we found fell into severer categories[3]. 

• The conceptual architecture describes the system in terms of its major design 
elements and the relationships among them. 
• The module interconnection architecture encompasses two orthogonal struc-
tures. 
• The execution architecture describes the dynamic structure of a system. 
• The code architecture describes how the source code, binaries, and libraries are 
organized in the development environment. 

 

Fig. 1. Relationship among the Software Architecture 
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These categories address different engineering concerns. The separation of such 
concerns, combined with specialized implementation techniques, decreased the com-
plexity of implementation, and improved reuse and reconfiguration. These relation-
ships are summarized in Figure 1. 

2.2   4+1 View Architecture Model 

Software architecture deals with the design and implementation of the high-level 
structure of the software. It is the result of assembling a certain number of architec-
tural elements in some well-chosen forms to satisfy the major functionality and per-
formance requirements of the system, as well as some other, non-functional require-
ments such as reliability, scalability, portability, and availability. Perry and Wolfe put 
it very nicely in this formula2, modified by Boehm: Software architecture = {Ele-
ments, Forms, Rationale/Constraints} 

Also, Software architecture deals with abstraction, with decomposition and compo-
sition, with style and esthetics. To describe software architecture, we use a model 
composed of multiple views or perspectives. In order to eventually address large and 
challenging architectures, the model we propose is made up of five main views (cf. 
fig. 2)[4]: 

• The logical view, which is the object model of the design (when an object-
oriented design method is used), 
• The process view, which captures the concurrency and synchronization aspects of 
the design, 
• The physical view, which describes the mapping(s) of the software onto the hard-
ware and reflects its distributed aspect, 
• The development view, which describes the static organization of the software in 
its development environment. 

 

Fig. 2. 4+1 View Model 

The description of an architecture—the decisions made—can be organized around 
these four views, and then illustrated by a few selected use cases, or scenarios, which 
become a fifth view. The architecture is in fact partially evolved from these scenarios 
as we will see later. 
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3   Component Based Architecture for Workflow Rule and Tool 

3.1   Use Case View 

Use Case View uses to reflect user's requirement in architecture. The workflow rule 
engine and tool design and execute the scheduling rules or dispatching rules that need 
in a field. The workflow rule engine and tool design and run scheduling rules or dis-
patching rules that need in field. Specially, there are very important role for produc-
tivity elevation in product line as support system of MES(Manufacturing Execution 
System). Figure 3 shows the use case diagram for the workflow rule design and exe-
cution in rule designer side. 

 

Fig. 3. Use case diagram for Workflow Rule Engine and Tool 

3.2   Logical View 

We propose architecture that consists of 5 layers with figure 4. These contents are as 
following. 

Client layer takes charge the interaction of user and system. Client layer receives 
user's request and delivers to the system. As the result, client responses and handles in 
system to user. 

• User Interface: Take charge the interaction between user and system. 
• Client-side Control: Offer various functions that can not offer with User Inter-
face. There is program or library in User Interface outside as ActiveX, Applet, 
Plug-in. 

Presentation layer connects with client layer and business layer. It verifies user re-
quest in client layer changes to correct form and delivers from business layer. Also, 
there communicate response that handle in Business layer to client layer. 
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Fig. 4. Basic Architecture for Workflow Rule Engine and Tool 

• UI Components: User offers so that it does interact with application. This can be 
implemented by taking advantage of .Net technologies of window form, web form 
etc. 
• UI Process Components: User process component is used to control processing 
procedure that is accompanied with user interaction as the same time. It may not do 
coding directly to user interface item as using component that flows of process and 
state administration logic. It can reuse equally user interaction engine in several 
user interfaces. 

Business: Business layer handles business according to business rule. Business 
layer verifies data in presentation layer. It makes data as new result by applying suit-
able business rule data and existing data, storing or delivering to outside system. 

• Business Workflows: We collect data to need Business Workflows through a : 
user process. We can use this data at a business process processing. A business 
workflow defines a business process of many steps and accomplishes the facility to 
combine. We use a business process officer tool and can implement. 
• Business Components: The business component implements business logic. It 
operates a business task which the application needs. 
• Business Entities: We deliver data between components and express a business 
entity. We design the entities to the foundation and implementation classes to be 
deduced in an object modeling course. 

Integration layer connects with integration a system and various outside resource. 
Integration layer can be connect to database of resources layer as well as that connects 
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with system that know physically with outside resources and do abstract to work that 
happen in interaction such as data transmission and conversion . 

• Drivers: We connect a system to outside system and convert data and deliver. 

A resource layer is an outside resource which the system uses. Outside resources 
defines by everything (system, library, module, control and so on) in system outside. 

• Data Sources: It means data pool of various forms including database system. 
• Other System: There are outside system which connects with the system. There is 
abstract legacy system service or web service etc. as services that exist on system 
outside. 

The layers has the dependency with a downside layer but there is following excep-
tion according to each situation. Client layer knows that if must have dependence, but 
connect mainly to outside system such as database system or legacy system being 
lower part presentation mainly be integration layer and have relativity. Presentation  
 

 

Fig. 5. Physical item of workflow rule engine and tool 

layer be know that if must have relativity, but connect justly to outside system such as 
database system or legacy system being lower part business layer mainly justly be 
Integration layer and have relativity. Existing business workflow is implemented in 
program logic inside. The flexible about the change of the system gets low conse-
quently. We propose the system of a framework foundation to solve such a problem. 
Also, we implement a business rule at the server with a figure 5.We present the archi-
tected to execute by the workflow which the user defines such rules. 
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3.3   Component View 

We analyze a component inside action of the system which tries to develop in a com-
ponent view. We present a component architected to the foundation the content. Fig-
ure 6 stores the workflow rule to database and shows the procedure to build in a rule  
 

 

Fig. 6. Rule Save and build operation 

 

Fig. 7. Execute operation 

engine. We convert to XML format and store the rule at workflow rule database 
server. They accomplish the build in a workflow rule engine according to the sce-
nario. Figure 7 presents the action to execute an workflow rule. We execute the task 
to request dispatching in an outside MES in the server. 

We propose ABCD architected pattern in this paper with figure 8. 
Domain Component: Component in demand to specific business domain. 
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• The structure of the business component in demand to application domain prac-
ticed particular task and default business logic. 
• Application module applied straightly. 
• Basis building-block for domain application. 

Core Business Component: The definition of the functional and technical compo-
nent among the general components. 

• Core business logic support what user wants. 
• The detailed definition of the component is to serve the general service in the 
business domain. 

 

Fig. 8. Component based architecture-ABCD pattern 

 

Fig. 9. Component based architecture of workflow rule engine and tool 

Basic Business Component: The definition achieves an important role in the whole 
business. 

• Functionality component for the common business achievement. 
• Appearance of the basis solution set for business operation 
• Infrastructure and service demanded to develop the commercial application dealt 
with distributed object technology. 
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Architecture Component(Platform) : Component depended on platform. 

• Appling various platforms for running and constructing component. 

Figure 9 presents a component based architected for workflow engine and tool. An 
architecture component did not consider in this paper. 

3.4   Implementation View 

A Client layer and presentation layer implement with the in house library using Mi-
crosoft's .Net framework. A business layer is developed in Java Runtime Environ-
ment. An Integration layer implements with the driver to offer from an outside 
system. A resource layer is MES, DBMS systems. Figure 10 presents implementation 
 

 

Fig. 10. Context Diagram of Workflow Rule and Tool 

   

Fig. 11. Workflow Rule Engine                   Fig. 12. Workflow Rule Tool 

view which expresses in a context diagram. There are DAS(Data Access Server) and 
CSS(Communication Standard Service) for data access and communication between 
client and server. A workflow rule engine is located in the server. Figure 11 and 12 
present that workflow engine executed and user interface designed for workflow rule. 



 A Study on the Component Based Architecture for Workflow Rule Engine and Tool 815 

 

4   Conclusion and Future Works 

In this paper, we propose the architecture of 4 views and apply views to workflow 
engine and tool. The views are use case view, logical view, component view and 
implementation view. Especially, we discussed on logical viewpoint and component 
viewpoint for development of component. The logical view of Workflow domain 
defined 5 hierarchies laying stress on function. The hierarchies are client layer, pres-
entation layer, business layer, integration layer and resource layer. A component ar-
chitecture defined use ABCD pattern proposed in this paper. The ABCD pattern or-
ganized architecture component, basic business component, core business component, 
and domain component. The component based architecture can be specified definitely 
by applying ABCD pattern in each hierarchy of logical architecture. 

As a result, implementation architecture presented whole system structure and user 
interface that is developed. The component base architecture that applies workflow 
engine and tool, presents various viewpoint of development. This offers an opportu-
nity that can implement easily to developer, and act role as guide. Also, we expect to 
decrease the complexity of implementation, improved reuse and reconfiguration and 
productivity in work-flow system and similar domain. In the future work, there area 
the great needs more study about component integration based architecture for work-
flow system. We are also going to study on the various case study and evaluation for 
architecture efficiency. 
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Abstract. In this paper1, we propose an advanced modeling approach,
which is called a fragment-driven process modeling methodology that
enables several real actors/workers to cooperatively define a process
model. We also suggest a feasible design that can cooperatively real-
ize the methodology with maximizing efficiency and involvement of real
workers in the process modeling work. In the traditional approaches, the
modeling work is done by a single designer who has to know all about the
detailed and complex information needed for a process model, such as
relevant data, organizational data, roles, activities, related software and
programs, scripts, etc. However, according to that processes have become
more complicated and large-scaled in recent, it is hard to say that the
approach is reasonable. Therefore, we propose a more realistic approach
that enables several real actors/workers to cooperatively define a process
model with disclosing just required information through completely dis-
tributed environment. In this approach, the actors need to define only
their own activities, not the whole one, then the system gathers these
partial sub-models (which is called process fragments), and finally com-
pose the complete process model. We strongly believe that the method-
ology should be very applicable and valuable for cooperatively modeling
not only intra-organizational processes but also cross-organizational e-
business processes, such as SCM, e-Commerce, e-Logistics, and so on.

Keywords: Fragment-driven Process Modeling Methodology, Coopera-
tive Modeling Approach, Information Control Net, Global Process Model.

1 Introduction

There exist a lot of technologies that make the world closer together physi-
cally and conceptually. We would categorize those technologies into two groups

1 This work was supported by Korea Research Foundation Grant. (KRF-2002-003-
D00247).
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according to the subjects of the world that they are aiming at - people and orga-
nization. That is, one is the group of technologies targeting on bringing people
closer together, the other is the group of technologies making organizations much
closer together. Conceptually speaking, the former group is focusing on enhanc-
ing efficiency and productivity of intra-organizational group activities. And, the
latter group is to promote inter-organizational collaborative activities. As a mat-
ter of fact, we would proclaim that the focus of information technological trend
be shifted from supporting collaborative work for group of people to supporting
collaborative work for group of organizations.

In the business process management literature, these technological trends are
coming true, too. We can see two evidences - Merging realtime groupware into
process issue and Cross-organizational process issue. The first issue is related
with the complexity problem of process. A process has been becoming gradually
complex more and more in terms of the structural aspect of the process as well
as the behavioral aspect of the process. The structural complexity is concern-
ing about how to efficiently model and define a large-scale process procedure
consisting of a massively parallel and large number of activities. Therefore, by
using the realtime groupware technology, a group of people (process designers)
is able to cooperatively model and define the large-scale process procedure. The
behavioral complexity is related with the run-time components of process enact-
ment. If a certain activity’s implementation (application program, for example)
has to be collaboratively done by a group of actors, then in order to support the
situation, the realtime groupware technology should be merged into the process
enactment components. In this paper, we are looking for a method for merging
groupware into the process modeling work.

Conclusively, in this paper, we would like to seek a feasible solution for resolv-
ing the previous two methods at once. It is called cooperative fragment-driven
process methodology that is used for constructing a cross-organizational process
procedure in a way of not only that a group of actors can be engaged in the mod-
eling work at anywhere and anytime, and but also that it avoids the dilemma.
We concretize the methodology by designing a cooperative process modeling
concept with respect to ICN (Information Control Net) and by embedding the
realtime groupware functionality, as well. Therefore, a group of designers or ac-
tors are able to open a session, join to the session, and cooperatively construct
a cross-organizational process procedure by the methodology and the system.
We describe the methodology in the section 3 and 4, after introducing related
works and backgrounds in the next section. Finally, we explain about the use
and extension of the methodology.

2 Backgrounds and Related Works

In the world-wide information technology market including South Korea’s, pro-
cess and its related technological fields, such as WS, SCM, CALM, EAI, B2B
e-Commerce, etc., begin attracting great attention from the society of informa-
tion science and database management in aspects of not only research topics but
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also industrial one such as information application fields. It does start catching
public attentions. There are several projects ongoing research and development of
process systems issued by universities and research institutes. Of course, these
technologies are issued and fairly settled down in the worldwide information
technology arena, too.

In terms of the usability of the process and e-commerce technologies, we
can see the complete disproportion, which means that the number of people
and organizations doing anything more than talking about them seems to be
small, and that they have not been widely installed and practiced, yet. That is
precisely why this methodology is needed and why we have received so much
encouragement to write them from practitioners in the field. At the same time,
that’s why many professionals from both business and IT disciplines ought to
be engaged in the design and implementation of the inter-organizational process
and e-commerce systems.

In terms of, however, the cross-organizational process modeling aspect, there
are several related works in the literature. According to the degree of complex-
ity in collaboration among organizations (or inter-organizations), there might
be two types of collaborative organizations - loosely coupled collaborative or-
ganizations and tightly coupled collaborative organizations. The Inter-process
project [4] conducted at the Kanagawa Institute of Technology, Japan, is one of
typical frontiers pioneering inter-organizational process modeling methodology
and system for the loosely coupled collaborative organizations. They focus on
the definition of a global-process model (which they call inter-process) for an
cross-organizational business process. This inter-process model defines the basic
interaction between the associated parties, and then it is transferred into the pro-
cess management systems of the parties. Within the system, the (local) processes
are modified to be suitable for the needs of the individual enterprizes. On this
basis, the inter-process definition tool is used to define the inter-process process.
After this definition work, the translators automatically convert the inter-process
process definition data into the process engines used in each organization. While
on the other, as a methodology supporting the tightly coupled collaborative
organizations, we propose the fragment-driven process modeling methodology
and design a cooperative process modeling system, which is based upon the
methodology, in this paper. The detailed idea and concept of the methodology
is described in the next section. Also we explain what are differences between
the [4]’s approach and ours based upon the issues, too.

3 Fragment-Driven Process Modeling Methodology

As stated in the previous sections, we would propose a methodology for modeling
a process procedure in a completely different way from the traditional modeling
approaches. The methodology reflects the basic philosophies of the previous two
groups of technologies as much as possible. That is, we look for a way not only
that makes people closer and more cooperative but also that makes inter-related
organizations more collaborative in modeling a global process. According for the
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process to be more complicated and to be engaged with many organizations, our
methodology will be more worthy and more effective. It comes from a simple idea,
in which it should be not reasonable for only a single designer to be able to define
a process. Then, how can we make as many designers as possible to be engaged in
modeling a process? In this section, we conceptually and operationally illustrate
the idea of the fragment-driven approach, as an answer for the question, and
formally define the approach by information control net.

3.1 The Conceptual Idea of the Fragment-Driven Approach

The fragment-driven process model and methodology are focusing on the defi-
nition of a collaborative business process across industries and companies par-
ticularly targeting on the process-driven e-Commerce domains. And, in terms
of the cross-organizational (Note that we would use the term, global, instead
of, cross-organizational, from now, for the sake of simplicity.) process model for
defining the collaborative business process, it is very important for the dilemma
described in [4] to be resolved. That is, the more independence of organizations
is guaranteed, the more each organization has the ability or the right to decide
things on its own.

However, in contrast to this, for the construction of a global process, the
more interactions among the process fragments associated with the collaborative
business process are precisely specified, the more the methodology for describing
the global process in one place has advantages. In order to avoid the dilemma,
we take a different approach from the [4]’s approach, in which they proposed the
hierarchical process description methodology that can be classified into the top-
down approach. As a conceptually opposite approach to the top-down approach,
we propose the fragment-driven approach, as presented in the Figure 1.

In the top-down approach, a single global process designer defines a global
process procedure and disseminates the global process modeling information

Fig. 1. Top-down Approach vs. Fragment-driven Approach
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into the partners, then each partner’s modeler should refine its own detailed
internal sub-process model. So, the approach requires a set of translators because
each partner has a different modeling tool each other. This is why it needs the
hierarchical process description methodology, in which the high layer (global
process) is done by a global process modeling tool, and the low layer (internal
process) is done by a group of internal process modeling tools. Each partner does
not need to open its internal things to the others. Conclusively, this approach is
able to accomplish a secured modeling work, but it’s too complicated and strict
to realize the efficiency and effectiveness of the global process modeling work,
itself.

In the fragment-driven approach, we conceive a logically (not physically)
hierarchical process description methodology, in which all process fragments are
modeled by a single global process modeling tool, but they share a global working
space under the control of strict access rules. And the global process modeling
tool supports the realtime groupware functionality so as for a group of designers
to cooperatively model a global process procedure at the same time and from
the different locations. Each organization needs to open not its whole internal
things but only its partial things (that are just related with only its process
fragment) to the others. Also, we do not need the translators, either. The global
process model collaboratively defined by a group of cooperative designers is
going to be stored on the registry/repository that can be accessible from the
member organizations. Conclusively, this approach is able to accomplish not only
a secured global process modeling work but also a fragment-driven/cooperative
global process modeling work. Furthermore, we can expect the efficiency and
effectiveness on constructing a global process model.

3.2 The Collaborative Global Process Model

The collaborative global processes graphically represented in ICN are just the
e-Business processes that we are eventually targeting on for the cooperative
fragment-driven process modeling system. Figure 2 is to represent an e-Logistics
global process by the ICN notation, as a typical example of the process-driven
e-Commerce process in real environment. The collaborative global process’s frag-
ments are scattered over five organizations (Orga , ∼ Orge). That is, the orga-
nizations cooperate each other in the fashion of tightly coupled relationship.
Assume that, in this model, five process engines, which are distributed over the
five organizations respectively, coordinate to perform the collaborative global
process. We can imagine that the e-Logistics global process of a logistic com-
pany cooperates with three foreign service partners (Orga , Orgb , and Orgc) and
two other logistics companies (Orgd , and Orge), in fashions of nested and syn-
chronized pattern. This paper is targeting on how to support for a group of
people to describe and specify just like the complicated e-Logistic processes by
the cooperative fragment-driven process modeling system.

We would shortly introduce ICN [6] and extend it to accommodate the col-
laborative global process models. The Information Control Net [6] was developed
for describing and analyzing information flow within an office. It has been used
within actual as well as hypothetical automated offices to give a comprehensive
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Fig. 2. A Complicated Global ICN Model with e-Logistics Process Fragments in Col-

laboration

description of activities, to test the underlying office description for certain flaws
and inconsistencies, to quantify certain aspects of office information flow, and
to suggest possible office restructuring permutations. In order to support global
process modeling with multiple organizations, we extend the basic ICN model by
incorporating the notion of organization including global-actors, global-groups,
global-organizations. The following is the formal definition of the extended ICN
for global processes:

A global ICN is 6-tuple Γ = (δ, γ, π, κ, I ,O) over a set of A activities (includ-
ing a set of activities), a set of R of repositories and a set C of organizations,
where

– I is a finite set of initial input repositories, assumed to be loaded with in-
formation by some external process before execution of the ICN;

– O is a finite set of final output repositories, perhaps containing information
used by some external process after execution of the ICN;

– δ = δi ∪ δo
where, δo : A −→ ℘(A) is a multi-valued mapping of an activity to its sets of
(immediate) successors, and δi : A −→ ℘(A) is a multi-valued mapping of an
activity to its sets of (immediate) predecessors; (For any given set S , ℘(S )
denotes the power set of S .)

– γ = γi ∪ γo

where γo : A −→ ℘(R) is a multi-valued mapping (function) of an activity to
its set of output repositories, and γi : A −→ ℘(R) is a multi-valued mapping
(function) of an activity to its set of input repositories;

– π = πa ∪ πc

where, πa : C −→ ℘(A) is a single-valued mapping of an activity to its orga-
nization, and πc : A −→ ℘(C ) is a multi-valued mapping of an organization
to its sets of associated activities;

– κ = κi ∪ κo

where κi : sets of control-transition conditions, T , on each arc, (δi(α), α), α ∈ A;
and κo : sets of control-transition conditions, T , on each arc, (α, δo(α)), α ∈ A;
where the set T = {default , or(conditions), and(conditions)}.
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Fig. 3. The Conceptual User Interface (Swimlane and ICN) of the Modeler

In mapping ICN diagrams into formal definitions, solid arrows into an ac-
tivity node correspond to the function δi , and solid arrows out of a node cor-
respond to δo . Similarly, dashed arrows into an activity node correspond to the
function γi , and dashed arrows out of a node correspond to γo . Additionally,
solid lines between an activity and an organization correspond to the function
πa , and solid lines between an organization and activities correspond to πc .
Finally, the control-transition conditions, which consist of three kinds, default,
or(conditions), and and(conditions), on the arrows into an activity correspond
to the κi function, and the control-transition conditions on the arrows out of an
activity correspond to κo .

3.3 The Conceptual Idea of Fragment-Driven Modeling
Methodology

The modeler to be implemented based on the methodology provides a set of func-
tions and capabilities for the process modeling work cooperatively performed
by a group of users (or designers/builders). As a front-end component of the
system, it has three major components - graphical user interface manager, coop-
erative fragment client engine, and local modeling data manager - that provide
the group workflow modeling functionalities, such as user management, session
control, event handling and synchronization, floor control, space sharing, access
control, message handling, modeling data management, model verification, and
so on.

The graphical user interface manager enables a group of cooperative design-
ers to define, edit, verify, and simulate a collaborative global process on a shared
space as shown in Figure 3. The shared space is divided into the number of
designers logged on the current session, each of whom is assigned into one swim-
lane (three swimlanes in Figure 3). Then, the owner of each swimlane takes the
responsibility for editing his/her workflow fragment. Of course, each of designers
can’t edit the others’ workflow fragments, but they can only see and read the
others’ modeling works. As a result, the swimlane means, in this modeler, the
access control boundary (read/write permission for the owner, read-only for the
others).

3.4 The Operational Idea of the Fragment-Driven Modeling
Methodology

From the point of operational view, we would name the [4]’s approach ”black
box approach,” in which the internal process in each organization is treated as



824 K.-H. Kim, J.-K. Won, and C.-M. Kim

Fig. 4. The Operational Scenario of the Fragment-driven Approach

a black box, because it makes only the linkage with others visible. While on
the other, our approach would be named ”white box approach,” because all
of the internal processes (process fragments) associated with a global process
procedure can be precisely described in one place where the modeler is located,
and broadcasted into the other coordinators. As we described in the previous,
our methodology is pursuing the closed e-business framework, not the open e-
business framework. That is, while the black box approach might provide a
reasonable solution for constructing the open e-business framework, the white
box approach, our approach, should be appropriate for constructing the closed e-
business framework. In this section, we explain how the white box approach, our
modeling methodology, defines a global process and generates its collaborative
process fragments, each of which belongs to an organization.

Based upon the concept of the white box approach and the conceptual idea
described in the previous section, we imagine how the fragment-driven approach
is basically manipulating the events through an operational scenario as shown
in Figure 4. In order for the approach to be operable, the following architectural
components will be implemented in the next section. The numbers (1 8) on the
figure represents the sequence of events that are broadcasted to the other coor-
dinator in realtime during the fragment-driven process modeling work. Without
any further explanation, you may be easily understood the meanings of the
events and the numbers.

– Cooperative process modeling and event serialization server
– Global Registry and Repository for storing the defined global process models
– Cooperative process analysis, modeling and definition system
– Local/internal repository for storing the process fragments
– Private View and Public View on the windows of a local system.
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4 Implications

In summary, we have introduced our fragment-driven process modeling method-
ology, so far. The methodology might fit very well into the system that provides
tightly coupled interactions among a group of people as well as a group of or-
ganizations in collaboration. So, we have a basis for implementing a process
modeling system that is operable based upon the methodology. We are doing an
on-going development of a cooperative swimlane process modeling system. We
have shortly introduced the system’s operational idea with a little more detailed
description in the previous section, in order to show evidence that how feasible
the methodology is. The system might be able to avoid the dilemma [4] and
to provide a great simplicity and efficiency in process procedure modeling work
that should be perfectly applicable for not only intra-organizational processes
but also cross-organizational processes. Also, it can be embedded into the closed
or process-centric e-business framework. The methodology’s advantages can be
summarized as the followings:

– It is a white box approach, because each activity can be clearly assigned into
the corresponding organization that has the responsibility of execution. So,
the construction unit of a global process model becomes the activity, which
is exactly same with the conventional process modeling methodology.

– A group of cooperative designers are always aware of collaborative linkages,
in real time, existing among internal processes (or process fragments) of a
cross-organizational process model, because the cooperative fragment-driven
modeling tool provides WYSIWIS functionality to the designers logged on
a session, and it is able to automatically generate a cross-organizational
process model by combining and arranging the process fragments.

– It needs not to develop a set of translators converting the description lan-
guage of a global process model into the language of each process fragment
model, because the description language of the global process model collab-
oratively defined by a group of designers is WPDL/XPDL, and the corre-
sponding process fragments are stored in the registry/repository component
that provides interfaces to the runtime components of each organization.

5 Conclusion

So far, we have proposed the fragment-driven process modeling methodology
and proved that the methodology is a feasible and realistic by designing the co-
operative swimlane process modeling system. We strongly believe that the mod-
eling system fortifies the modeling methodology, and vice versa. Also we assure
that the modeling methodology fits very well into the tightly-coupled framework
for the process-driven e-Commerce domains. Especially, the methodology might
have a strong advantage in terms of the high degree of modeling ability for not
only complex and maximally parallelized process procedures but also collabora-
tive global process procedures. At the same time, it should be very applicable to
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the type of collaborative global process models that is defined and characterized,
by us, with tightly coupled global processes in collaborative organizations.

Not only in South Korea but also in world-wide research arena, process and its
related technological fields, including process-centric e-Business, software devel-
opment process and e-Logistics, are catching great attentions from the society of
information science and database management fields. So, there are a lot of chal-
lenges to develop and commercialize business management solutions. This paper
should be one of those active attempts for pioneering global process modeling
methodologies toward supporting cross-organizational processes in collaboration,
too.
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Abstract. One of the most tasks of object-oriented software designers
is the design of the class hierarchy and the relationships among classes.
Since there are many conceptual similarities with the design of an ontol-
ogy, and an ontology is semantically richer than a UML class model, it
makes sense to put the emphasis on ontology design. That is, an object-
oriented software designer can design an ontology by organizing object
classes in a class hierarchy and creating relationships among classes.
UML models can then be generated from the ontology.

In this paper, we introduce the Formal Concept Analysis(FCA) as
the basis for a practical and well founded methodological approach to
the construction of ontology. We show a semi-automatic, graphic and
interactive tool to support this approach. The purpose of this work is
to provide a semi-automatic methods for the ontology developers. We
describe here the basic ideas of the work and its current state.

1 Introduction

An ontology defines the terms and concepts(meaning) used to describe and rep-
resent an area of knowledge, as well as relations among them[1]. An ontology is
based on a taxonomy which represents a class hierarchy in the object-oriented
world. Software design artifacts, such as UML class models, and even source
code can be generated directly from ontologies, thus effectively speeding up the
software development process.

There are many guidelines and methodologies for ontology construction pro-
posed [2, 3, 4, 5, 6]. But none of them can be used generally. The process of on-
tology build is craft rather than an engineering activity. Manual construction
and description of domain-specific ontology is a complex and time-consuming
process. It is extremely difficult for human experts to discover ontology from
given data or text. As verification of the correctness of ontology has to be done

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 827–835, 2005.
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by human experts with respect to their knowledge about domain, it can lead to
inconsistency of the created ontology. One solution to the problem is to build
ontology automatically or at least, use semi-automatic methods. Formal concept
analysis(FCA)[7] can help structure and build ontologies. This is because FCA
can express ontology in a lattice that is easy for people to understand and can
serve as a guideline for ontology building.

This paper presents a formal approach to construct ontologies using Formal
Concept Analysis. That is, we propose here to adopt the Formal Concept Anal-
ysis as a framework for the identifying concepts and the construction of concept
hierarchies(”concept lattices”) because it is a natural structure that system-
atically factors out commonalties while preserving specialization relationships
between concepts. The rest of the paper is organized as follows: In a first part,
Section 2 presents an introduction to the formal concept analysis: formal con-
text, formal concept, and concept lattice etc. are introduced. Section 3 gives an
overview of construction of ontology based on the concept lattice; Lastly, Section
4 concludes the paper, giving the prospects of our ongoing works to study and
prototype the semi-automatic tool.

2 Formal Concept Analysis

The basic structure of formal concept analysis is the context. A context is com-
prised of a set of objects, a set of attributes and a relation describing which
objects possess which attributes. In the formal definition, the set of objects is
denoted by O, and the set of attributes is denoted by A.

To introduce the method FCA, we first have to define the term context or
formal context†.

Definition 1. A formal context is a triple (O,A,R) that consists of two sets
O and A and a relation R between O and A. The element of O are called the
objects and elements of A are called the attributes of the context. In order
to express that an object o is in a relation with an attribute a, we write oRa or
(o, a) ∈ R and read it as ”the object o has the attribute a”.

Contexts can be represented as cross tables, whose rows are headed by the
objects, whose columns are headed by the attributes and whose cells are marked
iff the incidence relation holds for the corresponding pair of object and attribute.

For instance, consider a context where this context is based on the set of
objects O and the set of their attributes A as follows: O = {o1, o2, o3, o4},A =
{a1, a2, a3, a4, a5, a6, a7} and the incidence relation R is given by the cross ta-
ble(Table 1). The table should be read in the following way: Each × marks a
pair being an element of the incidence relation R, e.g. (o1, a2) is marked because

† FCA may be applied to many-valued context in which objects are interpreted as
having attributes with values. However, in this paper, we are concentrating on the
(single-valued) context.



A FCA-Based Ontology Construction for the Design of Class Hierarchy 829

Table 1. An example of formal context with four objects and seven attributes

a1 a2 a3 a4 a5 a6 a7

o1 × × ×
o2 × × ×
o3 × × × ×
o4 × ×

the object o1 has a2 as its attribute, whereas (o1, a3) is not marked because the
object o1 does not have attribute a3.

The central notion of FCA is the formal concept. A concept (O,A) is
defined as a pair of objects O ⊆ O and attributes A ⊆ A which fulfill certain
conditions. To define the necessary and sufficient conditions for a formal context,
we define two derivation functions as follows:

Definition 2. Let (O,A,R) be a context, O ⊆ O and A ⊆ A. The function
intent maps a set of objects into the set of attributes common to the objects in
O(intent : 2O → 2A), whereas extent is the dual for attributes sets(extent : 2A →
2O):

intent(O)
�
= {a ∈ A|∀o ∈ O : oRa},

extent(A)
�
= {o ∈ O|∀a ∈ A : oRa}.

For O ⊆ O, intent(O) is the set of attributes owned by all classes of O. With
O = {o1, o3}, intent(O) is the set of attributes shared by both o1 and o3, and
more exactly {a6, a7}. Symmetrically, for A ⊆ A, extent(A) is the set of objects
that own a3 and a5, i.e., extent(A) = {o2, o3}. Together, these two functions
form a Galois connection between the objects and attributes of the context.

Objects from a context share a set of common attributes and vice versa. Con-
cepts are pairs of objects and attributes which are synonymous and thus char-
acterize each other. Concepts can be imagined as maximal rectangles(modulo
permutation of rows and columns) in the context table. When looking at the
cross table this property can be seen if rectangles totally covered with crosses
can be identified, e.g. the four cells associated with o1, o3, a6, a7 constitute such
a rectangle. If we ignore the sequence of the rows and columns we can identify
even more concepts.

Definition 3. Let (O,A,R) be a context. A Formal Concept is a pair (O,A)
with O ⊆ O is called extension, A ⊆ A is called intension, and

(A = intent(O)) ∧ (O = extent(A)).

In other words a concept is a pair consisting of a set of objects and a set of
attributes which are mapped into each other by the Galois connection. The set
of all concepts of the context C = (O,A,R) is denoted by B(C) or B(O,A,R),
i.e.,

B(C) = {(O,A) ∈ 2O × 2A|intent(O) = A ∧ extent(A) = O}.
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For example, B(C) contains the following nine Formal Concepts:
({o1, o2, o3, o4},Ø), ({o2, o3, o4}, {a3}), ({o1, o3}, {a6, a7}), ({o2, o3}, {a3, a5}),
({o1}, {a2, a6, a7}), ({o3}, {a3, a5, a6, a7}), ({o2}, {a3, a4, a5}), ({o4}, {a1, a3}),
(Ø, {a1, a2, a3, a4, a5, a6, a7}).
Concepts are partially ordered by inclusion of extents(and intents) such that a

concept’s extent includes the extent of all its subconcepts(and its intent includes
the intent of all of its superconcepts). That is, the set of formal concepts is
organized the partial ordering relation ≤ -to be read as ”is a subconcept of”- as
follows‡:

Definition 4. For a Formal Context C = (O,A,R) and two Concepts c1 =
(O1, A1), c2 = (O2, A2) ∈ B(C) the Subconcept-Superconcept order relation
is given by:

(O1, A1) ≤ (O2, A2) ⇔ O1 ⊆ O2(⇔ A1 ⊇ A2).

This relationship shows that the dualism exists between attributes and objects
of concepts. A concept c1 = (O1, A1) is a subconcept of concept c2 = (O2, A2) iff
the set of its objects is a subset of the objects of c2. Or an equivalent expression
is iff the set of its attributes is a superset of the attributes of c2. That is, a
subconcept contains fewer objects and more attributes than its superconcept.

The subconcept-superconcept relation is transitive, which means that a con-
cept is subconcept of any concept which can be reached by traveling upwards
from it. If a formal concept has a formal attribute then its attributes are in-
herited by all its subconcepts. This corresponds to the notion of ”inheritance”
used in the class hierarchies of object-oriented modelling. For this reason, FCA
is suitable for modelling and analyzing object-oriented class hierarchies.

These definitions now lead us to the following basic theorem of formal concept
analysis which says that the set of concepts and the subconcept/superconcept
relation defined above forms a complete lattice.

Theorem 1. ([7]) Let C = (O,A,R) be a context. Then (B(C),≤) is a complete
lattice, the concept lattice of C. Its infimum and supremum(also known as the
meet and join, respectively) operation(for any set I ⊂ B(C) of concepts) are
given by

∧
i∈I

(Oi, Ai) =

(⋂
i∈I

Oi, intent(extent(
⋃
i∈I

Ai))

)
,

∨
i∈I

(Oi, Ai) =

(
extent(intent(

⋃
i∈I

Oi)),
⋂
i∈I

Ai

)
.

This theorem says that the set of concepts produced by a context is a lattice
and the meet and join of a group of concepts can be calculated by the above

‡ The subconcept-superconcept relation ”≤” on the set B(C) of all concepts of a
context C = (O,A,R) satisfies reflexivity, transitivity, and antisymmetry.
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Fig. 1. Concept lattice for the context of Table 1

formula involving the intersection of attributes and objects. As result, we have
a lattice denoted by:

L := (B(C),≤,∧,∨, (extent(A),A), (O, intent(O))).

The lattice L is called Galois lattice or Formal concept lattice.

3 Concept Lattice Construction

A concept lattice (a concept hierarchy) can be represented graphically using
line (or Hasse) diagrams. These structures are composed of nodes and links.
Each node represents a concept with its associated intensional description. The
links connecting nodes represent the subconcept/superconcept relation among
them. This relation indicates that the parent’s extension is a superset of each
child’s intension. A node covers all of the instances covered by the union of its
descendants, making the concept hierarchy a subgraph of the partial ordering by
generality. More abstract or general nodes occur higher in the hierarchy, whereas
more specific ones occur at lower levels. Figure 1 shows the line diagram for the
context of Table 1.

The line diagram consists of nodes that represent the concepts and edges
connections these nodes. Two nodes c1 and c2 are connected iff c1 ≤ c2 and
there is no concept c3 with c1 ≤ c3 ≤ c2. Attributes and objects propagate
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Fig. 2. Inheritance Concept Lattice for Figure 1

along the edges, as a kind of inheritance. Attributes propagate along the edges
to the bottom of the diagram and dually objects propagate to the top of the
diagram. Thus the top element of a line diagram(the supremum of the context)
is actually marked by (O,Ø) if O is the set of objects. The bottom element(the
context’s infimum) is marked by (Ø,A) if A is the set of attributes. Now, we
can summarize the above considerations as an algorithm to construct concept
lattice in Algorithm 1: BuildConceptLattice.

Algorithm 1 BuildConceptLattice

edges ← ∅;
S ← B(O,A,R);
for all c1 ∈ S do

for all c2 ∈ S − {c1} do
if (c1 ≤ c2) ∧ (� ∃c3 ∈ S − {c1, c2}[(c1 ≤ c3) ∧ (c3 ≤ c2)]) then

edges ← edges ∪ {(c1, c2)};
end if

end for
end for

For a pair c = (A,B), the elements of A will be present in every ancestor of
c and symmetrically, the elements of B will appear in every descendant.
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Fig. 3. Screenshots of FCAwizard

Now, let N(A) be the non-redundant elements in A, and N(B) the non-
redundant elements in B. An object g will appear in N(A) if the corresponding
concept c is the greatest lower bound of all concepts containing g. Symmetrically,
a property m will appear in N(B) if the corresponding concept c is the least
upper bound of all concepts containing m. The lattice property guarantees the
existence of the greatest lower bound and the least upper bound.

Definition 5. A inheritance concept lattice ICL is isomorphic to a concept lat-
tice L. For a concept c = (X,Y ) ∈ L, let N(X) be the non-redundant elements
in X, and N(Y ) the non-redundant elements in Y :

N(X) = {x ∈ O|intent({x}) = Y }
N(Y ) = {y ∈ A|extent({y}) = X}

A inheritance concept lattice is defined as the set of concepts (N(X), N(Y )).
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The inheritance concept lattice(ICL) is obtained from the concept lattice L
by replacing each concept (A,B) with the pair (N(A), N(B)). We call this lattice
an inheritance concept lattice.

Figure 2 is the inheritance concept lattice for the example of figure 1. The
Concept Lattice and Inheritance Concept Lattice are isomorphic latices. The
inheritance concept lattice also shows where each property should be declared.
One important property of the inheritance concept lattice is that each property
appears exactly in one place.

Based on the definitions and algorithm, we implement a semi-automatic
tool(called FCAwizard) to support the ontology construction. FCAwizard
creates concept lattices in a number of steps(see figure 3): first it builds lists of
the names of objects and attributes, and their relations; from this it creates a list
of formal concepts. There are then put into the algorithm to build the concept
lattice, and displayed to a line diagram(Hasse diagram) format.

4 Conclusions

In this article, we have shown that Formal Concept Analysis(FCA) can be used
for semi-automatic construction of ontologies from a given domain-specific con-
text. We have presented our research-in-progress concerning the semi-automatic
tool for ontology construction. FCA can help structure and build ontologies.
This is because FCA can express ontology in a lattice. The lattice is easy for
people to understand and can serve as a guideline for ontology building.

There are many applications of formal concept analysis in the research area of
software engineering[8]. A concept lattice can be used to discover cohesive units
and suggest a decomposition of the program into modules[9]. Several works[10, 11]
apply formal concept analysis to the exploration and search of software compo-
nent repositories, and consider the stored software components to be objects with
certain sets of properties. Works dealing with reverse engineering exploit the classi-
fication of information into concepts to recover different elements or formal models
from the implementation or architecture of the program[12, 13].

The whole of our work is based on the concept lattice of the Formal Concept
Analysis which allows to construct a ”well defined” ontology with maximally fac-
torized properties. Since there are many conceptual similarities with the design
of an ontology, and an ontology is semantically richer than a UML class model, it
makes sense to put the emphasis on ontology design. That is, an object-oriented
software designer can design an ontology by organizing object classes in a class
hierarchy and creating relationships among classes. UML class model can then
be generated from the ontology. Software design artifacts, such as UML class
models, and even source code can be generated directly from ontologies, thus
effectively speeding up the software development process.
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Abstract. When we analyze the business domain, we have to decide
what business concepts are to be encapsulated into a component and
find what business concepts are to be built by using a reuse component.
Also, as a component is reused in the form of a black-box, the reuser must
have detailed information about the component, such as the functional
and non-functional performance which is necessary to reuse or integrate.
So, we will propose a formal approach to design a robust component.
First, we analyze a business domain by using Z and category theory.
Second, we extract the components and the interfaces from previous
analysis results. Lastly, we add component contracts(functional and non-
functional performances) to the result. We specify business concept based
on DbC which is used broadly to specify the behavior of an interface
in an object-oriented area. Also, we will define rules for extraction of
components and component contracts from specification. Specially, we
will use category theory to analyze the relations between components.

1 Introduction

Component technology is all about interoperation of mutually alien components.
Because of this, well-designed component and well-understanded the meaning of
component are becoming important issues. Actually, [1], [2], [3], and [4] have for-
malized syntactic or behavioral aspects of components by using formal languages
such as Z, LTL formulae, and Wright. They provide a specification not about
how to use and design them but about what they provide. That is to say, they
are specifying documents written in natural language into formal specification by
using formal language. But, components are integrated in a system rather than
used independently. And most of all, as the components are reused in the form
of black-box, a reuser must have detailed information about the component. To
support this, [5], [6], [7] have described component’s interfaces using contracts.

To make this issue work, in our formal specification technique, first, we ana-
lyze the business domain by using Z and then we classify components and their
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interfaces. Specially, we specify the business concepts based on DbC(Design by
Contract) which is used broadly to specify the behaviors of interfaces in an
object-oriented area. And we define rules for extracting components and their
interfaces from the specification. We also add contracts to every interfaces to pro-
vide information which is necessary to reuse. To reuse correctly, the interfaces
of a component should state more than type signatures[8].

The main purposes of this paper are as follows.

– The notion of component contract.
– The basic steps and the specification rules for specifying component contracts

using Z.
– Analysis of the relation between components using category theory.
– Application by example.
– Discussions about merits/demerits of presented formal specification tech-

nique.

We have chosen the specification language Z, because it has gained consider-
able popularity in the industry and comes equipped not only with methodology
[9] but also with some tool support, such as type checking [10] and theorem
proving [11]. Z is designed to specify state-based systems which is in proper ac-
cordance with the reality of safety-critical systems. An undeniable deficiency of
Z is the fact that neither time nor complex control structures can be specified.

2 Component Contract Features

When we apply contracts to components, we found that such contracts can be
divided into four levels of increasingly negotiable properties[12].

– Basic contracts(IDL, type systems)
– Behavioral contracts(invariants, pre/post conditions)
– Synchronization contracts
– Quality-of-Service contracts

In this paper, we formalize component contracts as contracts with basic con-
tracts, behavioral contracts and quality-of-service contracts point of view. Pre-
vious works on contracts suggest that programmers annotate the implementa-
tion of their methods with contracts, in particular, pre/post conditions. Unfor-
tunately, such contracts cannot capture enough information of a component.
To fully specify a component, it is necessary to specify components in terms
of performance measurement results such as time/space complexity and re-
source requirements besides the operations they provide and the operations they
require.

3 Component Contract Design Approach

As previously stated, CBSE focuses on design rather than coding. Well-designed
component will be reused more frequently and a precisely specified component
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will be reused more safely. In this section, we will propose steps for designing
component based system(CBS) and explain some rules for extracting compo-
nents and their interfaces from requirements.

3.1 Steps for Specification

We present the formal steps for CBS design. The formal design steps is composed
of five steps, which are Requirements Anlaysis using Z, Components and Inter-
faces Identification, Add Contracts, Relation Analysis between Components, and
Add Non-functional Contracts[13]. This design approach is developed for extrac-
tion of high cohesive components and their interfaces from requirements, addi-
tion of contracts, and analysis of relation between components. For more detail
and exact analysis of requirements and extraction of more cohesive components,
we use Z as formal specification language and category theory for analysis of
relationships.

3.2 Component Specification Rules

Well-defined components and well designed interfaces are more important than
any thing else in the CBSE. Several definitions for specification of software com-
ponents using contracts are given [7]. We have to identify all of the services
needed from the requirements, and from these we have to define the components
and interfaces. In this section, we will define specification rules for this.

Rule1(Types are components): We manipulate types as components because
types are encapsulating maximal sets of a single business concept.

Rule2(Each of modularized problems are components): We attempt to
put into practice the notion of modularization because the task has the interde-
pendencies between different aspects of the problem. It is clear that each of the
modularized problems will take the form of subsystems from the more complex
overall system.

Rule3(Schemas for the specification of system’s operation are com-
ponents): To identify two adjacent states of system, Z uses Δ, Ξ notation.
Schemas used for the specification of system’s operation are apt to perform a
common business logic.

Rule4(Each operation of modularized problems is interface): Modular-
ized problems have several operations, and these act as interfaces of a compo-
nent. In Z, each schema consist of triple, namely, schema name, signature part,
and predicate part. In specification of a component contract, the basic schema
structure of Z represents as follows:

– Schema name: Naming a schema introduces syntactic equality of a com-
ponent or operation. According to the Rule5, we give schema name.

– Signature part: This part introduces interfaces and invariants in case of a
component, and declares variables and their types using mathematical data
structures such as sets, relations in case of an operation . According to Rule6
and Rule7, we give variable and instance name.
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– Predicate part: We describe constraints on the values that the identifiers
in the signature part may take.

Rule5(Naming Schema): We decided to express that the schema of a com-
ponent be Schema namecomp and the schema of an operation can be Oper-
ation namecomp name which comp name is the component name providing a
given operation.

Rule6(Naming Instance): If an interface is an indirect-use interface[7] or
an indirect-use operation[7], we describe the name of instance in the form of
InsNameindir : ComponentName or InsNameindir : InterfaceNamecomp name .

Rule7(Naming Variable): The input variables which correspond to precon-
dition are named in the form of Variable namepre while the output variables
which correspond to postcondition are named in the form of Variable namepost .
Component composition or assembly is the combination of two or more software
components that yields a new component behavior. A component composition
standard supports the creation of a larger structure by connecting components
and the insertion or substitution of components within an existing structure. We
specify these relations between components by using binary relation.

4 Application by Example

System Analysis. There is a system whose description is as follows:

Name. J’s Computer Parts
Version. 1.0
Brief Description. J wants to lower the cost of doing business by selling her

computer parts directly to the end customer, through an e-commerce web-
based sales model.
1. User authentication: Registered users would first log into the web site,

and only registered users should be able to browse and purchase.
2. An online catalog: User should be able to browse her complete product

line on the web and view details of each product.
3. Online quote generation: While browsing the catalog, a user should be

able to view the current shopping basket.
4. Specialized pricing functionality: Users who items in bulk should get a

percentage discount.
5. Order generation: Once the user select his/hers and has committed to

ordering the products, a permanent order should be generated.
6. Billing functionality: Once the user has placed order, we should bill it to

him/her. If the user does not have required balance, the order should be
cancelled.

Step1: Analyze Requirements Using Z. First, let us attempt to put into
practice the notion of abstraction. The above paragraph discusses what is nec-
essary. Now, in order to describe the system’s behavior, we introduce certain
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non-empty sets as types. The type Customer stands for all possible users. Such
users should be able to browse her complete product line. So the type Product
denotes the set of all possible products. Quote and Order denote products which
are in the shopping cart and is a committed order. Any set of objects whose in-
ternal structure has been ignored for one reason or another is referred to as a
basic or generic type.

[Customer ,Product ,Order ]

The second dimension of complexity in our task is the interdependencies be-
tween different aspects of the problem. Thus it is clear that we may treat this
problem separately that we enumerated before(brief description 1-6). We adopt
them as a schema for modularization of our specification. Modules for an ex-
ample system are Product, Customer, Quote, Pricer, Order, and Billing. In this
example, we center on the online quote generation(module Quote).

Quote represents a shopping cart that a customer is working on and is a
set of products that the customer is interested in but has not committed to
buying. Namely, the customer surfs our e-commerce web site, quote stores all
the products and quantities he or she is interested in. A quote consists of a series
of line items. Every line item represents one particular product and a quantity of
a single product which the customer wants. In this respect, the two attributes:

– lineitem (temporary product and its quantity what the customer wants)
– purchase (Transforming line items into permanent order)

should be sufficient. The lineitem has the mathematical structure between Prod-
uct and quantity, and quantity must be a positive natural number. So, we intro-
duce auxiliary functions for lineitem.

TempPurchase
lineitems : Product → N

When we convert this temporary line item into permanent order, we need to
generate unique ID for the identification of the others. This requires additional
type and schema as follows:

[UniqueID ]

PurchaseOrderID
id : UniqueID �� Purchase

And then, we add product and quantity as long as the quantity of an item
is not zero. Then, we compute the subtotal price. Finally, we compute tax and
total price. We note that subtotal, totalprice, and tax must be a positive natural
number, that is

subtotal , totalprice, tax : N
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ComputeSubtotal
Purchase
p : Product
subtotal : N

subtotal = p.price ∗ ran lineitem

ComputeTax
Purchase
s : ComputeSubtotal
tax : N

tax = s ∗ (1/10)

ComputeTotal
Purchase
s : ComputeSubtotal
t : ComputeTax
total , total ′ : N

total ′ = total + s − t

For a large number of purchases, an appropriate mathematical representation
would be following schema:

Purchase
TempPurchase
ComputeTotal
ordered : Product × N

issued : Customer �→ Order
customers : F Customer
orderitem, orderitem ′ : F(Product × N)

ran lineitem > 0
dom issued ⊆ customers
#ordered = 0
orderitem ′ = orderitem ∪ odered
lineitem ′ = lineitem \ odered
lineitem ′ = ∅

Step2: Extract Component and Interface. Now, we extract components
and interfaces for this example by using specification rules. First, the three
generic types are components by specification Rule1. And then, we select Temp-
Purchase and Purchase as a component according to Rule2. According to
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Rule4, ComputeSubtotal, ComputeTax, ComputeTotal is a common procedure
for computing price. So, we select this as a component named Pricer and each
of operations is regarded as an interface. Now, each component and operation is
renamed by using Rule5 and Rule7.

Step3: Analyze Relation between Component. In this paper we will use
categories to represent possible abstractions of domains. Given a particular do-
main, we construct a category where objects represent the concepts, and arrows
represent axioms. We do not consider other aspects of the domain. But, there
is no need to reason about a concrete representation for concepts or axioms at
this process.

Now, let’s adjust category theory to the component design. The Customer
component has four states:

– LogIn: The customer log in to Jasmine’s Web site for the first time.
– BrowseProduct : To start adding products to the Quote, the customer can

browse the list of products.
– LineItem: The customer is able to view and modify the quote at any time.
– Purchase: When the customer has selected products all s/he wants, s/he can

convert quote into an order
– Billing : When the customer has placed order, s/he has to pay for products.

The initial state for the Customer component is LogIn and the Figure 1 is
a diagram which shows the process of the order generation. The defining at-
tribute values in the state diagram at which the operation arrow begins are
the preconditions for the operation. If the operation appears as an arrow be-
tween more than one pair of states, the preconditions for the operation are
the distributed intersection of the definitions of all of the states at which the
arrow starts. Likewise, the postconditions are defined by the distributed
intersection of the definitions for the states at which the operation arrow termi-
nates.

LogIn

Quote LineItems Product Billing

σOrder σQuote σBrowseProducts

σPricer

PlaceOrderQuote≠∅

Pricingcount≥0

DeleteProductcount=count-1

AddProductcount=count+1

Balance-TotalPrice

RegisteredID

CustomerID

Balance

≥0

Cou
nt

∅
CancelOrder

Order

σLineItems

ChooseProduct

DropProduct

Pricer

BillingBalance≥TotalPrice

σBilling

Fig. 1. Customer State Diagram for J’s Computer Parts
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From this figure, we can drive functional relationships as follows.

PlaceOrder : LineItem → Purchase
AddProduct : BrowseProduct → LineItem
Billing : Purchase → Billing
CancelOrder : Billing → Purchase
DropProduct : LineItem → BrowseProduct

From the Figure 1, we can see that LineItem maps to TempPurchase and
BrowseProduct maps to Product. Namely, component Product and TempPur-
chase have one-to-one relationship. Because Quote consists of TempPurchase,
Quote and TempPurchase have many-to-one relationship. In this way, we can
get overall relationship as follows:

[JsCompouterParts]
Customer
Product
Order
Quote
TempPurchase
. . .
1 ↔ 1 : P(Customer � �� Quote)
1 ↔ ∗ : P(Quote ↔ TempPurchase)
1 ↔ 1; P(TempPurchase � �� Product)
. . .

Step4,5: Add Contracts, Add Non-Functional Contracts We add behav-
ioral contracts to which the components and interfaces we extracted in step 2.
From the category state diagram, we can get pre/post conditions.

Quote
ejbCreaterequired
ejbRemoverequired
makeUniqueID
getNumberOfItem
getLineItem
. . .
addProduct
getProductindir : TempPurchasecomp

getQuantityindir : TempPurchasecomp

. . .
resouce : P RESOURCE
t complexity : T

s complexity : S

resouce = DataBase
t complexity = min − sec(0, 1 div 1000)
s complexity = KB − Byte(2, 37)
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5 Discussions

The concise advantages of component contract-based specification technique pro-
posed in this paper are as follows.

– It is possible to design consistent component by standardization of compo-
nent design process.

– Component designer can provide more detailed information to implementor
using component contract.

– The category theory used for understanding relation between objects can be
helpful to understand accurate relations between components.

– Open design approach can improve the reusability and the essential objective
of component based software engineering.

– Formal specification language Z has gained considerable popularity in indus-
try and comes equipped not only with methodology but also with some tool
support.

However, this process has the following disadvantages.

– Formal specification language Z is complicated and takes much man-power,
time and cost.

– Categorical approach imposes some formal restrictions. First, arrows can
only express binary relationships. Second, a meaningful composition oper-
ator must be defined for arrows. Third, the composition operator must be
associative[14].

6 Conclusions

We’re described so far what component contract is, and why we need to specify
component contract. And we proposed an design steps for this. In the formal
steps, we described how we can apply the category theory and DbC in CBS.
Finally, we applied this approach to a simple ordering system.

In this paper, we saw interfaces as contracts and proposed a formal specifica-
tion technique to specify components by using contracts. Sometimes, we have to
redo large portions of code because we need to change an interface to get at some
piece of data. This can be avoided by 10 minutes of effort during design time.
So, we tried to formalize the design steps by applying a notion of component
contract. As we noted previously, this process won’t work in every instance. This
process takes a lot of man-power, time and cost, but it is helpful for making a
cohesive and reusable component.
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Abstract. In this paper we present how to use rule for manipulating the 
variability of a business. We can classify the business component as business 
domain components and business process components. The most important 
thing to design the component, designer should identify the variability among 
the same business components. If we put the variability into the components, 
we should modify those components whenever we reuse that. It is not easy to 
modify the component since the user of that component might not be same with 
the writer. We extend component property to business rules. We define the 
component property to customize the component execution environment. Like 
this, we can define the difference business strategy in rules. With our rule 
engine, the component can use the rule during the component execution time so 
that the user of component can redefine or rewrite the rules according to their 
business context. Based on this approach, the reusability of component is 
improved. In this paper we describe new component architecture including rule 
component, our rule engine and case study. 

1   Introduction 

A component based development is a promising way that software products can be 
made by obtaining and assembling pre-developed components, and then software 
productivity and quality can be improved. This component-based approach presents 
different views from the traditional software development in sense that the approach 
needs much effort in requirements, testing and integration rather than designing new 
code [1].  

In the business point of view, business organizations not only have to cope with the 
continuously changing requirements, environment and business processes, but also 
need the reuse of the business process to adapt to new business requirements as 
quickly as possible[2]. Business applications also must be designed to be adapted to 
the modification of the existing process and the rearrangement of the process to create 
new one. Then, the component technology can be combined with the business 
application development to support both the business and the software [3].  
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A business component may be defined as a software implementation to the 
autonomous business concept or the business process while keeping the basic 
characteristics of components. The business components consist of business domain 
components which represent the static aspects, business process components which 
describe the dynamic and variable aspects of the business [4,5,6]. In the process-
centered application development using business components, it is important to 
consider how components can be built and how business processes and business rules 
can be automated and represented within the components. Many researches presented 
the modeling and the building guidelines of the components comprising business 
objects [7]. The research on the business process automation used the workflow and 
rule-based technologies [8,9]. However, there are only a few case studies on their 
adaptability and reusability when the business strategies and rules are changed [10]. 
That is to say, the way of handling variability inherent to the business may be differed 
according to how business components are designed.  

In this paper, we present a way of building the business application using rule 
centered component based development. This approach tries not to bury variable 
business aspects in one component but to separate them into another component in 
designing the business components. Then, it has to be able to meet the changing 
requirements by replacing the separated variable parts not by modifying the codes 
during component running. For this, we componentized the business process and 
associated rules specified by a rule specification into a rule component and developed 
a rule interpreter executing the rules. As a case study, we developed rule-based 
business components for the insurance products, the subscription and the insurance 
planning in an insurance sales domain.  

Section 2 of this paper describes our model and concept of business component 
approach. Section 3 presents general idea of rule-based component development 
approach to handle the variability of the business rules. In Section 4, we describe the 
observations on the representation, construction and its usage when applying rule 
based component for insurance sales system. Also, this section shows the execution 
results when we used the rule components in the case study and describes the 
conclusion with how this approach fits well into the business application such as the 
case study. Section 5 concludes this research. 

2   Component-Based Business Development Approach 

A software component is defined as the independently developed and deployed 
software unit having well-defined interfaces to perform specific functions. It may also 
be assembled with other components to produce the entire application [11]. The 
construction steps of the component follow domain analysis and modeling, 
component identification, component design and implementation process. The 
components are usually delivered in black box style whose source code is unavailable, 
and component specification or the associated information is required to understand 
the component. It is also necessary for user to adapt components to the new context 
whose requirement can be changed even if components are well-designed and built 
for general usage in the domain. The business components consisting of the aggregate 
of business objects are the autonomous, independent and large granularity unit which 
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implements the real world business concepts. It may be categorized into three points 
of view: granularity of component, characteristics of component, implementation of 
components [12]. 

The process of building the business application through the component based 
development approach may roughly divided into two steps. One step is to make the 
business components and other step is to assemble the pre-developed components to 
produce the target business applications. The most important factor in the 
construction of business components is to make the components which can be reused 
in the same domain or among similar domains. The architecture layers organizing the 
business components, which may be defined differently depending on the approach, 
consist of UI component layer, enterprise layer which can further be decomposed into 
business domain and business process component layer, and resource layer[4,6]. This 
paper considers only the business domain and business process layer.  

2.1   Business Domain Component 

It corresponds to the business domain model which represents entities defining the 
characteristics of the business domain and defines the states necessary for the 
business process. It represents the static view of the business and corresponds to the 
components consisting of objects in the technical view. Fig.1 shows the Adaptive 
Component Model which provides the business concept to build the business domain 
component [13 ].  
 
 

 

Fig. 1. Adaptive Component Model 

The model defines constraints (interpretation range and method) to explain the 
thing. The constraints are divided into essential parts and variable parts. The essential 
parts mean the attributes to explain the thing and includes the basic services which 
interpret and manipulate the attributes. The variable ones mean the continuously 
changing properties according to the situations. It can not be predicted what the 
variability is or what variability happened. However, the variable parts also have to 
define necessary elements to decide which are variable one and its interpretation 
methods. 
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For example, customer may become the business domain component which 
represents the customer subscribing various insurance. The customers essentially have 
the information such as name, address and social security number. This information is 
the necessary to describe and explain the customers. Those customers perform basic 
operations such as enrollment, payment and order operations. Each company has 
different strategies to manage customer class. The factor for deciding the customer 
class may be sex, age and the buying power. Because this factor can be changed, we 
can define this as the variability. Also this variable factor has to be defined and 
interpreted separately.   

 2.2   Business Process Component 

Business process components are the componentization of the variable and dynamic 
process occurred in the business system. These process components represent the 
workflow of tasks and act on the business domain components. Through this 
componentization of the process, not only the many parts of the existing process can 
be reused without affecting the basic system design, but also the modification or 
adaptability requirements can be limited to either the single components or the 
assembly of the corresponding components.  

The business process model defines business workflow and working conditions. 
The business process is the main element of this model and refers to business states. 
The business rule is the rule for controlling the one or more business process behavior 
and stored on the rule base. The business process component decides its progress 
according to the value of the state variable defined in the business domain component. 
The business domain component is the entity for defining not only the domain 
properties but also the necessary information for business processing. We define the 
business rule as both business process rule and business domain rule. The business 
domain rule defines the variable method which interprets the value of the thing. 

For example, to compute the legal age or insurance age, we can use the social 
security number (because it consists of birth date plus additional number in Korea). 
The business process rule is the rule for defining the variable parts of the type, 
sequence and processing conditions of the business process necessary to perform 
business task. For example, the insurance planning has the sequence of the entry 
condition check followed by insurance payment followed by pension amount 
computation.  

3   Rule-Based CBD Approach for the Variability 

It is very important and difficult to decide about how we can set up the granularity of 
the components when working with the component based development. The 
reusability of component would be decreased if it contains the general concept while 
the reusable extent of it may small if it implements the specific and concrete concept. 
It is realistically hard thing to reuse the components as it is. The reusability through 
the modification of components requires the understanding of their internal 
implementation, so that it becomes same difficult as the maintenance of the general 
module.  
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The business requirements are continuously changed during the system 
development or after the completion of the development. If the variable aspects such 
as business strategy and principles are included in the business components, it needs 
to modify code of the component whenever the modifications are occurred. It can 
bring the improvement of the component reusability if we can draw the clear line 
between the variable parts and the common parts and can redefine the variable ones 
separately when developing components. There may be difficult cases to decide 
which parts are variable. Generally, the variable parts in the software mean the 
modification of the models and model interpretation method. In the concrete sense, 
this may be the addition of attributes, modification or addition of operation names and 
the modification of implementation method of the operations. 

However, it is very difficult to predict all the things the why and which attributes 
of which components can be added and which operations can be renamed. As the 
generalization of those cases, this can be considered as the modification of the models 
and methods of model interpretation. It means that the models and the methods of 
model interpretation can be changed whatever components. Therefore, it needs to 
separate and extract those changed parts from the business domain and process 
components so that it can adapt flexibly to the variability of the business strategies 
and rules. Then, we make a rule component to capture those requirements. Figure 2 
shows the construction of the rule components.  

 

Fig. 2.  The construction of rule component 

The rule controls one or more behaviors of business. It is not only the constituents 
of rule components but also contains the business process and domain rules. The 
business domain rule defines the method of interpretation about the value of the entity 
in the domain. For example, obtaining the insurance age or legal age can be acquired 
by using the security number. The business process rule is the one which describes the 
kind of tasks, sequence and processing conditions necessary to perform a task.  

The business process represented by those rules creates the business domain or 
accesses the existing one. Within this business process which represents the sequence 
of the basic business activity, may be hierarchically decomposed into activities and 
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sub activities. For example, ‘Insurance Planning’ can be specified in the sequence of 
‘entrance condition check’, ‘premium calculation’. The tasks are not progressed to the 
next steps until the entrance condition check is completed. In this business processing, 
the modification of the processes or business rules are inevitable but many parts not 
modified can be reused.  

Then, there are needs for representing business logic into the pre-defined rules or 
rule sets forming the rule components to adapt new business requirements quickly. 
Those rules or rule sets have to be able to be not only modifiable without affecting the 
rest of the system but also testable independently. Through this, highly adaptable 
business services can be provided.  

3.1   Rule-Based Component Architecture 

To increase the reusability and extendibility, it is rather separate the business variation 
from the business components than encode it into the component inside.  We defined 
these variable parts as the rules, and then rule components. Figure 3 describes a rule 
based component layer. We define the role of rule components added in this layer. It 
ensures that the extendibility and flexibility may be achieved by the separation of 
business rules and strategies with the variation from the common services of 
components.  

 

Fig. 3.  Rule based component layer 

The role of rule component is to enhance the extendibility and flexibility of the 
components through the separation of basic component services into variable one 
which incorporates the business rules and strategies. The relationship among 
components are described in Figure 4. 
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Fig. 4. The relationship among the components 

3.2   The Construction of Rule Components 

The product rules to which the domain components refer are the basic product 
information represented by PRODUCT_XML and include product name, interest, 
insurance type, entry limit and age at entry etc. The process rules to be included in the 
business process components are presented according to the rule syntax in Figure 5 
and they define the process themselves and the processing method.  

 

Fig. 5. Syntax for Rule 

For example, there are the rules such as ‘age at entry’ check rule and ‘entry limit’ 
check rule. In the case of defining the rules, the common rules and dependent rules of 
insurance products are defined separately.  We also introduce the rule execution sets 
when many rules can be grouped to form a sequential business workflow. Figure 6 
represents the construction of the rule execution sets. 

Primitive RuleRule Execution Set

Rule

 

Fig. 6. The construction of rule execution set 

A business process can be completed through the execution of these sets. The 
business components use these sets as the call units of the rules. All the things in the 
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same business processing must have same number and name of the rule execution 
sets. These rule sets may be considered as one rule but these sets have to include the 
lists of rules to be called for business processing.  Figure 7 describes an application of 
the rule execution set checking the entry conditions.  

  

Fig. 7.  Example of rule execution set 

Using the rule editor and rule interpreter, the result screens of an application of the 
rules or rule sets is presented. Figure 8 describes the fact that the modified business 
rule is immediately reflected without changing the domain components when the 
minimum entry age is changed to legal age at entry.   

4   Case tudy: The Development of an Insurance Sales System 

This application has the following properties. First, the same type (life or accident) of 
the insurance products has similar characteristics and many parts can be shared when 
the insurance product manager plans a new product. Second, the insurance processes 
or rules are similar but these are diverse and variable. This application consists of the 
enrollment of the insurance products, the insurance planning, the result processing of 
the insurance planning and the issue of proposal form. This system compares one 
insurance product with another product and then provides various information to the 
customers who are interested in the specific insurance product. It also compares each 
application conditions within single insurance product.  

The insurance product means the sales unit which can be sold to the customers and 
consists of the package of the insurance. To understand the product, it is necessary to 
understand the business documents describing the products. These documents contain 
not only the basic descriptions of the insurance products but also specify the 
necessary criteria and processing method about each insurance process. Using these 
documents, the business domain components consisting of the business objects can be 
identified. 

The business process such as the enrollment of the insurance product means the 
enrollment of the rules necessary to deal with the product. The current product rules 
contain the basic data of those products such as name, interest and code etc. As an 
example of the business process, the insurance planning inputs the insurance product 
which a client wants to make an entry and various conditions and then shows the 
results such as the insurance premium and surrender value after simulation. There 
always exist variable factors in the business processes and these factors must be able 
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to be defined and interpreted separately from the business domain. Then, the changing  
business requirements can immediately be adjusted without concerning  the 
modification and re-distribution of the components.  
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Fig. 8. Construction of the insurance product domain component 

 

 

Fig. 9. Component layer of the insurance sales supporting system 

Figure 9 shows the sample product line applying rule component in insurance 
application. In business component folder, we present the core business asset and rule 
component to customize that business component according to business context. With 
those business core assets, we could product different products that they have 
different presentation technologies and different planning strategy. For different 
strategy, we apply rule component. For different presentation, we apply adapter 
component.   
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Using the rule editor and rule interpreter, the result screens of  an application of the 
rules or rule sets is presented. Figure 10 describes the fact that the modified business 
rule is immediately reflected without changing the domain components when the 
minimum entry age is changed to legal age at entry. 

 

Fig. 10. Screen shot of editing rule data 

Figure 11 shows the rule for defining the insurance entry amount as the common 
rule of the entry design according to the rule syntax. It checks if there is an insurance 
which clients want to join, it computes the entry amount suitable. Otherwise, it returns 
false value. It is used for the entry design of all insurance products.  

Figure 12 represents the rule execution set when many rules can be grouped to 
form a sequential business workflow. The modification of business process or 
business rules mean the modification of the rule set and the modified rules can be 
applied without changing the process component.  

 

Fig. 11. Screen shot for editing rules 
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Fig. 12.  Screen shot for editing rule execution set 

5   Conclusion  

The most important factor in the construction of business components is to make the 
components which can be reused in the same domain or across domains. In the 
business point of view, business organizations not only cope with the continuously 
changing requirements, environment and business processes, but also need the reuse 
of the business process to adapt  new business requirements as quickly as possible.  

Business applications also must be designed to be adapted to the modification of 
the existing process and the rearrangement of the process to create new one. The 
insurance sales system as a case study has the properties that the insurance processes 
or rules are similar but diverse and variable. For the time-to-market, component 
technology can be introduced but it can not entirely resolve the variability and 
reusability problem due to the dynamic characteristics of this system. For this, we 
componentized the business policy and associated rules specified by a rule 
specification and developed a rule interpreter executing the rules.  We built rule-based 
business components for the insurance products, the subscription and the insurance 
planning in the insurance sales domain. 

By using this rule component approach, we show that the modification of the 
business strategies and rules can be reflected and reusability can be increased.  
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Abstract. Under a rapidly evolving e-business environment with frequent em-
ployee turnover and limited resources, a large volume of web-based software 
development projects require the CBD method for highly reusability and flexi-
bility. This paper presents the architecture of our CBD application integration 
framework that has been used for developing large-scale e-business applications 
to achieve high development productivity and maintainability. This framework 
is flexible and extensible dynamically so as to be customized to various applica-
tions. It provides a development and maintenance toolkit as well as common 
business logics that can be reused with a few adaptation steps. This framework 
copes with a number of software architectural qualities in various aspects. 

1   Introduction 

One of the major goals of e-business projects is to develop an application fast and 
effectively that not only satisfies the given functional requirements, but also handles 
frequent changes of its requirements. For this purpose, many e-business development 
projects employ very flexible and extensible application frameworks that produce 
high development productivity with high software quality [5]. An application frame-
work is a semi-application [1, 9] of which some parts may be changed or reused. The 
framework architecture models the interaction among the major components to satisfy 
non-functional qualities and functional requirements. The framework provides skele-
tons or template codes to extend the functionality of its business logics. In addition, it 
provides the common services, such as security, log, naming and caching services. An 
advanced framework supports a tool-kit to plug a business logic component into the 
framework. 
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In order to cope with frequent changes of the functional and quality requirements, 
the semi-application framework could solve the following design forces. The first 
force is that the architecture of the framework should be flexible so that it can easily 
afford to change the interaction among its major components [2]. Second, since the 
policies, rules, and environment configurations of e-business applications vary ac-
cording to the applied business domains, a framework should provide a dynamic re-
configuration mechanism that can accept the changes easily without affecting the 
framework architecture [12]. Third, an application framework should provide devel-
opment and operational environment for dynamic configuration. The last force is to 
provide effective mechanism for monitoring and managing various contents and re-
sources in both application and middleware service levels [7].  

In this paper, we present the architecture of our CBD application integration 
framework that has been used for developing large-scale e-business applications to 
achieve high development productivity and maintainability. This framework is dy-
namically flexible and extensible so as to be customized to various applications. It 
provides a development and maintenance toolkit as well as common business logics 
that can be reused with only a few adaptation steps. This framework copes with a 
number of software architectural qualities in various aspects. To achieve the flexibil-
ity, the framework architecture is designed to solve the following problems: flexible 
control flow, flexible maintenance, decoupling between UIs and business logics, de-
velopment separation of each architecture tier, and flexible changes of business logic 
interfaces. Also our framework achieves the extensibility design forces, such as ex-
tensible request processes, functional extensible in multiple-instance environments of 
Web application servers, and extensible login component.  

The remainder of this paper is organized as follows. In section 2, as the related 
work, we compare three web application frameworks; Struts, Spring, and Hibernate. 
Section 3 presents the overall architecture of our application framework. Section 4 
explains the flexibility aspects of the framework. Section 5 shows the extensibility 
aspects of our framework. Section 6 draws a conclusion. 

2   Related Works 

We can classify frameworks into a system infrastructure framework, a middleware 
integration framework, and an enterprise application framework [9]. The system in-
frastructure framework is used to effectively develop system infrastructure, such as 
operation system. The middleware integration framework is required to integrate 
distributed applications and components. The enterprise application framework is 
used to develop business application. The framework proposed in this paper is in the 
category of enterprise application framework.  

In the enterprise application framework, there are three popular web application 
frameworks: Struts [13], Spring [14], and Hibernate [15]. The Struts is the framework 
for presentation tier, which contains the MVC architecture pattern [3]. It is an exten-
sible web application framework based on the design patterns approved [11]. How-
ever, it does not cover the business logic tier like the EJB. The Spring is mainly re-
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sponsible for managing objects in business logic tier. It uses a layered architecture 
pattern and is good for test-based projects. The Spring provides infrastructure services 
required for application development. The Hibernate is the framework for mapping 
between object and its relation table. It provides an association, a composition, an 
inheritance, and a polymorphism relationship. In addition, it provides a powerful 
query with Hibernate query language.  

Those three kinds of frameworks cover their specific target tiers, but do not act as 
systematic framework through all of the three tiers. They do not have dynamic con-
figurable mechanism in a business area for a software architecture, policy, rule, and 
environment configuration. Also, there is no systematic integration with development 
tool for high productivity, and easy maintenance through the three tiers. 

3   Framework Architecture 

This section presents the overall framework architecture that we propose in this paper 
as in Figure 1. The framework architecture is composed of three major subsystems: 
Presentation Tier, Business Tier, and Admin Console. The Presentation Tier accepts 
requests through client browsers, processes session management, security, and data 
translation, and transfers the requests to EJB-module which contains business logics. 
The Business Tier contains the business logics to process the requests from the Pres-
entation Tier with the help of EJB-module. The Admin Console has the development 
tool and management tool.  

 

Fig. 1. The Overall Framework Architecture 
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3.1   Presentation Tier Architecture 

In the framework architecture of Figure 1, the Presentation Tier which locates at the 
front part processes client request. The FrontServlet keeps a number of servlets, and 
proceeds client requests according to the requesting URL pattern, such as *.page, 
*.do, *.admin, *.login, etc. As for a *.do URL pattern, the FrontServlet makes the 
EJB Servlet process a business logic. As for a *.page URL pattern, it makes the Page-
Servlet process a UI task according to the page construction information, which is 
organized by the Admin Console. The Action Processor is in charge of processing 
action objects plugged into the framework. The action object is generated from the 
framework after a developer develops an action class according to the hook method 
defined by the framework for processing a business logic. The EJBDelegator com-
municates with EJBs for clients’ sake. The transmitted communication information 
and invocation information are set in the Admin Console, because the Admin Console 
contains all the information and parameters classified. The Security Manager per-
forms the tasks of authentication and access control. The Configuration Manager 
processes the system configuration information, which is stored in a XML repository. 
The RMI Agent performs the synchronization task of source code and configuration 
information among the multiple instances of the same object. It also works for Single-
Sign-On.   

3.2   Business Logic Tier Architecture  

Figure 1 also contains the Business Tier that includes EJB business logics. The Fa-
çadeDelegator is the entry point for the requests from the presentation tier. Its major 
responsibility is to call the façade bean for invoking an EJB component containing an 
appropriate business logic. The FaçadeDelegator also performs general-purpose 
tasks, such as exception handling and logging, which is independent of a specific 
subsystem. The LogIn is in charge of processing the authentication task for each user. 
The FaçadeBean provides interface that can be used outside of the Business Tier to 
invoke the JobBean that has the actual business logic. The CMP/DAO processes the 
relational database tasks.  

There are two kinds of scheme for a single FaçadeDelegator to call multiple façade 
beans. The first scheme is that the FaçadeDelegator uses the EJBMetaData Object and 
a java reflection. The second scheme uses a callback method. The FaçadeDelegator 
refers the object that includes the callback method and calls the callback method.  

3.3   Admin Console Architecture  

The Admin Console is a subsystem that is in charge of managing source codes and 
various parameters according to the concerned task unit. When a client request arrives 
into the Presentation Tier, the FrontSevlet in the Presentation Tier parses the client 
request and makes the Admin Console process the client request according to the 
client URL patterns. The client URL has a category information classified by the 
Admin Console and a URL pattern. For example, when a client requests 
http://localhost/aaa.bbb.do , which is a *.do URL pattern, the Admin Console devel-
ops the bbb node under the aaa node in a tree form and provides the related source 
code to perform the task in that node. In other word, the Admin Console categories 
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tasks in a tree form, provides the related source code (DTO, Action, EJB code, etc.) to 
the task, edits them, compiles them, packages them, distributes them, and tests them 
via a tool. Also the Admin Console manages setting information which is necessary 
for each task.   

The structure of the Admin Console is as follows. The admin console includes a pol-
icy admin, a development tool, and a configuration and monitoring tool. The policy 
admin manages and specifies policies and rules. The development tool helps to imple-
ment business logic, compile a source code, package, and deploy. Systematic integration 
processed by the framework and tools together takes the overall system development 
process rapidly. The configuration manages various environment configuration parame-
ters. The monitoring manages all resources related to the framework. 

4   Achieving the Flexibility 

Among a number of software architectural qualities, our framework provides a good 
flexibility in many aspects. In this section, we introduce the flexibility aspect of our 
framework. 

4.1   Flexible Control  

The overall software architecture follows the MVC pattern in all of the Business Tier, 
the Presentation Tier, and the Admin Console. Figure 2 shows the control flow among 
model, view, and controller by using the Admin Console. The EJB Bean acts as the  
 

 

Fig. 2. Flexible Control by Using the Admin Console 



 A CBD Application Integration Framework for High Productivity and Maintainability 863 

 

model role by containing a business logic. The FrontServlet is in charge of flow con-
trol for PageServlet to assemble JSP pages according to the Composite Pattern. The 
Admin Console has all the setting values for this flow control and page decision in the 
hierarchical form of task nodes and the next URL properties. If the next URL pattern 
is in  *.page form, the control moves to WebPage Servlet after processing the busi-
ness logic. If the next URL pattern is in *.do form, the control moves to the EJB Serv-
let with a different URL by means of redirection. Since the Admin Console has the 
setting values and parameters to control the flow, it gives a flexible control flow via a 
model and a view. 

4.2   Flexible Maintenance 

In order to maintain the framework, it is necessary to update, compile, package, dis-
tribute, and test source codes and setting parameters without stopping the server. 
Figure 3 shows the structure of flexible maintenance by choosing the related compo-
nents in the framework. The user may update the setting parameters and source codes 
through the Admin Console. If there is any change in setting of the Admin Console, 
the information in the XML Repository is changed accordingly by the Configuration 
Manager and the information in memory is changed by the XML Controller. These 
changes affect the processing dynamically because the Front Servlet, Action Proces-
sor, and EJB Delegator retrieve the related information from the Configuration Man-
ager. Thus, without stopping the server, we are able to test the source codes that 
should be inserted by developer during operation, which are codes for action, DTO, 
EJBs, etc. This kind of codes are compiled and inserted into the Object Pool with the 
help of Pool Manager.  

4.3   Decoupling Between UIs and Business Logics  

There are always updates in the UI level. By decoupling between the UIs in the Pres-
entation Tier and business logics in the Business Tier, changes in the UI level do not  
 

 

Fig. 3.  Flexible Maintenance of Source Codes and Setting Updates 
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affect the EJBs of business logics. We separate the Custom DTO, which contains data 
to transfer to the Presentation Tier, and the Domain DTO, which has the EJB business 
logic.  Any UI changes minimize the dependency on the business logic, yielding the 
high flexibility.   

4.4   Separate Development of the Presentation and the Business Logics 

Our framework is designed to have coupling between the Presentation Tier and the 
Business Tier be minimized so that the development of business logics can be fully 
separated from the presentation parts. As shown in Figure 4, the Presentation Tier is 
dependent on the Business Tier only by message invocations from the EJBDelegator 
to the Façade Delegator. By hiding all EJBs and providing only the interfaces of 
Façade Delegator, those two tiers are minimally related.   

 

Fig. 4. Minimal Dependency between the Presentation and the Business Tiers 

When transmitting data to the FaçadeDelegator, the Event Object is used to carry 
data. In the Event Object, there are a number of contents. The request DTO is data to 
process a business logic in EJB. The response DTO is returned after processing in 
EJB. The common DTO has data that is repeatedly needed in every request. The ejb 
Identifier has information showing the description about all methods in the Façade 
bean to be used to invoke through the Façade Delegator. By using this Event Object, 
the Presentation Tier that is associated with the EJB client is separately developed and 
tested. Also when we use a commercial product of Presentation part, it is possible to 
use it only by adding a Delegater to invoke EJB. It is one of the strong points of our 
framework.  

4.5   Flexible Changes of Business Logic Interfaces  

The interface of business logic in the Job Bean is hidden to outside of the Business 
Tier, so that the effect of any change can be minimized. We use the Façade Pattern, 
and have the interface of the Façade Bean be the multi-grained interface as shown in 
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Figure 1. Thus, any changes in the interface of Job Bean do not affect client levels 
that invoke.  

5   Achieving the Extensibility 

As the second software architecture quality we achieve, the functional extensibility is 
presented in this section.  

5.1   Request Process Extensibility  

Since all Web requests are transmitted to the FrontServlet, we extend request func-
tionality by easily adding more processes in the FrontServlet. Also, all EJB-related 
requests are transmitted to the Façade Delegator. It is extensible to add more func-
tionality by inserting more processes into the Façade Delegator. 

5.2   Functional Extensibility in Multiple-Instance Environment of Web 
Application Servers  

Figure 5 shows the multiple-instance environment of Web application servers. Since 
there are a number of Web application servers that have to have the same image, we 
need to perform synchronization. In this environment, there are a number of consider-
able issues, such as single-sign-on, source code synchronization, setting parameter 
synchronization, node resource monitoring, version management, etc. To extend the 
functionality of this kind of tasks, we need to add commands whenever there are 
changes or upgrades. In order to support this functional extensibility, we use Com-
mand Pattern in our framework.  

 

Fig. 5. Functional Extensibility using RMI Agent and Command Pattern 
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5.3   Extensibility of Login Component  

Since the authentication, session information, and data transmitting mechanism are 
different for every project, it is necessary to extend the login functionality. For this 
purpose, we employ the Command Pattern to the EJB Login component.  

6   Conclusion  

The major goal of system integration project is to achieve the software quality and 
functional satisfaction required by customers fast and effectively in a software devel-
opment process. To achieve this goal, recent software development projects in busi-
ness domains employs application frameworks that are partially developed in ad-
vance. In this paper, we presented an advanced framework that supports the dynamic 
re-configuration of software architecture, environment parameter setting, and source 
codes. We explained how to achieve the flexibility and the functional extensibility in 
our framework which leads to the high productivity and maintainability. The software 
architecture of our framework is systemically integrated with its supported develop-
ment environment so as to achieve high productivity in application development.  
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Abstract. There is an increasing interest in migration legacy systems to new 
hardware platforms and to new software development paradigms. The reason is 
that high maintenance costs and lack of documentation. In order to migrate or 
transform legacy system, various approaches such as screen scrapping, 
wrapping, semi-development, and re-development, tools, and methodologies are 
introduced until now. However, architecture or requirements level’s 
transformation is not suggested because most of those approaches focus on 
code-level transformation or a few model-level transform. In this paper, we 
suggest a meta-model driven approach applying 3D space concept, which can 
be applied into architecture and requirement phase. Proposed integrated model 
drives seamless migration or co-evolution from code to architecture of reverse 
engineering and from architecture to code of forward engineering. 

1   Introduction 

Reengineering approaches for transforming legacy system into component-based 
system are wrapping or screen scrapping-centered techniques [1,2,3]. Those methods 
mostly transform simply user interface parts of legacy system. Therefore, business 
logics or data parts of system are still remained in forms of legacy system. These 
strategies have many limitations in respect to transforming legacy system into 
component-based or web-based system. The reason is that any transformation of 
business logics or data, core parts of system, is not realized. Also, most domestic case 
studies are one-to-one mapping legacy codes into cods of target system. Simple code 
level transformation cannot reflect new requirements into legacy system as well as 
cannot improve quality or maintainability of system because architecture or design 
elements are not transformed. Although new system is constructed by using those 
approaches, ultimately modernized system holds still the complexity or maintenance 
problems of legacy system.  

Recognizing those problems of existing approaches, in this paper, we propose a 
new reengineering technique; model-based or model-driven reengineering technique 
in order to support modernizing legacy system into more systematic and extensible 
component-based system.  

This paper is organized as follows. Section 2 introduces existing reengineering 
techniques and presents limitations of those techniques. Section 3 defines meta-
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models based on 3D space, presents reengineering process based on meta-model, and 
defines relationships among meta-models. Section 4 describes case studies 
reengineering based on proposed meta-models into legacy system. We discuss 
proposed approaches and existing approaches in Section 5. Finally Section 6 presents 
concluding remarks and future works. 

2   Limitations of Existing Researches 

Many researches of modernization techniques legacy system have been introduced. 
One of them is to redevelop whole parts of legacy system completely from scratch. 
This method has a merit that we can start anew requirement analysis, design, and 
implementation based on good experience and technologies. On the other hand, it 
needs enormous costs and time, high risk, much of knowledge and effort required in 
understanding legacy system [4]. Therefore, many researches recommend incremental 
transformation approaches as well as apply these in industry. Incremental 
transformation method first recovery design or architecture models by applying 
reverse engineering techniques into existing legacy codes. And then, it applies 
forward engineering based on identified information into legacy system and 
transforms legacy system into target system. When applying forward engineering into 
legacy system, we can use two methods selectively. One is to develop new target 
system by adding new requirements into legacy system. The other is to transform 
legacy system by reusing components of legacy system [5]. However, existing 
approaches still have some limitations.  

The first, existing reengineering methods produce many models and apply them 
during reengineering, but connections between models are defined or established. As 
a result, reengineers are under the burden of producing excessive documents, and 
there are a number of case studies that produced models are not reflected on system 
transformation process. This situation brings about low reusability of resources of 
legacy system.  

The second, models are represented differently nesting the same semantics or 
unnecessary information is identified in each methodology. This situation is the cause 
that representation level or abstraction degree is not reflected adequately.  

In this paper, we apply 3D space concept[6] to reengineering meta-model, establish 
and present hierarchy of meta-models according to phase or description level in order 
to overcome these limitations. 

The third, there are cases that identified or applied models focus on only one side 
or aspect of system. This brings about many difficulties in construction of architecture 
or specifying other aspects of system. In this paper, we present information of various 
models with meta-models. 

3   Meta-model for CBD Reengineering 

In this paper, we first define a general reengineering process model based on existing 
reengineering processes, and suggest meta-models for models identified in each phase 



870 E.S. Cho 

 

of defined reengineering process. The complex nature of software can be represented 
as a 3D software product space. We use 3D software product space concept [6].  

In the D1 pyramid, meta-models are described. 2D and 3D pyramid deals whole 
hierarchy. In the D2, information for models applied to reverse engineering and 
forward engineering phase is depicted as meta-model. As shown in Figure 1, we 
divide phases into 3 phases; requirement analysis, architecture design, and detailed 
design and describes meta-models according to each phase. Left side of Figure 1 
describes models applied to reverse engineering phase. Right side of Figure 1means 
models applied to forward engineering or CBD phase. Horseshoe shape of Figure 1is 
referenced with CORUM model proposed by CMU’s SEI [7]. 
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Fig. 1. Architecture of Reengineering Meta-model 

3.1   Meta-model of Reverse Engineering 

As described in Figure 2, tasks of reverse engineering are divided into 3 layers; 
detailed design, architecture design, and requirement analysis, and models to describe 
in each layer and information of models are represented as UML’s class diagram 
notation. For example, a use case model exists in both detailed design layer and 
requirement analysis layer, but the degree of representation information is different. 
However, because requirement analysis layer is more abstract than detailed design 
layer, the granularity of use case of this layer becomes a business process or a 
business task. In order to distinguish this difference, a use case is represented with 
<<business>> or <<appl.>> by using stereotype of UML.  
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Fig. 2. Meta-model Architecture of Reverse Engineering Phase 
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Fig. 3. Meta-model of CBD Phase 
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3.2   Meta-model of CBD Phase  

A CBD phase develops component-based software through the steps of forward 
engineering. However, the difference between CBD phase and forward engineering is 
that it does not develop target system in all newly, but it transforms existing system 
into target system according to new paradigm. If the only functions of legacy system 
are transformed without adding new requirements, models of requirement 
specification in requirement analysis phase are not reflected. However, general 
reengineering strategy transforms legacy system by adding new requirements. In this 
case, all models suggested in Figure 3 are applied.  

As shown in Figure 3, some models are duplicated with models represented in 
meta-models of reverse engineering phase. For example, models of architecture 
definition layer are in such that cases. However some models such as component 
diagram, package diagram, and so on are added in architecture definition of CBD 
phase.  

3.3   Integrated Meta-model of Reverse Engineering and CBD  

Figure 4 shows the integrated meta-model of both reverse engineering and CBD 
phase. The relationships that models extracted in reverse engineering are mapped and 
applied into models of CBD phase are represented with dependency relationship in 
Figure 4 We can recognize easily the connection between models of reverse 
engineering and models of CBD phase. Furthermore we can easily understand the 
information of models because of the hierarchy of representation level and of phase 
information.  
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Fig. 4. Reverse + CBD = Integrated Meta-model of Reengineering 
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3.4   Relationship of Models in 3D Software Space 

In this section, we suggest that how to apply proposed models are into which phase by 
applying 3D space concept, basis of integrated meta-model. Some of proposed models 
for each dimension are represented by reflecting 3D software space.  
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Fig. 5. Integrated Meta-model in 3D Software Space Concept 

4   Experiments and Assessment 

In this section, we present a case study of applying our approach into legacy COBOL 
system; capital business management system. This system is a COBOL-based system 
which being operated in IBM AS/400 Machine.  

Figure 6 is a part of control flow graph extracted from COBOL source code. A 
control flow graph is a model representing control flow information for each program 
or each subroutine. This example depicts the control flow of a subroutine.  

…
100       1100-WORK-CLR.

101            INITIALIZE                          GT-WORK-A.

102            MOVE      SPACE               TO    WK-JOBID.

103            MOVE      ZERO                TO    WORK-A.

104            MOVE      ZERO                TO    IND-A.

105            MOVE      ZERO                TO    SCR-CTL.

106            MOVE      ZERO                TO    SCR-SAVE-A.

107            IF        GMS-CODE01   =     11    OR  12 OR 01 OR 02

108                      PERFORM   G060-MSG-CALL   THRU   G060-EXIT

109            ELSE      MOVE      SPACE     TO    SS-SHELPMSG

110                      MOVE      ZERO      TO    GMS-CODE01

111                      MOVE      ZERO      TO    GMS-RTN19

112                      MOVE      SPACE     TO    GMS-NAME11.

113            MOVE      SPACE               TO    SCR-TERMID  SCR-FORMT.

114            MOVE      GT-JOBID            TO    WK-JOBID.

115            MOVE      WK-JOBID1           TO    SS-SNAME.

…

 

Fig. 6. Control Flow Graph 



874 E.S. Cho 

 

Figure 8 is an example of class diagram into which ERD(Entity Relationship 
Diagram) of Figure 7 is transformed in CBD phase. Entity of ERD is mapped into 
class, attributes of entity are mapped into attributes of class, and cardinality or 
modality of ERD also is transformed into multiplicity of class diagram. This example 
shows only parts transforming ERD into class diagram. However, if there are new 
requirements to add in CBD phase, new entities are added in ERD and class diagram.  
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Fig. 7. An Example of Entity Relationship Diagram 
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Fig. 8. An Example of Class Diagram 

Figure 9 depicts a component diagram for target system to transform legacy system 
into component-based system based on identified components.  
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Fig. 9. An Example of Component Diagram 

5   Assessment 

In this section, we describe the feasibility of our approach; meta-model based 
reengineering approach by comparing proposed techniques with existing approaches 
in aspects of both quality attributes [8] and methodological view.  

As shown in Figure 10, first of all, there is all the difference between code-based 
approach and model-based approach in the size of source code. Of course, this case 
does not reflect new requirements in legacy system. The complexity of system also is 
lower in model-based approach than in code-based approach. 
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Fig. 10. Comparison Results of Quality Attributes 

As depicted in Table 1, existing methodologies as like MORALE[9], Butterfly[10], 
or Sneed’s methodology does not apply meta-model based reengineering approach. 
However, this paper proposes a meta-model based reengineering approach. This 
approach supports the integrity between models as well as understandability and 

 



876 E.S. Cho 

 

transformation of legacy system during reengineering process. Beside existing 
methodologies support only some models applied into specific phase, our approach 
supports models applied into whole phases; reverse engineering and forward 
engineering phase of reengineering process. Because proposed approach provides 
relationships between models, whole part of reengineering process can be supported.  

Table 1. Comparison Results through Methodological Aspects 

 MORALE[9] Butterfly[10] Sneed’s Approach[3] Our Approach 
Reengineering 
Approach 

Code-based Data-based Model-based Meta-Model-
based 

Degree of 
Model 

UI Model Data Model Reverse Engineering 
Model 

Reverse/Forward 
Engineering 
Model 

Architecture 
Information 

System 
Architecture 

Data 
Architecture 

Software Architecture System 
Architecture 
Software 
Architecture 

Hierarchy of 
Model 

- - Partially Hierarchical 
Model 

Abstraction 
Level 

Low Medium Medium High 

6   Conclusion Remarks 

Almost reengineering methodologies use its arbitrary models although different 
models provide the same semantics and representation degree. This situation raises 
confusion of models for reengineers as well as results in many difficulties in 
understanding relationships between models. Recognizing those problems of existing 
approaches, in this paper, we classify models with hierarchy and represent models 
based on meta-model by applying 3D software space concept. Therefore, the 
relationship between phase and model, the relationship between models, and the 
degree of representation of model are classified and suggested. We expect that this 
approach allows reengineers to select needed models according to reengineering 
strategy as well as to approach easily model mapping from legacy system to CBD 
system. Our future work is to specify meta-models with formal language and develop 
consistency checking technique and automation mechanism.  
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Abstract.  With the rapid growth of network technology, two or more products 
from different vendors are integrated and interact with each other to perform a 
certain function in the latest systems. However, there are cases where products 
from different vendors or even from the same vendor often do not interoperate 
properly. Thus, interoperability testing is considered as an essential aspect for 
correctness of integrated systems. Interoperability testing tests the ability of 
software and hardware on different machines from different vendors to share 
data. Existing researches about interoperability testing are usually focused on an 
optimal test scenario generation applying graph and automata theory. Most of 
these researches model communication system behavior using EFSM(Extended 
Finite State Machines) and use EFSM as an input of test scenario generation al-
gorithm. There are many studies on systematic and optimal test cast generation 
algorithms using EFSM, but in these researches, the study for generating EFSM 
model, which is a foundation of test scenario generation, is not sufficient. This 
paper proposes an EFSM generation technique, which is a foundation of test 
scenario generation for more complete interoperability testing based on use case 
specification. The generated EFSM through the proposed technique in this pa-
per can be used as an input of EFSM-based test scenario generation algorithm 
proposed in other studies.  

1   Introduction  

With the rapid growth of network technology, two or more products from different 
vendors are integrated and interact with each other to perform a certain function in the 
latest systems. Also, systems or applications on mobile network tend to interact with 
systems or applications of the existing network. Therefore, interoperability testing is 
considered as an essential aspect of correctness of integrated systems.  The existing 
researches about interoperability testing proposed the test scenario generation tech-
nique mainly for optimal testing. We cannot do complete testing if we use a wrong 
test scenario for interoperability testing. Due to the use of a wrong test, we cannot 
discover some of the errors within the system. Also, the efficiency of test will worsen 
because of redundant test cases. These problems can be summarized as two kinds of 
principles - completeness and irredundancy.  

Completeness is that all the interoperations between the two systems are tested. Ir-
redundancy is that all the redundant tests are removed to minimize the total number of 
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tests. The tester must consider the completeness and irredundancy principles when he 
or she tests an integrated system.  

The existing researches about interoperability testing are usually focused on an op-
timal test scenario generation applying graph and automata theory and localized at a 
specific domain[1][2][3]. Most of these researches model communication system 
behavior using EFSM(Extended Finite State Machines) and use EFSM as an input of 
test scenario generation algorithm.   

For generation of a test scenario, which can fulfill the principle of completeness, 
we must identify states and change of states, because a state change of the system 
according to interoperations becomes a test case in interoperability testing. Use case 
specification can be used to identify the information about states, because use case 
specification is containing the information about system behaviors.  EFSM describes 
state and state transitions of a system using behaviors of the system. EFSM is a foun-
dation of test scenario generation algorithm. There are many studies on systematic 
and optimal test cast generation algorithms using EFSM. However, in these re-
searches, the study for generating EFSM model, which is a foundation of test scenario 
generation, is not sufficient. This paper proposes an EFSM generation technique, 
which is a foundation of test scenario generation for more complete interoperability 
testing based on use case specification.  

This paper is structured as follows. Section 2 opens with a presentation of interop-
erability testing and introduces related researches. Section 3 proposes a behavior 
modeling technique based on EFSM. Section 4 shows an example as an application of 
the proposed behavior modeling technique. Section 5 presents conclusions and future 
works.  

2   Interoperability Testing  

Interoperability testing is different than conformance testing. Interoperability testing 
tests the ability of software and hardware on different machines from different ven-
dors to share data. The behavior of an interoperating system must be predicted from 
the specifications of each system [4]. Most of these researches model communication 
system behavior using EFSM(Extended Finite State Machines) and use EFSM as an 
input of test scenario generation algorithm[5].   

There are many studies on test cast generation technique based on formal specifica-
tion[6][7][8]. Formal specification is reliable description for system behavior.  Formal 
specifications play an important role in software testing because it describes system 
behavior in detail. Therefore, there are many researches about automated test case 
generation technique from formal specification. However, all of the system is not 
designed using formal specification and formal specification is very difficult. There-
fore, formal specification cannot be applied commonly.  

Because of these reasons, this paper proposes an EFSM generation technique, 
which is a foundation of test scenario generation for more complete interoperability 
testing based on use case specification, which is not a formal specification. 
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3   Behavior Modeling Technique Based on EFSM  

Behavior modeling technique based on EFSM is divided into two parts. The first is 
the state identification process based on use case specification. The second is a de-
scription of the state transition using identified states and writing the EFSM specifica-
tion. Fig. 1 shows the states identification process with input and output. 

write use case
specification

identify 
component attributes

identify states

write
EFSM specification

main flow &
alternative flow

attributes identi-
fication table

states identi-
fication table

EFSM
specification

step

artifact

input
output

 

Fig. 1. State identification process 

3.1   States Identification Process  

State identification process is composed of use case specification analysis, component 
and attribute identification, and state identification using identified component attrib-
ute. After state identification process, we write the EFSM using identified informa-
tion. Fig. 2 shows the process, which is behavior modeling based on EFSM. The use 
case specification is used as an input of state identification process. Each use case has 
to be described in a flow of events document. This textual document defines what the 
system has to do when the actor activates a use case. The structure of a use case speci-
fication can vary, but a typical description would contain  

- Brief description  
- Actors involved  
- Preconditions necessary for the use case to start  
- Detailed description of flow of events that includes :  

- Main flow of events, that can be broken down to show :  
- Subflows of events (subflows can be further divided into smaller subflow 

improve document readability)  
       - Alternative flows to define exceptional situations  
- Postconditions that define the state of the system after the use case ends  
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Input : Main flow & alternate flow statements in use case specification 
Output : States 

Step 1 : Writing component attributes identification table 
for all statements 
{ 
     identify component; 
     write the identified component name in corresponding column; 
} 
for all statements 
{ 
     if(statement includes conditional statement) 
          describe the corresponding condition in alternative thread column; 
     identify the component attributes; 
     identify the possible attribute value;  
     write component attribute and attribute value in attribute column; 
     if (attribute relate to alternative thread) 
          use 'A' as prefix for attribute name; 
     define the state name considering the component attribute value change; 
     write defined state name and corresponding attribute value in component state 
column; 
}           

step 2 writing state identification table using attribute identification table 
for all identified components from Step 1 
     write components in Comp. Name. column 
for all identified attributes from Step 1 
{ 
     if(attribute relate to alternative thread) 
          continue; 
     write attribute in attribute column; 
      
} 
refer to the behavior in use case statements and write possible attribute value in at-
tribute values column; 
regard a column of attribute values as a state  and name the state; 

Fig. 2. State identification algorithm 

We use the detailed description (main flow and alternative flow) of use case speci-
fication for state identification. Three kinds of tables are written by state identification 
process. The composition of each table is as follows.  

Component composition table  
- component name: identified component name from the use case specification(main 

flow and alternative flow)  
- component description: brief description for component  

Component attributes identification table  
- statement no.: the number for use case specification sentence  
- component: the component to be including in the sentence  
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- behaviors: behavior of component  
- alternative thread: the condition to be including in the sentence  
- attributes: the attributes of component  
- component state: state name of component when attribute value is change  

States identification table  
- component name: identified component name from the use case specification  
- attribute: component attribute  
- attribute value: the value of attribute  
- state no.: identified state number  

In the next section, we present the example of proposed technique  

3.2   EFSM Specification  

EFSM(Extended Finite State Machines) is quintuple as follows  

 
where I, O, S, and T are finite sets input symbols, output symbols, states, variables, 
and transitions . Each transition t in the set T is a 6-tuple  

t=(s, q, a, o, P, A) 

where s, q, a and o are the start state, end state, input, and output. P is a predicate on 
the current variable values and A defines an action on variable values. 

4   Application by Example of Behavior Modeling Technique Based 
on EFSM  

This section shows an application by example of behavior modeling technique based 
on EFSM proposed in section 3. This example is to test interoperability between SP 
 

Table 1. Use case specification 

Use case request for current location information 
Brief  
description 

This use case manages the records about request for current lo-
cation information 

Actors SP 
Preconditions ... 

Main flow 

1. SP create the XML document for getting the current location 

2. SP send the message with SOAP form to OMC  
3. OMC receive and analysis the message from SP 
4. OMC check the service authentication  
5. OMC return the error message if authentication is failed 
6. OMC request the service processing to LGC through TCP/IP 

Alternative 
Flows 

... 

Postconditions ... 
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and OMC. SP sends the message to OMC for getting the current location information. 
OMC receives the message and processes the request of SP. Table 1 shows the use 
case specification for request for current location information. 

4.1   Components and Attributes Identification  

We can write the component composition table and the component attributes identifi-
cation table by step 1 of the states identification process. Table 2 and Table 3 show 
the component composition table and the component attributes identification table. 
Component composition table describes identified components. These components 
represent the subject of behavior. Component attributes identification table includes 
component behavior and component state name. Component name is defined accord-
ing to the change of component attributes value.  

Table 2. Component composition table use case specification 

Component Name Component Description 
SP LBS Application Service Provider 
OMC Platform Management System 
LGC Location Acquisition Gateway System 

Table 3. Component attribute identification table 

 

4.2   States Identification  

We can writing the states identification table based on component attribute identifica-
tion table by step 2 of states identification process. Table 4 shows the states identifica-
tion table. States identification table represents the states name. The states name is 
defined according to the change of attribute value.  
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Table 4. States identification table 

Comp.Name. Attributes Attribute Values 
Idle_SP T F F F F 
CreateXML_SP   T T T T SP 
SendMsg_SP   F T T T 
Idle_OMC T T F F T 
ReceiveMsgFromSP_OMC     T T T 

A1=T A1=F 
ReqServToLGC_OMC     F 

T F 
OMC 

retErr_OMC       F T 
State No. S1 S2 S3 S4 S5 
      

 

Initial state: S1(Idle_SPIdle_OMCIdle_LGCIdle_MODBIdle_DB) 
Initial value of variables:      

    ……………………………………… 
//Format 
//From-State 
//{Input}/{Output}/{Predicates}/{Actions}/{Color} Next-State 
// 
transition { 
Idle_SPIdle_OMCIdle_LGCIdle_MODBIdle_Carrier 

{clientReq}/{}/{}/{Idle_SP=false, CreateXML_SP=true}/{White} 
S2(CreateXML_SP) 

CreateXML_SP 
{XML}/{SOAPMsg}/{}/{sendMsg_SP=true; Idle_OMC=false; Re-
ceiveMsgFromSP_OMC=true}/{Black} 
S3(SendMsg_SPReceiveMsgFromSP_OMC) 

SendMsg_SPReceiveMsgFromSP_OMC 
SOAPMsg}/{reqServ}/{A1}/{ReqServToLGC_OMC=true; Idle_LGC=false; 
ReceiveReqFromOMC_LGC=true}/{Black} 
S4(ReqServToLGC_OMCReceiveReqFromOMC_LGC 

       ……………………………………… 
} 

Fig. 3. EFSM specification 

4.3   EFSM Specification  

Fig. 3 represents the EFSM specification, which describes transitions among the 
states. S1, S2 and S3 are states that are identified by the states identification process. 
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This EFSM specification describes what happened to the state transition during SP 
send XML documents to OMC for getting the current location information.  

5   Conclusions and Future Works  

With the rapid growth of network technology, two or more products from different 
vendors are integrated and interact with each other. Therefore, interoperability tests 
are considered as an essential aspect of correctness of integrated systems. However, 
the existing researches about interoperability testing are usually focused on an optimal 
test scenario generation applying graph and automata theory and localized at a spe-
cific domain. Also, the study for generating EFSM model, which is a foundation of 
test scenario generation, is not sufficient. Therefore, this paper proposes an EFSM 
generation technique, which is a foundation of test scenario generation for more com-
plete interoperability testing based on use case specification.  

The generated EFSM through the proposed technique in this paper can be used as 
an input of EFSM-based test scenario generation algorithm proposed in other studies. 
In future works, we will study on efficient algorithms for generating test scenarios 
based on EFSM, which is proposed in this paper. Also, we will research about auto-
matic interoperability test case generation techniques and tools.  
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Abstract. In this paper, we present the automatic connector creation technique 
which connects and assembles components without method call or component 
modification. The connector is automatically created by the definition of com-
ponent port, specification and architecture. Through the created connector, 
components are assembled.  

1   Introduction 

Recently, software development process moves from the in-house type development 
to new paradigm such as standardized component, outsourcing, commercials off-the-
shelf (COTS) components and so forth. That is, the developed final system does not 
progress toward a fixed system but toward open or flexible system that is developed 
on the basis of component and can be integrated into other system and upgraded by its 
own. In this system, since the system is upgraded in real time, it affects the system 
configuration. Therefore, this paradigm increases the efficiency in development but 
involves some risk that decreases the consistency or reliability of system configura-
tion [1, 2].  

Component configuration management (CCM) fulfills a function that increases the 
reliability by controlling the consistency among constituting elements within the sys-
tem. When new component is added or substituted in the developed package on the 
basis of components, two problems should be solved. The first problem is generated 
when the existing component, which is connected with other package, is substituted. 
That is, when the new version component is substituted, the relation between changes 
and components is uncertain. The second problem, the dynamic behavior for the sys-
tem under real time environment, is more serious. That is, when a component is sub-
stituted in real time, one package is running but the other package connected with 
previous component could not be running. The solution for these problems is compo-
nent configuration management (CCM).  

Also, for the fast development and maintenance of the complicated application 
program, component based development (CBD) technique that develops the compo-
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nent as a software unit is spreading. And the research about component assembly for 
this is in progress [3]. Not only static component assembly but also dynamic compo-
nent assembly is being studied [4]. Component assembly is performed through the 
specified interface composition and is deployed automatically by the specification 
context.   

Therefore, in this paper, we present the automatic connector creation, which con-
nects and assembles components without method call or component modification. The 
connector is automatically created by the definition of component port, specification 
and architecture structure.  

2   CBD LifeCycle 

In software engineering, a lot of techniques suggest software development life cycle 
with similar way and is used in the same way. But CBSE includes the component 
development and the system development using the component. The difference with 
existing techniques is the reusability. In order to develop and reuse the component in 
a lot of applications, specification, understandability, universality, adaptability and re-
deployment must be organized well.  Two steps must be considered at design stage in 
component development. The first thing is the system architecture specification about 
the component function and the relation among components. This step makes us rec-
ognize the logical aspect of the system. The second thing is the system architecture 
specification constituting the component physically. Figure 1 shows the CBD life 
cycle compared with waterfall model. CBD life cycle means the process that searches 
the component, selects the correct component, and applies that to the existing system, 
tests and re-deploys it [5].  
 

Fig. 1. Component life cycle compared with waterfall model 

Figure 2 represents configuration management in the development stage and run 
time. In the development stage, a library is created from source code and the compo-
nent is generated by assembling the library (dll file). And then the component-based 
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Fig. 2. Configuration management in component based product life cycle  

product is implemented as the set of components. In this process, the source code of 
the first development stage is managed with the version information of the code. 
'Build' progresses, connecting with the source code, by various CM tools (make and 
configuration tool) and then, finally, the product is created by assembling compo-
nents. At this stage, since we control the source code and construct a whole system 
from this code, we can control the system configuration management. But, if a com-
ponent is added or substituted, this control is impossible because we just know the 
function of the component partially. But, if the version control of the component is 
possible, we can control the version and configuration management at the same time 
and solve the uncertain relationship among components.   

3   Library System Model  

 In this paper, we represent an automated library system model as an example to cre-
ate a connector. Library consists of two components, 'Stock' and 'Library'. 'Stock' 
component has three operations, getTotalStock(), bookInput() and bookOutput(). 
‘Library’ component has totalResult() operation and bookReturn() and bookBorrow() 
operation required by totalResult() operation. In order to connect 'Stock' component 
with 'Library' component, the connector uses bookReturn() and bookBorrow() opera-
tion required by 'Library' and each operation uses bookInput() and bookOutput() op-
eration of 'Stock' component. Figure 3 shows Library system model. Here, the  
 connector connecting 'Stock' component with 'Library' component is created auto-
matically through component definition and specification and architecture structure.  
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Fig. 3. Library system 

4   Connector Definition and Specification��

4.1   Definition and Specification

Components and ports. When a component is specified in UML class, the compo-
nent name is expressed with stereotype <<component>>. The component consists of 
ports. Port (Operation) is a connecting part defined by a category. The basic type of 
ports is a operation port defined to require the provided or required operation of the 
component. Operation port is specified with the stereotype <<operationPort>>. Ports 
connect components by stereotype <<provided>> or <<required>>. 

Connectors and assembly. Component assembly specification is to define the rela-
tion among components. The concept of  ‘required’ and ‘provided’ port is to connect 
two ports. It can be used for the adaptation of ports without compatibility. 'Provided’ 
and 'required' port specify the connector with stereotype << connect_type of ports>> 
as a UML dependency relation. Operation port connecting each component is speci-
fied with stereotype <<connectOperation>>.  

Ports adaptation. Two ports can use connector. Library model requires two port 
composition and represents {adapt} value with a tag at the connecting time. Adapta-
tion is processed in the mapping stage [6]. 

In figure 4, 'Stock' component describes getTotalStock(), bookInput() and book-
Output as 'provided', and 'Library' component describes totalResult() as 'provided' and 
bookReturn() and bookBorrow() as 'required'. With stereo type  <<connectOpera-
tion>>, the connection between bookInput() of 'Stock' component and bookReturn() 
of 'Library' component is represented. We attached a tag {adapt} to apply these two 
operations. Also, with stereo type  <<connectOperation>>, the connection between 
bookOutput() of 'Stock' component and bookBorrow() of 'Library' component is rep-
resented.  We also attached a tag {adapt} to apply these two operations. Table 1 
shows this structure of figure 4.

Stock 

Library 

getTotalStock()

bookInput()

bookOutput() 

bookReturn() 

bookBorrow() 
totalResult() 
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Fig. 4. Component specification, port and connector  

Table 1. Component specification, port and connector  

4.2   Architecture Structure

Architecture expressing structural rules can be added into an extended model. With 
Meta level constraint of OCL (object constraint language) meta-level, architecture 
structure is specified.  For example, in order to represent that the operation connector 
(dependent state stereo type <<connectOperation>>) only expresses the combination 
of operation ports (class stereo type<operationPort>>), we add the rule that does not 
allow changing the UML dependency relation in OCL meta-model [6]. Figure 5 

<<Component>> 
Stock 

totalstock: int

<<Component>> 
Library 

qualit : int

<<operationPort>> 
getTotalStock 

Operation()

<<operationPort>> 
bookInput 

Operation()

<<operationPort>> 
bookOutput 

Operation()

<<operationPort>> 
bookReturn 

Operation()

<<operationPort>> 
bookBorrow 

Operation()

<<operationPort>> 
totalResult 

Operation()

<<provided>> 

<<provided>>

<<provided>> 

<<provided>>

<<required>>

<<required>> 

<<connectOperation>>

<<connectOperation>>

{adapt}

{adapt}

Component perationPort connect type of ports connectOperation
getTotalStock provided bookInput-

Stock bookInput provided book-Return
bookOutput provided
bookReturn required

Library bookBorrow required bookOutput-
totalReault provided bookBorrow
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shows architecture structure. For each component connected by <<connectOpera-
tion>> defined with stereo type, 'supplier' that is the stereo type <<operationPort>> of 
'Stock' component and 'client' that is the stereo type <<operationPort>> of ‘Library’ 
component are used. Client component uses the object of supplier by referencing the 
object of supplier component.  

Fig. 5. OCL for Library system model 

4.3   Automatic Connector Creation

Automatic connector creation is specified as figure 6 through the context dependency 
relation of figure 5. In the example of Library model, we first search the stereo type 
with {adapt} value. And then automatic connector creation rule specification is drawn 
up through the context expressed in figure 5. Using the model element of 'supplier' or 
the operation with stereotype <<operationPort>> and the model element of user or the 
operation of stereotype <<connectOperation>> including the operation with stereo-
type <<operationPort>>, it was represented as figure 6. 

Fig. 6. Rule specification for automatic connector creation

Figure 7 is the interface storing the component information in the database (DB). 
The component name and the function of that component are inserted.  Port type is 
inserted in Connect_type_of_ports in order to connect with other components. If user 
wants to assemble the component just stored, he can assemble the component by 
searching components that can be composed with this component and selecting the 
component. Table 2 is the component information in figure 7 stored in DB. Figure 8 
represents 'Connnection' part. If user wants to assemble components, he prescribes the 
connecting state of components through the interface in figure 8 and clicks 'ok' button 
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and then it is stored as XML document.  The name and function of supplied compo-
nent is inserted in 'supplier' part, and the name and function of provided component is 
inserted in 'client' part. Program Code1 shows the XML document prescribed by the 
interface in figure 8. 
 

 

Fig. 7. DB component interface 

Table 2. Component DB table

Component  operationPort  conncet_type of ports  

Stock  getTotalStock  provided  

Stock  bookInput  provided 

Stock  bookOutput  provided 

 

 

Fig. 8. Connector interface 



 Automatic Connector Creation for Component Assembly 893 

 

 

The data from the interface in figure 8 enters into <adapt> as an element. That is, 
child element of <adapt> becomes <supplier> and <client> element and then <com-
ponent> and <operation> element is created as an ingredient of each element. The 
data inputted through the interface is entered into <component> and <operation> 
element. The connector is generated automatically using the specification in figure 6. 
First, we search {adapt} and look up the dependent component by referencing to 
'supplier' in operation expressed with stereo type <<connectOperation>> and then 
create the object of that component in the connector. And we perform the object ref-
erencing through stereotype <<operationPort>> of the generated object and then, by 
processing the task that finds the class using that object and the stereotype <<opera-
tionPort>> of that class, can use the component in dependent state.  For the example 
of Library system, if the operation in stereo type <<connetOperation>> is bookInput() 
and bookOutput() operation of 'Stock' component, then it is represented as bookRe-

Program Code 1. Connector specification

<?xml version="1.0" encoding="euc-kr"?>

<connectOperations>

<adapt>

<supplier>

<component> Stock </component>

<operation>bookInput()</operation>

</supplier>

<client>

<component> Library</component>

<operation> bookReturn()</operation>

</client>

</adapt>

<adapt>

<supplier>

<component> Stock </component>

<operation> bookOutput()</operation>

</supplier>

<client>

<component> Library </component>

<operation>bookBorrow()</operation>

</client>

</adapt>

</connectOperations>

turn() and bookBorrow() operation of  'Library' component. Since it is bookInput() 
and bookOutput() operation of 'Stock' component with stereo type <<operationPort>> 
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in 'supplier', 'Stock' component object is created.  And, since it is bookReturn() and 
bookBorrow() operation of 'Library' component with stereo type <<operationPort>> 
in 'client', the connector gets to use those operations. Therefore, the connector is cre-
ated like Program Code 2. 

5   Conclusions  

Recently, in order to reuse the system, application software moves into the component 
unit, and hence the research about the component assembly to reuse components is 
progressed vigorously.  In this paper, we presented the automatic connector creation 
that connects components to assemble components and described how to define each 
component, set up ports, draw up the specification by defining 'Operation Port', 'Con-
nect Port' and 'adaptor', and create the connector automatically. Since the connector is 
generated automatically, we can assemble components without method all or modifi-
cation. As a future work, the component configuration management through the con-
nector created automatically is required.  
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Abstract. Most legacy systems have many problems to accommodate new 
technologies, or to be expanded or changed in accordance with complicated 
business requirements, since they are lack of standardization, openness, distrib-
uted architecture, and et al.  Therefore, it is necessary to reengineer the legacy 
systems to maximize the utility thereof as an important asset of an organization. 
In this paper, we provide the a componentization process, that is the MaRMI-
RE(Magic and Robust Methodology Integrated-ReEngineering), for reengineer-
ing legacy systems into component systems so that legacy systems can continue 
to be developed to comply with varying business and technical environments. 
We define and specify concrete procedures, work-products guidelines and con-
siderations for transforming into component-based system with a well-defined 
architecture and more reusable assets.  

1   Introduction 

A legacy system is an application that was developed on older technology and is 
past its prime use, but still play an important part in current businesses[1]. Increas-
ingly, legacy system is being viewed as an asset that represents an investment that 
grows in value rather than a liability whose value depreciated over the times[2]. 
Now legacy systems are being pressured to concurrently respond to increasing 
requirements. So, most legacy systems are faced with changing industry models 
such as e-Business and globalization, changing business models such as CRM, 
emerging information technologies such as Internet and open system, emerging new 
information architectures such as J2EE, Web service and component reuse[3]. That 
is, in order to utilize a legacy system as a reusable asset having the core value to an 
organization, it is required to reengineer the legacy system into a new target system 
having systematic architecture.  Only by reengineering, the understandability and 
reusability of the system are improved, a flexible maintenance structure can be 
constructed, and thus a system evolution model capable of accommodating later 
system variations can be obtained[4].  In particular, the necessity of reengineering 
legacy systems into component-based systems with better design construction and 
architecture has been further emphasized, as the Internet becomes ubiquitous not 
only as an information sharing medium for people and organizations but also as a 
core technology for businesses, and as Component Based Development (CBD) 
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based on pre-developed interoperable independent components becomes the domi-
nant software (S/W) development paradigm.  

However, conventional reengineering methodologies are not provided with support 
systems and standard guidelines allowing users to select or repeat reengineering pro-
cedures and techniques to satisfy their intentions, and therefore it is unavoidable to 
depend on users’ subjective judgments at the time of important decision.  Moreover, 
insufficient efforts have been made to concretely define the procedures and tech-
niques of reengineering, so that a great number of organizations have repeatedly un-
dergone similar trial and error in promoting reengineering projects.  

In this paper, we propose the MaRMI-RE as reengineering process for transform-
ing legacy system into component systems so that legacy systems can continue to be 
developed to comply with varying business and technical environments; and, more 
particularly, to a reengineering process which presents procedures, techniques and 
work products required to systematically transform legacy systems into component 
systems.  

2   Related Works 

As a conventional reengineering methodology that has been most widely referred to, 
there is Common Object-based Reengineering Unified Model� (CORUM�)[5] that 
is developed at the Carnegie Mellon University (CMU) Software Engineering Insti-
tute (SEI). This methodology collects and arranges requirements from various stand-
points to integrate architecture-based reengineering tools with code-based reengineer-
ing tools, and provides a framework required to prepare solutions that meet the re-
quirements. It presents an integrated model of an architecture-based reengineering 
process and a forward engineering process.  However, this method presents neither a 
detailed work process that is concretely applicable to the execution of a reengineering 
project, nor the guidelines and techniques of tasks that are required for the execution 
of the process. Mission ORiented Architecture Legacy Evolution (MORALE)[6], 
developed at the Georgia Institute of Technology to improve a system by reflecting a 
new requirement (user-configurable view) in Mosaic Web browser, detects and effec-
tively analyzes risk elements for the initial change of the evolution of the system, and 
then extracts components that can be used in a new system, with an emphasis on the 
mission of an organization rather than technical elements.  

However, according to most of the above-described research, a reengineer is 
charged with a risk of information loss or deformation, which may occur during the 
transformation of the legacy system into a target system, without a support from 
systematized task procedures or work products. Accordingly, a reengineering meth-
odology, capable of providing processes and techniques to systematically transform 
and integrate a large-scale legacy system into a component-based system, is re-
quired.  Recently, researches that aim at identification and transformation of archi-
tecture are suggested, but they not only don’t provide concrete and practical reengi-
neering methods[7].  
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3   Basic Concept 

3.1   Conceptual Model 

Our MaRMI-RE is built on the Horse Shoes metamodel of CORUMII. But MaRMI-
RE includes Planning steps for deriving the best transformation strategy and process. 

(Figure 1) illustrates a conceptual model of MaRMI-RE, which is an architecture-
based componentization process for reengineering a legacy system. It is a component-
based reengineering process to transform an AS-IS model, which a legacy system has, 
into a “TO-BE model”, which a target system includes, and is an architecture-based 
reengineering process capable of accommodating temporary change requirements[8].  

 

 

Fig. 1. Concept Model of MaRMI-RE 

3.2   Customizing of Reengineering Process 

Our process allow to customize a reengineering process in parallel and selectively, 
unlike a sequential or synchronized development process provided by conventional 
  

 

Fig. 2. Basic Process of MaRMI-RE 
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methodologies, thus supporting continuous expansion, assembly and customization 
process on the basis of target architecture[9]. (Figure 2) is the basic process for per-
forming reengineering project through adapting MaRMI-RE. 

Table 1. Individual development scenarios 

 

Type Scenario 
1 Planning Reverse Engineering Componentization  Transfer 

2 Planning  Componentization  Reverse Engineering  Transfer 
3 Planning  Componentization Methodology  Componentization  Delivery 
4 Planning Methodology  Componentization  Transfer 
5 Planning Reverse Engineering Componentization Methodology 

 Componentization  Transfer 
6 Planning {Reverse Engineering | Methodology}  Componentization  Transfer 

The (Table 1) is shown the basic scenarios based on (Figure 2). Type 3 scenario di-
rectly proceeds to the componentization phase without the tasks of the reverse engi-
neering phase, required activities of conventional forward engineering The MaRMI-

[10], are performed so as to generate newly required business components, and the 
results thereof are integrated with the work products of the componentization phase, 
thus performing the project. At the primary analysis of the planning phase, if most 
parts must be newly changed without being greatly influenced by the legacy system, 
required components are first generated through the tasks of the conventional forward 
engineering methodology, and then the type 4 scenario proceeds to the componentiza-
tion phase, so that componentization tasks based on the vision and strategy of the 
reengineering project are performed. The type 4 is a combination of type 1 and type 3, 
which is used when the target system requires businesses other than businesses in-
cluded in the category of the legacy system. Lastly, by type 6, a reengineering project 
established in the planning phase is executed by performing a procedure of integrating 
obtained component information with components of newly added businesses in the 
componentization phase, after the components of newly added businesses are gener-
ated through the tasks of conventional forward engineering methodology at the same 
time that information on components to be extracted from the resources of the legacy 
system are obtained through the reverse engineering phase. 

 

Fig. 3. Phase and activities in MaRMI-RE 
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4   Activities and Tasks in Each Phase 

(Figure 3) illustrates a view showing 4 phases and 16 activities constituting the entire 
process of our process. Each phase is performed independently or sequentially. 

4.1   Planning Phase 

The planning phase is to determine whether to proceed to componentization through 
the entire analysis of the legacy system, and to present a reengineering direction for 
subsequent phases. The phase is shown in (Figure 4).  Through the tasks, problems of 
legacy system are grasped, a business direction is analyzed to determine a suitable 
improvement direction, and the purpose, target and scope of a project are fixed, thus 
drafting a development plan.  

 

Fig. 4. Activities and tasks in Planning Phase 

(1) Current situation grasping activity  
This activity is to grasp the configuration of an organization, the workflow and the 
greatest issues that the organization faces, through the analysis of entire and general 
information about the work, and to understand the function of the work and the func-
tions of sub-systems for each work unit.  Also, it is to analyze information about the 
maintenance and management of the legacy system. 

(2) Improvement business model derivation activity  
The goals are to clearly grasp the requirements of parties concerned with the activity 
through business use case modeling and business object modeling, and to present an 
improvement business model, which is to be a target later.  On the basis of the im-
provement business model, the purpose and scope of the project are determined.  The 
architecture generated in this case is the ideal model of the business area, which pre-
sents an aim to set architecture information recovery in the reverse engineering phase 
or the target architecture in the componentization phase. 

(3) Improvement strategy establishment activity  
It provides an optimal approaching method to perform a reengineering project.  For 
this activity, reengineering work to be improved is selected, and technical elements 
are analyzed from the standpoint of the business value and system for the work to 
determine reengineering priority, and an optimal transformation strategy for compo-
nentization is established with respect to each work unit.  The strategy established 
here is compared to analysis results in an architecture transformation activity of the 
componentization phase of (Figure. 6). 
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(4) Development plan establishment activity  
The activity  is  to  select  items of the procedure and work product of the process to 
be actually applied to the development by establishing a development process on the 
basis of a determined component transformation strategy, and to draft a development 
plan by collecting and arranging the work products obtained from previous tasks. For 
a reengineering scenario suitable for the user’s requirement and the organization’s 
capability based on the strategy determined through the activity, one of the scenarios 
derived from the basic process of (Table 1) is selected. 

4.2   Reverse Engineering Phase 

(Figure 5) shows the activities and tasks of this phase to improve the understanding of 
static and dynamic action information by analyzing the work products of the legacy 
system. Architecture information is understood and abstracted through recognition of 
relations between the legacy system elements, so that a preparation task for compo-
nentization is performed, and a modeling task for abstracting the analysis results of 
the code semantics in the form of design information is performed.  

(1) Program analysis activity   
In this activity, the syntax information and semantic information of the legacy pro-
gram are analyzed and extracted at system and unit program level by source code 
restructuring and analysis, and pieces of analyzed information are normalized using a 
relationship diagram between data and control flows, a call graph between modules, 
etc.  In this activity, efficiency can be increased through the use of automated tools. 

 

Fig. 5. Activities and tasks in Reverse Engineering Phase 

(2) Design information understanding activity  
This is to identify functional unit processes on the basis of program analysis informa-
tion, specify control flow between the unit processes and data flow between the unit 
processes and related tables, and provide system design information for architecture 
understanding, which is a subsequent activity.  This activity is used to obtain higher 
understanding by modeling the design information of the legacy system and abstract-
ing the modeling results in the form of a structural diagram. 

(3) Architecture understanding Activity 
This is to improve the understandability for the legacy system through information 
recovery for structural, technical and behavioral architecture constituting the legacy 
system. That is, Modules of the legacy system, are further abstracted and identified by 
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the unit of independent component (sub- system), and interdependence between the 
elements is expressed; How call relations between components are made is under-
stood on the basis of sub-systems or components constituting the structural architec-
ture so as to grasp the entire behavior of the legacy system.  

4.3   Componentization Phase 

The main activities of this phase are transforming legacy information including all 
outputs as likes source codes, design modeling et al., to new forms required in target 
environment. (Figure 6) illustrates the activities and tasks of the componentization 
phase. This phase groups parts with higher relevance and identifies the grouping re-
sults as component candidates so as to componentized system entities with higher 
semantic relevance on the basis of the information extracted through the reverse 
 

 

Fig. 6. Activities and tasks in Componentization Phase 

Table 2. Tasks and Detailed Procedures of The Component Mining Activity 

Task Summary  Procedure  Work product  
Component 
grasp 

Component candidates performing independ-
ent business functions are selected, and system 
entities constituting each of the candidates are 
traced and grasped with respect to each 
candidate. 

(1)use case related system entity 
grasp 
(2)use case analysis 
(3)component candidate grasp 

-interrelation modeling table 
-use case analysis table 
-component entity descrip-
tion report 

Component 
extraction 

Components are extracted on the basis of the 
system entities constituting each component, 
and interrelations and interactions there 
between are grasped. 

(1)sharing element  grasp 
(2)component extraction 
(3)grasp of interrela-
tions/interactions between 
components  

-component list table/ 
interaction table/entity 
description report  
-application use 
case/component correspon-
dence table 

Component 
identification 

Components performing independent func-
tions not included in the legacy system are 
identified as components and extracted on the 
basis of business use cases constructed in the 
planning phase.   

(1)component candidate grasp 
(2)component extraction 

-component list table 
-business use 
case/component correspon-
dence table 

Component 
evaluation 

A utility method related to how the extracted 
components are to be utilized is established 
and evaluated, in which interrelations and 
interactions between components are read-
justed/the system is expressed on the basis of 
the interrelations between the extracted 
components.  

(1)establishment of component 
utility strategy, and evaluation 
criteria for utility strategy 
(2)component evaluation 
(3)readjustment of interrela-
tions/interactions between 
components  

-component list table -
component interaction table  
-{application use 
case/component | business 
use case/component corre-
spondence table} } 
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engineering process in the legacy system.  Further, the reengineering methods of the 
legacy system and the strategy are determined, and S/W, component and system ar-
chitectures are defined to componentized extracted reusable components. Also, the 
interfaces of the extracted components are identified; the static and dynamic struc-
tures of the components are created and are transformed into system-manageable 
programs newly defined on the system architecture. 

(1) Component mining activity 
This activity used to execute a task of transforming the legacy system into a system 
having new architecture. Therefore, the legacy system is divided into several parts 
according to units performing a business function, and the division parts are allowed 
to correspond to respective components and then grasped and extracted. (Table 2) 
summarizes the tasks and detailed procedures of this activity. 

(2) Architecture transformation activity 
Our goals in this activity are to confirm a method of reengineering the legacy system 
and a strategy of successfully performing the reengineering, and fixing a technique of 
componentizing the extracted reusable components. Tasks constituting this activity 
are summarized and described in (Table 3). 

Table 3. Tasks and Detailed Procedures of the Architecture Transformation Activity 

Task Summary Procedure Work product 
Transformation 
strategy ex-
amination  

Reengineering scope and method are 
determined, strategy and technique of 
componentizing extracted components 
are defined, and the appropriateness 
thereof is examined.  That is, reengi-
neering requirements and transformation 
types are analyzed, and transformation 
strategy is established.  

(1)transformation strategy and 
component utility strategy 
comparison/analysis 
(2)transformation strategy 
readjustment 
(3)refinement of improvement 
strategy establishment report of 
target system 

-transformation strategy 
examination report 
-improvement strategy 
establishment report 
(refinement) 

Software 
architecture 
definition 

Pieces of architecture analysis informa-
tion obtained from various standpoints 
are examined to identify the functional 
requirements and quality attributes of a 
target system, and the architecture 
structure of the target system is set, thus 
defining the software architecture of the 
target system.   

(1)architecture analysis informa-
tion examination 
(2)definition of functional 
requirements of target system 
(3)quality attribute derivation 
(4)architecture structure setting 
(5)s/w architecture definition  

-architecture informa-
tion analysis report 
-architecture functional-
ity list table 
-architecture quality 
attributes list table 
-quality scenario 
 

System archi-
tecture defini-
tion 

The technical architecture and compo-
nent architecture of the target system are 
defined, and defined components are 
arranged in a physical environment, thus 
deriving the system architecture of the 
target system.   

(1)technical architecture defini-
tion 
(2)component architecture 
definition 
(3)system architecture definition

-technical architecture 
-component architecture 
-system architecture 

(3) Component transformation activity 
The component transformation activity is to identify the interfaces of extracted com-
ponents, design the internal structure of the components, and identify the operations 
of the component interfaces on the basis of dynamic message flow information be-
tween the internal classes of the components. 

The detailed procedures and main work products are summarized in the (Table 4). 
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(4) Component development activity 
This activity is to implement applications to comply with a component platform on 
the basis of the component detailed design information. That is, through the use of the 
pieces of design information extracted through the component transformation activity, 
components are mapped to comply with an implementation technology platform and 
then implemented thereby. And, it includes a unit test implemented components. 

Table 4. Tasks and Detailed Procedures of the Component Transformation Activity 

Task Summary Procedure Work product 
Scenario design Scenarios of a task flow related to how 

respective use cases identified in the plan 
and reverse engineering phases must be 
operated in a new target system are ana-
lyzed and designed. 
 

(1)drafting of normal scenario accord-
ing to use case  
(2)drafting of selective scenario 
according to use case 
(3)drafting of exceptional scenario 
according to use case 

-use case specification 

Interaction 
design  

Which interaction is performed between 
entities in order for each use case to perform 
a corresponding task in the system is 
modeled on the basis of information of use 
cases and entities. 

(1)use case selection and actor 
placement  
(2)object or entity arrangement  
(3)message identification 
(4)interaction diagram drafting 

-component interaction 
diagram 

Component 
interior design  

Internal elements of each component are 
identified, and the internal structures of the 
component are designed.  

(1)class extraction 
(2)method and attribute grasp 
(3)relation setting 
(4)class allocation according to 
component   

-class diagram 
-component diagram 
 

Component 
interface design 

Services to be provided according to 
component are defined by grasping inter-
faces thereof, and required services accord-
ing to interface are extracted through 
operations. 

(1)use case-based interface identifica-
tion 
(2)data-based interface identification 
(3)interface refinement 
(4)interface details  
(5)component details 

-component specifica-
tion 
-component diagram 
(refinement) 

Component 
detailed design 

In order to describe components in detail in 
conjunction with a specific platform (J2EE), 
mapping to beans and interfaces are de-
fined, and the design of parts related to 
continuity, transaction and security is 
performed.    

(1)packaging definition 
(2)EJB mapping definition 
(3)continuity design 
(4)transaction design 
(5)security design 
(6)arrangement design 

-component detailed 
design report   

(5) Component integration test activity component integration test activity  
This activity is to integrate developed individual components with each other through 
the construction of prototyping, thus determining whether the entire functionality of 
the legacy system is exhibited, and analyzing and examining restriction items. For this 
activity, extracted components are arranged on the architecture of the reengineering 
system and integrated with each other on the basis of a transaction strategy, thus ex-
amining whether the implemented components normally communicate with other 
components.  Further, whether the component architecture and business requirements 
are sufficiently defined and implemented is examined.  

5   Current Status and Conclusion  

The MaRMI-RE features an architecture-based approach to deriving new application 
structure, a reverse engineering technique for extracting architectural information 
from exist code and business domain knowledge, an approach to component system 
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generation that system’s architectural components can be reused in the evolved ver-
sion, and a specific technique for dealing with the difficulties that arise when extract-
ing components from legacy system and deciding transformation strategies and proc-
ess. So, Therefore, this process is advantageous in that an organization recognizes a 
legacy system thereof as a reusable asset, and the creation of continuous values can be 
performed on the basis of a component system even though business and technical 
environments related to the system are changed. 

In particular, it presents a core reengineering process, detailed procedures and 
guidelines thereof, and work products required to execute the reengineering process, 
so that organizations intending to perform reengineering can utilize the process, de-
tailed procedures and guidelines, and work products as ideal reference tools to obtain 
the reengineering effect that the organizations expect. 

Currently, we achieves MaRMI-RE version 1.0, and have finished two case studies 
adapted out MaRMI-RE. One case is textile-manufacturing system constructed with 
IBM CICS COBOL, and another case is the Business Management System as a part 
of banking business operated on AS 400. The Business Management System as leg-
acy system is consisted of 124 COBOL programs and has 3 versions with different 
development environments and different operational environments. Each system is 
operated independently on different company. 

In Future, we intend to maximize a usability by completing development process 
supporting full life cycle integrated forward engineering to reverse engineering, and 
constructing supporting tools, acquire a reliability through case studies in various 
business fields. 
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Abstract. In most mobile embedded agent systems (MEAS), agents are re-
quired to achieve their own goals. An agent’s goals, however, can conflict with 
others either when agents compete with each other to achieve a common goal or 
when they have to use a set of limited resources to accomplish agents’ divergent 
goals. In either case, agents need to be designed to reach a mutual acceptable 
state where they can avoid any goal conflicts through negotiation with others to 
achieve their goals. In this paper, we consider that a ABCD architecture, as a 
shorthand for Architecture platform, Business, Common, and Domain is a core 
component of agents’ mental attitudes and represent resource-bounded ABCD 
agents in logic programming framework. We propose an algorithm in which 
ABCD agents with different goals solve their problems through negotiation re-
solving goal conflicts. Finally, we develop a negotiation meta-language to show 
the effectiveness of the negotiation system proposed in this paper. 

Keywords: Multi-Agent Systems, ABCD Agents, Negotiation, ACL, Logic 
Programming. 

1   Introduction 

Research in MEAS is concerned with the behaviors of a collection of autonomous 
agents trying to solve given problems that are beyond their individual capabilities. 
These agents are autonomous and may be heterogeneous in nature. Agents in MEAS 
need to interact with others since there exist inherent interdependencies among them, 
but inter-agent conflicts may arise because of two basic reasons: different agents have 
contrasting goals and they have inconsistent knowledge. Negotiation might be a 
promising mechanism for resolving these conflicts. The Contract Net Protocol (CNP)  
has present negotiation as an organizing principle used to effectively match tasks and 
agents. Parsons et al. [1] have proposed a formal framework, based on a system of 
argumentation, which permits agents to negotiate to establish acceptable ways to 
solve problems. Jennings et al. [2] have studied on the automated negotiation, and 
viewed negotiation as a distributed search through a space of potential agreements. 
Fatima et al. [3] have introduced bilateral negotiation between agents with time con-
straints and incomplete information. In general, there exist goal conflicts among 
agents in MEAS and it is usually not possible that an agent has complete knowledge 
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about others. When agents’ goals conflict with others’ in such a state that each pos-
sesses partial knowledge about other agents, research on how to negotiate is important 
like in human society [4]. Therefore, agents in MEAS need to communicate with 
other agents to achieve goals and need to be designed to negotiate with others and to 
reach a mutual acceptable state where agents can avoid any goal conflicts due to 
theirs interdependencies upon others. In this paper, we represent agents’ beliefs, calls, 
and desires (ABCD) for MEAS in logic programming and develop a negotiation 
mechanism for ABCD agents. We then introduce an ACL and a negotiation protocol 
for ABCD agents and show how goal conflicts through negotiation in MEAS are 
resolved using our ACL and negotiation mechanism in practice. 

2   Related Works 

2.1   Product Lines   

The software market - just like other markets - has a great demand for variety in 
products. The entirety of product-variants of one software is also referred to as soft-
ware system family or software product line[8]. Manufacturing was the first discipline 
that provided an answer how to efficiently build varying products. Instead of building 
single system family members, interchangeable parts were assembled to products. 
Reuse implies that the asset base contains artifacts which can be reused in more than 
only one single product. This means that the asset base contains common parts which 
do not change between product line members and variable parts that feature different 
functionalities from member to member. Variability can be realized on run-time or 
development time. Product line engineering is concerned with development time 
variabilities. A first approach to supporting commonalities and variabilities at the 
design levels refers to parameterization as in fig.1. The underlying idea is to make a 
component flexible so that it can be tailored according to the context it is put in. To 
this end the component is equiped with parameters that specify its behaviour. The 
common parts of the component are not parameterized while the varying parts are. 

Fig. 1.   Techniques for modeling variability 
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2.2   Negotiation Techniques for Resolving Conflicts 

2.2.1   Contract Net Protocol (CNP) 
The CNP for decentralized task allocation is one of the important paradigms devel-
oped in distributed artificial intelligence. A contract net problem-solver is a collection 
of agents in manager and worker roles. A top level task is allocated to a manager 
agent, which generates subtasks and issuing task announcements for them to some 
subset of potential worker agents. Workers bid on tasks they desire and are qualified 
for. The manager selects the highest rated bid and allocates the task to that worker, 
possibly monitoring the worker’s progress toward solution. When several workers 
supply final reports of individual subtask results, the manager is responsible for inte-
grating them and supplying a global solution. 

2.2.2   Argumentation Systems 
An argument is classified into one of a number of classes based upon its acceptability, 
which is determined by examining the arguments for and against given proposition to 
see whether any of the steps in the arguments themselves have any arguments against 
them. The argumentation systems is based on a well-ground framework for describing 
the reasoning process of negotiation agents. An originating agent puts forward an 
initial proposal. The recipient agents evaluate the proposal by constructing arguments 
for and against it. This system uses ABCD modalities and argumentation consequence 
relations (ACR). For example, one of the ACR constructs an argument for q from 
arguments for p and p → q where Δ is a knowledge base, A and B are labels indicating 
fact p and rule p → q, respectively. 

2.2.3   Negotiation in Electronic Commerce Systems 
There  are agent-mediated electronic commerce systems that assist a customer in 
negotiating the terms of transaction. AuctionBot users create new auctions to sell 
products by choosing from a selection of auction types and then specifying its pa-
rameters. Buyers and sellers can then bid according to the multilateral distributive 
negotiation protocols of the created auction. AuctionBot then manages and enforces 
buyer bidding according to the auction protocols and parameters. On the other hand, 
Anthony et al. [4] have presented the design of autonomous agent that can participate 
across multiple online auctions, in particular, English auction and Dutch auction. The 
agent makes decisions on behalf of a consumer and endeavors to guarantee the deliv-
ery of the item according to the user’s preferences. 

3   ABCD Agent Architecture for Negotiation 

3.1   Definition of Conflicts 

In this paper, we assume that agents would recognize conflict situations in which 
mental attitudes of agents in conflict by checking two unacceptable conditions. The 
unacceptable conditions are the cases that one agent requests resources from another 
agent, but the recipient should possess the resources to achieve its goal, and the fol-
lowing rebutting occurs: 



 A Study on the Mechanism for Mobile Embedded Agent Development 909 

 

Definition 1.  Let s and s* be sentences of the form M1(p1) ∧ … ∧ Mn(pn) and M*1(q1) 
∧ … ∧ M*m(qm) from some knowledge base Δ, respectively where Mi and M*j (1 ≤ i ≤ 
n, 1 ≤ *j ≤ m) are belief, desire, or intention predicates. s rebuts s* if pi ≡ ¬qj for some 
pi and qj. 

The rebutting means that for example, one agent’s request directly conflicts with 
another agent’s mental attitudes. It might occur when each agent has conflicting be-
liefs, desires, or intentions, i.e., Bi(a) : Bj(¬a), Di(p) : Dj(¬p), or Ii(p) : Ij(¬p). It might 
also occur when one agent has erroneous assumptions about another agent’s knowl-
edge, i.e., Bi(Bj(a)) : Bj(¬a), Bi(Dj(p)) : Dj(¬p), or Bi(Ij(p)) : Ij(¬p). 

3.2   Axioms for Resource-Bounded ABCD 

We consider that the axiomatization for beliefs is the standard KD45, D and K axioms 
for desires and intentions, and Modus Ponens inference rule. We also consider the fol-
lowing axioms for resource-bounded ABCD: 

Bi(have(X, Z) ∧ give(X, Y, Z)) → Bi(have(Y, Z)). 
Bj(¬have(j, Z) ∧ give(X, j, Z)) → Bj(have(j, Z)). 
Bi(have(X, Z) ∧ give(X, Y, Z)) → Bi(¬have(X, Z)). 
Bi(have(i, Z)) ∧ ¬Bi(holdon(i, Z)) ∧ request(X, i, give(i, X, Z)) → give(i, X, Z). 
Bi(have(i, Z)) ∧ Bi(holdon(i, Z)) ∧ request(X, i, give(i, X, Z)) → ¬give(i, X, Z). 

3.3   A ABCD Agent Architecture 

We consider a ABCD agent architecture in Figure 2 containing the following two 
major components: knowledge base and negotiation library including planner, moni-
tor, and communicator. The knowledge base is a set of logical sentences that includes 
knowledge about the agent’s capabilities and other agents’, and rules for problem 
decomposition. The factors in the knowledge base are represented by predicates that 
mean mental attitudes of the agent. On the other hand, the negotiation library is re-
sponsible for deciding how to solve each task, supervising the execution of tasks, and 
handling incoming and outgoing messages. 

 

Fig. 2.  A ABCD agent architecture for negotiation 



910 H.-K. Kim 

 

4   A Negotiation Model for ABCD Agents 

4.1   An ACL for ABCD Agents 

Negotiation is achieved through the exchange of messages in a shared communication 
language. We use a variant of the KQML [5], FIPA ACL specification [6], and the 
negotiation meta-language [7] as our negotiation language for ABCD agents to re-
solve goal conflicts. The actual exchange of messages is driven by the participating 
agents’ own needs, goals, or mental attitudes. We represent the set of beliefs as B, the 
set of desires as D, and the set of intentions as I. Each agent has a unique identifier 
and we denote the set of identifiers of the agents involved in negotiation as Agents. 
Assumed ABCD agents are negotiating about the allocation of deficient resources, 
agents require the allocation of deficient resources to achieve their goals. We denote a 
set of goals as Goals and a set of the resources as Resources. In this case, we can 
define a communication language CL for ABCD agents as follows: 

Definition 2.  Given a1, a2 ∈ Agents, g ∈ Goals, r ∈ Resources, and m ∈ B, D, or I, 
we define a CL: 

request(a1, a2, g, r) ∈ CL  ask_if(a1, a2, m) ∈ CL 

inform(a1, a2, m) ∈ CL  give(a1, a2, r) ∈ CL 

reject(a1, a2, g, r) ∈ CL  alternative(a1, a2, g, subgoals) ∈ CL 

achieved_goal(a1, a2) ∈ CL 

4.2   A Negotiation Protocol for ABCD Agents 

In order to simplify protocol analysis, we assume that two ABCD agents are involved 
in our negotiation protocol. The sequence of our negotiation protocol for ABCD 
agents can be shown in Figure 3 as a finite state diagram. In Figure 3, S0~S7 repre-
sent different negotiation states during a negotiation process. S0 is the initial state and 
S7 is the terminal state in which an agreement or disagreement is reached. The proc-
ess of negotiation starts when an agent generates a request message. Other agents then 
either accept it, reject it, or make a counter-request. 

4.3   Interpretation and Generation of Messages 

The interpretation of messages implements a negotiation-state transition and the gen-
eration of messages determines a message to be taken in a particular state. However, 
the actual effect of a message depends upon the agent’s interpretation. This interpreta-
tion process is highly domain-specific and is also dependent upon the internal struc-
tures presented in the agent architecture. How an agent chooses which message to 
utter depends upon many factors: agent’s theory, the active goals of the agent, or the 
history of the negotiation; and it also depends upon the way that particular agent in-
terprets those messages. We define a message generation function G under the condi-
tion of negotiating agent about deficient resources. 
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Fig. 3.   A Negotiation protocol for ABCD agents 

Definition 3.  We suppose that agent a2 has received a message from agent a1. Given 
an appropriate CL, a2 generates a message depending upon the following message 
generation function G: 

If goal g satisfies the unacceptable conditions and there exists an alternative to achiev-
ing g, 
G(request(a1, a2, g, r)) = alternative(a2, a1, g, subgoals) 
If g satisfies the unacceptable conditions and there does not exist an alternative, 
G(request(a1, a2, g, r)) = reject(a2, a1, g′, r) or make a counter-request 
If g does not satisfy the unacceptable conditions, G(request(a1, a2, g, r)) = give(a2, a1, r) 
If a2 has received an alternative, G(alternative(a1, a2, g, subgoals)) = make a replanning 
If a2 has received resources r, G(give(a1, a2, r)) = continue planning 
If a request was rejected by a1, G(reject(a1, a2, g, r)) = search an alternative 
If a1 has notified its goal achievement, G(achieved_goal(a1, a2)) = make a replanning 
If a2 was asked whether p is true or not, G(ask_if(a1, a2, p)) = inform(a2,a1,p) 
 or inform (a2,a1,not p) 
If a1 informs a2 of the truth of p, G(inform(a1, a2, p)) = continue planning 

5   Experiments and Comparisons 

5.1   Experiments 

5.1.1   Knowledge Bases of ABCD Agents 
To show how our negotiation mechanism might work in practice, we consider three 
home improvement ABCD agents with different objectives and resources. Agent a1 
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has the intention of hanging a picture, intend(do(a1, hang_picture)), and believes that 
it has in its possession a picture, a screw, a hammer, a hanger nail, and a screwdriver. 
It also believes that its name is a1 and agent a3 has a hanger. 

Agent a2 has the intention of hanging a mirror, intend(do(a2, hang_mirror)), and 
believes that it has a mirror and a nail. It also believes that its name is a2 and agent a1 
has a screw, a hammer, and a screwdriver. Finally, agent a3 has the intention of hang-
ing a clock, intend(do(a3, hang_clock)), and believes that it has a clock and a hanger. 
It also believes that its name is a3 and agent a1 has a hanger nail. 

5.1.2   Implementation of ABCD Agents 
We construct ABCD agents and allow them to negotiate with each other from the top-
level window. NegotiationWindow class is responsible for creating this window,  
 

   

 Fig. 4(a).    Architecture of MESA                               Fig. 4(b).  Product Line  for MESA 

 

Fig. 4(c).   Implementation of MESA 
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constructing the ABCD agents, and starting a negotiation with the agents.  Figure 3.a 
shows the architecture for  MEAS based on ABCD to implement and  Figure 3.b 
illustrates the  product line framework for MESA Figure 3.c demonstrates the execu-
tion examples on MESA. Table 1. Illustrates the roles of the methods in NegotiationWindow 
class 

Table 1. The methods in NegotiationWindow class 
 

 

5.1.3   Negotiation Processes of ABCD Agents 
Agent a1 tries to achieve its goal, intend(do(a1, hang_picture)). Thus, it tries to solve 
the query, ?-solve(b(do(a1, hang_picture))). This query is transferred to the monitor 
of a1 and again passed on to the planner of a1. The planner decomposes the query and 
comes to know that a1 needs a nail. a1 however has no knowledge about nail so that 
it asks a2 and a3 if they have a nail, ask_if(a1, a2, b(have(a2, nail))) and ask_if(a1, 
a3, b(have(a3, nail))), and then it waits for a reply through the communicator. On the 
other hand, a2 which receives an ask_if message from a1 checks its knowledge base, 
informs a1 that it has a nail, inform(a2, a1, b(have(a2, nail))), and waits for a reply. 
Now, a1 comes to know that a2 has a nail, requests a nail from a2, request(a1, a2, 
hang_picture, nail), and waits for a reply. This request message means that a1 re-
quests a nail from a2 to achieve its goal, hanging a picture. 

a2 which receives the request message from a1 first checks the unacceptable con-
ditions of the resources in the message. It knows that the resources conflict occurs so 
that tries to achieve its goal, intend(do(a2, hang_mirror)). It decomposes the goal, but 
comes to know that it lacks a hammer to hang a mirror on its own. It requests a ham-
mer from a1, request(a2, a1, hang_mirror, hammer). Agents continue to negotiate 
with one another by sending and receiving messages. Now, a1 believes that a2 and a3 
have achieved their goals. It replans the process of goal achievement to achieve its 
own goal, requests a nail from a2, request(a1, a2, hang_picture, nail). a2 gives a nail 
to a1, a1 then achieves its goal and notifies a2 and a3 of the fact. Finally, a1, a2, and 
a3 reach a mutual agreement state through negotiation and achieve their conflicting 
goals. 

5.2   Comparisions 

The CNP does not allow agents to cause goal conflicts and a manager agent is respon-
sible for all negotiations. Unlike the CNP, our negotiation mechanism for ABCD 

.
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agents supposes that agents may have conflicts. These conflicts occur when each 
agent has conflicting beliefs, desires, or intentions and when one agent has erroneous 
assumptions about another agent’s knowledge. In this state, we show the capability of 
negotiation among agents without an agent playing manager role. 

In this paper, we suppose the environments in which agents negotiate about ac-
complishment of conflicting goals and allocation of the deficient resources. Kasbah, 
an electronic commerce system implemented by LISP, creates a buying agent and a 
selling agent substituting for users. These agents negotiate with one another on Kas-
bah market. Kasbah agents may have conflicting goals and negotiate, changing sug-
gested price using three functions of price decay or raise over time while our negotia-
tion system negotiates changing agents’ beliefs. 

6   Conclusions and Future Research 

In this paper, we have represented agents’ beliefs, calls and desires for MEAS in logic 
programming environments and we have introduced a negotiation mechanism for 
ABCD agents. We have defined some axioms for resource-bounded ABCD agents. 
These axioms help agent to act rationally, to reason about the environments, and to 
plan its goal achievement. We have then established a ABCD agent architecture with 
four components: knowledge base, planner, monitor, and communicator. We have 
shown how goal conflicts through negotiation in MEAS are resolved using our ACL 
and negotiation mechanism in practice. Through the home improvement ABCD 
agents example, we have shown the possibility of negotiation among agents without 
complete knowledge about other agents. In this particular example, ABCD agents 
communicate with each other using our ACL and they negotiate based on our negotia-
tion protocol. They evaluate a received message as checking the unacceptable condi-
tions and generate a response message by the message generation function. A number 
of issues raised in this paper require further investigation. Firstly, negotiation strate-
gies of agents vary according to the environments that they belong to. Secondly, we 
could carry out a type of hypothetical inference about abilities and actions of other 
agents, adding a function of abductive inference to the structure of ABCD agents. 
Finally, we have considered the ACL containing some communication actions or 
performatives.  
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Abstract. On every new development new issues are taken into account to cope 
with either environmental or the stakeholders needs that are evolving over time. 
Several approaches have faced this problem. Some of them exhibit this evolu-
tion ability by using static design/compile-time techniques whereas others in-
troduce this ability in the system at run-time. Nevertheless, in both cases evolv-
ing requirements give rise to the need of adaptability which is inherent to every 
software development. This paper sketches our work in this field in which we 
are concerned about the MDSAD (Model Driven Software Architecture Devel-
opment) methodology to guide the reflexive development of architectures from 
the software requirements. In particular, we are detailing the first step of this 
methodology, i.e., the definition of the goals model whose constituents are the 
fundamental basis for the overall process defined in MDSAD proving its suit-
ability for obtaining traceable architectural models. It provides our work either 
to its ability to specify and manage positive and negative interactions among 
goals or to its capability to trace low-level details back to high-level concerns. 

1   Introduction 

Dynamism and evolution are currently two main software concerns. On every new 
development new issues appear related to the customization of the software. They 
attempt to accomplish either environmental or the stakeholders, needs that are evolv-
ing over time. How to overcome deficiencies and limits exhibited by traditional  
development methodologies is a clear challenge that has been faced by several tech-
niques. Some of them try to introduce this evolution ability by using static  
design/compile-time techniques whereas others introduce this ability in a way that 
evolution appears at run-time. Aspect Oriented Software Development (AOSD) [1] is 
related to the first type of techniques providing advantages in expressiveness by the 
separation of concerns. Both functional and non-functional needs, such as perform-
ance or Compatibility of the system’s behaviour can be separately acquired and speci-
fied across the development lifecycle. A methodology MDSAD (Model Driven Soft-
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ware Architecture Development) illustrates a process to concurrently define require-
ments and architectural artifacts to obtain architectural artifacts that provide ability for 
dynamism and evolution by means of AOSD and reflexive techniques. In this work, 
we are detailing the first step of this methodology, i.e., the definition of the goals 
model whose constituents are the fundamental basis for the overall process defined in 
MDSAD. 

2   The MDSAD Methodology 

This methodology is concerned with the definition of software architectures from 
functional (ER) and non-functional requirements (NFR). With this aim, it provides the 
analyst with the guidance along the process from an initial set of requirements to an 
architectural instance. MDSAD is a not a product oriented approach but a process 
oriented one. It does not describe a set of metrics to determine if the requirements, 
functional and non-functional, are implemented into the final software. On the con-
trary, requirements and architectural design decisions are defined concurrently in such 
the way that every decision is make to achieve a given requirement. Iterative and 
incremental architectural development is the two main characteristics taken into ac-
count in its conception. This concurrent description of requirements and software 
architecture is not as straight-forward as defining all the artifacts at once. Therefore, it 
seems natural to provide the analyst with an iterative process in order to incrementally 
develop the software artifacts. It allows him/her to reason on partial models and focus 
on different architectural views. MDSAD iterates over a set of five steps(Figure 1) 
which are described next. 

Step 1.  Goals Model (GM) Definition 
In this step, the set of goals to be accomplished by the software system are defined by 
means of both functional and non-functional requirements. An informal set of re-
quirements, stated in natural language, is the input to trigger the model definition (see 
section 3). The elaboration of the Goals and Scenarios Models (see step 2) are two 
intertwined processes. The GM is operationalized at the next step by means of the 
Scenarios Model (SM). Furthermore, the analysis information provide by the SM 
helps us to refine and identify new goals at the next iteration. Therefore, both models 
are coupled  with a meaningful advantage in terms of traceability.  

Step 2.  Scenarios Model (SM) Definition 
The analyst has to identify the set of scenarios which operationalize the established 
goals and compose them to form an iterating and branching model of the system’s 
behaviour. Each scenario depicts the elements that interact to satisfy a specific goal 
and their level of responsibility in achieving a given task. These elements are shallow-
components, i.e., a rough description of the components that appear into the final 
software architecture. Use Cases(UC) and Message Sequence Charts[2,3,4,] are em-
ployed for the construction of the SM. The former provide us with a visual metaphor 
notation for scenarios, where the identified shallow components are the involved 
actors, Nevertheless, when we speak about Software Architecture [5], we  
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Fig. 1. MDSAD 

MSCs identify the coordination structure through the temporal sequences of interac-
tion events. Several alternative scenarios can operationalize the same goal, just like 
several alternative programs can implement the same specification. In order to offer 
the best approach, they have to be analysed caring about conflicts that may arise 
among the operationalized goals. 

Step 3.  Collaborations Definition 
The third step is aware of the collaborations among the identified shallow compo-
nents. The collaborations realize to UCs through collaboration diagrams. The objec-
tive is to obtain a proto-architectural styles, interaction patterns and the architect’s 
ability. Additionally, the connectors are defined according to the components interac-
tions. These first class citizens are required to achieve a loose coupling between the 
components. 

Step 4. Formalization 
A semantic check and analysis of the models and the proto-architecture is required to 
identify eventual conflicts, e.g. different scenarios resulting in incompatible architec-
tural configurations, and obtain the best alternative to avoid (or minimize) them. The 
artifacts, defined in the previous steps, are specified in the APL language [6], whose 
interpreter helps us to validate them. 

A set of derivation rules are provided to generate a formal specification from sce-
narios, goal and collaborations, in order to assist and speed up the formalization proc-
ess. This specification is validated and then used for an automatic compilation process 
in the next step. 

Step 5. Compilation 
Using the formal model and a set of generation patterns, the translation from the re-
quirements model to an instantiated PRISMA model specification is accomplished. 
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ABCD [6] Architectural Models has been selected as the reference model to specify 
architectural elements by integrating Component-Based Software Development 
(CBDS) [7] and AOSD [1] approaches. This architectural model is able to be com-
piled into a concrete target system preserving its compiled into a concrete target sys-
tem preserving its reflexive properties. This step is assisted by the engineer in order to 
refine the architectural elements.  As MDSAD is intended to be iterative and incre-
mental, a feedback is provided from Step 5 to 1. In this way, all the models are up-to-
date all over the process. 

3   Goals Model: An Artifact for RE 

In the context of Requirements Engineering, the Goal-Driven Requirements Engineer-
ing paradigm [8] has proven useful to elicit and define requirements. More traditional 
systems analysis tool, such as UCs, focus on establishing the features (i.e. activities 
and entities) that a system will support. Additionally, we have to bear in mind that 
architectural models are a bridge between requirements and the system-to-be provid-
ing us with a lower abstraction level. They are used as intermediate artifacts to ana-
lyse whether the requirements are met or not. Therefore, this paradigm has two advan-
tages that make it appropriate to systematically guide the selection among several 
architectural design alternatives: 

- Its ability to specify and manage positive and negative interactions among goals 
[9, 10] allows the analyst to reason about design alternatives. 

- Its capability to trace low-level details back to high-level concerns is very appro-
priate to bridge the gap between architectural models and requirements.  

These are the main reasons why the Goals Model has been introduced as an MDSAD 
artifact to identify and describe the users’ needs and expectations, their relationships 
and how these can be met for the target system.  

3.1   Building Components for the Goals Model 

It is stereotyped as Functional or Non-functional, according to the type of need or 
expectation it refers to: 

- Functional goals describe services that the system provides, i.e., the transforma-
tions the system performs on the inputs. 

- Non-functional goals refer to how the system will do these transformations, for 
instance, in term of performance, adaptation, security, etc. We are highlighting them 
because they are especially meaningful in terms of software quality [11]. 

Additionally, other aspects have to be stated when a goal is defined. For instance, a set 
of preconditions and postconditions has to be identified, preconditions establish 
which situations must hold before some operation is performed. Postconditions define 
the situations that have to be achieved after some operation. Their evaluations help us 
to determine the best design alternative among those that satisfy the postconditions 
for the established goals. Moreover, each goal has to be classified according to its 
priority, from very high to very low, for the system-to-be. This classification helps the 
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analyst to focus on the important issues. These priorities can arise from several fac-
tors: organizational ones when they are critical to the success of the development, 
constraints on the development resources, etc. A textual notation for goals definition, 
along with a visual notation (Figure 2), is provided to deal with the previous aspects: 

GOAL GoalName 
ID identifier 
TYPE [functional | Nonfunctional] 
DESCRIPTION ShortDescription 
PRIORITY [Very High | High | Normal | Low, Very Low] 
AUTHOR autherName 
PRE conditions 
POST conditions 
 

Aside from goals, other components for the GM are the Operationalizations. When 
an analyst has refined the initial set of goals, he/she must offer a set of solutions that 
allow the system to achieve the established goals. These solutions provide architec-
tural design choices for the target system which meet the user’s needs and expecta-
tions. They are called operationalizations because they describe the operation of the 
system, i.e., the system behaviour, to meet functional and non-functional require-
ments. Their textual notation, together with their visual notation in figure 2, is: 

OPERATIONALIZATION Opname 
ID identifier 
DESCRIPTION ShortDescription 
AUTHOR authorName 
PRIORITY [Very High | High | Normal | Low, Very Low] 
 

It can be noticed that there is no section in the textual notation to define the alterna-
tive solutions to satisfy a given goal. In contrast, it is in the SM where these solutions 
are expressed. However, entities known as operationalizations are introduced in the 
GM to represent conceptually each solution so that relationships among the different 
alternatives can be established within the GM. Operationalizations imply a coupling 
between the SM and the GM, and traceability between operationalizations and a spe-
cific view of the SM is achieved by means of identifiers. Additionally, operationaliza-
tions have a special property called Priority to express how meaningful a given solu-
tion is for the system, i.e., its relevance for the system development. 

 

<<Functional>>
GoalNane

<<Nonfuoctional>>
GoalName OpName

 

Fig. 2.  Visual notation for goals and operationalizations 

3.2   Relationships: An Element in the Refinement Process 

The stated components, goals and operationalizations, are inter-related by means of a 
set of relationships. They are in charge of gluing the different elements to complete 
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the model and enhance its cohesion. Moreover, their relevance is not only restricted to 
this gluing but also they allow the analyst to introduce the rationale of the system 
design. The decomposition of goals or how an operationalization positively or nega-
tively contributes to a goal, can be defined via relationships. There are two types of 
refinements that can be applied: intentional and operational. The former describes 
how a goal can be reduced into a set of subgoals via AND/OR relationships. The latter 
depicts how a set of solutions address a goal by means of AND OPERATIONAIZE/OR 
OPERATIONALIZE relationship. Both, components and relationships are structured 
as an acyclic goal graph, where the refinement is achieved along the structure, from 
the higher to the lover level, by applying intentional and operational refinements. 

< < F u n c t io n a l> >
G o a l G

   < < F u n c t io n a l> >
G o a l G

< < F u n c t io n a l> >
S u b G o a l G 1

< < F u n c t io n a l> >
S u b G o a l G 3

< < F u n c t io n a l> >
S u b G o a l  G 1

< < F u n c t io n a l> >
S u b G o a l G 3

< < F u n c t io n a l> >
S u b G o a l G 2

< < F u n c t io n a l> >
S u b G o a l  G 2

< < F u n c t io n a l> >
S u b G o a l  G 3

< < F u n c t io n a l> >
S u b G o a l  G 4

( a )  A N D ( b )  O R

 

Fig. 3. Visual notation for Goals Relationships 

An AND relationship (Figure 3 (a)) between a goal GoalX and a set of sub-goals G1, 
…, GN is established if the sub-goals have tobe satisfied in order to satisfy GoalX. Its 
textual notation is described as: 

AND(Goal1 {, GoalN}) ACHIEVE GoalX 
A goal GoalX is related to a set of sub-goals G1, …, GN via an OR relationship (Figure 
3 (b)) if GoalX is satisfied if at least a sub-goal is satisfied. Its textual notation is de-
scribed as: 

OR(Goal1 {, GoalN}) ACHIEVE GoalX 
Every goal, which is too coarse-grained to be directly addressed by a solution, is re-
fined in a set of subgoals which are a decomposition of the original one. Whenever a 
sub-goal is needed to achieve a goal, and AND relationship is established between 
them. On the contrary, if the sub-goal may optionally appear, then an OR relationship 
is established between them. 

Additionally, a CONFLICT relationship (Figure 4) can be set up among two goals 
if an incompatibility appears between them, in other words, whenever the satisfaction 
of a goal prevents the satisfaction of another goal. It is described as: 

CONFLICT Goal1, Goal2 
DESCRIPTION shortDescription 

An operational refinement deals with operationalizations and goals. The alternative 
solutions for each goal are established by means of this decomposition. There can be a 
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large number of valid operationalization methods that are applicable to a goal. In such 
a case, it is up to the analyst to examine the impact of such methods on other types of 
requirements and decide on what and how many operationalizating methods must be 
applied via AND OPERATIONALIZE/OR OPERATIONALIZE relationships. An 
AND OPERATIONALIZE relationship (Figure 4 (a)) relates the set of mandatory 
solutions for a goal. On the other hand, whenever several alternative solutions can be 
provided for a goal, the analyst can introduce them in terms of the OR 
OPERATIONALIZE (Figure 4 (b)) relationship. Their textual notation is: 

<<Functional>>
Goal GX

<<Functional>>
Goal GX

Oper 1 Oper 2 Oper 1 Oper 2

<< ++ >> << # >> << ++ >> << # >>

 
(a)                                             (b) 

Fig. 4. Visual notation for Operationalize Rel 

It is shown in this description that a set of symbols [++ | + | # | - | -- |] are used to 
stereotype the relationship. They denote how an operationlization collaborates to 
achieve a goal. Symbols ++ and + describe a positive collaboration, i.e., it provides a 
sufficient or partially sufficient solution, respectively, to satisfy the related goal. On 
the other hand, symbols – and – describe a negative collaboration, i.e., the operation-
alization prevents or partially prevents, respectively, the satisfaction of the related 
goal. The # symbol is introduced to specify operationalizations whose impact (posi-
tive or negative) is unknown at the moment and is the default stereotype. 

OPERATIONALIZE relationships do not only relate operationalizations to goals 
but also to other solutions. It is used to refine the operationalizations down to other 
simpler ones, i.e., to describe how a solutions. AND OPERATIONALIZE relation-
ships relate a set of operationalizations whose composition satisfies another one. OR 
OPERATIONALIZE relationships are used when alternative sub-operationalizations 
exist. Again, these relationships are positively or negatively stereotyped.  

3.3   Goals Model and Aspects: How to Solve the Tangled Components 

As was stated above, AOSD provides a mechanism to specify and relate concerns 
(solving the cresscutting). In this respect, these can be handled adequately avoiding 
that they appear tangled over the system and providing significant advantages in 
terms of understanding, maintenance and evolution. Concerns may or not result in 
concrete aspects in the end system. We need to bear in mind that PRISMA, the se-
lected model to instantiate architectures, follows an aspect-oriented approach. Com-
ponents (and connectors) are defined by a gluing of aspects, i.e., they are the melting 
pot for them. Therefore, it is necessary to identify what aspects are and which compo-
nents(and connectors) are crosscut by them. It is difficult to answer this question 
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because there is not a well-established understanding of the notion of concern, In 
AOSD, the term concern is understood as the so-called functional and non-functional 
goals. This answer may help to understand why the GM is so important in this work. 
The concerns are being established when we are identifying the goals (and sub-goals) 
of the system, by means of the iterative process stated above. The concerns of the 
system are specified as nods of the goals graph. Moreover, the GM assists us in identi-
fying one of the main issues in AOSD: which concerns are being crosscut by others, 
i.e., which concerns are in conflict. The initial set of goals(concerns) could seem that 
interact in synergy, without any conflict. But the iterative refinement process can help 
us to identify if crosscutting appears. In this case, a conflict relationship is established 
between each pair of confliction sub-goals. A trouble may appear when several sub-
goals show an equal priority. In such a case, the analyst must define a trade-off among 
them. Several works [12] have stated that concerns may or not be aspects in the end 
system. This is determined within MDSAD by means of the SM which scatters the 
aspects over the components and connectors by using the UCs and the MSCs. The 
UCs identify as actors the components, the subsystems or systems which are collabo-
ration to operationalize a goal, i.e., a concern. As a result, the UCs where the involved 
actors are only components will be identified as aspects in such a way, the set of UCs, 
where a component G1 is involved, is the set of aspects that compose G1. 

<<Functional>>
Data Production

<<Functional>>
End-User Analysis

<<Function>>

 Distributed Event Simulation

<<Functional>>

Reconstruction Event Data

<<Functional>>

Interactive Analysis

<<Functional>>

Batch Analysis

<<Functional>>

Central Experimental Data Production

<<Non Functional>>
Adaptation

<<Non Functional>>
Performance

<<Non Functional>>
Security

<<Non Functional>>
Interoperability

<<Non Functional>>
ContextAwareness

<<Non Functional>>
Availability

<<Non Functional>>
Integrity

<<Non Functional>>
Time

<<Non Functional>>
Space

<<Non Functional>>
Confidentiality  

Fig. 5. Iterated Goals Model  

4   Applying MDSAD to a Case Study 

Iteration 1 – Step 1 Goals Model. The initial set of Requirements is presented as five 
nodes in Figure 6 obtained from the previous sentences. Data production deals with 
experiments design. End-User analysis with the required process to evaluate gener-
ated data. The Performance requirement is due to high efficiency required from this 
kind of applications. Adaptation appears because of the self-configurability or auto-
adaptability that is needed. Finally, Security is introduced to deal with information 
protection. 
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<<Functional>>
Data Production

<<Functional>>
End-User Analysis

<<Non Functional>>
Adaptation

<<Non Functional>>
Performance

<<Non Functional>>
Security

 

Fig. 6. Original Goals Model 

Iteration 2 – Step 1 Goals Model Definition. Several subgoals can be identified in 
order to satisfy the previous ones, as it is shown in Figure 7. For instance the Adapta-
tion goal can be intentionally refined up to ContextAwareness and Interoperability.  
Because both sub-goals are required to achieve the Adaptation goal, and AND rela-
tionship has been established between them. In a similar manner, Time and Space are 
the intentional refinement of Performance. However, Space and Performance are OR-
related because there is no high restriction is this sense. 

Iteration 3 – Step 1 Goals Model Definition. Some of the identified goals can be op-
erationally refined. ContextAwareness and ContextAcquistion are AND 
OPERATIONALIZE-related because the latter is a required solution for the former 
(Figure 7).  

Iteration 3 – Step 2 Scenarios Model Definition. In order to operationalize the subgoal 
ContextAware, three actors can be identified: GridComputingNode, Cluster Manager 
and LoadBalancer. The first one has to gather context information and distribute it to 
the LoadBalancer and the ClusterManager in order to optimize the resources. UC and 
the MSC, for this sub-goal are showed in Figure 8. 

<<Non Functional>>
Adaptation

<<Non Functional>>
Performance

<<Non Functional>>
Interoperability

<<Non Functional>>
ContextAWareness

<<Non Functional>>
Time

<<Non Functional>>
Space

Context
Acquisition

<< ++ >>

 

Fig. 7. Iterated Goals Model (part of) 

Iteration 3 – Step 3 Collaborations Definition. Because MSCs are closely related to 
collaboration diagrams it is very easy to get the latter. The result for the ContextAware 
goal can be observed in Figure 8. It is appreciated that the three components (Grid-
ComputingNode, LoadBalancer and Cluster Manager) have to be disguised with this 
goal (aspect). Moreover, to get a loosely coupling between the involved components, 
a connector is defined to aggregate and analyse the relationship between them. 
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C o n te x tA c q u is it io n
L o a d B a ta n c e r

G rid C o m p u tin g N o d e C lu ste r M a n g e r

:G r id C o m p u tin g N o d e :C lu ste r M a n g e r :L o a d B a ta n c e r

a d d C o m p o n e n t

g e tN ex tM e a su r e

 

Fig. 8. Iterated Scenarios Model (part of) 

Iteration 3 – Step 4 Formalization. The defined models will be formalized in this step, 
but a detailed description is outside of the scope of this paper. 

5   Conclusions  

Summarizing, in this paper we show how to address the iterative development of 
requirements and architectures during the development of software systems. A meth-
odology, MDSAD, that guides the analyst, from an initial set of requirements to an 
instantiated, architecture has been presented. It uses the strength provided by the cou-
pling of scenarios and goals to systematically guide through the iterative process. 
Moreover, it allows the traceability among both artifacts to avoid lacks of consistency. 

Additionally, requirements and architectures can evolve iteratively and concur-
rently, in such a way that running-systems can dynamically adapt their composition 
and/or topology to meet their evolving requirements. It is granted by the reflexive 
properties of PRISMA and by the relationships between requirements and architec-
tures that have been established along the process. 

There are questions and problems that remain open: the completeness of each sce-
nario and the completeness of the set of scenarios; the compatibility and consistency 
of the architectural styles; the creation of the architectural structure or its transforma-
tion on the basis of NFRs. All these subjects constitute our future work. 
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Abstract. This paper presents an environment for supporting distributed appli-
cation using shared component in Java within a heterogeneous environment. In 
particular, It offers a set of components such as Lists, Queues, Stacks that can 
be shared across a network of heterogeneous machine in the same way as DSM 
systems. Shared is achieved without recourse to Java RMI or component prox-
ies as in other component systems. An implementation of the environment is 
provided together with performance timings.  

Keywords: Java RMI, Distributed Component, Distributed Systems, Shared 
Distributed Memory. 

1   Introduction 

Computers became almost a necessity in every domain due to their ability to manipu-
late a large amount of data. Over two decades, from 1960 to 1980, mainframes were 
predominant and were used to achieve any required processing. They usually consist 
of a central computer linked to a set of terminals without any processing power. In the 
same decade of 1980’s, distributed systems and Local Area Networks (LAN) have 
emerged to allow several machines to be linked and thus form a powerful machine 
which is cheaper and sometimes more powerful than a super mainframe [9]. 

Computer networks allows as well linking heterogeneous computers whether they 
are local or distant geographically. This is one essential characteristic of LAN’s and 
WAN’s (Wide Area Networks). In this way, it is possible to link computers of differ-
ent architectures running different operation systems, but communicating with a 
common protocol such as TCP/IP. Tanembaum [9] outlined several advantages of 
distributed systems, over centralized systems such as: economy, performance, cost, 
incremental, scalability, flexibility. For this reason there is a net swift from central-
ized systems to distributed ones. 

However, software for distributed systems is not an easy task. Writing programs on 
distributed systems requires knowledge on computer networks, communication proto-
cols, concurrency, synchronization, distribution, load balancing … etc. The compo-
nent technology has proven to be a suitable paradigm for programming distributed 
systems. Several systems have been devised. At present, the technologies of compo-
nents and distributed programming are unified giving rise to the distributed compo-
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nent technology (DOT) [7]. The web technology is also integrated with the DOT. One 
good example is Java [2] of Sun Microsystems. Java is a an component oriented lan-
guage that give support to distributed programming through the concept of distributed 
components. Characteristics of Java include: portability of Java code on different 
platforms (e.g. Unix, Windows, Mac), support of web programming. Sharing in Dis-
tributed systems is one essential characteristic, but it is a difficult task to achieve. 
Several DSM systems have been provided [8] but are limited and complex. One inter-
esting issue is to investigate sharing across different platforms, and in particular in a 
transparent form is the usage of the concept of an component. For this purpose, we 
devise a library of shared component that can be accessed across any node of a het-
erogeneous system. 

This paper is organized as follows: Section 2 gives the basic concepts and outline 
existing systems such as Java and DSM. Section 3 introduces our library. Section 4 
describes the implementation and gives some performance measures. Section 5 out-
lines some concluding remarks. 

2   Related Works 

2.1   Distributed Systems and Sharing 

The progress in the technology of VLSI design, cheap processors, and high speed 
network made it possible to interconnect several machines to form very powerful 
computer systems. These machines have the componenti of supporting applications 
which consume a lot of processing power as in the case of visualization applications, 
CAD/CAM, Distributed database, etc [9]. There are two types of systems: multiproc-
essors and multicomputers. Multiprocessor systems exhibit a semantic of previsible 
performance, but have a very complex hardware and difficult to construct. Program-
ming these machines is simple; the programs share a common share a common ad-
dress space. Multicomputer systems consists of a set of processors; each with its own 
memory and is connected to another through a high speed network. These systems are 
easy to built physically but the software is more difficult since it requires the pro-
grammer structuring its application as intercommunicating processes. With the inten-
tion of combining characteristics of multiprocessors and mulicomputers, DSM (Dis-
tributed Shared Memory) systems appeared. These provide a global virtual memory 
accessed by all processors. However, the software is difficult to built and has an im-
previsible performance [7]. 

2.2   Component and Distribution 

The component oriented technology has been pointed to be a promising one to control 
the complexity generated by distributed systems. The concepts of component orienta-
tion such as modularity, access to data through the interface makes the use of compo-
nents appropriate to model distributed systems. This approach has been enforced and 
well accepted with the development of several distributed environments that use the 
concept of components (e.g. CORBA of OMG[12], DCOM and OLE of Microsoft. 
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Another aspect that should be taken into consideration is that component oriented 
applications are programmed in terms of communicating components which is a natu-
ral form to program distributed systems [7,10]. The technology of distributed compo-
nents (DOT) is revolutionizing the programming methodology in distributed systems. 
In fact it includes three technologies of: components, distribution and Web. The com-
ponent technology (OT) was introduced in the seventies by Adele Goldberg and Alan 
Kay in a language called Smalltalk. In thin model, components encapsulate structures 
and behaviour; each is an instance of a class that belong to a class hierarchy. The OT 
has matured quickly and became well accepted as a technology that encapsulates 
complexities, improves maintenance, promotes reuse and reduces the cost of life cycle 
of software. 

The focus of DoT has been to do the atmosphere of more transparent computation 
with regard to the use of computation engines and computation components. With the 
Web technology (WT), born in the nineties, it caused a quick explosion in the use of 
the Internet. In 1995, Java came and gave more initiative for the usage of DOT. The 
key concept behind DOT is the interconnection. Many abstraction levels can be used 
to describe the connection between machines and net [7]. DOT brought the concept of 
components with the notion of transparency of the distributed computation [10]. 
Components became a skilled technology for distributed processing. 

2.3   Java 

The Java language, of Sun Microsystems, is revolutionizing programming of distrib-
uted applications. The use of Java in WEB pages, turns them more flexible and inter-
active, facilitating small and big companies put their services and products on-line, 
besides enriching the form of knowledge presentation in the Internet. 

The language Java [6] was projected for the development of systems that you run 
in distributed contexts and heterogeneous environments. It offers safety to applica-
tions, consumes few resources of the system and can run on several hardware plat-
forms and software [5]. Java is not just a language, but it has an entire philosophy of 
advanced software engineering. The Java system presents several advantages, because 
it is simple, component oriented, robust, portable and architecture neutral; it adopts 
modern methodologies (client/server), interpreted, besides it is multithread. 

One of the most interesting characteristics of Java is its portability. This facilitate 
the development of applications for heterogeneous environments in a network. This 
implies that Java application can run on different hardware architectures without need 
of fittings. Instead of creating an executable code for a certain machine, Java gener-
ates bytecodes, that are interpreted and executed by a virtual machine (neutral archi-
tecture), that is written for several types of platforms. Although Java is interpreted, it 
may present good performance, since the creation of the code does not have the cycle 
of compile-link-load-test-crash-debug of other languages; now it is simply complied 
and run. One in the most usual ways of communication among processes in a 
distributed system is the remote procedures call (RPC) [12]. Java is one language that 
uses this mechanism and uses RMI (Remote Method Invocation). Figure 1 illustrates 
the RMI system. The RMI system is divided into four parts [12]: 
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Fig. 1. RMI Architecture 

Stub/skeleton: the stubs are used by clients (proxies) and the skeletons are used for 
the servers (dispatchers); 
Remote reference: reference behavior and invocation (using unicast or multicast); 
Transport: configuration and management of the connection; 

Distributed garbage collection: reference of remote components.  Java supports multi-
threading. Monitors are used to prevent inconsistencies o data due to multiple ac-
cesses which may arise. According to Andrews [1], a monitor is a mechanism of ab-
straction of data: they encapsulate the representations of the resources and they supply 
procedures that act in these resources. The mutual exclusion is guaranteed since a 
procedure is just executed one at a time (similar CCR) and conditional 
synchronization is obtained through conditional variables. 

3   The Model of Our Environment 

Our environment provides a collection of components (data structures) that can be 
shared across a heterogeneous network. It has the following characteristics: Access to 
elements of components (data structure elements) are done through methods imple-
mented within components. For example, insert to put an element to an component, 
and delete to remove an element from the component. There is no difference in ac-
cessing a local or remote component. Provides method for creating components: local 
or remote. Components are shared between nodes of the network.  

The proposed environment is illustrated in Figure 2. The environment is presented 
with three heterogeneous computers; however, the system may have any number of 
nodes. The architecture has the following components: 

Component space: Each node has its own component space or local repository 
where the components are stored. The sum of all repositories is called the global re-
pository which is managed by the manager component. It is implemented by the lan-
guage Java through RMI. 

Kernel: Each node has its own kernel. The role of the kernel is to keep track the al-
location of data structures. The kernel provides functions to create and remove com-
ponents. It also allows other kernels to access local data structures in a safe and effi-
cient form. A kernel consists of sub components: server structures, specialized serv-
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ers, slice and RMI access. The server structure is responsible for creating and deleting 
the structures. The specialized server (e.g. List server, stack server, queue server) are 
responsible for servicing specific component requests. The slice component is respon-
sible to compute the load in each node every five minutes. The load is used by the 
manager to best distribute components over the network. There are two types of ker-
nels: a kernel with a manager figure 3-a and a kernel without a manager figure 3-b. In 
a network there is only one kernel with a manager all of other nodes consist a one 
kernel without a manager. The manager is responsible for decision such as where an 
component should be created. This decision is taken depending on the load of each 
node. For this purpose, the manager maintains a table of information containing a load 
of each node, estimate time slice of each process, amount of memory available, ma-
chines addresses (Ips). The crash monitor component verifies which machine has 
crashed. If it happens, the manager is called to take appropriate action such as taking 
the machine out of the system. 

Library: provides a set of functions (methods) for manipulating the components 
(i.e. data structures). 

The functions are provided as part of the interface of each component. There are 
several types of components: 

Lists: Lists can be created in three forms: local, remote and specified location. A 
local list is created on the same node where the create method is invoked. The remote 
list is created on a remote node chosen by the system. A list created in a specified 
location is created on a node specified by the user (IP specified). 

 

Fig. 2. Architecture of our Environment 
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Fig. 3(a). Kernel without manager 

 

Fig. 3(b). Kernel without Manager 

Stacks: three types of tacks may be created as well in the same manner as compo-
nent Lists. However, the Stacks are accessed in LIFO through operations push and 
pop. 

Queues: Components queue may be local remote or location specified. Accesses to 
such component is in FIFO through operation of insert and remove. 

3.1   Manipulating Components 

The usage of the library is very simple. Creating and invoking methods on shared 
component can be done in the same way as in Java. A shared component may be 
created as local, remote or with specified location. Constructors are provided for 
appropriate types of components. List_local(Name) for initialising a local component 
with Name, List_remote(Name) to initialise a remote component with Name and 
List_remote(Name, IP) to initialise a remote component specified at the node IP with 
Name. A programmer may create a remote component and initialise it as follows: 
List_remote list – new List_remote (“hello”); 

This has the effect of creating a remote component list of type List and initialise 
it with an element hello.Manipulating an component is also simple. For example, 
inserting an element world to the created component may be done as follows: 
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list.insert(“world”); // insert the an element world to the component List list. As it 
can be seen, programming with shared component is very simple. The programmer 
does not need to get involved with details of communication, RMI, component 
localization etc. 

4   Evaluation of the Proposed Environment 

The proposed environment is implemented on a network of three computers running 
different operating systems. 

Platform A: consists of a PC, Pentium-S 150 MHz processor, running Windows 95. 
Platform B: consists of a PC, Pentium II MMX 266 processor, running Linux 
Platform C: consists of a PC, Pentium II MMX 266 processor, running Windows 98. 
The three platform were running the Java VisualAge 3.0 of IBM. 
Test have been made to measure: 
The times for creating a kernel with a manager 
The times for creating a kernel without a manager 
The times for creating data structures 
The times for accessing data structures 
The tests measurements were developed with a small application that require to share 
data stored in shared components of type Queue, Stack, and List. It was observed that 
the measurements were close with any shared component type. For this reason we 
present, results from experiments with shared components of type List.  

The data shared by the application are component instances of the following class: 
 

Public class Info_Func Implements Serializable 
 

{ 
String name; 
Int age; 
Boolean sex; 
String identity; 
String cpf; 
String address; 
String profession; 
Int registers; 
Int wage; 
} 
 

Methods of this class are omitted intentionally. The class is defined as Serializable 
for marshalling and un marshalling purposes. In the first instance, we proceeded 
with test measurements for creating and accessing the kernels. Tables 1,2 and 3 
exhibit the results obtained. Note that the manager in all tests is held in platform C. 
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Note also that the tests were carried out several times. The values presented in the 
tables are average values. 

Table 1. Results obtained with Kernel of the platform A (IBM-PC Windows 95) 

 
* without manager 

Table 2. Results obtained with Kernel of the platform B (IBM-PC Linux) 

 
* without manager 

Table 3. Results obtained with Kernel of the platform C (IBM-PC Windows) 

 

We can notice that there are differences in timing concerning the creation of the 
Kernels on each platform. This is due to the differences in platforms and the differ-
ences in softwares. However, the measurement for accessing the kernels, the timings 
and very close (i.e. all are inferior to 50 ms). The second serie of measurements if 
concerned with the manipulation of shared components. In particular, creating a 
shared list, and accessing it. Tables 445 and 6 illustrate the appropriate timing. Ana-
lysing the results shown in tables 4, 5 and 6, we can notice that local access are 
cheaper then remote access. This is logical in that remote method invocations are 
more expensive than local invocations. We can notice as well that accesses with a 
specified location are cheaper than accesses without any specified location. This is 
due to the fact that if a location is specified, then there is no need to consult the man-
ager of where about is the list. Table 5 – Results obtained from treatment of a list in 
platform B. 
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Table 4.  Results obtained from treatment of a list in platform A 

 
* executed on a local list 
**  executed on a remote list 
** *  executed on a specified remote list 

 

Table 5. Results obtained from treatment of a list in platform B 
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Table 6. Results obtained from treatment of a list in platform C 

 
* executed on a local list 
**  executed on a remote list 
** *  executed on a specified remote list 

5   Conclusion 

In this paper, we have presented an environment for supporting distributed applica-
tions within a heterogeneous network of machines, In particular, if offers a set of 
shared components that can be accessed from any machine in the same way as any 
other component without recourse to RIM or component proxies. This will facilitate 
the programmers task. An implementation using a centralized model has been pre-
sented together with some timings. The results can be improved if a decentralized 
strategy is used. As part of future development, we are in a process of distributing the 
component physically. 
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Abstract. Today most programming courses for beginners use an object-
oriented language. This has led to many new learning tools, theories and
methods for teaching object orientation. One such new tool is BlueJ
which is developed to teach Java and object orientation for beginners.
BlueJ does not have any support for quality evaluation for program and
this paper describes the development of ”CEB”, a BlueJ extension for
class quality evaluation based on the CK metrics. The CEB is developed
as a plug-in for BlueJ and designed to be used at hand by Java program-
ming beginners. This paper presents the BlueJ and its extensions, and
describes the design and implementation of the CEB.

1 Introduction

The object-oriented software paradigm has been widely adopted and acclaimed
by both industry and educational institutions. In the context of object-oriented
software, the class hierarchies are a cornerstone of frameworks i.e. of adaptable
and reusable object-oriented architectures and, therefore its quality is very im-
portant. Any kind of automated help in evaluating the quality of classes or class
hierarchies can thus be of interest and have applications in both industry and
educational institutions.

Recently, developers prefer object orientation for application development
and education. And developers attach importance to software development of
higher quality, not fast software development. Therefore, necessity of quality
evaluation metrics suitable to object oriented is increasing. The research for
metrics for correct quality evaluation and progress of quality are actively pro-
ceeding[1,2,3]. Although there are many object-oriented development environ-
ments, lots of them are not suitable for students and instructors to learn and
teach OO programming such as Java. In order to settle the above problems,
BlueJ was designed and implemented by the BlueJ team at Deakin University,

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 938–944, 2005.
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Melbourne, Australia, and the University of Kent at Canterbury, UK for the
purpose of teaching object orientation with Java and is provided free[4].

In this paper, we designed and implemented a BlueJ Extension, CEB(Class
Evaluator for BlueJ) based on the C&K Suite Metrics[1] for a class quality eval-
uation of object oriented program. By using CEB, object oriented programming
beginner becomes aware of the importance of software quality from the begin-
ning stage of object-oriented programming. Students can easily evaluate a class
quality, by using CEB. Therefore, high quality object oriented program can be
easily built by using CEB within BlueJ environment.

The structure of the rest of paper is as follows: In section 2 some related
works, class quality evaluation metrics proposed by Chidamber and Kemerer as
well as BlueJ are briefly presented. In section 3, BlueJ extension is described
and design and implement of the BlueJ extension for class quality evaluation is
presented. Finally, our research result and future work are presented in section 4.

2 Related Works

2.1 Object-Oriented Metics

Numerous software metrics related to software quality have been proposed in
the past and are still being proposed[5,6,7]. Among them, we should concen-
trate on the essential and basic metrics for object-oriented software. Chidamber
and Kemerer defined a suite of six metrics, to qualify the coupling, cohesion,
inheritance relationship and complexity of class in an OO system[1].

WMC(Weighted Methods per Class): WMC is the sum of the weights of
all methods in the class.

DIT(Depth in Inheritance Tree): DIT is depth of the class in the inheritance
tree. In cases involving multiple inheritance, the DIT will be the maximum length
from the node to the root of the tree.

NOC(Number Of Children): NOC is number of immediate sub-classes sub-
ordinated to a class in the class hierarchy.

CBO(Coupling between Objects): CBO is a count of the number of other
classes to which it is couple.

RFC(Response For a Class): RFC is the number of methods in the set of
all methods that can be invoked in response to a message sent to an object of a
class.

LCOM(Lack of Cohesion in Methods): LCOM indicates as the number of
pairs of methods in a class that don’t have at least one field in common minus
the number of pairs of methods in the class that do share at least one field.

The above CK metrics are essential and fundamental metrics when object
oriented programming. Therefore, our research focused the above metrics.
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Fig. 1. Screenshot of BlueJ

2.2 BlueJ

BlueJ is a visual programming environment designed to teach object-oriented
programming, using Java as the implementation language. It was designed and
developed by Michael Kölling and John Rosenberg. BlueJ allows students to
concentrate on solving programming problems without becoming distracted by
the mechanics of compiling, executing and testing Java programs. It also help
students to develop a clear understanding of object-oriented concepts such as
objects and classes, message passing, method invocation, and parameter passing.
The testing of classes is greatly simplified. The editor is language sensitive and
assists with debugging. Moreover, BlueJ supports the following features for the
beginner of an object-oriented programming[4](See figure 1):

– fully integrated environment
– graphical class structure display
– built-in editor, complier, virtual machine, debugger, etc.
– easy-to-use interface, ideal for beginners
– interactive object creation
– interactive object calls
– interactive testing
– incremental application development
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3 Design and Implementation of CEB

3.1 BlueJ Extension

The BlueJ contains mechanism for extension. That is, BlueJ offers an extension
API. Extensions offer additional functionality not included in the core system:

Fig. 2. Brief class diagram for the extension(CEB)

Submitter: Allows submission of projects to specified address via email, ftp,
http or file copy. Highly configurable.
Checkstyle: Allows automated checking of coding styles. Coding styles can be
specified flexibly in an external file.
Sequence Diagram Editor: An editor that allows the manual creation of
sequence diagrams, and links in with BlueJ.
Remote File Manager: Extension to open, edit, and save project from/to
a server with a sftp daemon without having to know how to use Unix. The
extension tries to mimic traditional file dialogs.
Jeliot 3: Jelot 3 is a Program Visualization application from the University of
Joensuu, Finland, and the Weizmann Institute, Israel. This extension integrates
Jeliot in BlueJ.
BlueJ Extension Manager: The BlueJ Extension manager checks whether
updates for BlueJ or any installed extensions are available. It can also check for
availability of new extensions, and lets you install or delete extensions.
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Fig. 3. Screenshots of Class Evaluator for BlueJ

The BlueJ extensions mechanism is a way of adding new functionality to
BlueJ as and when it is needed, avoiding user interface clutter and user confusion.
The BlueJ Extensions API provides access for extensions to the BlueJ application
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via a proxy object, and to the classes and objects which BlueJ is manipulating
via a number of wrapper classes. Also, the BlueJ proxy object generates events
when the user performs significant actions within BlueJ, and provides access to
its projects, packages, classes and objects via a set of wrapper classes. When it
is needed new function using this function, we can use added functions[4].

3.2 CEB: Class Quality Evaluator for BlueJ

Our research design and implement the following features for adding class quality
evaluation function to BlueJ(See Figure 2).
1. BlueJ Extension API

BlueJ offers an extension API for extension. Our research added a class
quality evaluation function and a menu item to the BlueJ by using Extension
API.

2. C&K Metrics Suite Implementation
NOC and DIT metrics are simply implemented by using the editor of BlueJ
Extension. And, RFC, LCOM and CBO, WMC are implemented by using
construction analyzer(JavaCC). In particularly, WMC(Weighted Methods
per Class) is implemented by applying Cyclomatic Complexity to method,
not by using a factor of weight by hand.

3. Presentation View
In order to display the results of Class Quality Evaluation, we use JFreeChart
Component to present Bar Chart, Radar Chart and Text Chart in our Ex-
tension.

”MetricsManager” class provides internal information of the target class for
C&K Metrics Suite implementation and Presentation View. Based on the infor-
mation, we can achieve quality evaluation and result presentation via various
charts(See figure 3).

4 Conclusions and Future Research

In this paper, we designed and implemented a class quality evaluation function
helpful to object oriented programming beginner. Our extension (Class Eval-
uator for BlueJ) provides ”easy to use” for the object oriented programming
beginner. We believe, the object oriented beginner can make his/her program
much better whenever CEB used. If professor and/or TA use CEB at program-
ming education when they teaching or training, the students can evaluate his/her
program by himself. Then, CEB provides immediate feedback for efficient im-
provement and supplementation for their program. Therefore student can have
a good chance to make his/her program with higher quality. Also, instructor can
use class quality evaluation function as a supporting tool to checking report and
a guideline of programming education.

The CEB is now available from BlueJ website(http://www.bluej.org). We are
currently working on the CEB and some BlueJ extensions that help programmers
and designers to evaluate the quality of object-oriented program. Various quality
evaluation metrics for class and/or class hierarchy and useful design patterns for
object oriented program design will be included in the next version.
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Abstract. The Unified Modeling Language(UML) provides rich notations for rep-
resenting and analyzing architecture and behaviors of systems. Among these nota-
tions, UML activity diagram is well-known for describing systems' dynamic be-
haviors, and it is useful to model business process and workflow. Currently, the 
UML semantics is informally defined in plain text and it is often unclear, ambigu-
ous or it contains contradictory assertions. It is difficult to present the precise se-
mantics which are taken as important in workflow system with the guide provided 
by OMG to the UML activity diagram. In this thesis, the alternative approach of 
using Abstract State Machines to formalize UML activity diagrams is presented. 
We propose the workflow modeling methodology by applying ASM semantics to 
the activity diagram. Through the exact definition to formal semantics based on 
ASM, it is possible to effectively model the workflow.  

1   Introduction 

Recently in the field of information technology, data-driven information technology 
has changed to process-driven information technology. The process-driven informa-
tion technology is based on the common core concept that is the business process. The 
workflow technology enables the process management to automate.  

UML provides the only OMG standard notation for modeling software[1], among 
these notations, the UML Activity Diagram is well-known for describing systems' 
dynamic behaviors. The activity diagram is used for workflow modeling including the 
business process[2].  

It must be understandable, general and easy work to develop the workflow model-
ing. The method of modeling must contain the formal concept and be able to be ana-
lyzed. If the activity diagram is used for workflow modeling and is expressed using 
the semantics, it is represented formally, and is possible to analyze.  

Although the OMG provides a textual semantics for UML activity diagram, some 
ambiguities can be caused due to the lack of rigorous semantics[3]. So far, there are 
no formal semantics for the activity diagram, informal OMG semantics are not suit-
able to apply the workflow modeling[4].  

The recent UML is short of the formal and common semantic descriptions[5]. The 
lack of semantic interferes with the use of UML, is due to time spent  on understand-
ing the modeling of the artifact.  
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The research community tries to formalize the UML activity diagram in various 
ways. For example, pi-calculus[4], FSP(Finite State Processes)[6] is used for repre-
senting semantics of activity diagrams. OCL(Object Constraint Languages) [7] can be 
used to describe the constraints between model elements. Using ASM(Abstract State 
Machine)[8] formalizes the activity diagram.  

This paper presents a UML formalization approach using ASM. In the paper, we 
provide the ASM semantic expression for workflow modeling based on UML activity 
diagram.  

The rest of the paper is organized as follows: In Section 2 we present some related 
work and section 3 gives the ASM semantics expression for workflow modeling. 
Section 4 presents the extension of the activity diagram in workflow modeling. Sec-
tion 5 presents a case study and evaluation. We end in Section 6 by drawing some 
conclusions and presenting future work directions.  

2   Related Works 

The workflow specification describes how the workflow systems work. Therefore it is 
necessary to define the semantics of the activity diagram and to give the meaning 
related to the workflow system.  

The research community tries to formalize UML activity diagram in various ways. 
The method of expression of the semantics of activity diagram are OCL(Object Con-
straint Language)[7], FSP(Finite State Processes)[6], pi-calculus[4], and 
ASM(Abstract State Machine)[8]. ASM was first proposed ten years ago. Since then, 
they have been successfully used in specifying and verifying many software sys-
tems[9]. The ASM theory is that any algorithm can be modeled at its natural abstrac-
tion level by an appropriate ASM[10]. The ASM methodology has the following 
desirable characteristics. The ASM uses classical mathematical structure to describe 
states of a computation that distinguished ASM from informal methodologies. ASM 
uses extremely simple syntax, which can be readable and writable. Existing methods 
are useful in a specific domain, while ASM is useful in a wide variety of domains.  

We define the semantics for workflow modeling based on activity diagram using 
ASM, which has advantages and provides the definition of the semantics with basic 
formalization.  

3   ASM Semantics Expression for Workflow Modeling 

3.1   The Necessary Information for Workflow Modeling  

The existing workflow systems are not suitable for modeling the category of systems 
that involve timeliness as a factor. Indeed, they are not suitable for modeling modern 
business processes, either. In particular if these are to be suitable for modeling large 
interconnected real time asynchronous systems one needs an ability to model[Han].  

A workflow model made for the anticipated changes in the environment, excep-
tions, dynamic change, and quantum of workflow that can be chained together to 
develop the full workflow model, and timing factors. A workflow model can also 
contain conditions or constraints because activities cannot be executed in an arbitrary 
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way. Two types of conditions can be applied in a workflow model. They are pre-
conditions and post-conditions.  

Moreover, in a workflow modeling the information should be associated with each 
activity. The information includes that who has control over the activity through the 
assignment of activities to qualified users or application function, what other activities 
are required to complete the activity, the information is input or output of the activity, 
and the data and control information required for task accomplishment. The necessary 
information for workflow modeling is presented in table 1 according to workflow 
characteristics.  

Table 1. Workflow elements and definition 

elements Definition 
data represents the data that will be used or produced in an action 
conditions represents the conditions of an action 
resources represents the resources which will be required to do an action 
participants represents employees who will do an action 

action 
represents a piece of work. It can be a manual action or automatic 
action 

timing 
represents time elements which are time or deadline to accomplish 
the workflow action 

3.2   The Expression of the ASM Semantics  

By adapting the idea from workflow elements and definition, we try to express the 
extended ASM semantics to extend the existing UML activity diagram.  

The existing action node lacks representation about the state of the action node and 
does not contain the timing element. Therefore the timing element and the state ele-
ment of the action node are added, and the action node is extended.  

The expression of ASM semantics for extended action node is presented in table 2.  

Table 2. The expression of ASM semantics for extended action node 
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The action nodes are of form node(in, in_data, A, out, out_data, isDynamic, dy-
nArgs, dynMult, action_type, time) where the parameter in and out denotes the in-
coming and outcoming arc, A an atomic action, isDynamic if A may be executed 
dynMult times in parallel, each time with an argument from a set dynArgs of se-
quences of objects where the parameter out_data is created after action node A  is 
accomplished.  

The parameter action_type can be a manual action or an automatic action, if ac-
tion_type is manual, it involves the participant, and the parameter time is exited if 
time is over the deadline.  

The condition element is added and then is extended using ASM semantics. The 
pre-conditions need to be satisfied so that an action can be enacted. The expression of 
ASM semantics for extended pre-conditions node is presented in table 3.  

Table 3. The expression of ASM semantics for extended pre-condition node 

 

If the pre-conditions are existent, pre-conditions are accomplished. If the pre-
conditions are true, out is active. The post-conditions are conditions that need to be 
satisfied to tell if an action has been finished.  

The expression of ASM semantics for extended post-conditions node is presented 
in table 4.  

Table 4. The expression of semantics for extended post-condition node 

 

After the action is accomplished, if post-conditions are existent, the post-conditions 
are accomplished. If post-conditions are true, the next action can be accomplished.  

Finally, the resources node is required to do an action that describes the required 
machine, tool and device to accomplish the work. Resources node is considered as a 
special action node without parameter such as initial node and final node.  

4   The Extension of Activity Diagram in Workflow Modeling 

Activity diagram is extended applying the concepts of extended ASM semantics. The 
activity diagram notation of extended action node is presented in fig. 1. 
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 (a) manual action node         (b) automatic action node 

Fig. 1. Extended action nodes 

In the fig.1, To distinguish the manual action type from the automatic action type, 
if the action type is manual, the action node is filled by color such as (a), and other-
wise it is not filled such as (b).  

Up and down the action, the rectangle parts present the input data, which is needed 
by the action node, and output data, which is the outcome from the action node. Also 
the item of the timing element is assigned in the action attributes, and is extended in 
the visual notation. The pre-condition and post-condition notation nodes are presented 
in fig. 2.  

 

(a) pre-condition node   (b) post-condition node 

Fig. 2. Extended condition node 

Also, resources node is a special node, the resources node is presented in fig. 3. 

 

Fig. 3. Extended resources node 

5   Case Study and Evaluation 

5.1   Case Study 

In this paper, we define that the workflow is the part of the retail trade, which is a sort 
of the process of ordering and purchasing the items. The business process that com-
bine the automatic system with human system is modeled using activity diagram.  

In the case study, we apply the workflow to the example of a shipment company 
that returns an item ordered by post. The workflow modeling for treating the return 
items is presented in fig. 4.  
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Fig. 4. The workflow modeling for treating return items 

5.2   The Expression of ASM Semantics About the Workflow Modeling  

In the case study, activity diagram nodes are expressed using the semantics in section 
4. Not only these nodes can be expressed, but the activity diagram can also be ex-
pressed using the ASM semantics. 

Fig. 4 shows the steps presenting the workflow modeling for treating return items. 
The steps can be expressed the ASM semantics in table 5. 

5.3   Evaluation 

This paper presents the workflow modeling technology using activity diagram apply-
ing ASM semantics  

The existing methods of applying Pi-calculus and FSP semantics express only the 
semantics of UML activity diagram itself and can not be expressed corresponding to 
the workflow characteristics.  

Therefore, there is no study of the activity diagram extending and customizing 
based on the semantics, which has expressed the semantics of the UML activity dia-
gram itself. It has been assumed that only the part of the UML activity diagram is 
expressed using the semantics.  
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Table 5. The steps expressing the ASM semantics 

 

 

Jablonski and Bussler discussed the main components of a workflow model. They 
discussed them from the perspective of the workflow model. There are five perspec-
tives, which are important that every workflow model should adhere to[11].  

The function perspective describes the functional units of a work process that 
will be executed. The operation perspective describes how a workflow operation is 
implemented. The behavior perspective describes the control flow of a workflow, 
and the information perspective describes the data flow of a workflow. The organi-
zation perspective describes who has to execute a workflow or a workflow applica-
tion[11].  

In this paper, four perspectives were evaluated, with the operation perspective as 
exception because the operation perspective describes how a workflow operation is 
implemented and put a focus on the implementation. The four used were function, 
behavior, information, and organization.   

The evaluation is presented in table 6. We compare our method with Petri-net 
method proposed Eshuis's study[12] and activity diagram method applying Pi-
calculus semantics proposed Yang[4].  
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Table 6. Comparison our method with the other methods 

                       methods  
perspective our method 

Eshuis's study 
(Petri-Net) 

Yang's study (Pi-
calculus) 

dynamic support support support 

function 
goal-driven 

the exit of ac-
tivity diagram 
is not goal ap-
proach 

the insufficiency 
of the 
understanding 
goal achieve-
ment  

the exit of activity 
diagram is not 
goal approach 

conditions 
and con-
straints 

express the 
pre-condition 
and post-
condition 

the lack of the 
expression 

express the con-
straints using 
transition 

behavior 

timing  

define the se-
mantics but 
node notation 
is not sup-
ported 

support the per-
fect timing ele-
ments 

the lack of the 
timing elements 

data flow  
data flow us-
ing input and 
output data 

data flow is not 
supported 

data flow is not 
supported 

informa-
tion 

event- 
driven 

AD itself is 
event-driven 

event-driven 
because event 
modeling 

AD itself is event-
driven 

partici-
pants  

express by 
swimlane 

participants is 
not supported 

express by swim-
lane organiza-

tion 
resources 

use the re-
sources node  

resources is not 
supported 

don't use the re-
sources notation 

6   Conclusion and Future Works 

The UML activity diagram is well-known for describing the systems that have a dy-
namic behavior. So it is useful to model business process and workflow.  

In this paper, the alternative approach of using Abstract State Machines(ASM) to 
formalize UML activity diagrams is presented. Therefore, activity models can have 
rich process semantics. It is also suggested that ASM semantics corresponding to the 
workflow system characteristics are extended.  

Through the exact definition to formal semantics based on ASM, it is possible to 
effectively model the workflow.  

If our method is used, it would be for its understandable and ease of use without 
professional view, we can effectively treat the exception and various variations during 
workflow processing.  

Future works need us to study the implementation of the workflow modeling tool 
using the extended activity diagram notation based on ASM semantics proposed by 
us. 
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Abstract. There are many cases that XML documents have different DTDs in 
spite of having a similar structure and being logically the same kind of 
document. For this reason, a problem may occur in which these XML 
documents will have different database schema and are stored in different 
databases, and we have to access all database that is concerned to process the 
queries of users. Consequently, it decreases seriously the efficiency of retrieval. 
To solve this problem, we propose an algorithm that unifies DTDs of these 
XML documents using the finite automata and the tree structure. The finite 
automata are suitable for representing repetition operators and connectors of 
DTD, and are simple representation method for DTD. By using the finite 
automata, we are able to reduce the complexity of algorithm. And we apply a 
proposed algorithm to unify DTDs of science journals. 

1   Introduction 

XML documents declare DTD (Document Type Definition) to define the structure of 
document, and perform the strict document structure validation using this DTD. Even 
if documents belong to the same kind logically, DTDs are varied by document 
manufacturers, manufacture time, etc. If DTDs are different, the schemas of database 
storing XML documents are different, and it is required to perform the same query in 
many times on several databases. Thereby, the retrieval time and the complexity are 
increased, and the quality of retrieval result is decreased. For example, the papers of 
the scientific journals have very similar structure [8]. But, in transformation process 
into XML documents, these documents are regarded as the different kinds of 
documents and have own DTD between journals. Despite these papers are logically of 
the same kind, documents are stored in the different databases and users have to 
access all related databases to process one's query. As a result, the cost of database 
construction and the number of database access is increased, and also the efficiency of 
retrieval decreases fairly. Therefore, it is needed a research that unifies DTDs of XML 
documents belonging to conceptually same kind and having similar structures, and 
that constructs XML document database using unified DTD [2, 3, 4, 6, 7, 8]. 

In this paper, we propose an algorithm that represents DTDs using tree and finite 
automata and unifies these DTDs of documents having similar structure. Using 
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proposed algorithm, we expect that the cost of XML document database construction 
and that of database retrieval will be reduced, and the efficiency of retrieval will be 
improved. Also, the users can get more effective management and administration 
environment for XML document database. 

2   Related Works  

[1], [5] are researches that model DTDs of SGML documents using finite automata 
and tree, and [2], [6] are doing for XML documents. [1] creates DTD for same 
document class. In this research, a method is described that constructs finite automata 
which input a document inserted tags manually, merges finite automata, produces the 
regular expression for that document class using merged finite automata, and create 
DTD using regular expression. [5] introduces the automata theory and the set theory 
to create a content model of SGML documents. [2] did modeling XML DTD using 
regular tree, and it proposed an XML query algebra based on tree automata model. [6] 
proposed a method to find mapping automatically between elements of information 
sources and those of mediated schema. This research constructs trees about XML 
DTD, and applies term matching technique using thesaurus. 

But, in most cases, these researches integrate structural similarity using simple 
DTD modeling technique and other researches integrate DTD to use as ontology for 
query interface. And some researches are researches about the integration of tagged 
documents manually. Thereby, they have weaknesses to accomplish the purpose of 
true DTD integration. Therefore, a research that integrates DTDs of documents 
belonging to conceptually same kind is needed [8]. 

3   XML DTD and Finite Automata 

The structure of XML document is defined by element type declaration, and element 
type declaration can include entity. Therefore, we focus on elements and entities in 
XML DTD unification. 

To unify XML DTDs, DTDs are transformed into tree and finite automata. The 
transformation method of XML DTD into tree is trivial. That is, the hierarchical 
structures of parent elements and child elements are represented to tree in the order 
that they are defined in mixed contents and content models. Connectors are of two 
kinds: ',' and '|'. And repetition operators are of three kinds: '?', '', and '*'. 

4   DTD Unification Algorithm 

The simplest method to unify DTDs of XML documents having similar structure is a 
method that contents of elements are declared as "ANY". But, this method is not 
suitable because it takes no account of the structure of documents and, as a result, the 
loss of meaning will occur. To solve this problem, a method will be used to connect 
DTDs of each XML document by OR ('|'). This method keeps the structures of each 
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document. But it is not able to connect simply each DTD by OR if the number of 
documents is more than two or the structure of each document is complex. Also, it is 
difficult to determine elements that are connected, and the content model of element 
connected becomes very complicate and becomes very long, and ambiguity problem 
can occur in DTD parsing. 

To solve these problems, DTD unification method is needed that takes into account 
of the structure of each XML document and minimizes the loss of meaning. 

4.1   Unification Algorithm for Similar DTDs 

DTD unification algorithm proposed in this paper does not consider attribute-list 
declaration and relation of XML DTD and XML document instance. 

<Definition 1> defines DTD unification of XML documents having similar 
structure. Common identifiers are elements that exist in more than two similar DTDs 
together. 

 
<Definition 1> “DTD Unification” 
DTD Unification is a technique that creates single unified DTD by using common 
identifiers, tree, and finite automata and preserving text elements of each similar 
DTD and minimizing the loss of meaning. 

 
By definition, a unified DTD plays a role of global conceptual schema for common 

subject domain represented by XML documents having similar DTD. 

Element Name 
Resolution Table

Uniform DTD

Similar DTDs

DTD Representation 
using Tree and Finite Automata

Uniform DTD Generation

Preprocessing

general entity and parameter entity expansion
element name resolution
nested grouping and repetition solving
comment and processing instruction removal

Postprocessing

Verification of Uniform DTD

 

Fig. 1. Unification of similar DTDs 

 
Figure 1 shows an outline of an algorithm that unifies the similar DTDs 

represented by tree and finite automata. In the first step of DTD unification, the 
different names of element having same meaning are resolved to the same name. And 
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then, DTDs are transformed into tree and finite automata, and tree and finite automata 
are merged to create a single unified DTD represented by tree and finite automata. 
Finally, a unified DTD is transformed to a DTD represented by text, and is verified by 
a DTD parser whether it is suitable to DTD grammar rules or not. 

4.2   Preprocessing 

Preprocessing performs general entity expansion, parameter entity expansion, element 
name resolution, nested grouping and repetition solving, and comment and processing 
instruction removal. 

(1) General entity expansion and Parameter entity expansion 
Because general entities are not usually used to represent structure of document but 
they are used for the abbreviation or for the external data utilization, they can be 
expanded into the original phrase in order to reduce the complexity of DTD 
unification. 

Parameter entities are used in element's names, element's contents, attribute's 
names, and attribute's contents. Because they are used as the abbreviation for content 
model that is used often, they can be expanded into the original content model. 

(2) Element name resolution 
The names of element having the same or similar meaning in each DTD are unified 
using Element Name Resolution Table. Element Name Resolution Table processes 
synonyms of domain. It is constructed by a domain expert considering the hierarchical 
structure of element's name and the meaning of element's name. Table 1 shows a part 
of Element Name Resolution Table. 

Table 1. Element Name Resolution Table 

DTD-1 DTD-2 Element Name Resolved 
Body Content Body 
Front InfoPaper InfoPaper 
Title KorTitle KorTitle 

(3) Nested grouping and repetition solving 
The problem of nested grouping and repetition is solved by following rules: <Rule 1> 
separates repetition operator from content model group using ',' connector. <Rule 1> 
intend to reduce the complexity of DTD transformation into tree and finite automata. 

 
<Rule 1> ',' group's repetition operator problem solving rule: If a repetition operator 
is assigned to the element's content model grouped by ',', a temporary tag (“tmp”) is 
substituted for that group. 

 
On the other hand, because '|' connector represent the element's existence 

independently of the element's order, a repetition operator is applied to each element 
composing group and that group is removed by <Rule 2>. 
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<Rule 2> '|' group's repetition operator problem solving rule: When a repetition 
operator is assigned to the element's content model grouped by '|' connector, the 
content model is expanded by the repetition operator assigned and the group is 
removed. 

 
When any repetition operator is not assigned for the whole group using ',' 

connector, we can assume that the inner groups are used merely for readability or 
comprehensibility, and assume that the inner groups does not have a special meaning. 
<Rule 3> is a rule to remove the inner groups used in such content models. 

 
<Rule 3> Nested grouping problem solving rule: When an element's content model 
is a nested group and a sequence of elements(',') is used and any repetition operator 
is not assigned for the whole group, the inner parentheses are removed. 

4.3   Uniform DTD Generation 

DTD unification step unifies the elements' logical structure by using tree and finite 
automata. [Algorithm 1] is a similar DTD unification algorithm that is consisted of a 
step merging trees of each similar DTD and creating uniform DTD (UDTD) tree, and 
a step merging finite automata (FA) of each similar DTD and creating UDTD FA 
through the UDTD tree traversal. 

First step of [algorithm 1] is composed of four sub steps. In step 1-1 and step 1-2, 
the sibling nodes and the parent node for common identifiers (cid) being in several 
similar DTDs are determined, and UDTD tree is constructed. And, in step 1-3, 
nodes being terminal node and existing in only one DTD are merged with UDTD 
tree. In step 1-4, a UDTD tree created in step 1-3 is minimized, so the depth of 
UDTD tree is shortened. In second step of [algorithm 1], finite automata of cids' 
parent nodes are merged through BFS (Breadth-First Search) on the UDTD tree 
created in step 1. 

[Algorithm 1] Unification of similar DTDs 
Input : Tree, FA 
Output : UDTD_Tree, UDTD_FA 
begin 
1. merges trees of similar DTDs. 
   1-1. determines sibling nodes. 
   1-2. determines parent node. 
   1-3. merges all elements not being a cid with UDTD_Tree. 
   1-4. minimizes UDTD_Tree 
2. merges FAs of cid’s parent node. 
end. 

[Algorithm 2] is an algorithm to decide sibling nodes of cids. The sibling nodes of 
cids are determined by union of each sibling node set being in each similar DTD. 
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[Algorithm 2] Sibiling nodes Determination 
Input : Tree 
Output : Sibs_cid(Sets of sibling nodes of each cid) 
begin 
 for( each cid ) { 
   Sibs_cid[i] = Union of sibling nodes of cid in each similar DTD 
 }   /* endfor */ 
 for( each Sibs_cid ) { 
   if( Intersection of Sibs_cid[i] and Sibs_cid[j] is not empty ) {  
       After comparison of size of two sets, larger set includes smaller set. 
   }   /* endif */ 
 }   /* endfor */ 
end. 

[Algorithm 3] is an algorithm to determine the parent nodes for each cids' sibling 
nodes set. First, if tmp node exists in parent nodes for those sibling nodes set, then 
tmp node is a parent node. And the parent node of tmp node is used in the following 
comparison to decide the parent node. If cids' parent node in each similar DTD are the 
same, then that node is the parent node for cids' sibling node set; in other cases, the 
parent node for cids' sibling nodes set is the node in one similar DTD that includes 
more cid's sibling nodes than those in other similar DTDs. 

 
[Algorithm 3] Parent node Determination 
Input : Tree, Sibs_cid 
Output : Uncompacted_UDTD_Tree 
begin 
 for( each cid ) { 
   if( the parent node of cid is tmp node ) { 
       tmp node becomes parent node of cid and cid’s sibling nodes. 
   }   /* endif */ 
   if( the parent nodes of cid in each DTD tree are same ) { 
      that node becomes parent node of cid and its siblings. 
   } 
   else { 
       the parent node of cid and its sibilings is the parent node which includes more 

number of cid’s sibiling nodes than any other nodes in DTD Trees. 
   }   /* endif */ 
 }   /* endfor */ 
 for( each node that their parent node is not determined ) { 

copies a path from that node to root node into UDTD tree. 
 } 
end. 

[Algorithm 4] is an algorithm to merge elements which are terminal node and are 
not cid with UDTD tree. For the elements that are terminal nodes and exist in only 
one similar DTD tree, a path from that node to root node is copied into UDTD tree. 
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[Algorithm 4] Merging all elements not being a cid with UDTD_Tree 
Input : Tree, Uncompact_UDTD_Tree 
Output : Uncompact_UDTD_Tree 
begin 
 for( each element that is not cid and is terminal node ) { 
    copies the path from that node to root into UDTD_Tree. 
 }   /* endfor */+ 
end. 

[Algorithm 5] is an algorithm to compact UDTD tree. That is, tmp nodes and non-
terminal nodes having only one child node are deleted from UDTD and their child 
nodes become child nodes of their parent node. By using [algorithm 5], the depth of 
UDTD tree and the complexity of UDTD FA merging are reduced. 

[Algorithm 5] UDTD_Tree  Minimization 
Input : Uncompact_UDTD_Tree 
Output : UDTD_Tree 
cur_NT :  non-terminal node which is being processed 
parent_cur_NT :  parent node of cur_NT 
children_cur_NT :  child nodes of cur_NT 
begin 
 for( each non-terminal node of UDTD_Tree ) { 
   if( (cur_NT is tmp node) OR 

((size of children_cur_NT equals 1) AND 
(children_cur_NT is non-terminal node)) ) { 

       sets children_cur_NT to child node of parent_cur_NT. 
       deletes cur_NT from UDTD_Tree. 
   }   /* endif */ 
 }   /* endfor */ 
end. 

[Algorithm 6] is an algorithm to merge finite automata for parent nodes of cid 
nodes. Through BFS traversal on UDTD tree created by [algorithm 5], finite automata 
for each non-terminal are merged. The method of merging finite automata is that if 
state transitions on two successive input symbols (element names) occurred in all 
similar DTDs, then those transitions are added to UDTD FA. In other cases, finite 
automata of similar DTDs are merged by the following three cases: 

Table 2. FA merging Conditions 

case 0 
If the state transitions on two successive input symbols(element names) 
occurred in all FAs 

case 1 

 If there are finite automata that have input symbols belonging to other 
branches of UDTD tree and being cid, or 

 If there are finite automata that have input symbols being non-terminal 
node and not being cid 

case 2 
If there are finite automata that have input symbols being terminal node and 
not being cid 

case 3 In other cases 
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In case 3, input symbols are grouped by using OR connector('|') and '+' operator is 
assigned to that group when UDTD of text form is created. 

 
[Algorithm 6]  Merging FA of cid’s parent node 
Input : FA, UDTD_Tree 
Output : UDTD_Tree, UDTD_FA 
begin 
 while( there is no more node to merge ) { 
   if( case 0 meets ) { 
      merges immediate state for those input symbols to UDTD_FA. 
   } 
   else { 
      if( case 1 meets ) { 
           transites states for those input symbols to ignore those input symbols. 
      } 
      else if( case 2 meets ) { 
          adds those input symbols and state transitions for those symbols to UDTD 

FA as options. 
      } 
      else {   /*  case 3 */ 
          adds all permutations of all input symbols to UDTD. 
      }   /* endif */ 
  }   /* endif */ 
 }   /* endwhile */ 
end. 
 

Figures 2 and 3, respectively, show UDTD Tree and UDTD FA of scientific 
journals. 

 

Fig. 2. Final UDTD tree created by [algorithm 5] 
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Fig. 3. UDTD FA created by [algorithm 6] 

4.4   Postprocessing 

Postprocessing performs the verification of UDTD by Microsoft's MSXML parser 
whether it is suitable to DTD grammar rules or not. Figure 4 shows a uniform DTD of 
text form after the verification. Looking into a uniform DTD as shown in Figure 4, we 
can confirm that it includes all contents of original XML documents, that is, all text 
elements of documents, and preserves each DTD's structure without much loss of 
meaning. 

<!DOCTYPE  ScientificJournal [ 
<!ELEMENT  ScientificJournal (Front, Body, Reference, Appendix?, Back?)> 
<!ELEMENT Front (InfoJournal, InfoPaper, TitleGroup, Authors)> 
<!ELEMENT InfoJournal (KorScoName, EngSocName, KorJournalName, ISSN, Vol, No,  

PubDate)> 
<!ELEMENT  KorScoName (#PCDATA)> 
... 
<!ELEMENT  InfoPaper (Support?, PaperHistory, Pages, ResearchField)> 
<!ELEMENT  PaperHistory (Submission, Acceptance)> 
... 
<!ELEMENT  TitleGroup (KorTitle, KorSubTitle?, (KorAbst|EngTitle)+,   

(EngSubTitle?, EngAbst)?> 
<!ELEMENT  KorTitle (#PCDATA)> 
... 
<!ELEMENT  Authors (KorName, (EngName|Affiliation)+, Role?, Description,  

EMail?)+> 
<!ELEMENT  KorName (#PCDATA)> 
 ...   ] > 

Fig. 4. UDTD transformed to text 
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5   Conclusion and Future Works 

In this paper, we proposed and implemented an algorithm that unifies DTDs of 
documents having similar structure using tree and finite automata. Using the proposed 
algorithm, we can get the advantages that the cost of XML document database 
construction and the number of database access are reduced, and the efficiency of 
retrieval is improved. 

In the future works, we will study methods for refinement the algorithm proposed 
to apply more various kinds of XML documents and methods for the transformation 
of the original XML document into document with uniform DTD. And we should 
research the retrieval technique which uses metadata to retrieve XML documents 
effectively and consistently. Also, it requires more researches about automatic schema 
generation and automatic construction of XML document database and metadata. 
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Abstract. The ubiquitous environment aims to provide user-friendly service, 
which is the potential area that creates new value by grafting in diverse Internet 
business models. Healthcare service, which deals with health and the quality of 
life, is one area that actively features the ubiquitous business models. This 
paper introduces remote-controlled hospital treatment services and payment 
protocols for ubiquitous healthcare services. They make use of mobile terminals 
and USIM under different ubiquitous network environments. Through these 
new services, a more efficient treatment system will be studied and developed 
by connecting mobile terminals, USIM, and networks. 

1   Introduction 

Diverse services on the Internet, including cable networks, have surfaced for wireless 
networks. As cable and wireless networks have begun to merge, a new term called 
“ubiquitous environment” is coming to the fore. Ubiquitous environment makes 
network connection whenever and wherever possible. By connecting objects and 
people to all invisible networks, interactivity is made possible all the time. The 
ubiquitous environment aims to provide user-friendly service, which is the potential 
area that creates new value by grafting in diverse Internet business models. Healthcare 
service, which deals with health and the quality of life, is one area that actively 
features the ubiquitous business models. Several applications are being developed to 
improve healthcare services – from dealing with simple monitoring capabilities to 
utilizing diverse network with mobile terminals. This paper introduces remote-
controlled hospital treatment services and payment protocols for ubiquitous healthcare 
services. They make use of mobile terminals and the Universal Subscriber Identity 
Module (USIM) under different ubiquitous network environments. Through these 
new services, a more efficient treatment system will be studied and developed by 
connecting mobile terminals, USIM, and networks. To create a hospital treatment 
system that is compatible with the general ubiquitous environment, technology to 
transfer and to check personal information frequently is needed. Since authentication 
is necessary for treatment and the payment system, we propose additional protocols 
for the safe transfer and authentication of data. In Chapter 2, the general notion of 

,
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healthcare and the healthcare system in the ubiquitous environment will be analyzed 
from the background of healthcare history. In Chapter 3, the security issues needed in 
the healthcare system are discussed. In Chapter 4, hospital treatment systems are 
composed by mobile terminals, based on the analyzed security issues. A proposal of a 
suitable payment protocol will follow after this analysis. Chapter 5 will summarize 
the conclusions. 

2   Ubiquitous Healthcare 

Healthcare is the prevention, treatment, and management of illness and the 
preservation of mental and physical well-being through the services offered by the 
medical and allied health professions. Ubiquitous healthcare is the method of 
enhancing or maintaining health level by making many devices (services) available 
throughout the physical environment, but making them effectively invisible to the 
patients. Fig 1 is ubiquitous healthcare. 

Fig. 1. Ubiquitous Healthcare 

3   Security Requirements for Healthcare Service 

Mobile healthcare services are value added services that help people cope with 
emergencies quickly. They facilitate continuous monitoring by providing patient 
health information to the proper recipient. Because this service involves personal 
information, this may risk abuse from malicious users without proper security. The 
following security issues are needed in mobile healthcare services. 
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3.1   Confidentiality and Authentication 

As a basic item for security, confidentiality is needed in the transfer and handling of 
data in the mobile healthcare system. Only authenticated users should be able to 
access the data. Hospital treatment service requires patient data especially in 
processes like booking a hospital, receiving treatment, and prescribing. Since patient 
data involves personal information and information related to medical treatments, 
personal privacy should be handled carefully. The scenario suggested in this paper is 
a healthcare system involving mobile terminals and PDAs. This paper will present 
ways to authenticate and transfer data safely via SMS services through mobile 
terminals. To assure the confidentiality of the user’s private information, privacy 
protection should be guaranteed. Additionally, this paper will propose ways not only 
of providing authentication and confidentiality of transferred data but also of 
providing authentication service for the users. 

3.2   Integrity 

Integrity means that data is not forged nor altered during transmission. Hospital 
treatment services must prescribe based on the patient’s accurate information. If data 
are forged or altered, it will bring about fatal results to the patient. Therefore, the 
integrity of the hospital treatment system should be guaranteed. 

3.3   Availability 

All of the business models on ubiquitous environments suggest human centered 
scenarios. All healthcare scenarios should also be centered on people. It means that 
authorized users should be able to access data whenever and wherever possible. 
Therefore, the system should be constructed so that users cannot aware of such 
weaknesses in the service, even though troubles in the service system exist.  

4   Remote Controlled Hospital Healthcare Scenarios  

This chapter explains healthcare in remote controlled hospital systems among various 
business models in an ubiquitous environment. We will especially suggest a protocol 
for making safe payments after hospital treatment. Users or patients can pay through 
mobile terminals. We suggest a payment protocol that uses USIM or network money. 
To pay for treatment, we propose a security protocol of transferring data during the 
booking process, receiving treatment, and paying after treatment. 

4.1   Overall Organization Chart 

Under the ubiquitous environment, diverse healthcare models can be composed. This 
paper focuses on receiving healthcare services using mobile terminals. Assuming 
diverse business models are possible; this organization chart explains several possible 
scenarios. Following this is the discussion on the payment protocol used in the 
hospital paying system. The ubiquitous environment makes it possible to access 
diverse equipments. This system suggests environments for personal computers, 
mobile terminals, and sensor networks. That means that hospitals and drugstores will 
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be constructed under a computer-centered or terminal-centered environment, while 
users access wireless bio sensor networks and mobile terminals. Among these several 
diverse scenarios, we propose a protocol where users fall under a wireless network 
environment. Users or patients can access the hospital using wireless terminals such 
as PDAs or mobile phones. All terminals will be equipped with USIM for the 
confidentiality and integrity of personal information. Users can check the patient’s 
status through mobile terminals and sensors. Users can receive healthcare services 
using USIM built into mobile terminals. In case of emergency, the service system will 
contact the hospital or doctors by checking the patient’s status through sensing 
network equipment.  Hospitals can also monitor the status of patients using diverse 
terminals. Several kinds of network equipments can facilitate booking services, 
treatment, and payment between hospitals and patients. 

 
Fig. 2. Overall Organization Chart 

As reliable organizations, hospitals can check after-payment, the authentication of 
treatment and prescription by connecting to medical care insurance management 
companies. In this paper, USIM connected to wireless terminals provide important 
roles. By using USIM inside the terminal, users can select hospitals, book them, 
inquire one’s medical information, authenticate the patient in the process of treatment, 
receive medication prescriptions or shots, and pay hospital fees.  To reserve a specific 
hospital, users must access the medical unification server through wireless Internet 
using a mobile communication terminal. The medical unification server authenticates 
access by checking identification numbers and authentication data stored in the 
USIM.  Authenticated users will process booking procedures by selecting one of the 
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hospitals coded in the medical unification server. In treatment, patient medical history 
is loaded into each user’s database using the authentication data stored in the USIM. 
Authorized users can confirm data by wireless Internet.  After treatment, a user can 
get correct shots or prescription services by checking the data on a terminal that is 
connected to USIM. After treatment, if medicine is needed, prescription will be 
transferred to the appropriate drug store which the user appoints.  By connecting to 
the drugstore’s server computer wirelessly, the user transfers authentication 
information using USIM. The drugstore’s server will download the prescription by 
connecting to the hospital server, using the user’s ID through the network. Through 
unification management in medical issuance, the hospital and drugstore servers can be 
utilized for treatment and prescription with the patient’s information in the USIM. Fig 
2 is overall organization chart. 

4.2   Elements of System  

4.2.1   Hospital 
Hospital must provide health services, process management support, activity and 
process coordination, identification, thorough consistent, integrated, adequate and 
reliable information dissemination. 

4.2.2   Patient(User) 
Patient can demand for health service is inherently individualized. Also, He demands 
that health service is inherently mobile (at work, at home, sports, leisure), mobility, 
disease information. 

4.2.3   Mobile Computing(PDAs, Phones) 
It provide potentially high to very high numbers of users. Also, It provide on all levels 
of public, and private health systems.  It provide key factor for customer contact / 
patient relationship management. 

4.3   Payment Protocol for Healthcare 

This paper introduces remote-controlled hospital treatment services and payment 
protocols for ubiquitous healthcare services. They make use of mobile terminals and 
the USIM under different ubiquitous network environments. Through these new 
services, a more efficient treatment system will be studied and developed by 
connecting mobile terminals, USIM, and networks. 

4.3.1   Healthcare Payment Protocol Through USIM/Network Type Payment 
Fig 3 shows core components for healthcare payment through mobile terminals 
extracted from the organization chart. We assume that diverse network equipments 
have been established at the hospitals. These services are provided to doctors and 
nurses through different kinds of terminals. Payment gateway is a reliable 
organization and also works as a medical issuance management organization. Banks 
are virtual organizations that charge money to USIM or pay network-type money. 
This figure refers to the protocol in selecting hospitals, booking, receiving treatment, 
and paying fees after treatment. We exclude all other factors regarding drugstores or 
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Abstract. Since the security policy model plays an important role in any secure 
information system, its specification has been studied extensively. In particular, 
UML-based specification has widely used because of its visual characteristics. 
Although visual specifications are good to write, they are difficult to verify 
whether some desired properties are hold in a given specification. This paper 
shows our techniques to verify UML-based specification with a running 
example. 

Keywords: Security policy model, Role-based access control, Visual specifi- 
cation, Formal verification. 

1   Introduction 

Today, in accordance with the bigger complexity of the system, the concerns of the 
security increase day by day. One of the main concerns of the high security infor- 
mation system is the security evaluation to define the security function. Security 
evaluation of information security system is broadly used with respect to Common 
Criteria (CC) as ISO standards (ISO/IEC 15408:1999). As CC presents common  
requirements about the security function and assurance means of the system, it makes
enable mutual comparison among the evaluation results of the security system that per-
forms independently. CC Evaluation Assurance Levels (EALs) have seven levels, 
from EAL1 to EAL7. The higher EAL levels (5, 6, and 7) are sometimes referred to as
 the high-assurance levels. These levels require some applications of formal methods 
to demonstrate that the appropriate level of assurance has been met.  

One of important things to get the high level assurance required to the confidence 
system is Security Policy Model (SPM). In CC, evaluation of the secure system, so 
called Target of Evaluation (TOE), is concerned primarily with ensuring that a defined 
TOE Security Policy (TSP) is enforced over the TOE resources. The TSP defines the 
rules by which the TOE governs access to its resources, and thus all information and 
services controlled by the TOE. The TSP is, in turn, made up of multiple Security 
Function Policies (SFPs). And then the SFP is implemented by a Security Function 
(SF),whose mechanisms enforce the policy and provide necessary capabilities. 
Therefore, the system developers also develop a security policy model that is based 
on a subset of the policies of the TSP, and establish a correspondence between the 
functional specification, the security policy model, and these policies of the TSP[1]. 
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In t e la orator  room  t ere are professor  P D  stu ent 
an  mem ers oing researc  e  use a sc e uling 
s stem for team meeting  

 
 Professor oo s a meeting in t e calen ar   
 Professor re uests t e meeting to mem ers  
 Re ueste  mem ers c ec  t e ate in t e calen ar   
 All em ers agree to t e re uest   
    a  ere e ists a mem er opposing t e meeting   

summon a meetingProfessor

cancel a meetingPh.D

look up calendarMember

As SPM is basically the criteria of security functions when the information security
 system is implemented, to guarantee the confidence degree of SPM does an impor- 
tant role to the confidence degree of the information security system. Besides High 
assurance level over EAL5 requires the formal SPM. In this paper, we propose method 
and process for specifying and verifying the semi-formal and formal SPM of given 
TOE. Example TOE is the scheduling system and has access control policy that is 
presented by Role Based Access Control (RBAC). Section 2 introduces RBAC policy
and shows SPM specification process from the TOE policy to its formal model. The 
method for verifying semi-formal which is constructed by UML and formal SPM 
model by Alloy [2] developed by MIT is described in section 3. Finally, the section 4 
gives conclusions and future works. 

2   Specification of SPM 

2.1   TOE Description 

TOE is a scheduling system which supports confirming meeting in a research group
where professors, Ph.D. students and other members frequently meet together. Each
user (subject), who takes part in the system, is enforced by role-based access 
control policy. Role-based access control (RBAC) is an alternative to traditional 
discretionary(DAC) and mandatory access control (MAC) policies that is interest in
g in comercial applications. Under RBAC, users are granted membership into roles 
in system, where a role can be defined as a set of actions and responsibilities. 
Because of allowing the role hierarchies, some users can have several roles. Permis- 
sions can be represented by sets of relations between roles and system resources 
(objects), and the user and the role with assigned by session are activated. Thus 
RBAC consists of the user-role assignment, the role-permission assignment, and the
permission-object assignment[3]. Figure 1 shows the use case diagram of schedule- 
ing system, where actors in the use case are corresponding to roles in the organiza- 
tion. 
 

 
 

 
 
 
 
 
 
 
 
 
 

Fig. 1. Use case diagram 

Therefore roles in this organization can be defined by Role = {Professor, Ph.D, 
Member}. Also, through operations presented in sequence diagrams, we can get 
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 : Professor member_i : Member  : Calendar

show()

invite()

addMeeting()

commit()

agree()

i=1..n

corresponding permissions. Figure 2 gives two scenarios, cancel a meeting and  
summon ameeting. Because assets to be protected are meeting schedules in this  
system, permissions is built up by whether a method is allowed to an actor. Accordin- 
gly, we define thePermission as {show, invite, agree, disagree, cancelMeeting, 
addMeeting}, where show is a permission to read the meeting schedules, invite is to 
create a meeting, agree isto consent to the reserved meeting, disagree is to oppose 
join, cancelMeeting is tocancel a meeting, and addMeeting is a permission to confirm 
the meeting. Figure 3presents class diagram of example system. 

 : Professor member : Membermember_i : Member
 : Calendar

show()

invite()

invite()

disagree()

canceledMeeting()

canceledMeeting()

 

Fig. 2. Sequence diagrams for Cancel a meeting and Summon a meeting 

 
Fig. 3. Class diagram of scheduling system 

Ph.D:Role

cancelMeeting()

Professor:Role

addMeeting()
inviting()

Permission

isAccessable()

In  Role classes, only  
permission operator 
is  spec ifyed

Calendar

addMeeting()
removeMeeting()
show()

Meeting

showDetails()

Member:Role

agree()
disagree()
show()

attends

10..1 1

owner

Session

Us er1

0..1

*

*assignmentassignment
SmartCard

1

1

1

1

authentication

1

0..1
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2.2   Process for Specifying Formal SPM 

In the previous section, we describe the TOE and its access control policy by mapping
elements of UML diagrams to elements of the RBAC policy. In this section, we will 
explain a process to drive from system security policies to semi-formal and formal  
SPM models. Followed policies are only related to access control in the TOE: 

P1. All activities accessing to scheduling system are controlled by the system. 
P2. RBAC security policy is used. 
P3. A Member has permissions such as show, agree, disagree. 
P4. Ph.D inherits all Member’s functions, and posses the cancelMeeting permission. 
P5. Permissions of the Ph.D’s and additionally inviting, addMeeting assign to a  

Professor. 
P6. Only one user assigns to the Professor. 
P7. Each user has a role. 

From above security policies, we are able to write an informal SPM model with 
respect to the concept of RBAC. Security policy model of RBAC has three comp- 
onents, (i) type information of system elements that are enforced by security policy, 
(ii)policyrules that generate the states of the system accepted by the policy, (iii) cons- 
traints thatshall not be contained in any system states (negative constrains) and must 
beexpli-citly constructed as parts of system states (positive constrains).  

(i) Type information 
T1. A user is assigned to a role. 
T2. A role has another role hierarchically. 
T3. A user can establish a session. 
T4. A role is assigned to a session. 

(ii) Policy rules 
R1. A user can be assigned to a role by an administrator. 
R2. A user can be revoked from a role by an administrator. 
R3. A user can be assigned to a session.  
R4. A user is removed from a session. 
R5. A user, establishing a session, can activate a subset of authorized role.  
R6. A user, using a session, can deactivate the role in the session. 
R7. A Member has permissions such as show, agree, disagree. 
R8. Ph.D inherits all Member’s functions, and posses the cancelMeeting permis- 

sion. 
R9. Permissions of the Ph.D’s and additionally inviting, addMeeting assign to a 

Professor. 

(iii) Constraints 
C1.Separation of duty (sod) – negative constraint : If for relation between two 

roles those roles cannot simultaneously be assigned to the same user, to pre- 
vent the user from being a member of two roles, those roles are established by
 the sod-constraint. 

C2.Cardinalities – positive constraint : This kind of constraint restricts the numbe
rof user-role assignment. In this scheduling system, only one user can be  
assigned to the role Professor.  
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C3. Another additional specific constraint is that any user can be assigned to one 
role in this system. 

In the above description, type information T1, T2, T3, and T4 present basic RBAC 
type information and represent P2 security policy. Policy rules R1, R2, R3, R4, R5, 
and R6 also refine the P2 policy. Security polices P3, P4, and P5 are corresponding to
R7, R8, and R9, respectively. C1 and C2 constraints represent P2. Constraints C2 and
C3 reflect security polices P6 and P7. Thus all TSP is represented on informal SPM 
model because P1 presents organizational security policy. 

Now we are about to drive the informal SPM to semi-formal SPM by means of UM
L object diagram. Firstly, type information about system entities is modeled by 
association relation between objects to be labeled by a type. Each type means smart 
card, user, role, permission, and session. Basically user access to the system with 
smart card,but in this paper we do not deal with this authentication and identification 
policy. The loop of the object typed Role presents role hierarchy. Authenticated user 
can be assigned to a role and access to system through a session. Figure 4 includes 
type information from T1 to T4.  

Session

User

assignment

Role

* **

Role Hierarchy

*

assignment

User assignment
Permission

Permission Assignment
Smart Card

authentication 

Session

User

assignment

Role

* **

Role Hierarchy

*

assignment

User assignment
Permission

Permission Assignment
Smart Card

authentication 

 
Fig. 4. UML model of Type information 

Secondly, figure 5 gives model of policy rules and the number in front of each 
object diagram models 1) creating a new user, 2) deleting a user and the assigned 
session of the user, 3) establishing a session to user (R3), 4) destroying session (R4), 
5) assigning a role to a user (R1), 6) destroying the role (R2), 7) activating the role 
authorized (R6), and 8) deactivating the role (R7). Therefore all policy rules are 
represented in UML model where the star (*) means role hierarchy. 

Finally, constraints also model by means of UML model and OCL. Left side in 
figure 6 models the sod-constraint (C1), and in the right side, upper constraint 
represents that only one user can be assigned to the Professor role (C2). Lower 
constraint is the constraint C3. We use the OCL language to specify these constraints
more precisely. 

 



978 S. Park and G. Kwon 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 5. UML model about policy rules 
 

 
Fig. 6. Constraints presented by UML 

 
Table 1. Constraints presented by OCL 

constraint OCL specification 

(C1) 
context User inv 
self.is_in->forAll( r1,r2 | r1.sod->excludes(r2)) 

(C2) 
context Professor inv 
OneAssignmentProfessor: user -> size < 2 

(C3) 
context User inv 
OneAssignmentUserToRole: role1 -> size < 2 

role:Role

role ':Role

sod

user:User
new

new

user:User
Professor:Role

addMeeting()
invit ing()

0..11 0..11

user:Userrole:Role

11 11

If two roles have 
sod-relation, they 
cannot assign 
Role to User

1)
3)2) 4)

5) 6)

7)

8)

9) 

10
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So far we explained the process to construct an informal and semi-formal model 
from given policies. SPM formal model will be constructed by based on these models.
To specify the formal model, we borrow a formal language of the Alloy which is a 
popular lightweight formal method. 

module schedule   

sig User { is_in : Role }      // T1 

sig Session { has: User, belongs : User, is_activated:Role}  // T2, T3 

sig Role { superrole, subrole, sod : Role  }    // T4 

fun NewUser(user, User':User) { User' = User + user } // creating a uer. 

fun RemoveUser(user, User':User, Session' : Session) {  

  Session' = Session - user.~has   

User' = User - user   

}     // deleting a user and the assigned session of the user 

fun NewSession(user, User':User, session, Session':Session) {  // R3 

  Session' = Session + session 

User' = session.belongs + user  

} 

fun RemoveSession(user:User, session, Session':Session) {   // R4 

  Session' = user.~has - session 

Session' = Session - session  

} 

fun AddToRole( user:User, Role', role:Role ) { Role' = user.is_in + role }  

// R1 

fun RemoveFromRole(user:User, Role', role:Role) {    // R2 

  Role' = user.is_in - role 

Role'=user.~has.is_activated-role.*subrole  

} 

fun ActivateRole(user:User,session:Session, Role':Role, role:Role,role2:Role) {  

  role in user.is_in role2 in role.*subrole 

  Role' = session.is_activated + role2     // R5 

session.is_activated' = session.is_activated + role2  

} 

fun DeactivateRole(user:User, session:Session, Role',role, role2:Role) {  

  Role' = session.is_activated – role      

  Role' = session.is_activated - role2     // R6 

  session.is_activated' = session.is_activated - role2  

} 

fact { all u: User, r1: Role, r2: Role |  

(r1+r2) in u.is_in => r1 !in r2.sod }  // C1 

 

assert SeperationOfDuty       // C1 property 

{ all r1,r2: Role, u:User |(r1 + r2) in u.is_in -> r1 != r2.sod } 

assert OneAssignmentUserToRole      // C3 property 

{ all r: Role | all u1, u2:User | u1.is_in = r => u2.is_in != r } 
 

Fig. 7. Alloy model of scheduling system 

3   Verification of SPM 

In the previous section, we have modeled semi-formal SPM and formal SPM with 
three components, type information, policy rules, and constraints. To verify the SPM 
models, we use the USE[4] for analyzing a UML object diagram and Alloy[2] for the 
formal model where type information and policy rules are a model to be verified and 
properties is specified by constraints. Through our analysis we show the way that 
specified type information and policy rules are consistent with constraints, that is, 
inter-consistency of SPM model. Figure 8 presents USE model and a snap shot to be 
analyzed. Results of checking this model are consistent. 
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model schedule 

-- type model about USER, Role, 

Permission, Session 

class User 

end 

class Role 

end 

class Permission 

end 

class Session 

end 

--  

class show < Permission 

end 

class agree < Permission 

end 

class disagree < Permission 

end 

class cancelMeeting < Permission 

end 

class addMeeting < Permission 

end 

class inviting < Permission 

end 

--  

class Member < Role 

end 

class PhD < Member 

end 

class Professor < PhD 

end 

class Jungrim < User 

end 

class Taehoon < User 

end 

class Sachem < PhD 

end 

class Gihyun < Professor 

end 

-- R1 

association UserAssignment between 

 User[*] role assign; 

 Role[1..*] role new; 

end 

 

-- role hierarchy 

association RoleHierachy between 

 Role[*] role sub_role; 

 Role[*] role super_role; 

end 

 

--permission assigned to role 

association PermissionAssignment between 

 Permission[*] role assignment; 

 Role[*] role role1; 

end 

 

-- R3 

association SUassignment between 

 Session[*] role user_assignment; 

 User[*] role user; 

end 

 

-- R5 

association SRassignment between 

 Session[*] role role_assignment; 

 Role[*] role role1; 

end 

 

constraints 

-- C3 

  context User 

    inv OneAssignmentUserToRole: 

 new -> size < 2 

-- C2 

  context Professor 

    inv OneAssignmentProfessor: 

 assign -> size < 2  

 

Fig. 8. USE model and one snap shop 
 

Taehoon:User

Jungrim:User
show:Permission

agree:Permission

Member:Role

agree()
disagree()
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disagree:Permission
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Ph.D:Role
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new
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rmission
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addMeeting:Permission
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inviting()
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new
assign
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If we add illegal user-role assignments like below insert-statements, then the USE 
analyzer show how the constraints doesn’t satisfied in given snap shot. Actually, these 
user-role assignments violate C3 constraint and figure 9 shows the violation. 
 

“!insert (Jungrim, Member) into UserAssignment 
!insert (Jungrim, PhD) into UserAssignment” 

 

 

Fig. 9. Violation of C3 constraint 

 

Fig. 10. Counterexample of violation 
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In the previous section, we intentionally induce the formal SPM model to violate 
C3 constraint. Of course, the omission of one statement “fact {all r: Role | 
all u1, u2:User | u1.is_in = r => u2.is_in !in r}” causes this 
violation and in this case Alloy produces one of counterexamples. 

4   Conclusions 

It is the objective of SPM to provide additional assurance that the security functions 
in the functional specification enforce the policies in the TSP. This is accomplished 
via the development of a SPM that is based on a subset of the policies of the TSP, and 
establishing a correspondence between the functional specification, the SPM, and 
these policies of the TSP. The formal SPM is also essential component for the high-
assurance levels [1]. However, it is very difficult to construct a formal model from 
security policies of an information system. Recently, several studies about specifying 
and verifying a formal model for a security policy, particularly RBAC policy, are  
in progress [5,6,7,8]. But for developers, preparing the CC evaluation, how to specify 
and verify their SPM couldn’t be guided well.  

In this paper, we presented specifying the semi-formal and formal SPM of 
scheduling system and verifying the SPM model with graphical analysis tools, USE, 
Alloy. Models to be verified were driven from security policies of TOE, step by step. 
With these SPM models, we performed consistency check. We obtained two benefits 
through proceeding step by step, which are correct models and the consistency 
between policies and models. But establishing a correspondence between the 
functional specification and the SPM, to satisfy the full requirement of CC, is 
remained works. 
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Abstract. Cyberworlds created on the web allow for providing personal men-
toring of the students with different cultural and educational backgrounds. Vir-
tual Campus of Nanyang Technological University is designed to be such a cy-
berworld. This is a place for research and education, fun and immersion in 
campus life. Besides standard VRML, its hybrid function-based extension is 
used in the design of Virtual Campus. In place of thousands of polygons, small 
formulas are used for constituting complex geometric shapes and appearances. 
Collaborative Shape Modeling Laboratory, which is a part of the Virtual Cam-
pus, is based on this extension. It is developed to help students with their com-
puter graphics assignments. 

1   Online Experiences Versus Online Courses 

Cyber-learning has already become an important and vital part of university educa-
tion. Conventional ways of teaching, when only lectures and practical exercises in a 
class are used, no longer satisfy the growing demands and challenges of modern edu-
cation. This becomes especially essential when large or distributed classes are being 
taught. The common way of electronic education nowadays assumes putting on the 
web course materials, which can be further fortified with elements of interaction such 
as discussion groups and quizzes. However, the temptation to provide more and more 
information electronically, thus far acceding the previously used pace of teaching, 
may often result in disorientation and exhaust of the students whose abilities and 
expectations from electronic education may significantly vary. Therefore, the ultimate 
goal of the electronic education should be to provide personal mentoring to each stu-
dent through smart virtual instructors, media rich course content, and online experi-
ences rather than just online course materials published on the web.  

Cyber-learning is very essential for teaching computer graphics. Traditional pro-
ject-based ways of teaching computer graphics may appear boring and not really 
motivating for the students, since many of them do not necessarily see their future 
professional career in designing and developing sophisticated graphics tools. Also, 
quite often the course-work offered to them assumes using laboratory-based equip-
ment and software, which are not available in other labs and at home. This also con-
tributes toward a negative attitude and strain due to the possible problems with ac-
cessing these facilities. Distant students located outside the institution offering the 
course, even in other countries, may have no way at all of working with other students 
on the projects and thus will feel left behind.  
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In this connection, using and creating cyberworlds appears to be an excellent edu-
cational tool for achieving personal mentoring as well as creating a feeling of immer-
sion into real collaborative work when teaching large and distributed classes. Cyber-
worlds are information worlds built on the web [12]. These shared cyberspaces may 
be designed both with visual appearances and without it. Cyberworlds are success-
fully used in cyber-learning for science [17], children [7] and archeological education 
[8]. Creating cyberworlds as an educational tool for teaching computer science is 
described in [9].  

In this paper, three projects contributing to developing cyberworlds with educa-
tional applications are described. These are Virtual Campus of Nanyang Technologi-
cal University, Function-based Web Visualization, and Interactive Function-based 
Shape Modeling. The names of the project students can be found in the project web-
pages [19, 6, 10].The main idea of using these tools in teaching computer graphics is 
that the students are able to use simple mathematical formulas for defining complex 
geometric shapes, appearances and transformations. Using any Internet connected 
personal computer, they are able to connect to the cyberworld, which allows them to 
design sophisticated shapes as well as discuss and make available to other students the 
created models. Other ways of teaching including online lectures and interactive con-
sultations with the robot and real lecturers are available to the students as well. This 
approach, in fact combining fun and education, allowed for creating more motivation 
and achieving better results when teaching computer graphics to some 450 students 
per term, who have very different educational and cultural backgrounds. 

2   Cyber-Learning on the Virtual Campus of NTU 

Nanyang in Chinese means “south seas”—a reference to the Southeast Asian region. 
Back in the 1940s and 50s, many Chinese from mainland China ventured south to 
seek their fortunes in new lands. Malaya—now Singapore and Malaysia—was then 
known as Nanyang to the Chinese. After World War II, a university was founded in 
Singapore that would provide tertiary, comprehensive education in Chinese. Ex-
panded in 1953, it was known as Nan Tah in Chinese. The modern Nanyang Techno-
logical University [15] originated from Nan Tah. NTU occupies a large, beautiful 
campus with hilly terrain in Jurong, located in the western part of Singapore. Many of 
the campus buildings have sophisticated, futuristic architecture, some designed by the 
famous Japanese architect, Kenzo Tange [11]. 

Virtual Campus of NTU is a shared virtual world built with Virtual Reality Model-
ing Language and Blaxxun Contact communication platform [4]. It is a virtual model 
of the real campus of Nanyang Technological University. The whole Virtual Campus 
including VRML models of the land, buildings, interiors, avatars, and texture images 
is stored in only about 15 Mb of files and can be accessed from any Internet con-
nected personal computer [19] (Figure 1).  

Many visitors to the Virtual Campus are computer graphics students, who either 
play virtual “hide-and-seek” with their professor, or come to study concepts of virtual 
reality and shape modeling. There are also visitors from around the world meeting 
together on this hospitable land. In this cyberspace, visitors can turn themselves into 
virtually anything. Some choose to look like fancy-dressed people, some turn them 
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Fig. 1. A snapshot of the real and Virtual Campus 

selves into sports cars, and some appear as sparkling clouds or fire-balls. Local  
students easily navigate the familiar 3D environment, go to their favorite places, or meet 
with friends in the hostel rooms. Foreign guests usually just wander around and chat, 
astonished by the size of what is probably the biggest shared cyberspace of this kind.  

There are dusks and dawns in this cyberspace, which follow Singapore time, but 
the Virtual Campus never sleeps. Many bots (robots) populate it. These are avatars of 
students and professors who walk back and fourth between lecture theatres, libraries, 
and student hostels. There are also birds hovering in the sky and cars riding by the 
roads. The bots are programmed to behave realistically for the visitors. Some of these 
activities are stochastic, and some follow the real class time-tables.  

Virtual Campus is not only for walking-through and seeing other avatars or bots. 
The visitors can talk to them. Blaxxun Contact provides the communication platform 
for it. It also allows for text-to-voice synthesis so that the visitors can hear their com-
puter-simulated voices. These chats may involve all the visitors or can be organized 
into private chat groups. The first bot, which the visitors meet, will greet them imme-
diately upon arrival (Figure 2). This bot is an avatar of one of the project students who 
contributed a lot to the Virtual Campus. Its “brain” is developed using AIML lan-
guage, ALICE files [1], and computer graphics terms from the computer graphics text 
book [18], which this bot is incidentally selling to the current students. There are also 
a few other agents wandering around and inside the academic buildings. They are also 
“clones” of the former project students. In fact, each of the project students has a 
personal avatar copy in the Virtual Campus. 

Virtual Campus is a place for research on crowd simulation and shared cyber-
spaces. Its content changes frequently. You can come across an avatar, which is in 
fact a bot, and it will take time before you understand it. Sometimes it may be a real 
person disguised as a bot to test human reaction on some avatar activities to be pro-
grammed. 
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Fig. 2. Robots and avatars 

Electronic education is one of the priority directions at NTU. The University’s e-
learning platform edveNTUre [5] is based on the BlackBoard software [4], and sev-
eral other companion software tools. It is extensively used by the NTU professors to 
enhance their lectures. Since its introduction in 2001, edveNTUre has developed from 
a rather exotic way of publishing lecture materials and occasional visits by the  
 

 

Fig. 3. Combining VRML with streaming video recordings of lectures and events 
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students to the present time, when it has become a compulsory and very important 
part of each course with thousands of visits each day. Besides teaching materials such 
as lecture notes, slides, streaming audio/video presentations, and extra materials, it 
can be used for setting up on-line quizzes, discussion groups, and uploading assign-
ments. However, being based on html web-pages edveNTUre rather gives a “two-
dimensional look” of the teaching process. In contrast and in addition to it, on the 
Virtual Campus NTU professors are able to meet with their students in virtual 3D 
classrooms, “see” and communicate with each other, and so add more immersion and 
fun to education. Besides that, distant overseas students get a feeling of really being 
on campus. Many features available in edveNTUre are also available on the Virtual 
Campus. Thus, some of the virtual lecture theatres and other places are linked to 
streaming multimedia presentations of current and pre-recorded lectures and events 
(Figure 3). 

Of course Virtual Campus is a learning tool for computer graphics students illus-
trating to them theoretical concepts of virtual reality, real time rendering, and shape 
modeling. It is used during lectures, as well as after classes for consultations. 

3   Collaborative Shape Modeling Hands-on Experience 

One of the student assignments is “Implicit Fantasies”, which is to design sophisti-
cated shapes using implicit functions, and to make them available in their virtual 
homes on the Virtual Campus. A part of this assignment is to be done in the Collabo-
rative Shape Modeling Laboratory, which is a part of the Virtual Campus. This virtual 
laboratory can be entered either from the lobby of the School of Computer Engineer-
ing of the Virtual Campus or by a direct link.  

Before going there, the visitors have to install a small software plug-in. This plug-
in is an extension of VRML, which allows for defining geometric shapes with ana-
lytical formulas. By “formulas” analytical definitions with parametric, implicit, and 
explicit FRep [2, 16] functions are understood: 

 
Parametric representation: FRep representation: 
x = f1(u, v, w) g = f(x, y, z) 
y = f1(u, v, w) inside the shape: g > 0; on the surface: g = 0; 
z = f1(u, v, w) outside the shape: g < 0 
 
All these formulas are functions of three coordinates, which are either parametric 

or Cartesian coordinates of 3D shapes. In our hybrid model, these different represen-
tations can be used concurrently for defining geometry and appearance of shapes. The 
shape’s geometry can be defined by a basic geometric shape and its geometric texture, 
each defined with either parametric, implicit, or explicit functions. The appearance of 
shapes can be defined by either function-defined or fixed colors. Similarly to the 
shape’s geometry, parametric, implicit or explicit functions can be used for defining 
the shape’s color on its surface and inside it. When using this hybrid function-based 
model, geometric textures and appearances are often thought of as other function-
defined geometric objects in their coordinate spaces, which are merged with the func-
tion-defined underlying geometry of a shape to create a new geometric object. This 
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approach, though unusual from the first glance, in fact helps the students to better 
understand the concepts of function based shape modeling. Also, the synergy of using 
the three different representations results in the advance quality and efficient solu-
tions, which are impossible to achieve when these representations are used on their 
own. The theoretical foundations and further details of this approach can be found in 
[13, 14] as well as in two project web pages on Function-based Web Visualization 
[6], and Interactive Function-based Shape Modeling [10]. 

After the plug-in is installed, besides the regular VRML objects, function-defined 
shapes will become visible as well. There will be one big shape hovering in the mid-
dle of the room, as well as a few smaller fancy shapes displayed in different parts of 
the room (Figure 4).  

 

Fig. 4. Collaborative shape Modeling Laboratory 

The bigger shape is the one, which the visitors can interactively modify. The 
smaller function-defined shapes are examples of the best works created by the stu-
dents. The function-defined shapes can be placed to other part of the Virtual Campus 
as well, e.g. to private virtual homes of the members. Several visitors may discuss the 
design in the chat box, type individual shape modeling commands or command 
scripts, and immediately see how the shape changes accordingly. The VRML descrip-
tion of the shape being modeled can be displayed at any time and saved for future use. 
Figure 5 illustrates different ways of defining the shape displayed in Figure 4 with 
individual command, command script, and VRML file. 
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Fig. 5. Individual commands, scripts and VRML code defining the shape in Figure 4 

Besides this method of modeling by concurrent typing analytical formulas with an 
immediate visual feedback, more complex function-based shape modeling can be 
done with the interactive shape modeling program developed for this project. The 
 

Interactive commands: 
 
parameters:-3.141,3.141,-3.141,3.141,-1,1 
source:x=(0.3*sin(10*(u+v))+1)*cos(u); 
y=(0.3*sin(10*(u+v))+1)*sin(u)*cos(v); 
z=(0.3*sin(10*(u+v))+1)*sin(u)*sin(v); 
color:sqrt(x*x+y*y+z*z) 
patterncolor:0,1,0,1,0,0 
patternkey:0.7,1.3 
 
 

Command script: 
 
parameters:-3.141,3.141,-3.141,3.141,-1,1#source: 
x=(0.3*sin(10*(u+v))+1)*cos(u);y=(0.3*sin(10*(u+v))+1)* 
sin(u)*cos(v);z=(0.3*sin(10*(u+v))+1)*sin(u)*sin(v); 
#patterncolor: 0,1,0,1,0,0#patternkey:0.7,1.3#color: 
sqrt(x*x+y*y+z*z) 
 
 

VRML code using the function-based extension: 
 
FShape {  
appearance FAppearance {  

material FMaterial {  
diffuseColor "sqrt(x*x+y*y+z*z)" 
patternColor [0 1 0 1 0 0] 
patternKey [0.7 1.3] 
type "analytical"  } 
} 
 

geometry FGeometry {  
resolution [200 200]  parameters [-1 1 -1 1] 
definition " 
x=(0.3*sin(10*(u*pi+v*pi))+1)*cos(u*pi); 
y=(0.3*sin(10*(u*pi+v*pi))+1)*sin(u*pi)*cos(v*pi); 
z=(0.3*sin(10*(u*pi+v*pi))+1)*sin(u*pi)*sin(v*pi);" 
type "analytical" 
} 

} 
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Fig. 6. Virtual embossing Tool. The shape’s geometry and appearance have been interactively 
defined. The resulting model consists of 8,000 explicit functions 

program offers an advanced set of interactive operations such as cutting, sculpting, 
embossing, engraving, and carving. It also allows for interactive painting both on the 
surface and inside the object. As a result, the program allows for making realistically 
looking shapes, which are defined with very small function-defined models while can 
be rendered with any desired precision (Figure 6). The initial basic shape for model-
ing can be either defined analytically (Figure 7), or created interactively with simple 
basic shapes. The initial shape is then gradually modified by applying different inter-
active shape modeling and/or painting operations. All the interactive modifications as 
well as the colors become an integral part of the function-based model of the shape 
defined with explicit functions of three Cartesian coordinates. The result of the mod-
eling can be either saved in the proprietary function-based data format or in the func-
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tion-based VRML code for further use in the Collaborative Shape Modeling Hands-
On Experience or in other shared virtual worlds. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. The basic shape is defined analytically, then it is interactively carved and painted, and 
finally imported to function-based extension of VRML for web visualization and further modeling 

4   Conclusion 

Our experience of teaching computer graphics to large and distributed classes of stu-
dents with different educational and cultural backgrounds proved that shared cyber-
worlds are efficient tools, which both illustrate how computer graphics, shape model-
ing, and virtual reality work and provide the students hands-on experiences by allow-
ing them to contribute to these worlds.  

When designing cyberworlds, we extensively use hybrid function-based shape 
modeling, which proved to be an efficient way of expanding shared VRML worlds. 
Many large VRML models, which required a big number of polygons, were replaced 
with compact function-based models where shapes and their appearances are defined 
with small parametric, implicit and explicit formulas.  

Interactive desktop modeling Web visualization 

Initial shape 
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Designing shapes and their appearances with concurrent using implicit, analytical 
and parametric functions helped the students to better understand the concepts of 
shape modeling. 
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Abstract. Protein consists of amino acids, and an amino acid consists
of atoms. Given a protein, understanding its functions is critical for vari-
ous reasons for designing new drugs, treating diseases, and so on. Due to
recent researches, it is now known that the structure of protein directly
influences its functions. Hence, there have been strong research trends
towards understanding the geometric structure of proteins. In this paper,
we present a Euclidean Voronoi diagram of atoms constituting a protein
and show how this computational tool can effectively and efficiently con-
tribute to various important problems in biology. Some examples, among
others, are the computations for molecular surface, solvent accessible sur-
face, extraction of pockets, interaction interface, convex hull, etc.

1 Introduction

A molecule consists of atoms. For example, a protein consists of amino acids, and
an amino acid consists of atoms. Suppose that we have a biological molecule such
as a protein, DNA or RNA. Given an atomic biology system such as a protein,
understanding its functions is very important in the design of new drugs and
treating diseases, and so on [19, 20].

While scientific efforts since the early days of science have been mainly
focused on the understanding physicochemical aspect of a molecular system,
there have been efforts to understand the geometric structure of the system
as well [21, 24, 25, 26]. One important example is the discovery of double helix
structure of DNA by Watson and Crick [31].

Ever since Watson and Crick, similar efforts have been made extensively for
proteins as well. Especially in proteins, it is now known that the structure of
a protein directly determines its functions. Therefore, there have been recently
very strong research activities towards understanding the geometric structure
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of proteins [3, 5, 7, 13, 18, 20, 25, 26, 29, 32]. Nowadays, every discovery on pro-
tein structure regarding on the atom coordinate is publicized in Protein Data
Bank(PDB) [33] and can be freely accessed.

To understand the structure of proteins, researchers have developed various
computational concepts and tools. The work by Lee and Richards on the defi-
nition of solvent accessible surface(SAS) is the first effort on this avenue [20]. A
SAS is the set of centers of a spherical probe rolling around the protein. A probe
is used for the computational convenience of small molecule which interacts with
the protein. Hence, the SAS provides information on the free space that a small
molecule can move without penetrating the protein [20].

Connolly defined a molecular surface(MS) and showed its computation in
a computer graphics display [7]. A MS consists of the most inward points on
the probe toward the interior of protein when the probe is in contact with the
protein. A MS plays the role of basis for the frequently asked questions such
as the volume and surface area of the protein, the volume of space where a
particular atom has more influence than others, etc.

Many queries regarding on the geometric structure of proteins need to be an-
swered efficiently and this requirement usually involve the computations on both
geometry and topology. For example, intersection between spherical triangles is
a necessary geometric computation for MS while the decision for which pair of
spherical triangles needs to be tested is an example of topological computation
for MS. As the technology progresses, questions of higher level abstractions in
a molecule are also often asked such as the existence of pockets on the surface
of protein [1, 8, 18, 19, 21, 24]. It is quite well-known that atoms located exterior
part of a protein determines the function of the protein. Hence, a MS is impor-
tant in the study of functions of proteins since the surface has direct relation with
exterior atoms. To facilitate efficient computations for such important concepts
on proteins, researchers tried to use various kinds of computational tools.

Discussed in this paper is the computational tool, Voronoi diagram of atoms,
convenient for the computation of neighborhood search and its application for
various problems for the study of structure of proteins. We believe that this
relatively new application area will provide new opportunities for the CAD/CAM
and geometric modelling community in the future.

2 Geometric Model of Molecule and Related Works

Shown in Fig. 1(a) is a part of molecule downloaded from PDB. This model
consists of 64 atoms and forms an α-helix. The spheres are van der Waals sur-
faces of associated atoms in the protein. There are usually two kinds of surfaces
associated with a protein model: Solvent Accessable Surface(SAS) and Molecular
Surface(MS).

To better explain both SAS and MS, we introduce a geometric model of a
protein as shown in Fig. 1(b). SAS consists of a set points on the space where
the center of probe is located when the probe is in contact with the protein.
Hence, SAS consists of a set of points where a point corresponds to the center of
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(a) (b) (c)

Fig. 1. Protein data and related geometric structures. (a) an α-helix consisting of 67

atoms (a part of protein data downloaded from PDB), (b) a geometric model for atomic

structure, and (c) a molecular surface

probe when the probe is in contact with some atoms of the protein. The inner-
most possible trajectories of points on the probe surface, then, define MS. SAS
usually defines a free-space that a small molecule can move around without in-
terfering the protein and therefore plays the fundamental role for folding and/or
docking [20]. On the other hand, MS, often called by another name Connolly
surface after the name of the first researcher defined the surface, conveniently
defines the boundary between interior and exterior volume of a protein so that
the volume or the density of protein can be calculated [7].

MS, sometimes called a solvent excluded surface(SES) again consists of two
parts: Contact surface and reentrant surface. Contact surface consists of points on
the van der Waals surface of atoms which can be contacted by the probe without
interfering any atom in the protein, and reentrant surface consists of points in the
free-space touched by the probe when the probe is tangential to nearby atoms in
the protein. Note that atoms contributing the contact surface define the boundary
of the protein. Hence, points on the MS are always accessible by the probe as it
rolls over the protein. Fig. 1(c) shows the MS of the previous α-helix.

In the geometric modelling community, the reentrant surface has been called
a blending surface and its computation has been studied quite extensively in a
rather general setting. The SAS has been also known in the geometric modelling
community as an offset surface of a protein using the probe radius as an offset
distance. Note that the definitions of all surfaces depends on the probe. Note
that the notion of SAS is similar to the concept of configuration space, C-space,
in robotics community [22]. Note that a water molecule is frequently used as
a solvent around a protein and the corresponding probe is approximated by a
sphere with a radius of 1.4 Å. Note that the work by Lee and Richards on the
definition of SAS is the first effort on this avenue [20].

3 Euclidean Voronoi Diagram of Spheres: EVD(S)

In the processing of various queries regarding on geometric structure of proteins,
it is often necessary to make decisions regarding on the topology among asso-
ciated atoms. To facilitate the decision making efficient, transforming the atom
set into an organized data structure is also necessary.
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To effectively and efficiently answer to all of these and perhaps more impor-
tant questions for a given molecule, the efficient representation of spatial structure
for the given molecule is necessary. Upon this requirement, people in biology have
been trying to use the ordinary Voronoi diagram of points for such a representa-
tion [1, 12, 23, 25, 30]. There has been also other nice approaches such as power di-
agram and α-hull for the representation of the topological structure of atoms [21].
However, the differences of radii among atoms and the Euclidean nature of the
problem have not been appropriately incorporated in these approaches.

While an ordinary Voronoi diagram for point set has been extensively studied,
Euclidean Voronoi diagram for spheres in 3D has not been sufficiently explored.
Even the efficient and robust construction of Euclidean Voronoi diagram for
circles in a plane has been available only very recently [14, 15]. Similarly, there
are only a few previous works on the Euclidean Voronoi diagram of spheres [2,
4, 10, 11, 16, 17, 18, 32].

Let B = {b1, b2, . . . , bn} be a set of generators for a Voronoi diagram where
bi is a 3-dimensional spherical ball. Hence, bi = (ci, ri) where ci = (xi, yi, zi) and
ri denote the center and the radius of a ball bi, respectively. We assume that
no ball is completely contained inside another ball even though intersections are
allowed between balls.

Associated with each ball bi, there is a corresponding Voronoi region VRi

for bi, where VRi = {p | dist(p, ci) − ri ≤ dist(p, cj) − rj , i �= j}. Then,
EVD(B)= {VR1, VR2,. . ., VRn} is called a Euclidean Voronoi diagram for
B. The topology of the Voronoi diagram in this paper is represented as an
edge-graph G = (V,E) where V = {v1, v2, . . .} and E = {e1, e2, . . .} are sets
of Voronoi vertices and edges, respectively. Once G is available, the face set
F = {f1, f2, . . .} of Voronoi diagram can be easily constructed. In this paper,
the ordinary L2-metric is used to define a Euclidean Voronoi diagram. In other
words, dist(ci, cj) =

√
(xi − xj)2 + (yi − yj)2 + (zi − zj)2.

As in ordinary point set Voronoi diagrams, Voronoi regions corresponding to
balls on the boundary of the convex hull of B are unbounded. Other regions are
bounded by a set of faces, called Voronoi faces, where a Voronoi face is defined
by two immediately neighboring balls. Note that a Voronoi face is always a
connected-subset of hyperboloid of two sheets. A Voronoi face intersects another
Voronoi face to form a Voronoi edge which is a conic section. When Voronoi
edges intersect, a Voronoi vertex is defined.

4 Computational Primitives for EVD(S)

There are three computational constituents for the geometry of EVD(S) in 3D:
vertices, edges, and faces.

4.1 Voronoi Vertices

A Voronoi vertex is defined among four appropriate neighboring atoms, and it
corresponds to the center of a sphere tangent to the atoms. An elegant algorithm
to compute the tangent spheres is presented by Gavrilova [11]. She has shown
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that the tangent spheres can be computed by solving a system of quadratic
equations where the system is obtained by an explicit formulation of equi-distant
points from surfaces of four balls.

4.2 Voronoi Edges

Unless it is a degenerate case, an edge is always defined as a locus of points equi-
distant from three surrounding balls. Then, it can be also easily shown that a
Voronoi edge is the solution of a set of simple non-linear equations, in a similar way
for the Voronoi vertex computation. It turns out that a Voronoi edge is always a
conic curve. Therefore, the precise geometry of Voronoi edges can be conveniently
represented by rational quadratic Bézier curves if five parameters are known [9].
In the middle of this computation, we have to solve the well-known Apollonius
10th problem as well and its solution process is well-described in [15, 27].

4.3 Voronoi Faces

Two topologically neighboring balls define a Voronoi face as a locus of points
equi-distant from the two balls. It turns out that Voronoi face is a part of a
hyperboloid and its implicit equation can be easily obtained [13].

Having the face equation, it may seem better to represent faces in a para-
metric form. Since the Voronoi face in our problem is always a hyperboloid, the
natural choice for the parametric representation seems to be a rational Bézier
surface with an appropriate degrees and topology.

However, the principal uses of Voronoi faces are the computations of volumes
and boundary areas of Voronoi regions, and the visualization of Voronoi regions.
Hence, we use the following approach for the representation of Voronoi faces.

Suppose that two balls are transformed so that the center of larger ball is
located at the origin of the coordinate system and the line defined by the cen-
ters of both balls coincides to Z-axis. Then, the Voronoi face between the balls
becomes a hyperboloid which is a single-valued function w.r.t. x and y. Voronoi
edges, already in a rational quadratic Bézier curve form, can be also similarly
transformed. Then, the projection of these transformed edges in xy-plane defines
the boundary of domain on the plane for the Voronoi face. If Voronoi faces are
represented in this way, both evaluation of a point on the face and testing if a
point is on the Voronoi face become much simpler.

5 Topology Construction Algorithms for EVD(S)

While there can be different ways to compute EVD(S), we briefly describe two
algorithms, an edge-tracing algorithm and a region-expansion algorithm, to con-
struct the topologies of the diagram.

5.1 Edge-Tracing Algorithm

The basic idea of the edge-tracing algorithm is quite simple yet powerful. Based
on this idea, we recently reported a full implementation of the edge-tracing
algorithm with discussions on various applications [17, 18].
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Our edge-tracing algorithm is as follows. The algorithm first locates a true
Voronoi vertex by computing an empty tangent sphere defined by four appropri-
ate nearby balls. Then, four edges emanating from the initial vertex is identified
and pushed into a stack called Edge-stack. Note that those edges have the ini-
tial vertex as their starting vertices. After popping an edge from the stack, the
algorithm computes the end vertex of the popped edge. Note that a vertex can
be found by computing a tangent sphere from each of n − 3 balls plus three
balls defining the popped edge and testing if the corresponding tangent sphere
is empty. If an empty tangent sphere is found, the center of the sphere becomes
the candidate for the end vertex of the popped edge. In the case that there are
several such empty tangent spheres, one closest to the starting vertex of the edge
is chosen.

Once the end vertex of currently popped edge is found, it is also possible to
define three more edges emanating from this new vertex. Hence, three edges are
created and the new vertex is used as the starting vertex of three new-born edges.
Note that these edges are also pushed into Edge-stack. By following this process
until Edge-stack is empty, the computation of Voronoi diagram is completed.
Even though the idea is simple, designing a correct and efficient algorithm is not
so easy at all.

The worst-case time complexity for the whole Voronoi diagram takes O(nm)
where n is the number of atoms and m is the number of edges in the diagram.
Note that m can be O(n2) in the worst-case. However, the running time can be
reduced as low as O(n) by employing various acceleration techniques.

5.2 Region-Expansion Algorithm

Suppose that we are given with an ordinary Voronoi diagram for the centers
of atoms constituting a protein. Then, each atom is associated with a Voronoi
region even though this is not correct for the atom itself.

Consider that an atom is being expanded starting from a point, located at the
center of the atom, to its van der Waals sphere. While a region is expanding, we
want to keep the topology and geometry of the vertices, edges, and faces of the
region correct. Repeating this region expansion process for all atoms eventually
constructs the valid Voronoi diagram of all atoms if each process can perform
the specified task correctly.

It is obvious that growing the size of an atom always increases the volume of
the corresponding Voronoi region. It can be easily shown that each vertex on a
Voronoi region, during the region expansion, moves away from the initial region
by following an edge associated with the vertex. Similarly, each edge on a region
moves away from the initial region by following a face. Note that a sufficiently
small growth of expanding generator leaves the combinatorial structure of the
diagram unchanged but causes changes only in the geometries of vertices, edges,
and faces related to the region boundary.

However, certain changes may occur in topological structure at some point
of time in the expanding process. For example, suppose that a vertex moves along
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an edge to meet a corresponding end vertex of the edge. Then, the edge shrinks
and degenerates to a point and disappears afterwards. We call an event for such
a situation causing changes in the combinatorial structure.

It can be shown that events are classified in four different cases: i) one-end-
event, ii) two-end-event, iii) mid-event, and iv) split-event. An emphend-event
denotes the case when an edge disappears at the end of the edge after the
process of edge-shrinking. In 3D, it can be shown that one or two edges are
incident to the end vertex of a shrinking edge and these cases corresponds to
different events. Hence, we call the situations one-end-event or two-end-event.
A mid-event denotes the case that an edge disappears in the middle of the edge.
This case occurs when both end vertices of an edge move toward interior of the
edge to meet at a point. Similarly, a split-event denotes the case that a new
vertex is created at a point in the middle of an edge so that the edge splits into
two edges. According to an event type, associated operations on the topology
structure can be also clearly defined. While the event type is decided, the time
for the event can be also computed by considering the geometric configurations
in the neighborhood.

The computation necessary to expand a Voronoi region, starting from a cen-
ter point to a complete sphere, takes O(n2 log n) time in the worst-case since
there can be O(n2) number of edges to be considered and sorting events is re-
quired according to the event time. We believe, however, that the expected time
complexity to expand a Voronoi region can be as lower as O(n) in the region
expansion algorithm.

6 Protein Structure Analysis Using EVD(S)

Voronoi diagram can be efficiently used for the analysis of protein structure as
illustrated in the following examples. Fig. 2(a) shows a part of protein data 1BH8
downloaded from PDB [33]. 1BH8 consists of two groups of atoms interacting
each other and shown in Fig. 2(a) is the group A. Note that 1BH8 consists of
1,074 atoms(680 C’s, 181 N’s, 203 O’s, and 10 S’s) and the group A of 1BH8
consists of 366 atoms(233 C’s, 54 N’s, 74 O’s, and 5 S’s).

Fig. 2(b) shows the convex hull of the model computed from the topology data
of Voronoi diagram of the protein. Note that the convex hull, in this example,
consists of triangular faces connecting the centers of atoms can take only linear
time w.r.t. the number of Voronoi faces. Fig. 2(c) illustrates the molecular surface
of the protein using a probe of size 1.4 Åwhich denotes the size of a water
molecule. Details will be elaborated in another paper in [28]. Fig. 2(d) shows
pockets on the protein where ligands can dock into so that a new drug discovery
can be tried on . How to detect such pockets is beyond the scope of this article
and therefore will be reported in another paper [6]. While Fig.’s 2(a), (b), (c)
and (d) illustrate examples for only group A of protein 1BH8, Fig. 2(e) shows
the interaction interface between two groups. Note that points on the surface is a
mid-point in between two closest atoms. Usually the shape of such an interaction
surface is of importance. Fig. 2(f) shows only the interaction surface ignoring the
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(a) (b) (c)

(d) (e) (f)

Fig. 2. Various geometric structures related to the protein 1BH8. (a) the van der

Waals atoms of group A in the protein 1BH8, (b) the convex hull of group A, (c) the

molecular surface of group A, (d) the pocket on the molecular surface of group A, (e)

the interaction interface of the protein 1BH8, with atoms, (f) the interaction interface

of the protein 1BH8, without atoms

atoms. The intensity on the surface actually illustrates the Euclidean distance
between two closest atoms in both groups.

7 Conclusions

Protein consists of amino acids, and an amino acid consists of atoms. Given a pro-
tein, understanding its functions is critical for various reasons for designing new
drugs, treating diseases, and so on. Since the structure of protein primarily deter-
mines its functions, there have been strong needs for the research to understand
the geometric structure of proteins in both detailed and abstract levels.

In this paper, we have shown that a Euclidean Voronoi diagram of atoms con-
stituting a protein can facilitate the computations necessary for the analysis of
protein structure in various applications. The convex hull, molecular surface, ex-
tracting pockets, isolating interaction interface, and so on can be easily computed
once the Voronoi diagram of atoms is available. In addition, we have briefly re-
viewed two important and practical approaches to compute the Voronoi diagrams.
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Abstract. An efficient method for generating a C2 continuous spline
surface over a Catmull-Clark mesh is presented in this paper. The spline
surface is the same as the Catmull-Clark limit surface except in the
immediate neighborhood of the irregular mesh points. The construction
process presented in this paper consists of three steps: subdividing the
initial mesh at most twice using the Catmull-Clark subdivision rules;
generating a bi-cubic Bézier patch for each regular face of the resultant
mesh; generating a C2 Gregory patch around each irregular vertex of the
mesh. The union of all patches forms a C2 spline surface. Differing from
the previous methods proposed by Loop, DeRose and Peters, this method
achieves an overall C2 smoothness rather than only a C1 continuity.

1 Introduction

Although the mainstream parametric surface modeling methods, such as B-
splines are powerful and have been adopted into many commercial CAD and
computer graphics packages, they suffer from a fundamental limitation that they
require the control mesh to form a regular quadrilateral structure.

To overcome this limitation, a number of methods have been proposed for
the construction of smooth surfaces of irregular topology. Roughly speaking,
these methods are categorized into two groups, the first group describes the
final surface with a closed analytical form; the second group produces the final
surface as the limit of a refinement procedure.

1.1 Subdivision Surfaces

Recursive subdivision surfaces were developed to tackle the limitation of the
topological irregularity by Catmull & Clark [1] and Doo & Sabin [2]. Starting
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with a mesh of polygons, these methods employ a refinement procedure which
operates on this mesh repetitively. With a proper definition of a refinement
procedure, the resultant mesh will converge to a smooth surface in the limit. Due
to the nature of the surface generation process, such subdivision surfaces do not
admit a straightforward closed analytical expression, although exact evaluation
of the limit surface is proposed with complicated formulation by Stam [3].

1.2 Irregular Surfaces with Closed form Expressions

For the purpose of facilitating further operations, such as differentiation, a great
deal of effort has been expended to the construction of smooth surfaces with a
closed analytical definition. Based on the technology of manifolds, Grimm and
Hughes [4] proposed a method to construct smooth surface over irregular topol-
ogy meshes. Following similar ideas, Cotrina and Pla [5], presented a scheme for
constructing Ck-surfaces. They firstly apply Catmull-Clark subdivision a num-
ber of times to separate the irregular points. And then a manifold M is defined. A
control point is associated with each chart of M . Continuous basis functions are
generated with support on each chart. A set of transition functions of parameters
between different charts are then constructed. Finally, a surface is obtained from
a collection of overlapped pieces. The surface is a tensor product B-spline surface
around regular areas and is a rational one around irregular points. Although the
method provides Ck smoothness, the process to construct surfaces is not easy
to follow. A direct construction approach is proposed by Peters [6]. His spline
surfaces are constructed by carrying out a subdivision procedure once or twice,
and then forming one surface patch around each vertex. The union of all patches
represents a C1 smooth surface. Using triangular patches, Loop’s method [7] also
follows similar ideas. His method requires only one refinement step and does not
need other pre-processing procedures. Taking an irregular mesh as input, his
algorithm takes the following three steps to produce a spline surface:

– Carrying out Doo-Sabin subdivision once,
– Constructing quad-nets,
– Generating four quartic triangular patches for each quad-net (lower degree

patches may be used for special cases).

As output, the final surface consists of a collection of bi-quadratic Bézier patches
except in the neighborhood of the irregular mesh points where triangular patches
are employed.

Combining the knowledge of subdivision mesh and S-patch , Loop and DeRose
[15] generate a C1 spline surface. Zheng & Zhang [8] also developed a C1 spline
surface based on subdivision mesh and Zheng-Ball construction [9] [10]. Their
construction process is very simple and easy to be implemented. Based on sub-
division mesh, Peters [11] recently developed another C1 spline surface scheme
over a Catmull-Clark mesh. The resultant surface is a collection of bi-cubic
Bézier patches. Most patches are joined with C2 continuity and agree with the
Catmull-Clark limit surface except in the neighborhood of the irregular mesh
points where only tangent continuity is guaranteed.
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1.3 The Proposed Approach

The above straight forward methods, despite their ability to generate smooth
surfaces of irregular topology, are only able to achieve an overall C1 smoothness.
This is clearly not adequate for many CAD and computer graphics applications.
In this paper we present a method to create C2 smooth spline surfaces. Our
method takes as input an irregular mesh and produces as output a spline surface
composed of a collection of C2 joined patches which will be the same as the
Catmull-Clark limit surface except in the neighborhood of the irregular mesh
points. The construction process takes three steps. The first step is to carry out
Catmull-Clark subdivision at most twice over the initial mesh, resulting in a
new refined mesh. This new mesh has a simpler structure, since every face has
exactly four edges and the irregular vertices are separated properly. A vertex is
said to be irregular if its valence 1 is not 4. In the second step, corresponding to
each regular face, a bi-cubic Bézier patch is constructed, which coincides with
the Catmull-Clark limit surface. A face is said to be regular if none of its vertices
are irregular vertices. In the last step, around each irregular vertex, a Gregory
patch [12] is constructed. The union of all these surface patches constitutes a C2

smooth spline surface.
The remaining sections of this paper are organized as follows: Section 2 in-

troduces some preliminary knowledge of C2 Gregory patches, which will be used
as building blocks. In Section 3, the new technique is introduced to construct
smooth spline surfaces over a closed irregular mesh. Section 4 extends this tech-
nique to open meshes. Section 5 concludes this paper.

2 Preliminaries

In this section, we briefly review the well known C2 Gregory patches. For more
details, the reader is referred to Ref.[12].

Let qi : [0, 2] × [0, 1] −→ �2, i = 1, · · · , n, form a C2 parametric continuous
rectangular patch complex around an n-sided area, as shown in Fig. 1. It is
denoted by

∂0,jqi(s, 1) =
∂j

∂tj
qi(s, t)|t=1, j = 0, 1, 2. (1)

A C2 Gregory patch over an n-sided area can be defined by the following two
steps:

(1). The domain. The definition domain is given by a regular n-sided area D
⊂ �2 with unit length edges, as shown in Fig. 2. The distance from a point
u (u1, u2) ∈ D to the i-th boundary Ei is denoted by di(u).
(2). The Gregory surface joined by the surrounding patches with C2 continuity
is defined by

r(u) =
n−1∑
i=0

wi(u)Pi (si(u), ti(u)) (2)

1 The valence of a point is the number of its incident edges.
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Fig. 1. Patch qi around an n-sided area

Fig. 2. n-sided domain D. Distant di from point u to i-th boundary Ei, n = 5

where the weights wi are given by

wi(u) =

∏
j �=i,j+1

d3
j (u)

n−1∑
k=0

∏
j �=k,k+1

d3
j (u)

(3)

and the interpolants are

Pi(s, t) =
2∑

j=0

sj

j!
βj(t)∂0,jqi(1 − t, 1) +

2∑
j=0

tj

j!
βj(s)∂0,jqi(s, 1)

−
2∑
j

2∑
k=0

sjtk

j!k!
∂j,kqi(0, 1) (4)

in which

β(t) =
2t cos
(

2π
n

)
+ 1

2 (t4 − 2t3 + t) cos
(

2π
n

)
+ 1

(si(u), ti(u)) =
(

di−1(u)
di+1(u) + di−1(u)

,
di(u)

di(u) + di−2(u)

)
(5)

3 Spline Surface Generation over a Closed Irregular
Mesh

The starting point of this method is a user-defined irregular mesh M0, which
is a collection of vertices, edges and faces. Control mesh M0 may be closed or
open. In this section, surface generation over closed meshes is discussed. In the
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Fig. 3. Applying Catmull-Clark subdivision once around vertex V whose valence is n

next section, we will deal with open meshes with boundaries. The construction
of a spline surface consists of three steps:

(1). Applying Catmull-Clark subdivision twice.
(2). Constructing one bi-cubic Bézier patch for each regular face.
(3). Constructing one Gregory patch around each irregular vertex.

The output is a collection of patches, which are either tensor product bi-cubic
Bézier patches or Gregory patches with an overall C2 continuity.

In Step 2, it is necessary to apply subdivision twice if two irregular points
share one face. Twice subdivision can separate irregular points apart to make
C2 construction possible.

3.1 Mesh Subdivision

The purpose of the first step is to sort out the mesh irregularity so that all faces
of the mesh have exactly four edges. Given a user-defined irregular mesh M0, a
new refined mesh M1 can be created by carrying out Catmull-Clark subdivision
twice. However, if all its faces are already 4-sided, the user may use the mesh
directly. This will create a spline surface closest to the initial mesh M0.

For a given mesh, three types of points are identified when applying Catmull-
Clark subdivision rules. They are the face points f, edge points e and vertex
points v. All these points may be either regular or irregular depending on their
valences. Clearly, each vertex V of valence n of mesh M0 is incident to n faces
and n edges. In the refined mesh M1, the new vertices associated with vertex
V are computed as follows[1]:

face points: fi = averaging of the surrounding vertices of the i-th face incident
to vertex V of mesh M0, i = 1, · · · , n
edge points: ei = 1

4 (V + fi−1 + fi + Vi), i = 1, · · · , n
where subscripts are taken modulo the valence n of vertex V, and Vi is the end
point of the i-th edge emanating from V.
vertex point: v = 1

4

(
2V + 1

n

∑n
i=1 fi + 1

n

∑n
i=1 ei

)
Note that all faces of the new mesh M1 are now 4-sided. The valence of the new
vertex point v remains n. The valence of a new edge point is 4. The valence of
a new face point is the number of edges of the corresponding face of mesh M0.
Fig. 3 illustrates the subdivision procedure[1].

3.2 Patch Generation over a Regular Area

After subdividing the original mesh M0 twice, a new mesh M1 is generated.
The second step is to construct one bi-cubic Bézier patch for each regular face
of mesh M1 ensuring all such patches are joined with C2 continuity.
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Fig. 4. Bi-cubic Bézier patch corresponding to a regular face F

Fig. 5. n-sided patch around an irregular mesh vertex d. n = 5

Given a regular face Fi of mesh M1, suppose its four vertices are
di−1,j ,di−1,j+1,di,j , and di,j+1, as shown in Fig. 4. The control points rij of
the corresponding bi-cubic Bézier patch are obtained by the weighted average
of the surrounding mesh vertices, which is similar to the 1D conversion given by
Böhm[13]. The rules to generate the control points of such a Bézier patch are
given in the following:

– Corner control point r00 is a weighted average of the nine mesh vertices

surrounding it. The weighting mask is given by 1
36

⎡⎣1 4 1
4 16 4
1 4 1

⎤⎦.
– Edge control point r10 is a weighted average of the six mesh vertices sur-

rounding it. The weighting mask is given by 1
18

[
1 4 1
2 8 2

]
.

– Central control point r11 is a weighted average of the four mesh vertices

surrounding it. The weighting mask is 1
9

[
1 2
2 4

]
.

– Other control points are generated similarly by one of the above steps.

3.3 Patch Generation Around an Irregular Vertex

The final step is to construct one Gregory patch around each irregular mesh
vertex, which connects the surrounding patches with C2 continuity.

For an irregular vertex d, the regular faces around it are covered by the
bi-cubic Bézier patches generated in the last section, leaving an n-sided area
uncovered. Specifically, let the i-th boundary of this n-sided area be formed by
three bi-cubic Bézier patches bi

1(s, t), bi
2(s, t), bi

3(s, t), i = 1, · · · , n, as shown
in Fig. 5. These bi-cubic Bézier patches bi

j(s, t), i = 1, · · · , n, j = 1, 2, 3 are
generated by the rules in the last sub-section.
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Fig. 6. Models generated from closed meshes

We define

qi(s, t) =

⎧⎨⎩bi
1(ϕ1(s), t) s ∈ [0, 1

2 ]
bi

2(ϕ2(s), t) s ∈ [12 , 1]
bi

3(s − 1, t) s ∈ [1, 2]
(6)

where

ϕ1(s) = s + 8s3 − 8s4 (7)
ϕ2(s) = s + 8(s − 1)3 + 8(s − 1)4 (8)

ϕ1(s) and ϕ2(s) are so given that qi(s, t) : [0, 2]×[0, 1] → R3 is C2 continuous,
and all qi(s, t), i = 1, · · · , n, form a C2,2 patch complex. We then use qi(s, t),
i = 1, · · · , n, to define a Gregory patch r(u) in terms of equation (2) to fill the
n-sided area. The patch r(u) is thus joined by the surrounding bi-cubic Bézier
patch complex with C2 continuity.

3.4 Examples

Some models generated from closed meshes are given in Fig. 6. The first two
show the shaded models and the corresponding curvature information is plotted
on the right. The colors illustrate the distribution of the value 1

2 (|κ1| + |κ2|),
where κ1 and κ2 are the principal curvatures.

4 Spline Surface Generation over an Irregular Open
Mesh

In this section, we are extending the above rules to cover an open mesh. The
main task is to deal with the mesh boundaries.

4.1 Subdivision Rules for Mesh Boundaries

Similar to the treatment of a closed mesh, the process for an open mesh also
consists of two steps: subdividing the mesh to make all faces 4-sided; and con-
structing a surface patch corresponding to each vertex.

Boundary Mesh Subdivision for 2- and 3-Valent Vertices
Given an n-valent vertex V of the initial mesh M0 on a boundary, where n=2
or 3, the new vertices of the refined mesh M1 are generated with the following
rules (see Fig. 7).
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V3

V

V1

V2

f1

f2 e3

e1

v
e2

Fig. 7. Subdivision around a boundary vertex V (n=3)

Face points fi= average of the surrounding vertices of the i-th face incident
to vertex V of mesh M0;
edge points ei = 1

2 (V + Vi), i = 1, · · · , n;
vertex point v = V
where Vi stands for the end point of the i-th edge emanating from vertex V.

Boundary Mesh Subdivision for Vertices of Valence > 3
For a vertex V of valence n > 3, a pre-processing step is carried out which is to
insert some extra vertices into the initial mesh. This is to make the valence of
all boundary vertices no greater than 3.

For each vertex V of valence n > 3, n new vertices Wi, i = 1, · · · , n, are
created

Wi =
1
2
V +

1
2
Vi, i = 1, · · · , n. (9)

For a convex boundary vertex V, V and Wi form an n + 1-sided face of the
mesh M0, as shown in Fig. 8.

For a concave or flat boundary vertex V, Wi form an n-sided face of mesh
M0, and V will be removed from the mesh, as shown in Fig. 9.

After this treatment, all boundary vertices of mesh M0 have valence of either
2 or 3. Subdivision is then performed twice using the boundary subdivision rules
so that all boundary faces are regular.

4.2 Boundary Patches

By subdividing the original mesh twice all boundary faces become regular. One
bi-cubic Bézier patch can be generated corresponding to each boundary face in
the following.

Suppose a boundary face F has mesh points d11, d12, d21, and d22 as its
four vertices. To construct the control points for a bi-cubic Bézier patch with
respect to face F, similar to Nasri’s method[14], auxiliary mesh points d11, i = 0
or j = 0 are generated by the following formulas, as shown in Fig. 10.

di0 = 2di1 − di2, (10)
d0i = 2d1i − d2i. (11)

With these auxiliary mesh points, control points for the Bézier patch are gener-
ated by the same rules as in Section 3.2.
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VV
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V2 V2
V3

V3

V4V4

w1

w2 w3

w4
V1

Fig. 8. (Left) Convex boundary vertex V of valence 4. (Right) New boundary vertices

V, W1 and W4 of valence 2 or 3

V4V1

V

V2

V1

V2
V3

V3

V4 w1

w3w2

w4

Fig. 9. (Left) Concave inner boundary vertex V of valence 4. (Right) New boundary

vertices W1 and W4 of valence 3

d30

d00

F

d11

d12

d22

d21

d01

d02

d03

d10

d20

Fig. 10. Boundary face F

Fig. 11. Model generated from an open mesh

4.3 Example

Fig. 11 shows an example of a model generated from an open mesh. It’s boundary
patches are constructed by a rule similar to Nasri’s method[14].

5 Conclusions

Although several methods have been developed for constructing surfaces over
irregular topology meshes with an overall C1 continuity, achieving an overall C2

smoothness, however, remains a challenge, especially with simplicity and good
efficiency. In this paper, an efficient method has been presented to create a C2

continuous spline surface over an irregular mesh, which may be either closed
or open. The resulting surface is an analytical form of the Catmull-Clark limit
surface except in the neighborhood of the irregular mesh points.
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The main advantage of this method over the existing methods in the literature
is that it ensures an overall C2 continuity. For an open mesh, the resulting surface
possesses zero curvature at its edges which is similar to the surface generated by
Nasri[14].
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Abstract. This paper deals with a neurosurgical simulation system with
precise volume rendering and smooth tactile sensation. In the system,
the Octree based hierarchical representation of volume data with contin-
uous tri-cubic parametric functions, called volumetric implicit functions,
and smooth boundary surfaces are introduced to provide detailed solid
and smooth tactile sensation in an interactive environment. The vol-
ume data represented as voxel data, which are created from CT or MRI
images, are divided into sub-volume until volumetric implicit functions
can approximate voxel values accurately. An Octree manages the divided
volume and parameters of the implicit functions in a hierarchical man-
ner. Furthermore, smooth boundary surfaces are constructed by fitting
points on a level surface of the implicit functions. In order to render
more detailed solid than voxel precision when objects are zoomed up,
sub-sampled voxels are generated by using the implicit functions. As for
the tactile sensation, haptic device, PHANToM, is used to actualize a
smooth reaction force which is calculated by the surface normal and the
distance from a position of an instrument to the nearest surface. Incision
with tactile sensation can be executed by making voxels underlying the
instrument transparent, when a reaction force is greater than a limit.
Several experiments reveal the effectiveness of the proposed methods.

1 Introduction

Medical applications are one of the most important fields of 3D image process-
ing, computer graphics and virtual reality. During past two decades, medical
imaging technologies have achieved a rapid progress. 3D images become popular
for diagnosing patients and surgical planning. Surgical simulation systems us-
ing the 3D images and volume rendering have been proposed [1-10, 12]. Among
these systems, a neurosurgical simulation system that supports virtual surgical
operation with tactile sensations is desired [7].

Traditionally, surface rendering [3,7-9] is employed to perform volume visual-
ization, because the surface rendering is much faster than the volume rendering.

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 1013–1022, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Recently, most of the researches are moving towards volume rendering [5, 6, 10,
11, 13], because real time volume rendering can be performed on an ordinary PC
having a special graphic card such as VolumePro1000 [14]. A 3D solid model, es-
pecially 3D volume data represented as a collection of voxels, can be constructed
from two dimensional images captured by the CT, MRI, Ultrasound, and other
imaging methods. A surgical simulation is performed by modifying 3D volume
data. Our system must provide the delicate tactile sense when an operation is
performed. Haptic devices such as PHANToM [15] require a smooth surface to
generate a smooth tactile sense. Several techniques are proposed to construct
a surface on the volume data represented by voxels. Marching cubes [16] can
construct a high resolution 3D surface on the volume data. However, the con-
structed surface is a set of a large number of small polygons. Therefore, further
processing is required to obtain smooth surfaces.

In our system, volume data represented by voxels are divided into sub volumes
such that each sub volume can be approximated by a volumetric implicit function
precisely. The Octree is employed to manage the hierarchical division of volume
data and the implicit function. Finding the boundary points of volume data,
the smooth surfaces are generated by fitting bi-cubic parametric surfaces to the
points.

In this paper, a configuration of our simulation system for the neurosurgery is
described in section 2. In the following sections, data structures managing volume
data, sub-voxel visualization by sub-sampling voxels using volumetric implicit
functions, a smooth surface construction for smooth reaction force generation,
and surgical simulation are presented.

2 Neurosurgical Simulation System

In the system, a 3D volume model of a head in a virtual space is constructed
from CT or MRI 3D images. The Octree representation [17] of the volume data
is created, because the spatial operations such as the collision check, distance
calculation, and Boolean operations can be efficiently performed by the Octree.

Fig. 1 shows the conceptual configuration of our neurosurgical simulation
system. PHANToM [15] controls the position and direction of a virtual surgical
instrument displayed in a virtual space with a head model. An intersection of
the instrument and the head model is checked whenever the instrument moves.
When the instrument contacts the surface of the head model or moves slightly
inside the model, the system calculates reaction force PHANToM should present.
When an instrument such as a surgical knife intersects with the head model, the
voxels under the knife disappear from the virtual space. Practically, the values of
those voxels are set to be 0. Then, the Octree is updated to keep the consistency
with the voxel model. In the space, a surgeon can touch or see-through the head.
Volume rendering board VolumePro1000 [14] generates a new scene by rendering
the modified head model.

In surgical planning, since the correspondence of color values and trans-
parency to the voxel values can be changed interactively, surgeons can see through
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remove 
data

Fig. 1. System configuration

inside a head. Moreover, any cross section of the head model can be displayed
in the simulation.

3 Management of Volume Data

The Octree [17] is a hierarchical data structure that can manage the 3D shapes
efficiently. Managing the volume data by the Octree, it becomes easy to obtain
the distance and direction from an instrument to the nearest point on a surface.
The distance and direction are used to calculate a feedback force (reaction force).

The Octree algorithm divides a region into eight sub-regions recursively, until
each sub-region becomes uniform. Root of an Octree corresponds to the entire
region, and the sub-nodes correspond to sub-regions. The sub-division process is
managed by an Octree. In our system, to approximate voxel data and to obtain
the smooth boundary surface, a new algorithm using the Octree is developed.
In this section, a representation of volume data by tri-cubic parametric function
(volumetric implicit function) and our Octree-based algorithm are described.

3.1 Volumetric Implicit Function

Let density value of a voxel at point (x, y, z) be dxyz. In our system, points outside
the solid are assigned negative values while points inside the solid have positive val-
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ues. Voxel data are given at discrete locations as expressed by equation (1). Equa-
tion (2) is a tri-cubic parametric function which approximates voxel data. A three
dimensional smooth and continuous solid can be calculated using equation (2).

f (x, y, z) = dxyz, x, y, z = 1..N (1)

f̂ (x, y, z) =

3∑
i=0

3∑
j=0

3∑
k=0

ai,j,kxiyjzk (2)

f̂ (x, y, z) is determined such that the square error ε in equation (3) between
f̂ (x, y, z) andf (x, y, z) is minimal.

ε =

N∑
i=0

N∑
j=0

N∑
k=0

∣∣f̂ (x, y, z) − f (x, y, z)
∣∣2 (3)

3.2 Octree-Based Implicit Volume Representation

The entire volume data are managed and represented in a hierarchical manner
by an Octree. Fig. 2 shows an algorithm of our Octree-based volume represen-
tation. Firstly, the whole voxel data are approximated such that equation (3)
becomes minimal. If ε is less than ε0, the sub-division process terminates, and a
parameter vector ai,j,k(i, j, k=0,...,3) in (2) is assigned to the corresponding leaf
node. If ε is greater than threshold ε0, the region is divided into eight regions.
The voxel values in each sub-divided region are approximated. The same proce-
dure is applied to the rest sub-regions of the Octree until the entire volume data
are approximated.

volume data
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Fig. 2. A hierarchical representation of volume data by an Octree
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Surface Fitting. An implicit boundary surface is a level surface represented
by equation (4). Boundary surface points satisfying (4) are computed, and a
smooth surface is generated by approximating them.

f̂ (x, y, z) = 0 (4)

Mapping the boundary points in a leaf node of an Octree to s-t coordinate,
these points can be represented as Q (si, tj) = (xij , yij , zij) (i=1,..,n, j=1,..,m).
Bi-cubic parametric surface Q̂ (si, tj) = (x(si, tj), y(si, tj), z(si, tj)) expressed as
equation (5) can be constructed such that the square error ρ in equation (6)
becomes minimal. If ρ is greater than a threshold, the region is sub-divided
again.

Q̂ (s, t) =

(
3∑

k=0

3∑
j=0

ak,js
ktj ,

3∑
k=0

3∑
j=0

bk,js
ktj ,

3∑
k=0

3∑
j=0

ck,js
ktj

)
(5)

ρ =

n∑
i=0

m∑
j=0

|Q̂ (si, tj) − Q (si, tj) |2 (6)

4 Surgical Operation and Reaction Force Generation

The presentation of the tactile sense is important in the surgical simulation sys-
tem. Especially, in the interactive simulation of surgery, an actual feeling cannot
be obtained without the sense of touch. PHANToM is used for the presentation
of a tactile sense. A reaction force is generated when an instrument touches
the head model. A huge amount of calculation is required to find the nearest
voxel on the surface of an object without any data structures. By managing a
3D model by the Octree, the number of computation can be sharply reduced,
and it becomes possible to set up hardness, softness, and friction force by the
organization of a portion in an interactive environment.

Surgical operations such as cutting, scraping, and drilling, are realized by
updating the voxels under an instrument to be transparent. Surgical operation
is performed only when the reaction force to an instrument exceeds a threshold
of the instrument, that is, the voxel value corresponding to the cutting portion
is set to be transparent. To visualize the voxels, the updated volume must be
transferred to VP1000 and rendered. At each transfer cycle, as the minimum
bounding volume that encloses the updated voxels is managed by an Octree,
only the voxels inside the bounding volume are transferred.

4.1 Presentation of the Tactile Sensation

Fig. 3 illustrates the calculation scheme of the feedback force. PHANToM presents
a reaction force from an object. When the cursor of PHANToM collides with a
voxel, feedback force F is calculated by equation (7).

F = F v + F k (7)
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where F v and F k are normal force and friction force, respectively. F v is calcu-
lated by the following spring-damper model. Dynamic friction F k is proportional
to |F v|

F v = −cv · xv − cd · ∂

∂t
xv (8)

F k = ck · |F v|, (9)

where cv, cd and ck are a spring coefficient, a damper coefficient, and a coefficient
of dynamic friction, respectively. The direction of F v is a surface normal at the
nearest point (SCP) on a surface from ACP, and F k is perpendicular to F v as
shown in Fig. 3. In the case a solid object is represented by voxel data, normal
vectors have only 6 directions because voxels are cubic. Therefore, smooth tactile
sensation cannot be generated. On the other hand, in the case a solid object is
represented by continuous function as equation (2), since our system builds the
smooth parametric surface expressed as equation (5), the smooth reaction force
can be generated.

Approximated surface

PHANToM cursor position

Surface Contact Point
(SCP)

Normal force

Move distance

damper

spring

After Contact Point
(ACP)

vF
r

Friction force

kF
r
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F
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kv FFF
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vdvvv x
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∂
∂⋅−⋅−=

vkk FcF
r
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Fig. 3. Calculation of the feedback force

4.2 Smooth Reaction Force Generation

The collision point is an intersection point of boundary surface Q̂ (s, t) and the
vector from CP to ACP. SCP is determined as the nearest point from ACP to
the 3D surface, then the distance from ACP to SCP is calculated. A surface
normal vector of the parametric bi-cubic surface is represented as equation (10).

normal =
∂Q

∂s
× ∂Q

∂t
(10)

Since smooth surfaces of volume data are built, a smooth tactile sense can
be obtained by calculating the feedback force based on equations (7), (8), (9),
and (10). As the parameters in equations (8) and (9) are adjusted to represent
the hardness, softness, and friction force of the substance (organ) corresponding
to a voxel value, the tactile sensation can be changed according to operation
instruments, the way of operation and the contact part.
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(a) Before zooming up (b) Zooming up with subsampling (c) Zooming up without
sub-sampling

Fig. 4. Zooming up images of voxels

(a) Simple zooming without sub-sampling (b) Zooming up after sub-sampling

Fig. 5. Effect of sub-voxel construction

4.3 Rendering Detailed Volume Data

When a solid model represented by light blue voxels is zoomed up, as shown in
Fig. 4 (a), a jaggy solid in Fig. 4 (b) is displayed, because the voxels themselves
are enlarged. To render smoother solid after expansion, the voxels lying on an
approximated boundary surface are divided into eight sub-voxels and voxel val-
ues of the sub-voxels are calculated by the volumetric implicit function (2). By
re-assigning the sub-voxels to the voxels in VolumePro1000, the volume model is
reconstructed. Fig. 4 (c) is an example zooming up image after sub-sampling by
the reconstruction method. As a result, boundary voxels become smaller and the
boundary of the solid can be represented in detail. Fig. 5 (a) and (b) show im-
ages without sub-sampling and with sub-sampling of the same part of an actual
volume data created from CT images.

4.4 Extracting Organs

Using the volumetric solid function, a certain organ (e.g. a blood vessel, a neural
network, or a tumor) can be segmented by the marching cube method that can
extract a cluster of voxels with closer values. Fig. 6 illustrates the method of
extracting the boundary in two-dimensional case. The marching cube method
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Fig. 6. Level surface extraction (two dimensional case)

finds voxels lying on an implicit boundary satisfying f̂ (x, y, z) = v, where v
is a given boundary value. Strictly, adjacent voxels which have different signs
of
(
f̂ (x, y, z) − v

)
are extracted. Voxels inside the boundary are displayed and

others are set to be translucent.

4.5 The Procedure of the Simulation

The system always tracks the PHANToM’s cursor position and moves the in-
strument model according to the movement of the cursor. At the same time,
the Octree checks whether the instrument intersects with organs. When the in-
strument moves inside an organ, the system generates a feedback force. The
visualization of ongoing surgical operation can be performed by the following
procedure.

Simulation Steps.

(1) Select an instrument.
(2) Detect the poison of the cursor of PHANToM.
(3) Move the instrument to the detected position.
(4) Determine whether the instrument moves in an organ by the Octree.
(5) If the instrument is inside an organ,

(5.1) calculate the distance and direction from the position to SCP.
(5.2) Feedback the reaction force to PHANToM.
(5.3) If the reaction force exceeds a threshold, change the voxel value of

the position to be transparent.
(5.4) Update the volume data and render it.

(6) Go to (2)

When some voxels are removed by a surgical operation, the parameters of an
approximation function in a leaf node including those voxels are re-calculated.
The see-through function can be easily realized by rendering only an organ re-
gion. That is, when a surgeon wants to see only a tumor, only the tumor region is
extracted by the method described in 4.4 and other voxels are made transparent.
Rendering the whole voxels, only the tumor region is displayed clearly.
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5 Experimental Results and Discussion

A 3D head model created by volume rendering is shown in Fig. 7 (a). By changing
the transparency corresponding to the voxel values, not only the surface of the
head but also inside of the head can be visualized. Fig. 7 (b) and (c) show
the images before and after performing incision operation, respectively. When
incision operation is performed, the voxels with which an instrument touched
are made transparent. In this study, by constructing smooth surfaces on the
boundary of the 3D model by the volumetric implicit functions, the tactile sense
similar to an actually colliding with an object can be realized. The Octree is
employed to check the interference and intersection with objects, and to find the
nearest voxel from the cursor position to the surfaces of the objects.

It takes about 15 minutes for 512x512x512 voxel data to construct an Oc-
tree structure managing the volumetric functions and objects regions. However,
as the construction of an Octree can be performed as a pre-processing before
starting the simulation, this does not matter for interactive simulation. As for
the rendering time, it takes approximately 43.2 seconds to render 300 frames;
the rendering speed is about 7 frames per second. Since it is well known that at
least 10 frames per second are needed in order to realize the interactive opera-
tion, the further improvement of algorithms for rendering and overlaying images
generated by VP1000 is necessary. Moreover, as the construction of a detailed
voxel data can be carried out in a few seconds, an algorithm must be improved.

(a) A head model (b) Before incision (c) After incision

Fig. 7. Volume rendering and a simulation result

6 Conclusion

We have developed a neurosurgical simulation system on an ordinary PC with
VolumePro1000 and PHANToM. VolumePro1000 was very useful to visualize
the internal structure of organ in detail and the deformation of the three dimen-
sional model interactively. Managing the volume data and volumetric implicit
functions by the Octree, efficient search could be carried out and the compu-
tational cost of collision detection was reduced. Furthermore, sub-sampling the
voxel values using the implicit functions, more detailed solid than voxels can be
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displayed. Tactile sense was produced by PHANToM. In the case of comput-
ing the feedback force on the voxel, the tactile sense has unevenness because
voxel data are angular. To obtain the smooth reaction force, the smooth surface
was created from a volumetric implicit function approximating voxel data. As a
result, unevenness was eliminated and the smooth tactile sense can be obtained.
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Abstract. In this paper, we propose a new approach to estimate cur-
vature information of point-sampled surfaces. We estimate curvatures in
terms of the extremal points of a one-dimensional energy function for
discrete surfels (points equipped with normals) and a multi-dimensional
energy function for discrete unstructured point clouds. Experimental re-
sults indicate that our approaches can estimate curvatures faithfully,
and reflect the subtle curvature variations. Some applications for curva-
ture information, such as surface simplification and feature extraction
for point-sampled surfaces, are given.

1 Introduction

With the improvements in 3D capture technology for the surfaces of real objects
and improvements in graphics hardware to handle large numbers of primitives,
point-sampled surfaces have emerged as a versatile representation for geometric
models in computer graphics, and become the focus of analysis and digital ge-
ometry processing techniques [1, 2, 3, 4, 6, 7, 8]. Point-sampled surfaces are used
for interpolation, free-form deformation, boolean operation, spectral filtering,
surface painting, shading and so on [16, 18, 21].

The point-sampled surface representations can fall into two major categories:
implicit and explicit representations. Implicit representations such as MLS sur-
face [1, 5, 13] and radial basis functions [8] have a particularly simple algebraic
structure. The MLS procedure projects points close to an anticipated surface
approximation onto this surface and the set of fix points of the projection is
conjectured to be a MLS surface. This definition is useful but it does not give
much insight into the properties of the surface. Explicit representation such as
extremal surfaces [6, 7] is defined based on an energy function and a normal vec-
tor field. They described a simple iterative procedure for taking a point in the
neighborhood of the point cloud onto the surface, and implemented a point set
surface for surfels, which input points equipped with normals.
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A point-sampled surface can be considered as a discrete sampling of a con-
tinuous surface, resulting in discrete unorganized point clouds equipped with
normals or not. It is a lack of local surface differentials such as normal and
curvature for every sample point, which leads to some difficulties not only in
the context of digital geometry processing applications such as surface modeling
and editing, but also in the context of rendering applications such as illumina-
tion and non-photorealistic rendering. Normal information for sample point is
very important in order to generate realistic images of point-sampled surfaces
[2, 12]. On the other hand, curvature information plays an important role in sur-
face modeling and editing [10, 15, 17, 19]. In Pauly et al. [17], they indicated the
potential of surface curvature characteristics on controlling the local sampling
density and proposed efficient surface simplification methods. In Gumhold et al.
[10] and Pauly et al. [19], they presented feature lines extraction method based
on curvature information of point-sampled surfaces.

1.1 Related Work

The problems of normal and curvature estimations have been studied by various
communities such as computer graphics, image processing, and applied mathe-
matics, but mostly for the cases of 2D manifold [9] and mesh representations of
the surfaces [14, 20].

For point-sampled geometry, many researchers adopted a statistical approach
— principal component analysis (PCA) for local neighborhoods to estimate nor-
mals and local surface properties, such as curvatures. This method is also called
as covariance method [10, 11, 17, 19]. Recently, Alexa and Adamson [5] use the
gradient of the implicit function of Levin’s MLS surface to compute surface nor-
mal faithfully, and present efficient orthogonal projection operators for sampling
theory. But neither of the approaches can estimate curvatures efficiently and
faithfully.

1.2 Our Work

Based on the theory of extremal surfaces, we introduce some energy function-
als to evaluate the best fitting sphere to given neighbour points. It is a one-
dimensional function for the case of discrete surfels and a multi-dimensional
function for the case of discrete point clouds. Then, we propose a new approach
to estimate curvatures and normals of point-sampled surfaces faithfully. They can
reflect subtle surface curvature variations. We also explore the intrinsic property
of the osculating sphere center. Finally, we apply estimated curvatures and nor-
mals of point-sampled surfaces to surface simplification and feature extraction.

1.3 Paper Overview

The paper is partitioned into four sections. Section 2 describes the curvature
estimation method for surfels, i.e. points equipped with normals. In Section 3,
based on sphere fitting, we describe curvature and normal estimation approaches
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for discrete point clouds, in the absence of normal information. Applications of
estimated differentials are presented in Section 4 before we end with a brief
discussion and conclusion in section 5.

2 Curvature Estimation Based on Surfels

We assume that normals are available when converting a mesh or implicit surface
to discrete point clouds. Then, we can define a point sampled geometry which
takes a set of surfels rather than discrete point clouds as input. The input surfels
can be represented as clouds of point-direction pairs {(pi,ni)}.

For each sample point, we employ a sphere with proper size to fit its neighbour
points, which centeriod at p0

i = pi−r ·ni and radius r. See Figure 1. For the sake
of measuring the quality of sphere fitting to local neighbour points, we introduce
the following energy function as in Amenta and Kil [6, 7]:

e(r) =
∑

pj∈Ni

(d(pj ,p
0
i ) − r)2θ(pj ,pi)

where d(·, ·) means the Euclidean distance, θ denotes a Gaussian weighting or a
normalized Gaussian weighting function.

Fig. 1. Osculating Sphere Fitting

The energy function, which define over R+, occur at a one-dimensional set
of r, each corresponding to a fitting sphere. So, in order to best fitting the
neighbour points by the means of sphere, we should find the radius r∗ for local
minimal of the energy function. If we note arglocalminr as the set of radius r∗

corresponding to local minima of a function of variable r. The radius r∗ of best
fitting osculating sphere can be represented as:

r∗ = arglocalmin
r∈R+

e(r)

We can use an implementation of Brent’s method for this one dimensional non-
linear optimization.
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After finding the best fitting sphere, we can estimate curvature K at sampling
point pi as reciprocal of the best radius r∗, such as K(pi) = 1

r∗ .
Practically, the estimation of local surface differentials is affected significantly

by the local neighborhood sizes of sample points. Small neighborhood provides
better estimation for clean point cloud, but the estimation is sensitive to noise.
With the increase of neighborhood size, the estimation will be less sensitive to
noise, however, smoothing problem will occur. A trade-off strategy is to use
adaptive neighborhood size for each sample point. It makes the local sampling
density ρ = K/r2 constant, where r is the radius of the enclosing sphere of K-
nearest neighbors of sample point. Using different neighborhood sizes, we give
some curvature estimation examples for point-sampled surfaces and compare
them with results by covariance method, which are shown in figure 2 and figure 3.
Figure 2(e) and Figure 3(e) show the corresponding curvature estimation results
by adaptive neighborhood sizes. For bunny and santa models, our approach can
estimate curvatures faithfully, and reflect the subtle curvature variations.

(a) (b) (c) (d) (e)

Fig. 2. Comparison of curvature estimations on the bunny model. In (b), curvature

information is estimated by covariance method. (c) and (d) show curvature estimation

by our minimal energy method for different neighborhood sizes σ16 and σ30, separately.

(e) shows curvature estimation by our minimal energy method for adaptive neighborhood

sizes

(a) (b) (c) (d) (e)

Fig. 3. Comparison of curvature estimations on the santa model. In (b), curvature

information is estimated by covariance method. (c) and (d) show curvature estimation

by our minimal energy method for different neighborhood sizes σ16 and σ30, separately.

(e) shows curvature estimation by our minimal energy method for adaptive neighborhood

sizes
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3 Curvature Estimation for Point Clouds

3.1 Curvature Estimate

Only discrete unstructured point clouds without normal information are ob-
tained in general when sampled from a smooth, two-manifold surface S of a 3D
object. Our method adopts a proper sphere to fit neighbour points. The sphere
depends on normal n and its radius r. Thus, measurement for fitting quality can
be represented as the following energy function:

e(n, r) =
∑

pj∈Ni

(d(pj ,pi − r · n) − r)2θ(pj ,pi)

The local minimal of the energy function, over S2 × R+ (S2 is the space of
directions, the ordinary two-sphere), occur at a discrete set of inputs (n, r), each
corresponding to a fitting sphere center p = pi − r · n.

To simplify investigation for osculating sphere fitting, we rewrite the energy
function. We adopt p as a unique variable of energy function, which gives as:

e(p) =
∑

pj∈Ni

(d(pj ,p) − d(pi,p))2θ(pj ,pi)

where d(pi,p) is the radius of fitting sphere.
The local minimal of new energy function e(p) defines over R3, so we can use

Powell’s method for multi-dimensional non-linear optimization. After we find the
best fitting sphere centroid p∗, we can easily estimate the normal ni and radius
ri as following:

ri = d(pi,p
∗),ni =

pi − p∗

ri

So, the curvature K(pi) at point pi can estimate as the reciprocal of radius, i.e.
K(pi) = 1

ri
.

(a) Venus model (b) curvature estimation for adaptive neighbor sizes

Fig. 4. Curvature estimation on the point cloud venus model (a). In (b), curvature in-

formation is estimated by our multi-dimensional minimal energy method with adaptive

neighborhood sizes
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(a) original normal for Venus (b) estimated normal for Venus

Fig. 5. Comparison of normal estimation for the venus model. In (a), rendering model

with original normal information. (b) rendering model with estimated normal informa-

tion by our multi-dimensional minimal energy method

Fig. 6. Error analysis for normal estimation

Figure 4 shows the curvature estimation result for the point cloud venus
model by our multi-dimensional minimal energy approach with adaptive neigh-
borhood sizes.

Figure 5 shows the normal estimation result by our multi-dimensional mini-
mal energy approach. We compare our estimated normal result with original nor-
mal information of the model. In order to measure the accuracy of our method,
we use angle between estimated normal and original normal as a measurement
of normal error, i.e. Error = 1.0 − 〈nestimated,noriginal〉, where 〈, 〉 means vec-
tor inner product. Experimental result (see figure 6) indicates that the normal
errors for more than 98% of sample points are less than 0.05, which confirms
effectiveness of our algorithm for normal estimation.
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3.2 The Intrinsic Property of Osculating Sphere Center

The fitting sphere center p∗ is a local minimal of multi-dimensional energy func-
tion e(p), i.e.,

e(p∗) = arglocalmin
p∈R3

e(p)

According to the extreme property for multi-dimensional function, we have the
directional derivative of e(p) is zero, that is:

n · ∇pe(p) = 0

We examine the gradient of e(p) in the cartesian-normal system {ek}k=1,2,3:

∇pe(p) =
(∂e(p)

∂e1
,
∂e(p)
∂e2

,
∂e(p)
∂e3

)
The product rule for differentiating vector fields yields the gradient of e(p):

∂e(p)
∂ek

= 2
∑

pj∈Ni

(eT
k (p− pj)
‖p− pj‖

− eT
k (p− pi)
‖p− pi‖

)(‖p− pj‖ − ‖p− pi‖
)
θ(pj ,pi)

where ‖p− pi‖ means the Euclidean distance between sample points p and pi.
Then, we get the directional derivative of e(p) as:

n·∇pe(p)=2
∑

k

eT
k(p− pi)
‖p− pi‖

∑
pj∈Ni

(eT
k (p− pj)
‖p− pj‖

−eT
k (p− pi)
‖p− pi‖

)(‖p−pj‖−‖p−pi‖
)
θ(pj ,pi)

So, the extreme property becomes:∑
pj∈Ni

( p− pi

‖p− pi‖
· p− pj

‖p− pj‖
− 1
)(‖p− pj‖ − ‖p− pi‖

)
θ(pj ,pi) = 0

And the osculating sphere center p∗ should satisfy the above intrinsic property.

4 Applications

4.1 Surface Simplification

For surface data acquisition, modern 3D scanning devices are capable of produc-
ing point clouds that contain over millions of sample points. These sample points
is often converted into a continuous surface representation for further processing.
Many of these conversion algorithms are computational expensive and require
substantial amounts of main memory. Reducing the complexity of such data sets
is one of the key preprocessing steps for subsequent applications, such as point-
based modeling and rendering, multi-resolution modeling and visualization, etc.



1030 Y. Miao, J. Feng, and Q. Peng

Fig. 7. Hierarchical clustering simplification for venus model from 134,345 (left) to

3,914 sample points (right)

(a) minimal spanning graph (b) short branches pruned

Fig. 8. Feature extraction and reconstruction for bunny model

We argue that effective surface simplification can be performed directly on
the point cloud, similar to other point-based processing and visualization ap-
plications. We adopt the hierarchical clustering to simplify input point sampled
geometry. It recursively splits the point clouds into the set of clusters using a
binary space partition.

The point cloud is split if:

– the size is larger than the user specified maximum cluster size or
– the curvature variation is above a given threshold.

The curvature variation information can be obtained by the methods in Section
3. If the splitting criterion is not fulfilled, the point cloud becomes a cluster.
Then, we can build a binary tree, and each leaf node corresponds to a cluster.
Each cluster is replaced by a representative sample, typically its centroid, we can
create a simplified point cloud. The hierarchical clustering simplification result
for venus model is shown in figure 7.
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4.2 Feature Extraction

The feature extraction problem is closely related to surface parameterization
reconstruction, which has important applications in point-based modeling, com-
puter vision, medical imaging, and laser range scanning. The feature extraction
and reconstruction are useful preprocessing steps for subsequent point-based
processing and surface parameterization reconstruction. Then the subsequent
problems can be divided into several simpler sub-problems on point clouds.

In feature extraction, we first construct a neighbor graph on the point clouds,
its edge weight reflects the curvature for two sample points and sampling density.
We define the penalty functions at every feature vertices, whose curvature vari-
ation is above a user specified maximal threshold, and the penalty weights for
the edges of the neighbor graph are computed. After constructing the neighbour
graph, we can find a minimal spanning graph (MSG) that minimize the fea-
ture penalty weights(see Figure 8(a)). A pruning algorithm should be executed
for cutting off short branches in the minimal spanning graph(see Figure 8(b)).
The feature extraction and reconstruction results for bunny model is shown in
Figure 8.

5 Conclusion

For point-sampled surfaces determined by a set of surfels, we use the extremal
point of one-dimensional energy function to estimate curvature information.
However, for point-sampled surfaces defined by discrete point clouds, we use
the best fitting sphere center, which is the extremal point of multi-dimensional
energy function, to estimate curvature and normal information. We also apply
the curvature and normal information for two important applications: surface
simplification and feature extraction for point-sampled geometry. Experimen-
tal results indicate that our approaches can estimate curvatures faithfully, and
reflect the subtle curvature variations.

Future research should be focused on two aspects: the error should be ana-
lyzed for curvature and normal estimation for noise and local sampling density
cases, another one is to use our method for digital geometry processing of point-
sampled surfaces.
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Abstract. This study presents an efficient algorithm of Delaunay tri-
angulation by grid subdivision. The proposed algorithm show a superior
performance in terms of execution time to the incremental algorithm and
uniform grid method mainly due to the efficient way of searching a mate.
In the proposed algorithm, uniform grids are divided into sub-grids de-
pending on the density of points and areas with high chance of finding
a mate is explored first. Most of the previous researches have focused on
theoretical aspects of the triangulation, but this study presents empiri-
cal results of computer implementation in 2-dimension and 3-dimension,
respectively.

1 Introduction

Delaunay triangulation has been widely applied in a variety of areas as the
computer technologies advance. The area of application includes computational
geometry, metallurgy, GIS, virtual reality, computer visualization, reverse engi-
neering, FEA, solid modeling, and volume rendering. The execution time of most
two-dimensional Delaunay triangulation algorithm is nonlinear to the number
of data points. Moreover, 3-dimensional Delaunay triangulation requires more
execution time than 2-dimensional algorithm even the number of data points
are equal. Therefore, if an inefficient algorithm is used, the execution time of
3-dimensional Delaunay triangulation increases exponentially in proportion to
the number of data points, which implies that it is necessary to develop an ef-
ficient algorithm even if high-performance computers are available. One major
drawback of the existing Delaunay triangulation using uniform grid is that the
execution time increases if the data points are not uniformly distributed. Thus,
an algorithm is proposed in this study to improve the execution time of Delaunay
triangulation when the points are not uniformly distributed.

The proposed algorithm adopts two strategies: first, after applying a uniform
grid, a grid with large number of points is divided into smaller grids to reduce
the variance in the number of points in a grid. Second, the mate is selected
among the most probable region by investigating the density of the search area.

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 1033–1042, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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2 Types Delaunay Triangulation Algorithm

2.1 Incremental Insertion Algorithm

In this method[3-4] the points in the set are selected one at a time to form a
triangle. Starting with a simplex which contains the convex hull of the point
set, the points are inserted into the point set, P one at a time. The simplex
containing the currently added point is partitioned by inserting it as a new
vertex. The circumsphere criterion is tested on all the simplices adjacent to the
new ones, recursively, and their faces are flipped if necessary.

2.2 Incremental Construction Algorithm[5-6]

The Delaunay triangulation is constructed by successively building simplices
whose circum-hyperspheres contain no points in point set P.

2.3 Plain Sweep Algorithm

The plain sweep algorithm constructs a cell complex in the plane by sweeping
the plane with a ’sweepline’.

2.4 Divide and Conquer Algorithm

This algorithm is based on the recursive partition and local triangulation of
the point set, and merging phase where the resulting triangulations are joined.
The major problem of this algorithm is how to design the merging phase. The
merging phase is fairly simple in E2[7], but it is hard to design in Ed[8].

3 Proposed Delaunay Triangulation

3.1 Proposed Strategies

The algorithm proposed in this study is based on the Delaunay triangulation
using uniform grid[9] developed by Fang and Piegl[1-2] However, it is different
in two aspects.

In most uniform grid methods, the efficiency of Delaunay triangulation de-
grades if the variance of the number of points in the grid is high. To reduce the
variance, the proposed algorithm divide the grids with more than four points
into 8 sub-grids in 3 dimensional space and 4 sub-grids in 2 dimensional space.
The sub-grids are used in the same manner as the uniform grids when finding
mates and checking emptiness of a sphere.

In searching the space, the space is first divided into several regions by an-
alyzing Delaunay triangulation patches. The region with the most number of
Delaunay tri-angulation is investigated first instead of sequential investigation
of the entire space. We call this approach as ”the highest priority search method”.
This approach is es-pecially effective if the number of data points is large.
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3.2 2-Dimensional Algorithm

Finding Mate to Form a Delaunay Triangle. Delaunay triangulation tends
to generate an equilateral triangle by definition. Thus, the ratio of the distance
between a line segment P1P2 and the mate P3 to the length of a line segment P1P2

would be
√

3
2 with high probability. In addition, the chance of forming Delaunay

triangle is high if the probability that the circle passing P1, P2 contains any
points is low. That means the area of a circle passing P1, P2 must be minimized.
Therefore, the location of mate, P3 satisfying those condition would be on the
line passing through the center of P1P2 and perpendicular to P1P2. and the
distance from the center of P1P2 is with high probability. To test the above
hypothesis, an experiment is 1

2P1P2 performed as follows:

Fig. 1. Distance relation of edge length and mate point (uniform distribution)

After Delaunay triangulation with 50,000 uniformly distributed data points,
10,000 Delaunay triangles are randomly sampled and checked the length of P1P2

and the distance P1P2 between and P3 are examined as shown in Fig 1. Fig.2
shows the results obtained by normalizing the length of P1P2 and transformed its
coordinates into (0, 0), (1, 0). In Fig. 2, the points are most densely distributed
in the region with 1

4 ∼ 3
4 of the height of equilateral triangle. Also, about 80%

of the points are within the square of size 2. (The test results with normally
distributed points showed similar trends.) The experimental results indicate that
those regions must be explored prior to other regions.

Based on the experimental observation, an algorithm to find a mate in 2-
dimensional space is developed as follows: 0. Select a point P1 in the central grid
and pick P2, as the nearest point from P1.

1. Starting from the center of P1P2, create line segment, Ā which is perpendic-
ular to P1P2 and half the length of P1P2.

2. Let the other end of Ā P3. Then P1, P2 and P3 form an isosceles triangular.
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Fig. 2. Position relation of normalized edge(P1P2)and mate point(uniform distribu-

tion)

3. If the slope of Ā falls in the region 1 or 3 in Fig. 3, extend Ā to the direction of
±x as shown in Fig. 4 and investigate the grid containing that line segment.
In other cases, extend Ā to the direction of ±y and investigate the grid
containing this line segment.

Fig. 3. The search territory selection which it follows to the angle of edge A

4. If there is no point in that grid, investigate the top and bottom (left and
right if Ā falls in the region 2 or 4 in the Fig. 3), grids adjacent to that grid.
In the next step, investigate outside of this region.
Stop investigation if boundary of the grid space is reached.
If xmid (x coordinate of the center of P1P2) is reached, extend P1P2 and
investigate the grids between the grid containing P1P2 and xmid.

5. If there are sub-grids, the closest sub-grid from the searching area is investi-
gated first. By performing these steps, the left side of the line segment P1P2

is seldom investigated. 6. If a point is in the searching area, draw a circle
passing P1, P2 and P3 and create a square containing the circle. Then, find
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Fig. 4. Process to make a triangle, given an edge in case of domain 1, domain 3

the points other than P1P2P3 in the grids which the square covers and check
if the points are in the circle. If there is no point in the circle, P3 is a mate
of P1P2 and forms a new Delaunay triangle.

Constructing the Delaunay triangle. In triangulation, creating a perfect
triangle without any error is the most important. That is, there must be no
holes or bridges. For constructing the Delaunay triangle Fang’s method is used
with a modification to accomodate sub-grids.

3.3 3-Dimensional Algorithm

Finding mate to form a Delaunay tetrahedron. For 3-dimensional case,
we performed similar experiments to 2-dimensional case. Fig. 5 shows the rela-
tionship between the average edge length of the triangle P1P2P3 and the distance
from the center of the triangle to the mate P4 when forming a Delaunay tetrahe-
dron. The results are the average of 10 experiments with 10,00 randomly selected
Delaunay tetrahedron constructed from 100,00 uniformly distributed points in
each experiment.(As in 2-dimensional case, the results with normally distributed
data points showed similar behavior.)

The results show that the points which has high chance of forming a tetra-
hedron are distributed in the region with the distance of

√
6

3 L from the center
of the triangle, where L is the average edge length of a triangle. (In practice,
the region with 80% of the distance has higher density than any other region.)
Thus, the grids with the distance of 4

5

√
6

3 L are investigated first. Fig. 6 shows
the normalized results of the average distance between the Delaunay triangle
and the mate. The center coordinate of triangle is transformed to (0, 0, 0).

Search algorithm As observed in the above experiment, the mates are con-
centrated in the region 4

5

√
6

3 L apart from the center of the triangle and most
.
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Fig. 5. Distance relation of average edge length and mate point(uniform distribution)

Fig. 6. Position relation of normalized triangle and mate point(uniform distribution)

of the mates are located inside the sphere with radius of and centered in that
region. Therefore, it would be more efficient to explore those regions first.

Before starting the search, the first step is to obtain the normal vector of the
Delaunay triangle and to find maximum among the absolute coordinate of the
normal vector. For example, if the normal vector is (1, -2, 7) then the absolute
value of z-coordinate is the maximum. In that case, the direction perpendicular
to the z-axis(xy-plane) is investigated first. The search method is similar to 2-
dimensional search except that the searching direction is 3-way instead of 2-way
and the searching area is surroundings of the axis instead of left and right grids
of the axis.
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3.4 Constructing the Delaunay Tetrahedron

In 3-dimensional triangulation, creating a perfect tetrahedron without any error
is the most important similar to the 2-dimensional triangulation. A good solution
to prevent an error is to choose a point inside the 3D grid and create a line
segment from that point. Then create a triangle using the line segments, and
create tetrahedron with the triangles in a sequential manner. Once a tetrahedron
is created, new tetrahedron should be searched and added easily based on the
face of the previous tetrahedron without any geometric errors. The pseudo code
of constructing tetrahedron is as follows:

Find a point, P1 in the central grid
Pick P2, the nearest point from P1
Find P3 which forms an empty meridian sphere with P1 and
P2 and form the first triangle
Find the first tetrahedron(search P4)
Initialize the list of faces as P3P2P1, P1P2P4, P2P3P4, and P3P1P4
while(there is at least a value in the list of faces){
Set the last entry in the list of faces as current face
if(P4 exists){

if(P4 was already used point){
evaluate contacting condition;
1. if contacting with one face :

delete current face from the list
delete the contacting face from the list
add two non-contacting faces to the list

2. if contacting with two faces :
delete current face from the list
delete the contacting faces from the list
add one non-contacting faces to the list

3. if contacting with three faces :
delete current face from the list
delete the contacting faces from the list

4. if contacting with point or edge
delete current face from the list
add three non-contacting faces to the list

}else{
delete current face from the list
add three non-contacting faces to the list
Flag P4 as used

}
}else{// boundary surface is reached

delete current face from the list
}

}
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4 Results

Fig. 7 (a) shows the results of Delaunay triangulation with 5,000 uniformly dis-
tributed data points. Fig. 7 (b), (c) show the results of Delaunay triangulation
with 5,000 normally distributed data points of which x, y, and z coordinates
are independent. Fig. 8 shows the results of Delaunay triangulation with 5,000

(a) uniform distribution (b) normal distribution (c) normal distribution(independent)

Fig. 7. Delaunay Triangulation in 2D

(a) uniform distribution (b) normal distribution (c) normal distribution(independent)

Fig. 8. Delaunay Triangulation in 3D

data points in 3D. Fig. 9 shows the execution time in 3D space when the num-
ber of data points is 5,000, 10,000, 20,000, and 40,000 respectively. The graphs
show the normalized execution time of the proposed algorithm (oct-subdivision
+ the highest priority search method), uniform grid + the highest priority search
method, uniform grid + tunnel-based method(This method is based on the ex-
perimental observation that while forming a Delaunay tetrahedron, the fourth
point would be located above the center of the triangle with high probability.)
by Fang[2], and uniform grid + Box based method when the execution time of
the proposed algorithm with 5,000 data points is set to 1. If the data points are
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(a) uniform distribution

(b) normal distribution (c) normal distribution(independent)

Fig. 9. Running time of Delaunay triangulation algorithms in 3D

uniformly distributed, uniform grid method performed 3 ∼ 4% better than oct-
subdivision method(Fig. 9 (a)). That is because the pre-processing time to create
oct-subdivision increased the total execution time. However, with non-uniformly
distributed data the proposed algorithm outperforms other algorithm more than
25% on the average in terms of execution time. (Fig. 9 (b), (c)) That is because
when data points are densely located, oct-subdivision reduces the search area
effectively and the highest priority search method increased the efficiency at the
same time. On the other hand, the results in Fig. 9 show that the execution time
of the proposed algorithm increases linearly in proportion to the number of data
points. (We have empirically confirmed with 1,000,000 data points.) That shows
the proposed algorithm works effectively with large number of data points.

5 Conclusion

Uniform grid method enables us to find geometric features in a specific area in
a short time. However, uniform grid method takes loner execution time if data
points are densely distributed. In this study a heuristic with oct-subdivision
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and the highest priority search method is proposed to improve the efficiency of
uniform grid method. The results show that the proposed algorithm performs
on equal terms with the conventional uniform grid method in terms of execution
time and outperforms them if the data points are densely distributed. The oct-
subdivision reduces searching space effectively and the highest priority search
method reduces the searching time by searching most probable area first.

The proposed algorithm can generate Delaunay triangulation faster than In-
cremental Construction algorithm or uniform grid method especially if the num-
ber of data points is large. Also, the proposed algorithm eliminates the possibility
of creating non-Delaunay triangle since it performs Delaunay triangulation based
on the definition and thus it always satisfy convex hull condition.
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Abstract. We introduce a new method for texture synthesis on regular
and irregular example textures. In this paper, an enhanced patch-based
algorithm is proposed to select patches with the best structural similarity
and to avoid discontinuity at the boundary of adjacent patches. This new
method utilizes a feature-weighted function to measure the structural
similarity. A re-synthesis technique is presented to reduce the structural
discontinuity. We conduct a comparison study to verify the proposed
method. Preliminary experiments show that the proposed method can
yield better results than other well-known methods for examples used in
this study.

1 Introduction

Texture synthesis is a popular research topic in computer graphics. In the past,
many previous methods have been presented. The kernel of these previous works
is structural similarity matching. Generally, there are two classes of methods:
1) pixel-based [1, 2, 6, 7, 8] and patch-based [3, 4, 5, 9, 10] methods, respectively.
Pixel-based algorithms synthesize only one pixel at a time. Efros et al. [2] syn-
thesize a new pixel by searching the sample image and finding the pixel that has
the most similar neighborhood. This algorithm works fine if a larger neighbor-
hood size is chosen to measure similarity. Therefore, it is very slow. Wei et al. [7]
utilize a pyramid synthesis and a tree-structured vector quantization method to
accelerate [2]. Later, Ashikhmin [1] extends [7] by reducing the searching space
of the input image to several candidates. Hertmann [6] presents the other ap-
plications, like learning painting styles, based on [7]. Zelinka et al. [8] create a
novel jump map, which stores a set of matching input pixels (jumps) for each
input pixels. It allows their algorithm to synthesize texture in real time.

In contrast to pixel-based methods, patch-based methods synthesize a patch
at a time. Xu et al. [3] synthesize new textures by random patch pasting. The
problem with random patch pasting algorithm is that the discontinuity and ar-
tifacts at the overlapped region of the adjacent patches. Efros et al. [4] present
a minimum-error-boundary-cut within the overlapped regions to reduce the dis-
continuity and artifacts. Liang et al. [5] apply feathering technique on the over-
lapped regions and accelerate the search by a quad-tree pyramid data structure.
Wu et al. [9] produce a feature map and texture map to guide the patch selection

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 1043–1049, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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and align overlapped region by measuring structural similarity. In contrast to
most patch-based methods, Nealen et al. [10] adaptively splits patches to suitable
sizes while satisfying user specified error for the mismatching in the overlapped
regions. A pixel-based re-synthesis is then applied to the mismatched pixels in
overlapped regions.

2 Methodology

To synthesize texture, most algorithms consist of two steps: 1) searching most
similar neighborhood in the input image and 2) avoiding discontinuity in the
generated texture. In this paper, the proposed patched-based method uses a
feature-weighted function to guide our searching for the most similar neighbor-
hoods and a re-synthesis approach to reduce the artifacts at the overlapped
regions.

2.1 Similar Neighborhood Search

Our approach is a patch-based texture synthesis algorithm and it consists of the
following steps:

1. Select an initial patch from input texture randomly and paste it to the left
top corner of the output texture.

2. Search a new adjacent patch that has the most similar neighborhood in the
input texture constrained by a L-shape.

3. Paste the selected patch to the output image in a scan-line order.
4. Re-synthesize the overlapped region.
5. Repeat step 2 to 4 until we complete output image.

In the past, most methods compare the difference of pixel color when they
search the most similar L-shape neighborhood. The importance of each pixel
in the L-shaped neighborhood is treated equally. However, in these methods,
most artifacts happen to the boundary of adjacent patches. To alleviate this
problem, we propose to strengthen the importance of pixels closer to the patch
boundaries as we measure the similarity of patches. In our algorithm, a Gaussian
distribution function is used to modify the importance of pixels. The distance
weight equation Wd is defined as follows.

Wd(i, j) =
1√
2πσ

e−
d(i,j)2

2σ2 (1)

where d(i, j) is the distance form pixel (i, j) to the closest patch boundary. Figure
1 illustrates the visualization of weight variation for each pixel in L-shape.

To judge whether a synthesis result is good or not depends on if its edge
structure is similar to original texture or not. Hence, a structure-weighted func-
tion Ws is also considered as the similarity-searching criterion. In eq. 2, Ws is
described as follows.

Ws(i, j) =
1√
2πσ

e−
[|Mcolor−P (i,j)|−255]2

2σ2 (2)
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Fig. 1. Visualization of weight variation. Black line represents patch boundary at L-

shape. The pixel color in L-shape means the weight of a pixel where red color represents

the higher weight

where Mcolor represents the color with the maximum number of pixels among
all similar colors in L-shape, Pi,j is the color of the pixel at (i, j). In L-shape,
most pixels should have colors that are closer to the based color Mcolor, and
the structure elements such as edges and lines should have a larger difference
to this based color. Therefore, a higher weight is given to pixels that have a
larger difference to the based color Mcolor. Finally, both distance and structure
weighted function, Wd and Ws, are integrated into our similarity measurement
and is called the feature-weighted function below.

Sim =
∑

i,j∈L−shape

Pdiff (i, j)(Wd + Ws) (3)

where Pdiff (i, j) is the color difference of pixels in the L-shape between input
and output images. Searching similar neighborhood using eq. 3 can help us find
a patch with less artifacts at the boundary.

2.2 Repair Artifacts in Overlapping Regions

After the most similar patch is selected and is pasted into the output image,
some artifacts may still exist. In this section, we will further reduce artifacts.
First, we compute the error for each pixel in the overlapped region. Then, we
use Efros et. al’s method [4] to find a minimum error path through overlapped
region. After the minimum error path is found, we treat this path as the central
axis and define a five-pixel wide region, called repairing area. Figure 2 shows an
example of a repairing area.

In the repairing area, we treat pixels as mismatched pixels if their errors
exceed a selected threshold δ. Then we re-synthesize these mismatched pix-
els in a region-growing manner from the boundary of the repairing region to
its central axis. The value of the mismatched pixel is repaired by the me-
dian value of the 5 × 5 matched neighboring pixels. After re-synthesizing all
mismatched pixels, we finally apply Gaussian smoothing filter to these newly
repaired pixels.



1046 T.-Y. Lee and C.-R. Yan

Fig. 2. Left: Computing the error for each pixel in overlapped region and finding a

minimum error path. Right: Repairing area

Fig. 3. Experimental Results

3 Experimental Results

In this section, we demonstrate some preliminary results in comparison with two
well-know methods: pixel-based [1] and patch-based [5] algorithm. Figure 3 and
Figure 4 are near-regular texture. Figure 5 shows an irregular texture example.
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Fig. 4. Experimental Results

Fig. 5. Experimental Results
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In these three examples, the left-top image is original input, the right-top image
is synthesized by [1], the left-bottom image is synthesized by our method and
the right-bottom image is synthesized by [5]. From our preliminary results on
these three examples, the pixel-based method [1] does not work well. The results
by our method are comparable to those by [5]. For further comparison, we see
some difference between [5] and ours. In Figure 3, the structure distribution,
grid size and shape by the proposed method are almost similar to those of
the original sample texture. Figure 4 shows that our method can yield better
result in preserving complete structural elements and continuity at the patch
boundary. Please watch the top-right part of the result by [5]. There is some
obvious discontinuity on the shapes of cans. In Figure 5, it is hard to compare
difference between ours and [5].

4 Conclusion and Future Work

Pixel-based texture synthesis tends to introduce blurring effect and is more suit-
able for irregular textures, like clouds, ripples, and other natural images. Patch-
based texture synthesis can preserve the global structure of the sample texture,
but to reduce artifacts and discontinuity at patch boundary is an important
work. In this paper, we proposed a new algorithm on both regular and irregular
textures. The proposed method is a patch-based algorithm and it consists of
two parts: 1) we first apply feature-weighted function to search the most similar
neighborhood patches and 2) then, we re-synthesize mismatched pixels to reduce
artifacts and to minimize the structural discontinuity. This new scheme can solve
these problems well. In the near future, we plan to extend the current work to
the perspective texture synthesis. We also like to apply our method to some
textures with special structure, like the wing of butterfly and the tail of peafowl
fish. In addition, we would like to apply our technique to synthesize texture for
the expression change of head animation [11] or for 3D morphing applications
[12, 13].

Acknowledgements. This paper is supported by the National Science Coun-
cil, Taiwan, Republic of China, under contract No. NSC-93-2213-E-006-026 and
NSC-93-2213-E-006-060.
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Abstract. This paper proposes a computationally inexpensive 2D shape
interpolation technique for two compatible triangulations. Each triangle
in a triangulation is represented using a stick structure. The intermedi-
ate shape of each triangle is interpolated using these sticks. All of these
intermediate triangles are then assembled together to obtain the inter-
mediate shape of the triangulation according to a predetermined order.
Our approach is inspired by Alexa et al’s work [1], but is simpler and
more efficient. Even though we ignore the local error, our approach can
generate the satisfactory (as-rigid-as-possible) morph sequence like Alexa
et al’s.

1 Introduction

Morphing, also called metamorphosis or shape interpolation, is a technique that
blends two shapes smoothly and reasonably. Its brilliant visual effects have made
it appear in wide applications such as movies, games, cartoons and music videos.
However, the huge necessary manual intervention always makes it very expen-
sive and time consuming. The three main features emphasized in morphing tech-
niques are the shape’s rationality, automaticity and processing time. Shape ra-
tionality refers to the process being locally least-distorting or so-called as-rigid-
as-possible [1]. Figure 1 gives a morph example of a dancing man. The morph
sequence in the first row is generated by linearly interpolating the corresponding
vertex between the source and target shapes. We can see that the dancing man’s
left hand shortens among the morph sequence. The morph sequence in the sec-
ond row is generated using our method. It looks smoother and can maintain a
normal human shape.

Numerous aspects of morphing techniques have been investigated, including
the 2D image [2, 3, 4, 5], 3D volume data [6, 7] planar polygons, polylines [1, 8, 9,
10, 11, 12, 13], and polyhedron [1, 14]. The two main research issues in morphing
are vertex correspondence [8, 15, 16, 17] and vertex trajectories [9, 10, 11]. Divid-
ing the two shapes into two triangulations with a common topology can solve
the vertex correspondence problem. This issue is called compatible triangulation
and many previous papers on this problem can be found [1, 13, 18]. In this paper

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 1050–1059, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



A Fast 2D Shape Interpolation Technique 1051

we assume the source and target triangulations are already compatible and focus
on the vertex trajectory problem.

Some researches [9] blend the 2D shapes using just their boundary informa-
tion to produce vertex trajectory. However, a proper 2D morph sequence should
also consider the information inside the boundary. An intuitive and reasonable
scheme to accomplish this idea is to utilize the shape’s skeleton information
[10]. Generating a skeleton from a shape is complicated. For cases in which the
source and target shapes are quite different, the compatible skeleton is difficult
to define. In [1], the source and target shapes are triangulated into two smooth
compatible triangulations. An optimization is then performed that minimizes
the overall local deformation. This method can produce a satisfactory (as-rigid-
as possible) morph sequence in most cases. However, global optimization is very
computationally expensive. Our work is inspired by Alexa et al’s work; first we
discuss the morph between two triangles and then extend the process to triangu-
lations. A three-stick structure is used to interpolate the shape of each triangle.
All of the interpolated triangles are then assembled together to get the final
shape according to a predetermined order.

Fig. 1. The morph sequence of a dancing man. The first row was generated using linear

interpolation. The second row was generated using our method

The remainder of this paper is organized as follows. In Section 2, we introduce
the shape interpolation between two triangles. In Section 3, we propose our shape
interpolation method for two triangulations. Section 4 demonstrates our results.
Our conclusion is presented in Section 5.

2 Triangle-to-Triangle Interpolation

First we consider the simplest case that both source and target shapes are a single
triangle. The corresponding vertices of these two triangles are known in advance.
The question is ”what is the reasonable intermediate shape for a triangle in a
morph sequence”? In [1], the affine transform between the source and target
triangles was decomposed into a rotation and a stretching transformation. The
free parameters in the factorization were linearly interpolated to achieve the
least-distorted morph. Here, we propose a more intuitive method to produce the
intermediate triangle shape. We use a stick structure to represent a triangle. This
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structure consists of three straight sticks with one side jointed at the centroid of
the triangle and the other side connecting the triangles three vertices as shown in
Figure 2. We then interpolate the corresponding sticks of the source and target
triangles to get the intermediate triangle.

Fig. 2. The single triangle shape interpolation using sticks

2.1 Stick Interpolation

The most intuitive stick interpolation scheme is to linearly interpolate the stick’s
length (l) and angle (θ) using Equation 1{

l(t) = (1 − t)lS + tlT
θ(t) = (1 − t)θS + tθT

(1)

where the suffix S stands for source and T for target.
The stick linear interpolation is illustrated in Figure 3. Figure 3(b) shows the

stick interpolation curve at the same condition shown in Figure 3(a) but with
an additional 2π rotation angle. Though the range of time parameter t needed
in a morph sequence is the real number within [0,1] , a value beyond this range
can be used for extrapolation.

Fig. 3. The stick interpolation curves using Equation 1

A much smoother interpolation curve for sticks is the curve whose included
angle between the tangent direction and the position vector at any position Pi
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on the curve is fixed as shown in Figure 4, i.e., dr
rdθ = a, where a is a constant,

and Pi is represented by (r, θ) in polar coordinates. Integrating both sides of this
equality, we can obtain the curve equation in polar coordinates:

r = Ceaθ, where C is a constant. (2)

Applying Equation 2 to the stick interpolation in equation 1, we can get:

Fig. 4. The plot of r = eaθ

{
θ(t) = (1 − t)θS + tθT

l(t) = lSea(θ(t)−θS) (3)

where a = 1
θT −θS

ln lT
lS

and θ(t) is a monotonically increasing or decreasing func-
tion that meets the conditions: θ(0) = θS and θ(1) = θT .

Fig. 5. The interpolation curve for Equation 3 (blue) and that for Equation 1 (red)

Figure 5 shows a comparison of the stick interpolation curves for Equations
1 and 3. We can see that the stick length for the curve in Equation 1 (the red
curve) increases faster along the curve near the short stick and slower near the
long stick. By contrast, the increasing rate for the stick length for the curve using
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Fig. 6. The morph sequences using different interpolation methods

Fig. 7. The morph sequences using different interpolation methods. The triangle ro-

tates additional 2π angle than that in Figure 6

Equation 3 (the blue curve) is constant. It therefore looks smoother. Figure 6
and 7 show the morph sequences generated by linear vertex interpolation and
Equation 3. It is obvious that using Equation 3, we can generate more reasonable
intermediate shapes. Moreover, linear vertex interpolation cannot deal with the
case that the triangle rotate more than π.

3 Triangulation Shape Interpolation

At morph time t, each triangle in the intermediate shape is generated by inter-
polating the corresponding triangle pair between the source and target shapes
using the stick interpolation described in Section 2. All of these interpolated
intermediate triangles are then assembled together to form the intermediate tri-
angulation. However, these intermediate triangles cannot be assembled together
tightly because each triangle was interpolated individually such that the cor-
responding edges of two neighboring interpolated triangles may have different
lengths and angles. In [1], they used an optimization method that minimizes the
overall local deformation to deal with this problem. Though such approach is
very reasonable and precise, it requires much computation cost. In this section
we introduce an approach that can perform triangulation shape interpolation
very fast.

3.1 Assembly Order Decision

All of the intermediate triangles are assembled together one by one according to a
predetermined order to generate the intermediate triangle shape. A planar graph
[19] is built first from the triangulation according to its position. One triangle
is chosen as the root triangle. The root triangle is the foremost in the assembly
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order. The remainder assembly order is obtained by traversing the planar graph
from the root in breadth-first order.

3.2 Assembly Rule

A mechanism for assembly is needed because the interpolated intermediate tri-
angles cannot be tightly assembled together. Assume that the rotation angles of
all of the sticks of all triangles are known (this will be introduced in Section 3.3).
At the beginning, set the intermediate triangulation to a null triangulation (a
triangulation com-posed of zero triangles). The shape of the root triangle is inter-
polated using stick interpolation. The interpolated root triangle is added to the
intermediate triangulation. According to the assembly order, assemble the trian-
gles one by one to the intermediate triangulation. A principle rule in our method
is that once the vertex position has been determined it will never be changed in
the process thereafter. Therefore, adding a triangle to the intermediate triangu-
lation involves adding one or no new vertices to the intermediate triangulation.
Our approach simply ignores the local errors. For example, as shown in Figure 8,
triangle A is a triangle in the current reconstructed intermediate triangulation.
Triangle B is the triangle to be added to the current reconstructed triangula-
tion and is neighboring to triangle A. The intermediate shape of triangle A has
been decided. The three sticks for triangle B are drawn in dashed lines. The
intermediate shape of triangle B, generated by stick interpolation, is drawn in
thin solid lines. First, choose one vertex from their shared edges (colored in red)
as a base point. Use two sticks (colored in blue) to determine the position of
the new vertex (see Section 3.3 for the rotation angle decision of sticks). The
remaining stick is useless. The final triangulation is drawn in a thick black solid
line. For the case involving adding a new triangle with no new vertex, we just
do nothing. This approach may cause error accumulation propagating from the
root triangle. However, if both the source and target shapes are triangulated
properly (no narrow triangles), according to the results presented in Section 4,
a satisfactory morph sequence can always be generated. In the case in which
some narrow triangles exist in the source and target compatible triangulations,
we can use the method described in [1]; compatible mesh smoothing combined
with edge splitting to smooth out the triangulations.

Fig. 8. Assemble the triangle by ignoring the local errors
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3.3 Stick Rotation Angle Calculation

To interpolate the intermediate triangle shape using stick interpolation, we need
to know the rotation angles of all sticks. The stick rotation angle α and minimum
rotation angle (or included angle) αmin from the source to the target orientation
are related by α = αmin +2nπ, n ∈ Z. The question is how to quickly find the n
value? First of all, the rotation angles of the three sticks of the root triangle are
deter-mined using their minimum rotation angle. We can also assign the rotation
angle of these sticks of root triangle with an additional 2nπ, where n ∈ Z. This
will cause the global shape to rotate an additional n cycles around the centroid
of the root triangle along the morph sequence. To determine the n value for
all the other triangle sticks, we need to find a boundary that is smaller than
2π. As shown in Figure 9(a) (the sticks are drawn with dashed lines), assume
that we already know the rotation angle (α) of the red edge on triangle A. The
rotation interval of the blue stick on triangle B, relative to this red edge, must
be restricted within a π region (shown in semicircular arrows) within the morph
sequence. That means the rotation angle (β) of the blue stick must be within
the bounds: α − π < β < α + π. Thus, n is restricted by

α − π < βmin + 2nπ < α + π ⇒ α − π − βmin

2π
< n <

α + π − βmin

2π
(4)

From Equation 4, we can get the n value and thus obtain the blue stick’s ro-
tation angle (β). In Equation 3, the stick’s angle is linearly interpolated. We
can therefore conclude that the included angles between the neighboring sticks
also vary linearly. Therefore, in Figure 9(a), the rotation angles of the green and
purple sticks on triangle B can be obtained easily by adding the corresponding
difference included in angles a and b between the source and target stick pairs
to the rotation angle of the blue stick. The rotation angle of an edge can be like-
wise determined quickly. In Figure 9(b), the rotation angle of the red edge is also
restricted to a π region against the blue stick (shown in semicircular arrows).
Again, we can use Equation 4 to find n for the red edge. These two procedures
are performed alternately from the root triangle along the assembly order until
all the rotation angles of the edges and sticks of all triangles are found.

Fig. 9. Rotation angle bound between a connecting stick and edge
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4 Experimental Results

Our shape interpolation program was implemented on a Pentium IV 2.4GHz
machine. All of the initialization steps from our test data, including the assembly
order decision and stick rotation angle calculation, were performed in seconds. All
of the morph sequences can be generated in real time. Note that, in our method,
the initialization steps only need to be performed once within a morph sequence.
At each time t, we only need to interpolate the sticks and assemble them to form
the intermediate triangulation. Figure 10 shows four morph sequences. The root
triangles are colored in red. We can see that all of the morph sequences are
very reasonable (as-rigid-as- possible). Note that, in Figures 10(a), (b), even
though there are some narrow triangles in the triangulation, our method can
still generate good morph sequences. Figure 10(d) shows that our method can
also be applied to a rigid transformation (i.e., rotation and translation). In this
case, our method does not counter the error accumulation problem. All of the
intermediate shapes are satisfactory.

Fig. 10. Four morph sequences using the proposed method

5 Conclusions and Future Work

We proposed a fast 2D shape interpolation technique for compatible triangu-
lations. It is very easy to implement. The morph sequences generated by this
method are very reasonable (as-rigid-as-possible). As demonstrated in Figure
10, our method is applicable to most cases. Though our method seems robust,
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it is expected that in some cases our method will fail due to the error accumula-
tion. However, such cases occur rarely and can always be solved by compatibly
smoothing the source and target triangulations. In addition, we would like to
seek the possibility of applying our techniques to improve the triangle quality of
3D morphing applications [20, 21].
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Abstract. RP(Rapid Prototyping) is often called as Layered Manufacturing be-
cause of layer by layer building strategy. Layer building strategy is classified 
into two methodologies. One is based on the 2D layer and the other is based on 
the 3D layer. 2D layer is simply created by the intersection between the polyhe-
dron and a slicing plane whereas 3D layer is created with some constraints such 
as cuttability and manufacturability. Currently, 3D Layer is generated by using 
the boundary surface information in the native solid modeling format. However, 
most input data in Rapid Prototyping is the polyhedral surface data. We propose 
a geometric algorithm that uses the triangular prism to create 3D layers. Exam-
ples are shown to show the validity. 

1   Introduction 

RP(Rapid prototyping) has been developed by many vendors and research groups and 
supplied to market since 1992. RP has a strong point that can usually manufacture a 
sample within 24 hours. Especially, 3D layer is being used to overcome the limit of 
2D based RP technology and handle the composite material. To achieve these goals, 
3D models should be divided properly depending on individual RP equipment[6]. 

Currently, most RP equipments are based on 2D layer. That is, the side of the layer 
is vertical and this layer is called a vertical layer. Since the vertical layer is basically a 
2.5D block, a stair-step effect happens. On the other hand, there are some efforts to 
make side walls with a curved or sloped layer. This technique is called a 3D layer 
technology and can be classified into three approaches as shown in Fig 1. One is a 
cutting and bonding approach which is to make a large prototype with topologically 
spherical shape by bonding thick plates. Another is a hybrid approach, which is a 
combination of 2.5D deposition RP technology and CNC milling operation. The other 
is double deposition approach which, generates a 3D layer by using the two orthogo-
nal deposition machine. 

There are some recognizable researches on the cutting and bonding approach by 
using thick plate. In 1955, Hope et al. developed TruSurf(True Surface System), 

2
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which generates a sloping layer by using a 4-axis water jet machine to the thin plate 
based RP machine[4]. Imre et al. from Delft University also developed a system 
based on the foam cutting[2]. In this system, a tool-path is generated for two planes 
connected side by side and two layers of foams are semi automatically bonded after 
the machining[5].  

Cutting +binding

Deposition +Cutting

FFTLOM

SDM

OLMDouble Deposition

3D Layer

2D Layer
Original CAD 

Model

Commercial RP

Deposition         FDM™
Solidificaiton SLA™
3D Printing        Z402™
etc

Volume 
Data

Slice 
Data

 

Fig. 1. Original CAD Model, 2D Layer Based Systems and 3D Layer Based Systems 

This approach has an advantage of making a large prototype which is bigger than 
one cubic meter in a very short time. Most RP equipments available today can not 
handle the model with that size. This approach, however, has difficulties for making 
models with a cavity between the layers. For example, if a pipe with small diameter is 
passing through a thick layer, making a prototype without partition and cutting is not 
possible. 

There is another approach called SDM(Shape Deposition Manufacturing) devel-
oped in Stanford university. In this approach, when a complicated model is to be 
made, the cutting and deposition are alternatively used after the model is decomposed 
into the smallest level. Although this approach is not desirable for a large prototype, it 
can be applied to a geometrical shape with interior cavities or holes where a tradi-
tional machining can not be used. Particularly, it has advantages of depositing high 
quality materials and making a model with embedded components. It can also be used 
in a rapid tooling which makes prototypes with a high precision. This system has been 
developed as a hybrid system combining a 5-axis CNC equipment and a powder 
based RP machine[3, 10]. 

Final approach is called double deposition method. This Approach is capable of us-
ing two orthogonal deposition in vertical and horizontal[12].  



1062 J. Lee et al. 

 

2   Preliminaries 

We present the polyhedron based decomposition algorithm for cutting and deposition 
approach. The cutting and deposition approach is based on successive cutting and 
deposition operations. For the purpose, the Object is effectively decomposed by small 
volumes which, can be handled by the cutting or deposition machine.  

Ramaswami et al. present the solid model decomposition algorithm by using the 
silhouette edge with ACIS kernel. They generate the silhouette edge by using the 
ACIS kernel and split the solid by using the infinite sweeping of the silhouette edge. 
In result, the three categorical volumes are generated as shown Fig. 2. these are re-
spectively the cutting volume(I), the object decomposition volume(II-1, II-2) and the 
support volume(III). 

SS

S

I

III

II-1        

II-2

S

C S

C

S

C
S
C
S
CC

BB

Original CAD Model

Sweeping

Boolean Operation 3 categorical volumes

 

Fig. 2. Solid Decomposition in SDM 

The criteria which decompose the object is the silhouette edge of the object. In 
SDM, they use the silhouette edge in ACIS kernel for native solid modeling system. 
However, in general, the polyhedron model is impossible to save the brep solid in-
formation like shell, cavity, hole etc. 

 

Geometric inference

Hole ?

Cavity ?

 

Fig. 3. Geometric Inference in polyhedron model 

If we need to use this information, which can not save in polyhedron model, we 
must extract the features by using the geometric inference as shown in Fig. 3. How-
ever, the geometric inference is difficult to make the robust criteria by detecting the 
valid feature. Thus, we develop the more intuitive and robust approach for the object 
decomposition. 
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3   Polyhedron Decomposition 

In general, the object decomposition is used to enumerate the space using voxels, 
quadtree, octree and dexels. Since their shape is box type as shown in Fig. 4, original 
model is converted to these models approximately and can be lost the original bound-
ary surface information. 
 

Voxel (volume element)

Octree

Quadtree (surface) Dexel  

Fig. 4. Various decomposition Models 

Our approach is to generate the triangular prism for the polyhedron decomposition. 
The triangular prism is defined as the swept volume from a triangle to the projection 
plane as shown in Fig. 5. The triangular prisms have the advantage of conserving the 
boundary surface information.  

Projection

Shadow

1

2 3

4

5
6

triangle

Projection Plane

 

Fig. 5. Triangular prism generation of a triangle 

The triangular prism generation algorithm is composed of four steps: (1) visibility 
test of a triangle (2) triangular prism generation using inner projection with object 
inside direction (3) triangular prism generation using outer projection with object 
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inside direction (4) spatial sort and order sequencing. Fig. 6 shows the flow chart of 
the proposed algorithm.   

3D Layer
Generation

Triangle’s visibility
Test

MT NMT

Triangular Prism
generation

CTP OTP STP

Prisms Intersection 
Calculation

Final TS generation and
TP Sequence Allocation

Mesh 
Data Structure

Prism
Data Structure

 

Fig. 6. The flow chart of the proposed algorithm 

3.1   Triangular Prism 

The triangular prism has the advantage of avoiding the Boolean operations. In SDM, 
the Boolean operation is needed to split the volumes. For the purpose, the clean and 
closed silhouette curve must be generated from the model. The silhouette curve is 
defined as a curve along with N R=0, where N is the normal vector at point(u, v) on 
Surface S, and R is the selected ray direction. However, in the polyhedral model, the 
silhouette curve do not represent in the monotonous pattern as shown in Fig 7. 

 

ray Dot product

+

0

-

N

N
 

Fig. 7. Dot product result in polyhedron model 

Thus, we decompose the polyhedral object by generating the triangular prisms 
which, are not boundary surface patches but the volumetric elements. 
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3.2   Visibility Test for  riangles 

Triangular prisms are generated from the triangles in STL file. Since the criterion 
which, is verified to decompose the object is the visibility of triangles from a given 
ray direction. first, we check the visibility of triangles. The proposed procedure is as 
follows. 

Procedure 1. Visibility test for triangles 
Initializing the R(ray vector[0,0,1]) and BB(Bounding Box) of object;  
 FOR(calculate the inner product(N•R) between R and the  normal vector(N)  
     of each triangle Ti) 
 { 
     IF(0 < N•R < 1), THEN{ triangles are machinable triangles(MT)}; 
      ELSEIF(-1 < N•R < 0), THEN{triangles are non-machinable triangles(NMT)}; 
      ELSEIF(N•R = 0), THEN{triangles are the vertical triangles(VT)}; 
      ELSEIF(N•R = 1), THEN{triangle as the horizontal triangle(HT)}; 
   Save the list of 4 categories for triangles(MTlist, NMTlist, VTlist, HTlist); 
}ra 

We classified the triangles into the four types by using the procedure 1. 

· MT(Machinable Triangle) : MT means a triangle  is machinable by a milling ma-
chine. 
· VT(Vertical Triangle) : VT means a triangle that composes a side wall(Vertical 
Wall). 
· HT(Horizontal Triangle) : HT means a triangle put on support structure.  
· NMT(Non-Machinable Triangle) : NMT means a triangle that needs the creation of  
support structure(Support structure) as triangles put on curved surface (overhang 
surface) that need support structure. Triangle classed by NMT is combined by Non-
machinable Surface. 

Each triangle is classified by our decomposition module in the initial stage.  
In this research, the triangular prism is automatically generated by triangles proper-

ties. Thus we can easily build the object volume, the cutting volume and support vol-
ume from the triangular prisms. 

The triangular prism is defined as the swept volume of the triangle in both direc-
tion, inside of object and outside of object. Each triangular prism is also defined as 
sub space which, is compose of the sub volume of object and is put around the object. 
Thus, the features like cavity or hole are automatically captured without geometric 
inference and  are easily handled.  

3.3   Triangular Prism Generation 

The triangular prism is generated from the projection of the triangle which, is classified 
in the section 3.2. The generation of each triangular prism is similar to generate the 
dexel.  

Each triangular prism is verified by three types as shown in fig. 8. These are the cut-
ting triangular prism, object triangular prism and support triangular prism respectively. 
Cutting triangular prism is generated in outside direction in the object which, makes the 
result of the cutting volume and the support volume as shown in fig. 9. 

T
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Fig. 8. Three types of triangular prism 
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Fig. 9. Triangular Prisms for cutting volume and support volume 

If the triangle is MT, this operation makes the cutting volume in cutting direction.. 
On the other hand, if the triangle is NMT, this operation makes the support volume. If 
the triangle that projected in inner object direction, the generative triangular prism is 
intersected with another triangular prism, named triangular prism. Arbitrary two tri-
angular prisms are not allowed to occupy in the same space. The height of the triangu-
lar prism is determined to avoid the double occupation between the triangular prisms. 
This rule is adopted to generate overall triangular prism for the object. If this rule is 
not satisfied in a certain triangle, the triangular prisms are intersected each other. The 
proposed procedure is as follows. 

Procedure 2 : Triangular prism's height calculation 
Scan the triangles; 
 Sort by z-coordinate of the centroid for each triangle; 
 FOR( each triangles in MT/NMT list ) 
 { 
IF ( [i]th triangle is adjacent  
            with [i+1] triangle !== eol ) 
     CASE 1: edge-shared 
       Save VSH: Vertex Share Height 
     CASE 2: vertex-shared 
       Save ESH: Edge Share Height 
 }; 
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Fig. 10 shows the procedures for the generation of the triangular prisms in inside 
object. Generally, adjacent two triangles are vertex share or edge share between them.  

Slice planes : 
Manhattan Geometry

OTP generation 
Starting direction

 

Fig. 10. Triangular Prism Generation.in inside Object 

If the adjacent two triangles is the vertex share case as shown in Fig 11, we save 
the z coordinate of shared vertex(VSH: Vertex Share Height). If the adjacent two 
triangles is the edge share case, we save z coordinates of two shared vertices(ESH: 
Edge Share Height). If the hole or cavity is in the polyhedron, it is necessary to split 
the object. If the overlapping surface exists, the object also has to be splitted.  
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Fig. 11. The calculation of the VSH and ESH 
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4   Pattern of Triangular Prisms for Object Decomposition 

The proposed algorithm makes the triangular prisms for object decomposition. By 
example, there is a spring model as shown in figure 12. In this model, if the ray hit the 
upper surface then the below surface is not hit by the ray. This area is verified as self-
overlapping surface. If the model is composed of self-overlapping surfaces, the pat-
tern of the model decomposition is more complex.  

 

Fig. 12. Self-overlapping Surface Splitting. 

The proposed algorithm can easily decompose this shape for additive works. In this 
case, our algorithm automatically decompose the object with self-overlapping surface 
into the support volume, cutting volume, object decomposition volume which, is 
composed of each triangular prisms. Fig. 13 shows the polyhedron and it's triangular 
prisms and 3D Layers.  

 

Fig. 13. The polyhedron, triangular prism and 3D layer  

5   Conclusion and Future Works 

In this research, the triangular prism generation algorithm was done to the polyhedral 
model. The proposed algorithm is working on not a native solid modeling system but 
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the STL file format, de facto standard in RP industry. For the purpose, we use the 
triangular prisms for polyhedron models which, are easily acquired reverse engineer-
ing system or the graphics modeler and reconstructed from the CT, MRI in medical 
field. Since, the triangular prism is based on the spatial decomposition concept, then 
the data structure is simple and the operations are compact. In contrast to the system 
based on the solid modeling, our algorithm does not suffer from operational failure in 
boolean operation. In our approach, we need an additive consideration for the object 
with many features to build a prototype with smooth surface. However, in this work, 
we don’t consider the additive surface finishing issues. As a result, The triangular 
prism is regarded as the modified dexel then is useful to visualize for NC simulation. 

In the future, we need to study the optimal decomposition direction for the triangu-
lar prism generation. 
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Abstract. Developers of virtual environments (VEs) face an often-difficult prob-
lem: users must have some way to interact with the virtual world. The VE applica-
tion designers must determine how to map available inputs to actions within the
virtual world. However, manipulating large amounts of data, entering alphanu-
meric information, or performing abstract operations may not map well to current
VE interaction methods, which are primarily spatial. Furthermore, many VE ap-
plications are derived from mature desktop applications that typically have a very
rich user interface (UI). This paper presents Tweek, a reusable, extensible frame-
work for UI construction that allows use of the same UI on a desktop system,
on a hand-held computer, or in an immersive 3D space. Designers can maintain
interaction consistency across conventional visualization settings such as desk-
top systems and multi-screen immersive systems. This paper covers in detail the
design of Tweek and its use as an input device for virtual environments.

1 Introduction

Interaction within a virtual world is perhaps the most limiting factor for the development
of effective virtual environment (VE) applications. Spatial interactions such as object
selection and navigation can be mapped easily to positional and digital inputs. How-
ever, typical interactions found in most scientific and engineering applications (such as
manipulating large amounts of data or entering alphanumeric information) do not map
well to these types of inputs. These types of interactions can be represented more ef-
fectively using two-dimensional (2D) user interfaces found in desktop applications, and
VE applications could benefit from utilizing proven 2D interface techniques.

The lack of a common, standard basis1 for the creation of VE user interfaces presents
another problem to VE developers, and current practices tend toward custom, per-
application solutions. Such user interfaces usually correspond directly with the capabil-
ities and limitations of the available input device(s), and as such, they often allow only
very simple actions. To increase the number of supported actions, developers translate a
combination of inputs to perform a single action. Furthermore, per-application VE user
interfaces may become tightly coupled with a specific class of display systems or even
with a specific immersive system installation. For example, a floating menu positioned

1 This statement is in the context of VEs lacking something similar to the traditional WIMP
paradigm used on 2D desktops.
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to appear on the left wall of a CAVETM [1] will not be visible when the application is
displayed on a Responsive WorkbenchTM [2] .language

With the wide range of VE technologies available today, there is an increasing need
for applications that can migrate between different display configurations, but the scal-
ability of the interaction methods can prevent this. Interaction methods that are tightly
coupled with a specific display technology or VE system configuration tend to have
poor scalability. VE applications should be allowed to run on different systems with
different input devices to take advantage of the available resources or to use the inter-
action method that is most appropriate to the task at hand.

Hence, two needs have motivated the work presented in this paper: the need to sup-
port 2D interactions in VEs and the need for a flexible user interface that can be utilized
in a variety of VE systems. We want to provide a reusable, extensible framework for
user interface construction that will allow the same user interface to be employed on a
desktop system or on a hand-held computer or in an immersive 3D space. These needs
have led to the design of Tweek [3][4], a middleware framework for the development
of cross-display user interfaces. Tweek combines several technologies to allow a 2D
graphical user interface (GUI) to communicate with a remote application such that the
two need not be running on the same computer.

We present the Tweek architecture, an implementation of a straightforward exten-
sion to a well-known software design pattern that provides the flexibility needed to
design cross-display GUIs. We begin with a review of previous work on VE interfaces
and our motivation to create Tweek. We follow with an in-depth design and technical
detail description. We also present current VE applications based on Tweek and con-
clude with a discussion of results and future directions for our continued work.

2 Previous Work

JAIVE [5] and other studies [6] helped provide valuable insight into the usability of
palmtop computers as input devices in projection-based systems. The JAIVE software
used a Java-based GUI and a custom wire protocol for communicating with a remote
VE application written in C++. The GUI provided a fixed set of interaction methods for
use with an application, and the application could programmatically add and remove
components from the GUI. However, the use of a non-standard wire protocol and a
fixed set of interaction methods limited the adaptability of the tool. The Tweek imple-
mentation makes use of a standard cross-language communication protocol to allow for
better scalability and re-usability.

The Virtual Tricorder [7] provides users with a uniform visual representation of a
multi-purpose input tool. The visual representation corresponds directly to a physical
device with buttons. Providing input in this way allows physical feedback through the
button presses and visual feedback through the virtual representation of the tool. In the
3D space, the uses of the tool are unlimited, but without the visual device representation
in the virtual world, there is no way to know what actions the Virtual Tricorder can per-
form. The 3D graphics provide the only information about the device functionality, and
the user interface developers may have to provide many custom 3D GUI components in
order to create the desired user interface.
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Much has been done to provide toolkits for adding 3D GUIs to virtual worlds, both
formally for general use [8][9][10] and informally for per-application needs. The com-
mon goal shared by these efforts is the introduction of familiar 2D GUI components
(menus, scroll panes, sliders, etc.) into the 3D space. Depending on their intended use,
however, some 3D GUIs may be tightly coupled with a specific combination of input
and display devices. The Tweek design avoids this by separating the GUI from the
immersive application, though we will explain how a Tweek-based GUI can be incor-
porated into the 3D space using the appropriate tools. Finally, each 3D GUI imple-
mentation must create the GUI components from scratch using some specific graphics
software (OpenGL, Direct3D, etc.), and this can limit the re-usability. The Tweek de-
sign, on the other hand, allows GUI programmers to reuse existing 2D GUI software
such as the Java Foundation Classes2, wxWidgets3, or Qt4.

An exhibit was presented at the SIGGRAPH 2002 Emerging Technologies exhibi-
tion showing the ARS BOX5 being controlled by the Palmist GUI6. The Palmist soft-
ware runs on a Compaq iPAQ personal digital assistant (PDA) [11], and it is specialized
for control of applications executing on projection-based VE devices. It is configured
using the Extensible Markup Language (XML), thereby giving users a high-level lan-
guage for customizing application controls without knowledge of programming inter-
faces. At a high level, the Palmist software shares some of the goals of Tweek; however,
the Palmist focuses on interaction in multi-screen projection systems. A Tweek-based
GUI can be used in a wide variety of immersive system configurations.

With Tweek, we are building on ideas from these earlier works to provide a well-
defined, general-purpose framework for creating cross-display user interfaces based on
2D interaction techniques. To avoid imposing restrictions on how user interfaces are
written, Tweek normally operates at the application level so that it may be used with
any VE software tool. We have expanded on the idea of GUIs that can be manipulated
by the remote application through the addition of new user- or application-defined GUI
components at run time. This allows users to begin with an empty GUI frame that is
extended on the fly based on parameters set forth by the virtual world authors.

3 Motivation

Through years of experience writing VR applications, we have identified a need for 2D
GUIs to be available within immersive environments. Furthermore, the level of sophis-
ticated interaction available on desktop visualization tools is challenging the acceptance
of VEs as scientific and engineering tools. Our work with Tweek is therefore driven by
two key issues: GUI migration and GUI technology reuse.

Many VE applications must be capable of executing in a variety of VE system con-
figurations. At the computing level, the configuration can range from low-end PCs

2 http://java.sun.com/products/jfc/
3 http://www.wxwidgets.org/
4 http://www.trolltech.com/products/qt/
5 http://futurelab.aec.at/arsbox/
6 http://www.aec.at/en/futurelab/palmist_sdk.asp
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to high-end supercomputers. At the display level, we may have a single monoscopic
screen, multiple stereoscopic screens, a head-mounted display (HMD), or many other
variations. At the interaction level, there are input devices such as gloves and spatial
trackers, and there is variation in the virtual space within which the devices operate.
For example, in a CAVETM or an HMD, interaction occurs in the virtual space sur-
rounding the user. On a Responsive WorkbenchTM, the interaction occurs directly in
front of the user. If a GUI will be used with a VE application, it should be capable of
adapting to different displays along with the application. Thus, cross-display GUIs be-
come an important issue. Some previous work in this area has allowed the GUI to run
only in a single computing environment [6][11][12].

Tweek addresses portability limitations by allowing the GUI to migrate from tradi-
tional desktop interaction to fully immersive 3D graphics. Moving beyond the desktop
display configurations, the Tweek-based GUI can be brought into surround-screen pro-
jection systems through a palmtop computer or a PDA. Current wireless technology
allows easy use of such computing devices in these settings. When a palmtop computer
is not available, the same Tweek-based GUI can be incorporated into the virtual space
using 3D windowing tools. This is because the interface between the user and the VE
is separated physically from the VE system. Using a Tweek-based GUI in this way also
allows it to be utilized with an HMD where a user’s hands cannot be seen. In this case,
a hand-held visual input device would be very difficult to use, but by projecting the 2D
GUI into the 3D space, the same user interface is made accessible.

Current 2D GUI technology is very mature and very well understood. Previous re-
search n incorporating 2D interaction into immersive 3D spaces has shown that some
interactions are better suited to 2D GUIs than to 3D GUIs or 3D spatial interaction
[13]. The reuse of existing 2D GUI software libraries has allowed us to focus on the
interaction methods rather than on implementing a custom GUI library.

4 Design

Traditional GUI design contains three separate but related components: a model that
contains data, a view of the model, and a controller that defines how the interface re-
acts to user input [14]. Formally, this is known as the Model/View/Controller (MVC)
system. When the data held by the model changes upon a user request, the view is no-
tified, and it updates to reflect the new state. In Tweek, we have employed this concept
with a distinct, physical separation between the model and the view/controller compo-
nents. We have designed a system where the data and its primary (immersive) view are
displayed on one computer while the controller and secondary views are executed and
displayed on another. The communication between the data and the controller happens
via a network connection, as shown in Fig. 1. The result is a distributed MVC concept.

This physical separation between the data and the controller allows for some im-
portant capabilities. For example, given an application that maintains some data, the
interaction with the data is not tied to the configuration of the display system. Multiple
controllers and supporting views can be written, each using different GUI toolkits. Fur-
thermore, a given controller can be rendered on different displays without changing the
remote application it controls.
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Fig. 1. High-level Tweek design

We have used rudimentary versions of the distributed MVC system in other VE-
related projects. Tweek is the result of integrating these previous experiences with our
goal of bringing 2D GUIs into 3D spaces. The fundamental design idea is that of the
Observer design pattern [14], and it is implemented such that the subject is the remote
application and the observer is the GUI. Thus, the GUI provides one or more views of
the data, and widgets within the GUI act as controllers of state information maintained
by the remote application. The state information is defined entirely by the application
author. For example, in a VE application, the state could contain the user’s position and
orientation so that a map can be displayed in the GUI as a navigation aid.

Within an immersive projection system, users can bring a handheld computer into
the immersive environment and utilize the 2D interaction in the same manner as they
use conventional 2D interfaces in a desktop environment. The handheld computer pro-
vides a physical mechanism for displaying and interacting with the GUI. State changes
made through GUI interaction are transmitted via a (wireless) network connection to the
immersive 3D application, and the application responds accordingly. In the same man-
ner, the application can communicate information back to the user through the GUI. All
of this enables users to add more information about virtual objects; to see specifications
of a selected object; or to make text annotations about objects using the handheld com-
puter. To maintain the usability across multiple VE configurations where a handheld
computer would not be available, we can embed the GUI in the immersive 3D space as
one more graphical object of the scene.

5 Technical Details

Tweek combines a generalized, component-based framework for GUI creation and a
back-end that allows a GUI to connect to remote objects using the Common Object
Request Broker (CORBA) [15]. Through the use of CORBA, the application and its
user interface can be written in different languages and can be executed on different
computing platforms. This allows a physical decoupling of the VE application and its
user interface. Java was chosen for the first Tweek-based GUI foundation we developed
because we have made repeated use of Java for the creation of cross-platform GUIs
that communicate with a variety of remote applications using a computer network. For
immersive applications specifically, C++ is our typical choice for performance reasons.
CORBA, then, facilitates the cross-language communication and provides an easily un-
derstood object-oriented approach to distributed programming. We have an early stage
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version of a GUI written in Python that can communicate with the same remote C++
applications as the Java GUI without requiring modifications to the immersive C++
applications.

5.1 The Observer Pattern and CORBA

The Observer pattern defines a separation between the data associated with an object
and a view/controller of that data. Within the pattern, there are two objects: the subject
and the observer. The subject maintains the data; the observer provides a view of the
data and may control the interaction with the data. A single subject may have multiple
observers, each of which is notified when the subject state changes. When notified of
changes, observers query their subjects to get the latest state information, as shown in
Fig. 2. This is implemented using CORBA. As part of the foundational nature of Tweek,
we define the two basic interfaces: tweek::Subject and tweek::Observer, shown in
Fig. 3. Using these as the basis, it is up to the programmers of the applications and of
the corresponding GUIs to define behavior specific to their applications.

Fig. 2. Observer notification of subject state change

With the current Tweek framework, programmers define their own subject by ex-
tending tweek::Subject using the CORBA Interface Definition Language (IDL). Then,
a C++ implementation of the interface is written that extends the Tweek subject imple-
mentation, tweek::SubjectImpl. In general, custom subjects define an API made up
of accessor methods (so-called “getters” and “setters”) that query and manipulate the
subject state.

Each subject implementation must have a corresponding observer implementation.
There is no need to create custom interfaces that extend tweek::Observer because the
only method that will ever be invoked by remote code is tweek::Observer::update().
Custom observers will implement the tweek::Observer interface in the language cho-
sen for the GUI components. The GUI is then built up around observer implementations
and references to remote subjects that communicate with the observers.
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Fig. 3. Interfaces tweek::Subject and tweek::Observer

5.2 Java GUI

In order to offer users a highly flexible GUI as a starting point, Tweek includes a generic
Java-based application framework that loads plug-ins dynamically to extend its func-
tionality. These plug-ins may be discovered when the Tweek Java GUI is initialized;
they may be loaded from disk after the GUI has already been activated; or they may
be downloaded, or “pushed,” from the remote application via CORBA. The plug-ins
loaded by Tweek’s Java GUI are implemented as JavaBeansTM [16], and they are de-
scribed using XML files. The Tweek Java GUI design includes a simple class loader
that searches for the XML description files, handles errors, and manages the run-time
addition of new plug-ins.

5.3 Immersive User Interfaces

Incorporating the 2D GUI into 3D immersive graphics is the final aspect of cross-
display GUIs. By providing this capability, users do not have to learn a separate user
interface depending on the execution context. Furthermore, the application developer
does not have to maintain separate user interfaces for the same VE application. The
only difference is that interaction with a 2D GUI using traditional VE input devices re-
quires careful manipulation because there is usually no 2D input surface with inherent
force feedback. However, this will be the case for any GUI in the 3D space if no haptics
system or interaction surface is available, so application authors may choose to provide
visual or aural cues to aid the GUI user.

The Virtual Network Computing7 (VNC) software, originally developed at AT&T
Laboratories Cambridge, creates a 2D desktop that is managed by the VNC server and
that is transmitted to VNC clients as a bitmap. We have implemented a VNC client as a
stand-alone module that we call “VRJ VNC” that is distributed with the VE application
development framework VR Juggler [17]. It is designed so that it can be added to any
VR Juggler application object based on OpenGL. VRJ VNC allows any size desktop
to be used, and the containing 3D “window” can be resized or moved interactively as
necessary. We have also implemented a shade/unshade feature to allow for a form of

7 http://www.realvnc.com/
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window hiding. A snapshot of VRJ VNC in use can be seen in the following section
in Fig. 4c. Because we have a full 2D desktop available, we can use VRJ VNC to
incorporate any 2D application into the 3D space. VRJ VNC was inspired by the Garbo
API of 3Dwm[9]. Using this tool, any 2D desktop application can be mapped onto a 3D
shape in the virtual world with the basic interaction (point-and-click, drag-and-drop,
etc.) working the same as on the desktop. The 3Dwm Garbo API also uses VNC.

6 Discussion

Tweek is Open Source software that can be found at http://www.vrjuggler.org/tweek/ on
the World Wide Web. While Tweek can be used as a stand-alone GUI framework, it has
been designed to be used in conjunction with VR Juggler. The VR Juggler framework
allows applications to be portable across displays and physical devices. Tweek extends
this portability by allowing the GUI associated with an application to move between
VE system configurations.

One such VR Juggler application developed at our laboratory uses the Tweek Java
GUI with a custom JavaBeanTM running on a palmtop computer to provide extended
input capabilities for a military training application. It includes controls that allow play-
back of recorded training data; six-degree-of-freedom navigation capabilities; detailed
entity data readout for individual military units; and visual options for the units and the
environment.

A more interaction-intensive application is our educational tornadic storm applica-
tion. In the initial stages of the application design, we identified a set of key interactive
functionalities expected by users. First, users must be able to request meteorological
information such as variance in temperature, pressure, and humidity in the storm sim-
ulation. Second, the GUI must use maps to present information in a way that is im-
mediately familiar to meteorologists. Third, the GUI must facilitate user understanding
of their location within the storm. Finally, the GUI must allow the current storm data
to be stored for later analysis in spreadsheet software. Beyond the specific details of
interaction requirements, this application had to be designed to be used in a classroom
by meteorology faculty, by students on their home computers, and in guided immersive
learning activities. To avoid user confusion, the GUI had to stay the same for all of these

(a) Desktop (b) Tablet computer (c) Embedded 3D GUI

Fig. 4. Tornado simulation with Tweek interface
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cases. In this context, Tweek became the ideal foundation for the development of the
interactive capabilities of the tornadic storm. The design of Tweek met all of the project
needs allowing us to create multiple display variations, ranging from a conventional
desktop style display (Fig. 4a) to multi-screen immersive displays (Fig. 4b and Fig. 4c).

7 Conclusions and Future Work

User interaction has been a long-standing issue in VEs. Today, it is widely acknowl-
edged that VEs provide many benefits over conventional desktop visualization. How-
ever, the limited capabilities of most VE interaction techniques have thus far restricted
the widespread adoption of VEs as a “real” work tool in the daily routine of scientists,
engineers, and other professionals. Tweek allows VE application authors to use familiar
2D GUI components in the development of their interaction methods. VE interaction
designers can utilize proven 2D interaction techniques, thereby maintaining interaction
consistency across different settings ranging from desktop systems to multi-screen im-
mersive systems.

Although we have not performed any formal studies on the effectiveness of Tweek
as general-purpose middleware for cross-display GUI creation, we have observed a con-
tinued and growing interest and use among the many projects in our research laboratory
and in the VR Juggler user community. We feel that users recognize the value of Tweek
and how it can provide a uniform interaction method for applications designed for mul-
tiple display configurations.

The current Tweek GUI implementation uses the well-known Java Swing libraries
The use of Swing does impose some restrictions, however, due to compliant Java run-
time availability and JVM memory use. For example, most current PDAs have limited
memory (both volatile and persistent), and the mobile editions of Java tend to have
a subset of the capabilities of workstation editions. By leveraging CORBA, we are
exploring alternatives to Java. Most notably, we have used Python and PyQt8 to cre-
ate portable, high-performance, light-weight interfaces that can execute on PDAs with
Qtopia9. We will pursue this avenue further to develop a second, more “PDA-friendly”
foundational GUI for Tweek users.
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Abstract. We propose a polygonal surface simplification algorithm that
can preserve semantic features without user control. The semantic fea-
tures of a model are important for human perception, which are insensi-
tive to small geometric errors. Using an edge detects: Its three kinds of
maps are employed to extract these features. First, an image map is gen-
erated boundary lines represent changes of chroma in the texture image
by using edge detector. Second, the discrete curvatures at 3D vertices
are mapped to the curvature map, and their data is also analyzed by
an edge detector. Finally, a feature map is generated by combining the
image and curvature maps. By finding areas of the 2D map that corre-
spond to areas of the 3D model, semantic features can be preserved after
simplification. We demonstrate this experimentally.

1 Introduction

Many simplification algorithms [15, 17] have recently been developed to trans-
form a 3D polygonal model into a simpler version while preserving its original
shape and appearance. Garland [7] and Hoppe [9] use an extended error met-
ric that combines geometric and surface attributes such as normals, colors and
texture coordinates. This extended method produces a more accurate and high
quality mesh than geometric information alone. Hubeli [10] proposed a method
to find feature edges in 3D meshes that gives weights to edges based on the
difference between two normals and then fits polynomials to the lines of inter-
section between a parameter plane and a mesh. A drawback of this method is
that users must select a threshold value that cannot be found intuitively. Be-
sides, neither of them satisfies the time spent to extract feature points from the
3D mesh. Kim et al.[11] shows that discrete curvature can be a good criterion
for a simplification that preserves the shape of an original model.

Although simplification methods produce plausible results in many cases,
the semantic or high-level meanings of models are often lost at very low levels of
detail. These features are largely a function of human perception. For example,
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in the case of a human head, the regions such as nose, eyes, eyebrows, and the
lip contact line on a mouth can be crucially affected by small geometric errors.

To address this problem, some previous authors [13, 16] have let the users se-
lectively preserve semantic features during simplification. There are drawbacks
to such methods: users must select some threshold value, that cannot be found
intuitively and they have to search for the optimal threshold values that corre-
spond to the semantic features of 3D polygonal models, Not only is it a very
skillful and tedious take but it is also time consuming task. It threshold values
are too high, unnecessary regions such as those that in include noise of high
frequency would be included as a feature. If the values are too low, the semantic
features are not detected.

We present a new simplification metric that uses both geometrical and iamge
maps, obtained by range scanning, to preserve the semantic feature of models
without user guidance. We employ three kinds of map to extract these features.
First, an image map is generated using image processing techniques. This map
is a set of boundary lines which represent the changes of chroma or grayscale.
Second, the discrete curvatures of 3D vertices are computed and mapped to a
curvature map, and this is analyzed by edge detectors. Finally, the FM is gen-
erated by superimposing the image map on the curvature map. So, for instance,
while the image map does not help us detect to features on a nose of a head
model (because the pixels on a nose are not distinguished from other pixels
around it.), the curvature map allows us to find them. In place where the model
does not provide texture information, the 2D curvature map is used. By finding
how 2D line-type features of the model correspond to location on the 3D mesh,
we can assign weights to the error metric during the simplification process. The
following is a summary of our contributions:

• Enhancing a semantic feature detection for feature-preserving simplification
by superimposing an image map on to a curvature map.

• Freeing uses from the difficult task of specifying semantic features by detect-
ing them automatically.

2 Overview

Our feature-preserving simplification pipeline use begins with a 3D polygonal
model that contains texture and geometry information. We can generate a mul-
tiresolution representation preserving semantic features without user control. To
extract semantic features from a polygonal model, we use image and curvature
maps to analyze semantic features such as texture information and change of
curvature (Section 2.1 and 2.2). Two maps are generated by edge detection with
boundary lines that represent changes of chroma or grayscale. We extract 3D
feature areas on the mesh, which correspond to 2D feature lines in the feature
map (Section 3), and compose them into line-type features (Section 4). Then we
simplify a complicated polygonal model using an extension QSlim [7], to which
we have added a weighting term to support feature-preserving simplification
(Section 5).
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2.1 Image Map

Our polygonal models are acquired from a range scanning system, which provides
a texture image as well as geometry data. The texture image enables us to detect
contour edges by image processing. Because the image data is represented in a
regular fashion (a 2D array of [r,g,b] value), it is easy to handle and used in
many algorithms.

From the texture image, we create a image map consisting of an n × n
array of [r,g,b] values. To find the 2D feature lines on an image, we can apply
image processing techniques [8] such as Canny edge detection, block binary and
skeleton algorithm to this map. We have included the Canny algorithm in our
implementation. The Canny edge detection finds more edges than the other
methods. After using the block binary technique Initially the edges are found
as thick lines by an appropriate segmentation of a grayscale image. We use a
skeletonization algorithm to make thin lines.

2.2 Curvature Map

Many techniques [3, 4, 12] for computing differential information from discrete
geometry are geared to the estimation of geometric processing such as discrete
curvature, normal, dihedral angle and so on. We generate an alternative rep-
resentation of a polygonal model. It is the form of 2D image, and is easy to
handle. We show how to build a curvature map from input geometry data. We
can obtain successfully curvature map using edge detector.

Discrete curvature is the approximate measure of curvature on discrete sur-
faces. Given a mesh, we can estimate the discrete Gaussian curvature K and
the absolute discrete mean curvature |H| at a vertex from the lengths of edges,
dihedral angles, and areas of adjoining triangles. The sum of the absolute dis-
crete principal curvatures |κ1| and |κ2| can be calculated from the K and |H|
curvatures. These curvatures at a vertex describe the shape of surface locally.
Although we can easily find feature vertices from these discrete curvatures, it
is hard to extract line features. It is possible to construct a piecewise linear
geodesic curve that connects feature vertices, and call this a feature line; but we
use of a 2D parametric domain to identify 3D features. First, an input model is
parameterized on to a 2D rectangular domain We can generate a curvature map
through two methods.

1. In the case of a model which has texture coordinates, we parameterize it
using these coordinates.
2. In other case, the mesh is parameterized by a mapping function [6, 14]
that puts a polygonal surface S ⊂ R3 into one-to-one correspondence with
a subset Ω ⊂ R2.

Next, we color this parametric domain as an image of n × m pixels. The
curvature value at a vertex is assigned to the gray level of the pixel to which
it corresponds: the minimum and maximum curvatures in the polygonal model
transform to 0 and 255 respectively. The color of the other pixels by interpolates
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using a linear basis function [5]. Both the Gaussian and mean curvatures may
be employed in constructing a curvature map, but Gaussian curvature did not
perform well experimentally in searching for features and so we have mainly
used the discrete mean curvature to generate curvature map. Finally, we apply
image processing operators, such as Canny edge detection, block binary and
skeletonization algorithms [8] to look for feature areas in the curvature map.

2.3 Feature Map

This section presents the way to combine iamge and curvature map which has
advantage and disadvantage at the same time. An image map does not detect
a nose because it can not distinguish of pixel. However, a curvature map is
possible to detect the nose that computes the geometry processing. Therefore,
we can select the weight function between the image and the curvature map. We
add weight in image map to pixels of curvature map. Therefore, the border of
FM is clear. The equation of the weight function map is as follows:

FM = α · image map + (1 − α) · curvature map (1)

3 Mapping 2D Features to the 3D Model

We have identified sets of edges on the FM which will become semantic feature
lines on the model, and now apply an appropriate inverse mapping function and
transform these edges back in to 3D from the FM. Let the resolution of FM be
2n × 2n and the coordinates of each pixel be (si/2n, tj/2n), i, j = 0, . . . , 2n − 1.
A vertex (xi, yi, zi) is parameterized on a pixel (ui, vj) of FM.

Fig. 1. Extraction of 3D feature areas from the Mr.Kim model: there are several edges

on the 3D feature area corresponding to one pixel on the FM

Now, we will find 3D feature area which is the range of (si/2n, tj/2n) ≤
(ui, vj) ≤ (si+1/2n, tj+1/2n) by parameterization function. However, a single
pixel on the FM usually corresponds to more than one vertex on the 3D mesh
(See Fig. 1). (The extent of this problem obviously depends on the resolution of
the FM). So the inverse mapping operation actually produces a set of strips on
the model, consisting of an over-large set of vertices and their connections. We
need to reduce these strips to topologically correct piecewise-linear edges.
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Fig. 2. Two cases of edges to be removed and smoothing a zigzag line strip: (a) case

one, (b) case two, (c) intersection between sphere and, (d) not intersection between

spheres

4 Thinning and Smoothing the 3D Feature Lines

We will thin out each strip by considering each of the edges that it contains
as a candidate for the final feature edge, and eliminating candidates until a
topologically valid edge has been created.

For each strip, we now consider all the edges which contribute to a single
triangle, and classify this triangle into one of three cases, taking appropriate
action in each case:

Case 1: If all the edges of the triangle contribute to that triangle only, then
we look at the valency of the triangle’s vertices. Any edges which terminate
in a vertex of vanlency two are removed from the candidate set. Thus in
Fig. 2a, edges ∂e1 and ∂e3 will be eliminated. If there are no vertices with
a valency as low as 2, then one edge is chosen at random and removed from
the set of candidates.
Case 2: If only two edges of the triangle are candidates for elimination,
because the third edge contributes to another triangle, then we select one
of the two edges which are available, at random, and eliminate it from the
set of candidates. Sometimes two triangles of this case meet, as in Fig. 2b.
removing one of the candidate edge from one triangle (e.g. ∂e1 or ∂e2 from
the triangle on the left) will, of course, change the other triangle to Case 1.
Case 3: If there is only one candidate edge in a triangle, it can be straight-
forwardly eliminated from the candidate set.



Surface Simplification with Semantic Features 1085

Note that, in all cases, at least one edge is eliminated from the set of candi-
dates. This process is repeated until no complete triangles are left in the edge
’strips’. However, there will usually be many hanging edges remaining, and pos-
sibly branches consisting of several feature edges linked end to end. These can
all be eliminated by simple topological considerations. Now we have feature lines
that are topologically correct, but jagged. We use a visibility graph method [2]
to smooth them. Again, we consider every segment of the jagged feature edge as
a candidate for the smoothed edge, but in this case we will amalgamate edges
instead of eliminating them.

Suppose that p is a vertex shared by two candidate segments of the feature
edge, labelled pp1 and pp2. We construct two spheres with pp1 and pp2 as diam-
eters. If these two spheres intersect, we will remove both pp1, pp2 and the vertex
p, and insert a new edge p1p2, into the feature line. Otherwise, both edges will
remain preserved in the set of candidates.

5 Feature-Preserving Simplification

Our method is based on QSlim [7], which uses the iterative edge contraction.
To preserve feature edges, we have to change the simplification sequence. If they
are assigned heavier simplification cost, they will be reduced later. Controlling
the weights of quadrics enables us to put more cost on an edge.

Fig. 3. Feature-preserving simplification of Mr.Kim model. (a) model as input

(63,950faces), (b) line-type features using FM (α=0.5), (c) simplified model using our

method (850faces), (d) simplified model using an extension QSlim (850faces)
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First we choose one or more feature maps among image, curvature, and fea-
ture maps, and collect feature edges from it or them. Then the user-given weight
δ is set on these feature edges and they give their end-vertices the weight. For
each feature vertex, which is connected with one or more feature edges, the sum
of the weight is finally assigned.

Therefore we can give more weight to corner vertices, which has three or
more feature neighbor-edges. Moreover if a user chooses image map for comput-
ing weights, a simplification result mapped by well-preserved texture image will
be acquired. A user can select the weight δ and change the computed contrac-
tion cost. If a vertex is a feature vertex, then we assign a heavy weight value.
A weighted feature vertex vi and its neighbor vertex vj are contracted with as-
sociated quadrics error, the position of v is selected to minimize Q(v). For a
given feature vertex vi, the equation 2 shows that the total quadric error metric
ae is expressed as the linear combination of Q(vi) and the neighbor vertices
Q(vj), where δ is the weight coefficient of neighbor vertex vj . After all weighted
quadrics have higher edge contraction costs during mesh simplification. They
are delayed order of contraction. Therefore, this equation prevents simplifying
feature lines. Moreover, we must consider texture mapping during simplification
because most complicated mesh has a texture image.

Our method can acquire good simplification mesh considered a texture image
and preserved feature vertices. Before the total error metric e is calculated,

Fig. 4. Feature-preserving simplification of the sun model: (a) original model (65,000

faces), (b) extraction of line-type features, simplified model (3,000faces) (d) texture

mapped simplified model (3,000faces)
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the weight term of the texture attribute is multiplied by Q(vj). The extension
quardric error metric for v = (p) ∈ R5 is:

Q(v ∈ R5) = δiQ(vi) + δjQ(vj) (2)

6 Results and Implementation

We have tested our feature extraction approach using a Pentium Processor IV
3GHz PC with 1GB of main memory. Range/RGB complicated data were pro-
vided by Solutionix [1]. The resolutions of an image, curvature and feature map
was 512 × 512, and the construction of the maps took a few milliseconds. In or-
der to access the quality of our simplification method, we have created a number
of simplified models and we have compared them to simplified models created
using extension QSlim [7]. Figure 3 show illustration of Mr.Kim. Figure 3(b)
show line-type features of the original model and exhibit distinct perception of
semantic feature lines such as eyes, eye brows, nose and mouth in the models.
Figure 3 (c) show model using our scheme which does not crumble a nose of a
model. But, Figure 3 (d) shows that a nose of a model is crumbled by imple-
mentation of extension QSlim. Figure 4 shows feature-preserving simplification
of a sun model.

7 Conclusion and Future work

In this paper, we have presented the algorithm for generation of a simplified
model to maintain semantic features without user-intervene. We have presented
to detect and extract line-type of semantic features using FM and exhibits a
simplified model using an extension QSlim [7] that gives more weight to these
features. We also showed that simplified models generated by using our scheme
are effective by applying feature-preserving. In addition, this scheme can be used
in mesh editing, morphing, facial animation, and so on.
Despite of the advantages, we can promote future studies as follows. Line fea-
tures are detected by improved operators. It is necessary user to interact feature
extraction from detected features.
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Abstract. The overall goal of this thesis is to develop a new algorithm based on 
the octree model for geometric and mechanistic milling operation at the same 
time. To achieve a high level of accuracy, fast computation time and less mem-
ory consumption, the advanced octree model is suggested. By adopting the su-
persampling technique of computer graphics, the accuracy can be significantly 
improved at approximately equal computation time. The proposed algorithm 
can verify the NC machining process and estimate the material removal volume 
at the same time.  

1   Introduction 

As CNC machining center has been widely used in machining process, it is common 
thing that using CAD/CAM systems for NC program generation. However, during its 
generation process, NC program is prone to include errors such as inefficient tool 
paths and insufficient cutting conditions. The productivity and quality of machined 
parts highly depend on the NC program. Due to the need for unattended machining 
and higher productivity, it is becoming more critical to simulate the machining proc-
ess more precisely to optimize cutting conditions, including the accurate calculation 
of chip load and the material removal volume. By simulating the machining process 
prior to the actual cutting operation, errors and inefficiency in the tool path can be 
corrected at the programming stage [1,2]. 

However, there are many CAD/CAM systems commercially availabel these days, 
none of them can produce error-free NC data. Many researches on NC machining 
simulation and verification had been undertaken, but most of them were limited to 
relatively simple simulation tasks. Constructive Solid Geometry (CSG) modeling 
system is the most popular method because it can complete the boolean operation of 
any 3D part model relatively easy and accurate[3]. The problem with the solid-
modeling approach is that it is computationally expensive. 

The Z-map model is a special version of cell-decomposition-modeling technique.  
It is the most widely used model for NC simulation and verification.  Most commer-
cial CAM systems are based on the Z-map method. Its advantages include simplicity 
of implementation, fast computation, approximate calculation of volume removal 
rates, easy comparison of a Z-map of the work piece and the desired part, and graphi-
cal display.  Its computation time and memory consumption must be increased drasti-
cally, however, to enhance its accuracy [4,5,6]. 

,
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The Voxel and the octree model are 3D decomposition method. Walstra, et al., had 
developed a simulation system based on the voxel model [7]. The Voxel has a simple 
data structure, which enables it to generate fast and update a part model. To increase 
the accuracy of cell decomposition in the model, however, the sizes of the cells have 
to be reduced. That means, in order to achieve high level of accuracy, it needs mem-
ory consumption and much computation time. 

The octree model is an efficient representation tool for 3D objects. The major ad-
vantages of the octree model are its ability to represent complex objects with simple 
cubic cells. The octree model’s spatial sorting property allows efficient model updat-
ing because the size and location of any octant can be retrieved directly from octree 
model’s hierarchical data structure. Due to the nature of the decomposition method, 
however, the accuracy of the object representation is a major problem. Another limi-
tation is the difficulty in incorporating the octree-based models into general geometric 
modeling systems such as CSG and B-Rep modeling methods. To address the limita-
tions of the octree model, extended octree modeling methods have been reported in 
various literatures. Roy and Xu tried to apply the extended octree modeling technique 
to machining simulation [8]. The suggested algorithm has some defects, though. Since 
the octree model is a 3D decomposition methods, it is needed to search the cutting 
area using space partitioning. However, Roy’s model search cutting area uses  quad-
tree in an envelope projected on a xy plane. It is thus difficult to say when an octree 
structure was used for machining simulation. Moreover, the extended octree model 
has limitations due to its structural defects. As such, it can be applied only to simple 
part simulation. 

In this thesis a new algorithm is proposed, referred to as the advanced octree model, 
for the prediction of the material removal rate from the NC program. The advanced 
octree model is based on the octree algorithm. For precise extraction the anti-aliasing 
theory is used. This theory is generally used with polygon mesh rendering in computer 
graphics. In this paper, the advanced octree class for the machining was designed and a 
machining simulator was developed using Visual C++. Comparison with other methods, 
i.e., Z-map model, the enhanced Z-map model [9], the octree model, the efficiency of 
suggested algorithm was verified. Considering the properties of decomposition model-
ing methods, it is expected that the advanced octree method can be applied to the com-
plicated machining process, especially to five-axis machining. 

2   The Advanced Octree Model 

2.1   Concept of the Octree Model  

Space-subdivision techniques are methods that consider the entire object space and in 
some way label each point in the space according to object occupancy. Space-
subdivision techniques are based on a single cubic element, known as a voxel.  A 
voxel is a volumetric element or primitive and is the smallest cube used in the repre-
sentation. However, this is very costly in terms of memory consumption. To over-
come the limitations of the voxel method, many representations replace the underly-
ing regular space subdivision of the pure enumeration with a more efficient and adap-
tive subdivision. Prime examples of adaptive space subdivision schemes are the oc-
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tree representation for solid objects [10,11]. The octree representation uses a recursive 
subdivision of the space of interest into 8 octants that are arranged into an 8-node tree 
(hence, the name). Fig. 1 shows the octree data structure. The octree model is a hier-
archical data structure that describes how the objects in a scene are distributed 
throughout the three-dimensional space occupied by the scene. It has a very efficient 
data structure that stores 3D data in any form.  

Properties of octree representations are similar to those of the exhaustive enumera-
tion, with some noticeable exceptions. First, an octree can express all the objects 
approximately. Up to the limits of the resolution, all octrees unambiguously define a 
solid. On a fixed resolution, the representation is also unique.  Moreover, it is easy to 
use for computation and application because of its structures.   

Fig. 1. An octree data structure 

2.2   Supersampling Method 

The point sampling system detect a polygon primitive at the center of each pixel. This 
can cause the familiar problem of a staircasing or saw teeth on digitized object 
boundaries and curves. To obtain properly anti-aliased results, the rendering process 
must take into account the areas of all the polygons that contribute to the shading of 
each pixel, rather than just a single sampling point. The supersampling method can be 
used to address this problem [12]. Samples of more than one point are taken in the 
region of each pixel and these samples are integrated to obtain the final pixel-shading 
value. With the multiple steps of intensity in pixel representation, jagged edges are 
almost diminished. 

The octree model is a point sampling method. Therefore, there is same limitations - 
to get high resolutions, computation time and memory usage increase excessively. To 
solve this problem, we applied anti-aliasing methods to a simple decomposition 
model, the Z-map model from previous research [9]. Moreover, these techniques were 
applied to the octree algorithm. 

Many supersampling techniques have been developed to raise the sampling rate 
and increase the resolution of sampling operations [13]. In this research, regular su-
persampling method were used, which uses sampling points that are uniformly dis-
tributed throughout the sample space.  

Although supersampling method can improve the resolution without increasing of 
memory consumption, it requires heavy computation time in oversampling process. 
Basically, there is no difference in the computation time between 4x4 points super-
sampling method and 4x4 pixels point-sampling method. To reduce unwanted over-
head in the oversampling process at each pixel, the suggested algorithm detects the 
boundary grid where the edge of the tool envelope is crossing, as shown in Fig. 2(b). 

Full

Empty
Partial
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Supersampling is applied to detected boundary pixels, and conventional point sam-
pling is used inside the tool envelope, as shown in Fig. 2(c). By reducing required 
oversampling process as Fig. 2, the computation time is 3 ~ 4 times faster than the 
conventional supersampling method as Fig. 2(a). 

 

Fig. 2. Adopting supersampling algorithm into the tool envelope boundary 

2.3   The Advanced Octree Class 

Due to its structural advantages, the octree technique is popular in computer graphics. 
However, many open classes are insufficient for machining simulation, due to which 
an octree class for machining simulation is hereby developed. 

An advanced octree is a tree-structure that contains data. Every octant has a cube 
origin, size and node types. The conventional octree node is classified into three 
types: black, white, intermediate. If the node is completely occupied by the object, it 
is a full cube (black). Empty cubes (white) are fully outside the object or are entirely 
free of the object. Partial cubes (intermediate) are partially filled by the object. In 
addition, the advanced octree model has variables that hold the numbers of the 
detected sampling points for the application of the supersampling method. This node 
is classified into gray node. And every octant also contains pointers to 8 children 
nodes and a pointer to its parent node. To construct an octree, the classification 
procedure is used in a recursive fashion. 

Fig. 3 shows the flowchart that represents the creation of the tree structure in the 
simulation module. Generating the first root octree, the program starts and reads the NC 
code. If the tool path does not match the first tool path, it makes a new octree. For 
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Fig. 3. Flowchart for the machining simulation 

the 8 nodes in the subregion falling under each case, the program inspects the interior 
or exterior of the cutting area on these nodes. When the tool cuts a node completely, 
the node becomes white, and when the tool does not cut a node, it will be black. 
When a node is partially cut, if its size is larger than that of the limited cube node 
(intermediate), the node will be divided into 8 smaller nodes and will undergo the 
same inspection process. 

After every division process is finished, Boolean operations will be performed be-
tween two octree models. In case the advanced octree model is applied to the super-
sampling algorithm, after the division process, Boolean operations will be performed 
only after supersampling for the boundaries. 

   Application 

.1   Verification of the Octree Algorithm  

In order to verify the effectiveness of the advanced octree algorithm in predicting the 
material removal volume, we performed a machining simulation. The techniques 
presented in this paper have been implemented on Visual C++. The 
developmentprogram was used to extract the tool envelope from the NC code, and the 
recursive subdivision process was accomplished. With this program, we could not 
only predict the material removal volume but we could also simulate the machining 
process with a flat-end mill and a ball-end mill.  

 

3

3
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Fig. 4. Tool path for the verification fo the developed model at pick feed is 1mm 

To verify the advanced octree algorithm, simulations were accomplished in various 
conditions–i.e., with various types and sizes of tools and pick feeds. Fig. 4 shows an 
example of tool path for the verification with the parallel pick feed using 6 flat end 
mill. To inspect its estimate of the material removal volume per unit length (material 
removal rate) with the cell sizes, four cases were used: 1 mm, 0.5 mm, 0.3 mm and 
0.1 mm.The octree model is a 3D decomposition method. Therefore, it has to be com-
pared with a 2D method. As such, simulations were performed with the Z-map model 
and the enhanced Z-map model, which applied supersampling methods to the Z-map 
model. 
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Fig. 5. Simulated material removal volume according to the unit length of a tool movement at a 
pick feed of 1mm 

Fig. 5 shows the simulated material removal rate. The exact solution acquired 
through the analytical method is plotted as a dotted line in each graph. At the cell size 
of 1 mm, the Z-map models overestimated, especially in the first path [Fig. 5(a)]. In 
the first path, the enhanced Z-map model overestimated, but not as significantly as did 
the Z-map model [Fig. 5(b)]. The octree model [Fig. 5(c)] deviations varied. The 
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advanced octree model showed especially good prediction results [Fig. 5(d)]. As the 
cell size decreased, the accuracy of the simulated material removal volume tended to 
increase in each algorithm [Fig 5(e~h)]. Fig. 6 represents the error deviations from the 
simulation results. The advanced octree model showed remarkably little error devia-
tion at each cell sizes [Fig. 6(d)]. Fig. 7 represents the relationships between the com-
putation time and the accuracy of the simulated results using the octree and the ad-
vanced octree model. The advanced octree model showed good prediction results at 
the 1 ~ 0.3 mm cell sizes. At the 0.1 mm cell size, however, the computation time was 
longer than that using the octree model. 
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Fig. 6. Error deviations from simulation results with various algorithms 
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Fig. 7. Relationships between computation time and accuracy of the simulation  

.2   Optimized Cell Size for the Machining Simulation and Its Application 
Range 

To find the optimum cell size, simulations were performed for various cell sizes in 
radial depths of 0.5 mm, 1 mm and 2 mm. Table 1 shows the simulation results. The 

3
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material removal rate predicted by the advanced octree model had an error of about 
7.5% when the radial depth and the cell size were the same. On the other hand, the 
octree model had a 30% error and twice the simulation time of the advanced octree 
model. To obtain almost the same accuracy in the octree model as that in the ad-
vanced octree model, the cell size has to be minimized to three-tenths of the radial 
depth. In this case, the computation time will be 8.6~92 times longer than in the for-
mer condition. Thus, the results can be obtained, including a 7.5% error, when the cell 
size and the radial size are the same. 

To determine the proper application range of the advanced octree method, we con-
sidered the relationship of the cell size, computation time and errors. Fig. 8 represents 
these relations when the radial depth 2 mm. With this results, it is proved that ad-
vanced octree model is superior to any other models at cell size 1 ~ 0.3 mm.  

Table 2 shows accuracies in each model at the same cell size. The results show that 
the advanced octree model has an error of about 7.5% when the cell size is 1 mm, 
which is usually used in commercial CAM system. In this case the Z-map has 32% 
error. If we decreased the cell size into 0.5 mm, the advanced octree model has 2.4% 
error. The other hand, the Z-map still has large error percentage-15%.  

Table 1. Simulation results 

Radial Depth 2mm 
 6mm 4mm 2mm 1mm 0.5mm 0.3mm 0.1mm 

Time 15 15 78 281 1125 5968 147156 
Error 1.664 0.556 0.4168 0.1384 0.104 0.0694 0.0694 

Advanced 
Octree 

Error (%) 29.9 10.0 7.5 2.5 1.9 1.2 1.2 
Time  31 140 672 4328 127031 
Error  1.664 0.556 0.4168 0.1384 0.104 

Octree 

Error (%)  29.9 10.0 7.5 2.5 1.9 
Radial Depth 1mm 

 4mm 2mm 1mm 0.5mm 0.3mm 0.1mm 
Time 32 64 250 984 4547 72563 
Error 0.8328 0.279 0.209 0.068 0.0732 0.0404 

Advanced 
Octree 

Error (%) 30.0 10.0 7.5 2.4 2.6 1.5 
Time 109 500 2860 65563 
Error 0.8328 0.2792 0.2089 0.068 

Octree 

Error (%) 30.0 10.0 7.5 2.4 
Radial Depth 0.5mm 

 1.5mm 1mm 0.5mm 0.3mm 0.1mm 
Time 93 469 1890 8562 157219 
Error 0.4144 0.1456 0.1064 0.0392 0.035 

Advanced  
Octree 

Error (%) 29.6 10.4 7.6 2.8 2.5 
Time  204 953 5579 173875 
Error  0.5488 0.4144 0.1456 0.1064 

Octree 

Error (%)  39.2 29.6 10.4 7.6 
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Fig. 8. Relationship between cell size and the prediction efficiency at a pick feed of 2 mm 

Table 2. Comparison of the accuracies between four types models  

Pick feed 1mm 
 1mm 0.5mm 0.3mm 0.1mm 

Error Dev.(mm3) 0.2088 0.068 0.0732 0.0404 Advanced
Octree Error(%) 7.5 2.4 2.4 1.5 

Error Dev.(mm3) 0.8328 0.2792 0.2089 0.068 Conv. 
Octree Error(%) 30 10.0 7.5 2.4 

Error Dev.(mm3) 0.8867 0.4284 0.386 0.0817 
Z map 

Error(%) 31.9 15.4 13.9 2.9 
Error Dev.(mm3) 0.6209 0.2848 0.141 0.0543 Enhanced 

Z map Error(%) 22.3 10.2 5.1 2.0 

   Conclusion 

The objective of this thesis is to develop a machining simulation system. To achieve a 
high level of accuracy, fast computation time and less memory consumption, the 
advanced octree model is suggested. The advanced octree model is based on the oc-
tree method.  

In the commercial CAM system, the Z-map model, which is a 2D decomposition 
method, is commonly used due to its advantages. However, this method is difficult to 
apply in complicated part models. Furthermore, its results are not very accurate. Oc-
tree, a 3D decomposition method, can overcome the limitations of the Z-map model. 
Moreover, the octree algorithm recursively subdivides operational processes only at 
their boundaries, thus reducing computation time and memory wastage.  

To achieve a high level of accuracy using an octree model, the anti-aliasing theory 
is applied as a form of the supersmpling algorithm in each cubic cell. The supersam-
pling technique in CG applies the entire space of interest. In this model, it applied 

4
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boundaries only to the tool envelope. Therefore, this model can achieve a higher level 
of accuracy with the same memory consumption and in relatively less computation 
time.  

To verify the effectiveness of the developed simulation system, four types of mod-
els were compared in various conditions: the Z-map model, the enhanced Z-map 
model, the octree model, and the advanced octree model. The simulation results show 
that the advanced octree model is superior in large cell sizes. To apply the optimized 
cell size while considering the cutting conditions, various simulations were attempted. 
It was found that with the same cell size as the radial depth, reasonable simulation 
results could be generated.  

Although, the Z-map model has many advantages, it also has several limitations 
due to the nature of its data structure. Although many researches have already been 
conducted to overcome these limitations, none of them could solve these problems. It 
has been verified that the suggested method, i.e., the advanced octree model, can 
efficiently overcome these problems.  
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A Spherical Point Location Algorithm Based on
Barycentric Coordinates
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Abstract. An algorithm based on barycentric coordinates is presented
to solve the point location problem in spherical triangulation meshes.
During the preprocessing stage, a subdivision connectivity mesh is con-
structed to partition the spherical domain into some subdivision regions.
Then we find a representation triangle from the triangle set of original
spherical mesh for each subdivision region. During the locating stage, we
firstly find the subdivision region containing the query point p and select
the corresponding representation triangle as the start one to walk. Then
the barycentric coordinates are used to extract local heuristic informa-
tion about the location of p, so as to find the shortest path from the start
triangle to the target one. In comparison with traditional algorithms, our
approach has better time-space performance.

1 Introduction

The planar point location problem is one of the basic problems in computational
geometry. It is encountered in many fields such as computer graphics, CAD and
GIS. Given a planar polygonal mesh M and any query point p, point location
means finding the polygon containing p.

In recent years, spherical parametrization based 3D geometry applications
have been focused on by many scholars [4], [5], whose basic idea is to transform
original irregular meshes into regular ones by spherical remeshing methods [6],
[7]. Figure 1 shows the spherical remeshing process. Figure 1-(a) is the spatial
Bunny model, which is first parameterized onto the unit sphere (b). Figure 1-(c)
shows the regular spherical mesh with subdivision connectivity, which is used to
sample (a). Figure 1-(d) is the resulting remesh. During the sampling process,
for each vertex p of (c), we find its containing triangle f (p0, p1, p2) in (b) and
compute its sampling value according to the counterparts of p0, p1 and p2 in (a).
Here how to find the triangle containing p is a spherical point location problem.
Many effective methods [1], [2], [3] have been presented to solve the planar point
location, but few attentions are paid on the spherical one.

The simplest point location method is the scanning algorithm, which exam-
ines triangles of M one by one until the target one containing the query point is
found. Suppose M has nf triangles. Then the expected time complexity of the
scanning algorithm is O (nf ).

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 1099–1108, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Spherical remeshing process of Bunny model. (a)Spatial Bunny; (b)Spherical

Bunny; (c)Regular spherical mesh; (d)Spherical sampling; (e)Remesh of Bunny

The first efficient algorithm for the point location problem was proposed by
Dobkin and Lipton [1]. They divided the plane into some small slabs, which were
sorted from left to right and from top to bottom. The time complexity of single
point location operation is only O (log nf ). But O

(
n2

f

)
space and O

(
n2

f log nf

)
time have to be spent on preprocessing stage to build the special data structure.
So given nv query points, O

(
n2

f

)
space and O

(
n2

f log nf + nv log nf

)
time are

required to locate them. Kirkpatrick proposed a triangulation refinement based
algorithm to solve the point location optimally [2]. The location time for a given
point is also O (log nf ). But the space and time complexity of preprocessing
operation are only O (nf ) and O (nf log nf ). So given nv query points, they can
be located in O (nf ) space and O (nf log nf + nv log nf ) time. Obviously, this
algorithm has better performance than the slab algorithm.

In order to avoid preprocessing and additional storage, Sundareswara and
Schrater developed a point location algorithm based on barycentric coordinates
[3]. The algorithm can locate a query point in O

(
n

1/2
f

)
. So given nv query points,

the whole search time is O
(
nv · n1/2

f

)
. The main drawback of this method is

that it doesn’t discuss how to find a good start triangle to walk.
In this paper we generalize Sundareswara’s algorithm from the planar domain

to the spherical one. We also present a valid strategy to find a good start triangle
to walk.

2 Some Basic Notations

In this paper we concentrate on the set of 2-manifold oriented spherical trian-
gulation meshes. For spherical polygonal meshes, they should be triangulated in
advance.

The spherical mesh can be denoted by a pair C = (PC ,KC), where PC =
{p1, · · · , pn} (n represents the number of vertices) is the set of vertex positions
defining the shape of mesh in the unit sphere, and KC is a simplicial complex
specifying the connectivity of mesh simplices (the adjacency of vertices, edges
and faces). Each element of PC is represented by a pair of radian values pi =
(θi, ϕi). KC contains three types: vertices vi ∈ V , edges ei,j = {vi, vj} ∈ E
and faces fi,j,k = {vi, vj , vk} ∈ F . Each element of V has indexes to its neighbor
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edges. Each element of E has indexes to its neighbor triangles. And each element
of F has indexes to its three vertices. As a result, from any element of KC , its
neighbor can be visited in O (1) time.

3 Outline of Algorithm

Our algorithm contains two stages:

– Preprocessing stage. We partition the spherical domain into some subdi-
vision regions and find a representation triangle from the original spherical
mesh C for each region.

– Locating stage. We locate the query point p using the following strategy:
• Step 1. Select an appropriate start triangle to walk from the triangle set

F of C according to the spherical position of p.
• Step 2. Compute the barycentric coordinates (α, β, γ) of p with respect

to current visited triangle.
• Step 3. Decide the next triangle to walk according to (α, β, γ).
• Step 4. Step 2 and Step 3 are executed iteratively until all the barycentric

coordinates are nonnegative. Then the last visited triangle is the target
one containing p.

4 Preprocessing

During this stage, we first construct a spherical mesh S with subdivision con-
nectivity, which partitions the spherical domain into some subdivision regions.
Then we compute the centroid point q of each subdivision region fS and use the
barycentric coordinates approach, which will be described in subsection 5.2, to
find the triangle fC containing q from the triangle set F of the original spherical
mesh C. Since fC lies in the region decided by fS , we call it the representation
triangle of fS .

4.1 Constructing the Spherical Mesh with Subdivision
Connectivity

The aim of constructing spherical subdivision connectivity mesh S is to partition
the spherical domain into some subdivision regions. There are many methods

Fig. 2. Spherical subdivision connectivity meshes at several different levels
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[8] of constructing S. In order to obtain a spherical mesh with uniform triangle
distribution, we start from a regular convex octahedron, whose vertices lie on the
unit sphere. After replacing each edge of the octahedron by the corresponding
great circle arc, we obtain the spherical base mesh S0, which is shown in Fig 2-
(b). After that, a 1-to-4-subdivision operation is iterated on S0 to produce a serial
of spherical subdivision connectivity meshes S0, · · · , Si, · · · , Sl. The relationship
between the subdivision level i and ni

f , which is the number of triangles in Si,
can be expressed by ni

f = 8 × 4i.

4.2 Finding a Representation Triangle for Each Subdivision
Triangle

After constructing the spherical subdivision connectivity mesh Sl, we find a
representation triangle f l

C from the triangle set F of original spherical mesh C
for each triangle fSl of Sl. During locating stage, if the query point p lies in fSl ,
then its representation triangle f l

C is selected as the start one to walk.
As S0, · · · , Si, · · · , Sl is a sequence of subdivision connectivity meshes, we use

a hierarchy refinement method to find the representation triangles. Consider the
middle mesh Si. For one triangle fSi of Si, we compute its centroid qi firstly.
After selecting the representation triangle f i−1

C of fSi−1 , which lies in Si−1 and
is the father of fSi , as the start one to walk, we use the barycentric coordinates
approach of subsection 5.2 to find the representation triangle f i

C , which lies in
C and contains qi, for fSi . Above searching strategy of representation triangle is
iterated until Sl is reached. Then we can obtain f l

C corresponding to each fSl .
Since S0 is the first one of the subdivision mesh sequence, we select a triangle
from C at random as the start one to walk while searching f0

C for fS0 of S0.
In above method, we use the representation triangle f i−1

C of fSi−1 as the start
one to walk while searching f i

C of fSi . Since f i−1
C and qi lie in the same area

decided by fSi−1 , the search time of f i
C can be reduced greatly.

5 Locating

Given a point p, our algorithm starts off at a selected triangle and walks towards
the triangle containing p by a series of decisions based on barycentric coordinates.

5.1 Selecting the Start Triangle to Walk

The first step of our point location algorithm is to select a good start triangle to
walk. Its basic idea is to find the triangle fp

Sl , which lies in Sl and contains the
query point p, and select the representation triangle fp

C of fp
Sl as the start triangle

to walk. As S0, · · · , Si, · · · , Sl is a sequence of subdivision connectivity meshes,
we use another hierarchy refinement method to find fp

Sl . First, we compute the
barycentric coordinates (α, β, γ) of p with respect to each triangle of S0 and
find the triangle fp

S0 containing p by α ≥ 0, β ≥ 0, γ ≥ 0. Then consider the
1th level subdivision mesh S1. Since p lies in fp

S0 , p is sure to be contained by
one subdivision triangle of fp

S0 . Instead of examining all the four subdivision
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triangles shown in Fig 3, we only compute the barycentric coordinates (α, β, γ)
of p with respect to the middle triangle f4 (p1, p2, p3). If all the coordinates are
nonnegative, then f4 is the triangle containing p in S1. Otherwise, we find the
vertex pi with negative barycentric coordinate. Then the opposite triangle fi of pi

is the triangle containing p in S1. For example, the opposite triangle of p1, p2 and
p3 in Fig 3 are f1, f2 and f3, respectively. Above examining operation is iterated
on Si until Sl is reached. After obtaining fp

Sl , we select the representation triangle
fp

C of fp
Sl as the start triangle to locating p.

Fig. 3. Four subdivision triangles

coming from the same father

Fig. 4. Two kinds of possible projecting re-

sults of p onto f ′

5.2 Locating a Query Point by Barycentric Coordinates Approach

After finding the start triangle, our algorithm walks towards the triangle con-
taining p by a series of decisions based on barycentric coordinates. For each
visited triangle f during the walking process, we compute the barycentric co-
ordinates (α, β, γ) of p with respect to f . If all the barycentric coordinates are
nonnegative, then we can judge that f is the triangle containing p and stop the
walking. Otherwise, the algorithm walks to the next triangle and computes the
barycentric coordinates again.

While computing the barycentric coordinates (α, β, γ) of p with respect to a
triangle f (p0, p1, p2) in a plane, we can use{

p = α · p0 + β · p1 + γ · p2

α + β + γ = 1 (1)

But if f (p0, p1, p2) lies on a spherical surface, it is difficult to compute the
barycentric coordinates by (1). Here we don’t directly deal with f , but turn to
the corresponding planar triangle f ′ (p0, p1, p2), which is decided by the same
three vertices of f . Obviously, there are few chances for p to lie in f ′. So we
consider the projection p′ of p onto f ′. Figure 4 shows the projecting approach
used in this paper. p′ is the intersection point between f ′ and the line decided
by p and the spherical center o.

In Fig 4, suppose the unit vector of −→op is (l,m, n), the coordinates of o are
(0, 0, 0) and the general equation of the plane f ′ is Ax+By +Cz +D = 0. Then
the intersection p′ can be computed by

p′ = (ρl, ρm, ρn) (2)
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where ρ = − D
Al+Bm+Cn . After obtaining p′, we compute the barycentric coordi-

nates (α, β, γ) of p′ with respect to f ′ (p0, p1, p2).
Now we discuss how to decide the next triangle to walk. According to the

value of ρ, three kinds of different situations should be discussed.
First, when ρ = ∞, −→op is parallel with f ′ and no intersection exists. In this

situation, we randomly select an unvisited triangle from the neighbors of f as
the next one to walk.

Second, if ρ > 0, then the vector
−→
op′ has the same direction as −→op, which can

be seen from Fig 4-(a). In this situation, the projection p′ is the intersection of
−→op and f ′. We compute the barycentric coordinates (α, β, γ) of p′ with respect
to f ′. According to (α, β, γ), the position relationships between p′ and f ′ can be
divided into three kinds of different cases, which are shown in Fig 5. First, if all
components of (α, β, γ) are nonnegative, which is shown in Fig 5-(a), then p′ is
sure to lie in f ′. For this case, the corresponding spherical triangle f of f ′ is the
target triangle containing p. Second, if one component of (α, β, γ) such as α is
below zero, which is shown in Fig 5-(b), then we can judge that p′ lies in the right
of the opposite edge {p1, p2} of p0. So we select the triangle f1, which is linked
with f by the edge {p1, p2}, as the next one to search. Third, if two components
of (α, β, γ) such as α and β are smaller than zero, which is shown in Fig 5-(c),
then p′ should lie in the intersection region of the two right hemispheres defined
by {p1, p2} and {p2, p0}. In this case, we first find the unvisited 1-ring neighbor
triangles set T ∗ (p2) of p2 and sort them by anticlockwise order. Then we start
from the element, which is in T ∗ (p2) and nearest to f (p0, p1, p2), and select the⌊

N∗(p2)
2

⌋
th element of T ∗ (p2) as the next one to search. N∗ (p2) represents the

number of elements in T ∗ (p2).

Fig. 5. Three kinds of possible relationships between p′ and f ′ (p0, p1, p2)

Third, if ρ < 0, then the vector direction of
−→
op′ is contrary to that of −→op,

which can be seen from Fig 4-(b). In this situation, the selection strategy of the
next triangle to walk is completely contrary to that of ρ > 0. If all components
of (α, β, γ) are nonnegative, then p lies in the opposite hemisphere surface of
f . We randomly select one unvisited neighbor triangle of f as the next one
to walk. If one component of (α, β, γ) such as α is negative, then we suppose
α ≥ 0, β < 0, γ < 0 and use the same approach as Fig 5-(c) to find the next
triangle. If two component of (α, β, γ) such as α and β are negative, then we
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suppose α ≥ 0, β ≥ 0, γ < 0 and use the same approach as Fig 5-(b) to find the
next triangle.

6 Algorithm Performance

Before analyzing the algorithm performance, we describe the spherical point
location problem again. Given a spherical mesh C with nf triangles and nv

query points, we are required to find the containing triangle in C for each query
point. In order to convenience analysis and comparison of performance, we set
nv = nε

f , where ε is an exponent to show the relationship between nv and nf .
Furthermore, since the ratio of triangle number nf to vertex number n of a 2-
manifold oriented triangulation mesh is about 2:1, it is reasonable to replace n
by nf while computing the time-space complexity.

According to our algorithm described in section 4 and 5, the whole running
time T is composed of four parts: the constructing time Tb of the spherical subdi-
vision connectivity mesh Sl, the expected search time Tr of representation trian-
gle, the selecting time Ts of start triangle to walk and the expected search time Th

of target triangle containing the given query point. Since the selecting operation
of start triangle and the searching operation of target triangle will be executed
once for each query point, the whole running time for locating nv query points
can be expressed as T = Tb +Tr +nv ·Ts +nv ·Th. After analyzing the algorithm,

we find that Tb = O
(
4l
)
, Tr = O

(
2l · Te

)
, Ts = O (l) and Th = O

((nf

4l

) 1
2

)
,

where l is the subdivision level of Sl and Te is the time complexity of locating
a point by the barycentric coordinates approach with a random start trian-
gle. Suppose the triangle distribution of original spherical mesh C is uniform,

then we have Te = O

(
(nf )

1
2

)
. So the expected time complexity of our algo-

rithm can be expressed as T = O

(
4l + 2l · (nf )

1
2 + nvl + nv

(nf

4l

) 1
2

)
, which is a

function of nf , nv and l. As nf and nv = nε
f are given beforehand, we only con-

sider how to minimize T by selecting the optimal l. The computing result shows

that the expected time complexity can be optimized to

⎧⎨⎩O
(
n

1
2+ 1

2 ε

f

)
O
(
nε

f log nf

) ε < 1

ε ≥ 1

with l = log2

⎛⎜⎜⎜⎝− nv

2 ln 2·n
1
2
f

+ 1
2

⎛⎜⎝
⎛⎝ nv

ln 2·n
1
2
f

⎞⎠2

+ 4nv

⎞⎟⎠
1
2

⎞⎟⎟⎟⎠−1.5. The corresponding

space complexity is

{
O
(
nε

f

)
O (nf )

ε < 1
ε ≥ 1 .

Table 1 shows the theoretical performance of several different spherical point
location algorithms. Although the original algorithms presented by Dobkin [1],
Kirkpatrick [2] and Sundareswara [3] are only adapted to planar meshes, they can
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be generalized to the spherical domain with unchanged time-space complexity.
So they can be listed in Table1 for comparison with our algorithm. While ε < 1,
our algorithm has lower time complexity than other four ones. Although O

(
nε

f

)
space has to be spent during the preprocessing stage, it is less than O (nf ) of

Kirkpatrick’s algorithm and O
(
n2

f

)
of Dobkin’s one. While ε ≥ 1, the time-space

complexity of our algorithm is the same as that of Kirkpatrick’s one, which is
lower than other three ones.

Table 1. Theoretical performance of several spherical point location algorithms

Algorithm
Preprocessing stage Search stage The whole

Time Space Time time T

Scanning algorithm —— —— O
(
n1+ε

f

)
O
(
n1+ε

f

)
Dobkin’s algorithm O

(
n2

f log nf

)
O
(
n2

f

)
O
(
nε

f log nf

)
O
(
(n2

f + nε
f ) log nf

)
Kirkpatrick’s algorithm O (nf log nf ) O (nf ) O

(
nε

f log nf

)
O
(
(nf + nε

f ) log nf

)
Sundareswara’s algorithm —— —— O

(
n

1
2+ε

f

)
O
(
n

1
2+ε

f

)
Our algorithm , ε < 1 O

(
n

1
2+ 1

2 ε

f

)
O
(
nε

f

)
O
(
n

1
2+ 1

2 ε

f

)
O
(
n

1
2+ 1

2 ε

f

)
Our algorithm , ε ≥ 1 O (nf ) O (nf ) O
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)
O
(
nε

f log nf
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7 Experimental Results

We have implemented the spherical point location algorithm based on barycen-
tric coordinates and applied it to several spherical triangulation meshes. All the
programs are executed on a 1.4GHz Pentium4 PC with 256MB memory.

For each spherical mesh, we scatter 10,000 query points on its surface by{
(θp, ϕp)

∣∣θp= 2π
100 i,ϕp = π

100j, i = 1, · · · , 100, j = 1, · · · , 100
}
.The subdivision level

l0 is computed by l0 = log2

⎛⎜⎜⎜⎝− nv

2 ln 2·n
1
2
f

+ 1
2

⎛⎜⎝
⎛⎝ nv

ln 2·n
1
2
f

⎞⎠2

+ 4nv

⎞⎟⎠
1
2

⎞⎟⎟⎟⎠− 1.5 and

rounded by lo = �lo�.
Figure 6 shows the locating process of our algorithm on the spherical Bunny

mesh with nf = 69,630. The spherical position of the given query point is
p
(
θ = π

4 , ϕ = π
4

)
. During the preprocessing stage, we compute lo = 4 and con-

struct the regular spherical mesh S4, which is shown in Fig 6-(b). The visited
triangles while locating p are illustrated in Fig 6-(d), where fp

S is the triangle
containing p in S4 and 0 is the selected start triangle containing the centroid q
of fp

S .
Table 2 shows the practical running time of locating nv = 10, 000 query points

in the spherical meshes by several different algorithms. From Table 2, it can be
found that for all spherical meshes, our algorithm has lower running time than
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Fig. 6. The spherical point location process of our algorithm

other two ones. With the increment of nf , the running time will also increase. But
nf is not the only one to decide the running time. Consider Gargoyle and Tyra.
Although they have the same nf , Tyra has higher running time than Gargoyle.
This shows that the triangle distribution density of the original spherical mesh C
is another factor to influence the running time. In order to reduce this influence,
a valid way is to construct a subdivision connectivity mesh Sl with the same
triangle distribution as C.

Table 2. The running time of several different spherical point location algorithms.

(nv = 10, 000, T is the practical running time of locating nv query points )

Spherical meshes Pawn Cow Bunny Venus Gargoyle Tyra

Number of triangles (nf ) 304 23,216 69,630 100,000 200,000 200,000

Number of query points (nv) 10,000 10,000 10,000 10,000 10,000 10,000

Exponent ε = lognf
(nv) 1.61 0.92 0.83 0.80 0.75 0.75

Optimal subdivision level lo 2 4 4 4 4 4

Scanning algorithm T (s) 8.81 365.61 1937.52 2618.78 4587.51 6225.21

Sundareswara’s algorithm T (s) 1.17 4.80 16.95 17.66 28.61 30.31

Our algorithm T (s) 0.39 0.66 0.92 0.94 1.30 1.48

8 Conclusions and Future Works

In order to solve the spherical point location problem, we present an algorithm
based on barycentric coordinates. By constructing the spherical subdivision con-
nectivity mesh Sl, we can select a good start triangle to walk. By using the
barycentric coordinates approach, we can find the shortest path from the start
triangle to the target triangle containing the given query point. The results of
analysis show that while ε < 1 (nv < nf ), our algorithm has lower expected time
complexity than traditional ones and lower extra space complexity than those
based on preprocessing operation. While ε ≥ 1 (nv ≥ nf ), our algorithm has
the same time-space performance as Kirkpatrick’s one, whose time complexity
is optimal in theory. The experimental results further show that our algorithm
has better running performance than traditional ones.
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Although our algorithm has lower expected time complexity than traditional
ones, the worst time complexity O

(
n1+ε

f

)
may appear when the triangle dis-

tribution of C is not uniform. So how to construct Sl with the same triangle
distribution as C should be studied in future.
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Realistic Skeleton Driven Skin Deformation
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Abstract. Skeleton driven animation is a popular method for the ani-
mation of deformable human and creature characters. The main advan-
tage is its computational performance. However it suffers from a number
of problems, such as collapsing elbow and candy wrapper joint. In this
paper, we present a new method which is able to solve these defects; re-
duce the animator’s manual work still allowing his/her full control over
the process; and realistically simulate the fat bulge effect around a joint.

1 Introduction

Skin deformation is one of the most important issues in realistic character ani-
mation and has received a great deal of attention from the animation research
community over the last two decades. There are currently two prevalent ap-
proaches, one is based on the anatomy of the human/creature characters and
the other deforms the character skin directly.

The anatomy based technique tries to mimic the muscle structure of a human
or creature. Normally three layers are used, the skeleton, musculature and possi-
bly fat, and the skin layer [1]. This approach usually works by layering individual
CG (computer graphics) muscles on the skeleton. These muscles deform (stretch
or bulge) following the motion of the skeleton. The final skin takes the overall
shape of the muscle and fat layer of the animated character body. Because the
skin shape is derived from the underlying structures, this approach affords good
graphical realism. The disadvantage, however, is that it is tedious and unintu-
itive to use. Not many people in the animation industry employ this approach
due to these drawbacks.

The second approach, often known as the smooth skinning technique, makes
no direct use of the anatomical elements. The skin shape is controlled by the
transformations associated with the joints of the skeleton. This technique is sim-
ple to use and very fast to compute. Due to these advantages, it is the most
popular in animation production and has been incorporated into many anima-
tion packages. As it uses a very simple shape blending technique to deal with an
inherently very complex matter, it is understandable that this technique is not
expected to cover all skin deformation problems. In practice, it suffers from a
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number of defects, some of which are very difficult to rectify. Typical problems
include collapsing elbow, candy-wrapper joint when the arm turns 180 degrees,
and intersection between two adjacent bones (links) around a joint. These prob-
lems are especially obvious around the shoulder and elbow areas. Manual efforts
are often the only option, which can be tedious and undesirable. To understand
the cause of these problems, the reader is referred to [2].

1.1 Previous Work

Skin deformation has been an interesting research topic for a long time. Two
dominating techniques exist as stated above, one based on anatomy and the
other is not.

The anatomy-based technique is able to achieve very good graphical realism
on the skin surface. Physical properties [3] can be associated with the individ-
ual anatomical elements, such as muscles and other internal elements. When
driven by the skeleton, these anatomical elements move and deform accordingly
resulting in realistic deformation of the skin surface. There is a large amount of
development in this area including Wilhelms and Gelder [4], Scheepers et al. [1],
and Aubel and Thalmann [5]. Despite its strength, this approach has not proven
popular in animation production, due to the above mentioned disadvantages.

The traditional skinning model, which involves no knowledge of anatomy,
goes by various names. Lewis called it Skeleton Subspace Deformation (SSD) [2]
and the software package Maya calls it Smooth Skinning. In this paper we will
also adopt this name. An introduction of this technique can be found in Lewis
et al [2].

Catmull [6] introduced one of the first skeleton-driven techniques to ani-
mate an articulated figure. An early 3D skeleton-driven technique that involves
deformable skinning was presented by Magnenat-Thalmann et al. [7]. This tech-
nique deforms character meshes using the motion of particular joints.

Later improvements have been aiming to both improve realism and reduce
tedious manual intervention. One effective idea is to use a large number of exam-
ples, which may be obtained either by manual modelling or by range-scanning.
Wang and Phillips [8] proposed a least squares multi-weight technique to com-
pute the weights of the elements of the transformation matrices based on ex-
amples that are usually hand-modelled. The technique by Allen et al [9] is also
based on many examples produced by laser-scanning. The idea is to interpolate
the scanned key shapes to derive a fuller set of shapes. Both techniques are able
to produce very realistic results, but all rely on the availability of a large number
of pre-obtained models.

1.2 Overview

Our aim of this paper is to retain the strength of the popular smooth skinning
technique and keep the current production pattern unchanged, in the meanwhile
to allow the graphical realism to be significantly improved. Thus the animator
can continue with their pattern of practice which they have been used to for a
long time. In particular, we make two important contributions:
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– Non-linear skin deformation. Current techniques either require heavy man-
ual input or blend shapes in a linear manner. We have found linear shape
blending to be a cause for many unpleasant defects. In this paper, we present
a non-linear technique to solve this problem.

– Fat bulge effect. When an arm bends, the flesh is pushed out sidewise due
to the property of volume preservation. This phenomenon, despite its sub-
tlety, has a profound effect on realism. In this paper, we present an efficient
algorithm to model it effectively.

The remainder of the paper is structured as follows. In Section 2 we present
our nonlinear smooth skinning method. We will first introduce briefly the tradi-
tional technique. Then we discuss how it is improved to produce visually pleasant
results. Section 3 discusses the modelling of the subtle fat effect at a bent joint.
Section 4 concludes this paper.

2 Nonlinear Smooth Skinning

As will be seen below, the defects of the smooth skinning technique is to some
extend caused by the linear interpolation mechanism involved. In this Section,
we present a new technique to remedy this problem.

2.1 Smooth Skinning

Current linear blend skinning algorithms work by first placing a skeleton inside
a character model, usually in a neutral pose. Each vertex is then assigned a set
of influencing joints together with a weight factor corresponding to each influ-
encing joint. Deforming the character into a different pose involves transforming
each vertex from the initial pose by all the influencing joints. The transformed
positions are finally blended together to give the final position of all the vertices.
At a skeletal configuration c, a deformed vertex Vc, can be computed by [10]:

Vc =
n∑

i=1

wiMi,cM
−1
i,d Vd (1)

where wi are the weights, Vd is the location of a vertex at its initial pose, Mi,c

denotes the transformation matrix associated with the ith joint in configuration
c and M−1

i,d the inverse of the transformation matrix associated with the ith
influencing joint.

This skinning algorithm is very fast and widely adopted by animation soft-
ware packages. However as discussed earlier, it fails for complex deformations
and suffers from a number defects such as collapsing elbow and shrinkage around
a joint.

2.2 Nonlinear Skin Deformation

All these problems are rooted from how the vertex weight is computed. Most
animation software leaves this work to the animator who paints the weight by
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hand. Understandably, building a complete sequence of poses entirely by hand
is very time-consuming. Attempts were made to relieve the animator from the
drudgery, such as [8] and [10] by trying to reverse-engineer the weights from a
well defined pose space. However, problems remain if such a pose space, usually
constructed from a large number of existing example models, is not available.

In this paper, we present a method for direct assignment of weights to the
vertices according to its position around the joint. The method is introduced in
three steps as follows.

Weight computation. The weight coefficient modulates the influence of a joint
to the point concerned. To develop an effective weight computation model, we
first define the properties that an ideal model should satisfy, which are given as
follows:

– Smoothness within influenced region. Eq. (1) suggests that smooth skinning
transforms a point to a new position defined by blending all relevant trans-
formations together. Linear blending often suffers from lack of smoothness.
To ensure satisfying smoothness, a higher degree of continuity is necessary,
at least with a tangent continuity. This suggests the necessity of a nonlinear
weight computation model.

– Smoothness at the boundary of an influenced region. To avoid sudden changes
at the boundaries of an influenced region, weights should change gradually,
i.e. avoiding large weight discrepancy at the boundaries.

– (c) Symmetry. To avoid a biased shape, the weights should be distributed
approximately symmetrically.

To facilitate discussion, we also need to define some quantities. The closeness
of the point concerned, P , to an individual bone (link) j is measured by the
influence angle αj (Figure 1a). If αj < α, where α is called the limit angle,
then point P is influenced only by the transformation associated with joint j,
otherwise, P is influenced by the neighbouring joints. The limit angle is specified
by the user to indicate how much influence the skin should be affected by the
neighbouring joints. Another useful quantity is called the influence ratio r, which
is defined below:

r =
αi−1 − α

αi−1 + αi − 2α
(2)

where αi−1 or αi are influence angles (Figure 1a). The default weight value of
P influenced by joint i is thus given by:

Wi = r (3)

This however, is not satisfactory. Figure 1b shows the resulting deformation
on a Nurbs surface. Discontinuity is evident as marked by the red circles. This
is because the linear relationship between the weights and the influence ratio
r (the red line shown in Figure 1c). Improvement can be made by defining a
higher order function of r, which satisfies the three conditions stipulated above.



Realistic Skeleton Driven Skin Deformation 1113

For this purpose, we propose the following polynomial form:

W (r) =
d∑

i=0

air
i (4)

where ai are the unknowns, which should be determined by satisfying conditions
(b) and (c), as (a) will be automatically satisfied by Eq. (4).

a b c d

Fig. 1. Weight computation: (a) Parameters (b)Linear smooth skinning (c)Weight dis-

tribution (d) Smooth skinning

It is easy to see that conditions (b) and (c) are equivalent to the following
constraints:

W (0.0) = 0.0 W (0.5) = 0.5 W (1.0) = 1.0
W ′(0.0) = 0.0 W ′(0.5) = 1.1 W ′(1.0) = 0.0 (5)

W (0.5) = 0.5 makes the distribution roughly symmetric and W ′(0.5) = 1.1 is
chosen according to our experiment results. Using these 6 constraints (5), one is
able to determine the unknowns αi from (4) by solving a set of linear equations.
Thus we obtain the following weight distribution equation:

W (r) = −6.4r5 + 16r4 − 14.8r3 + 6.2r2 (6)

Figure 1d shows the improved result using Eq. (6).

Fig. 2. Interpolation of vertex near joint

higher order function of r, which satisfies the three conditions stipulated above.
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Compensation for a collapsing joint. Collapsing joint as a result of big bent
angles, is another typical problem. The artefacts occur because the vertices are
transformed only in a linear manner, i.e. no consideration is given to its angular
contribution.

To rectify this problem, we first compensate the shrinkage by pulling the skin
surface away from the joint, and then blend the influences from relevant joints
angularly. Assume J is the joint centre (Figure 2), P1 and P2 are the transformed
positions obtained using the transformation matrices of the two related joints
respectively. The new position of the point P is given by:

P =
⇀

b∣∣∣⇀b ∣∣∣
∣∣∣⇀c ∣∣∣ cos θ2 +

⇀
x∣∣∣⇀x∣∣∣
∣∣∣⇀c ∣∣∣ sin θ2 (7)

where
⇀
a = −−→

OP1 −−→
OJ

⇀

b = −−→
OP2 −−→

OJ

θ = arccos(
⇀
a •⇀

b

|⇀a ||⇀b |
)

θ2 = θ ∗ (1 − Wi) θ1 = θ − θ2

⇀
x = ⇀

a − |⇀a| cos(θ1 + θ2)
⇀
b

|⇀b |
l2 = |(−−→OP2 ∗ Wi + −−→

OP1 ∗ (1 − Wi)) −−→
OJ |

W ′
i = 1 − 4 ∗ (Wi − 0.5)2

l1 = |⇀b | ∗ Wi + |⇀a| ∗ (1 − Wi)
|⇀c | = l1 ∗ W ′

i + l2 ∗ (1 − W ′
i )

(8)

where Wi stands for the weight of joint i, O is the origin of the world coordinate
system. Figure 3 compares the result for this method. Compensation is effective
not only at the inner part but also the outer part of the joint, which is a desirable
feature.

Limit angle. The limit angle is another powerful tool, which specifies the in-
fluenced scope of a joint. So far this quantity is set as a constant angle. However,
by changing this angle in response to the bent angle of a joint, more desirable
results can be achieved. In Figure 3, for example, this angle is set to be 30 de-
grees. This works fine until the bent angle reaches 60 degrees. If the joint bends
further, interpenetration starts to show up. From our experience, the joint will
deform reasonably if the angle between the two adjacent bones is not smaller
than a double of the limit angle. This suggests that for better deformation result,

Fig. 3. The compensation result (left: uncompensated, right: compensated)
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Fig. 4. constant angle for the joint affect scope limit

the limit angle should change dynamically to suit individual cases. In Figure 4
the limit angle is set to be 30 degrees, which is well-behaved for the first two
cases where the bent angles are 120 and 60 degrees, respectively. Intersection
arises for the third one when the bent angle reduces to 45 degrees. However, if
the limit angle is reduced, the problem goes away (Figure 4d).

3 Fat Bulge Effect Around Bent Joint

So far as the visual realism of a human character is concerned, the fat effect
comes into play with two contributions. It smooth out the shape obtained from
the muscle formation under the skin. The second gives the bulge effect around
a joint. When a joint bends, the flesh under the skin is pushed out due to the
property of volume preservation.

While the first is relatively easy to do, the second problem proves much
harder, as the shape changes dynamically as the joint bends. Current techniques
unfortunately struggle to maintain a constant volume level, which result in un-
realistic skin shapes. Figure 5 shows our analysis results. The bottom curve
records the volume loss from Eq. (3) and the top one from Eq. (7), which com-
pensates the shrinkage around a joint. Although the compensation method Eq.
(7) improves the situation, further improvement remains necessary.

Accurate bulge effect can be computed with physical simulation, which nev-
ertheless is by no means an easy task and usually is computationally expensive.
Here we present a geometrical method to achieve satisfactory visual look in real-
time. As fat is largely incompressible, when a joint bends, flesh between the
adjacent bones will be squeezed, producing bulges immediately near the joint
and at the sides. The main idea of our method is to formulate a surface function

Fig. 5. Volume loss by current methods
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Fig. 6. Fat bulge distribution and ridge curve

able to both represent the bulge distribution and the deformation linked with
the joint angle parameter.

Within a cylindrical co-ordinate system, the bulge distribution can be de-
scribed as a surface, and the ridge forms a curve on this surface as seen in
Figure 6.

The ridge curve can be defined as,

y =
2π − 4α0

π2
x2 + α0 (9)

where α0 is the limit angle of the joint. The closer to the ridge curve, the bigger
bulge occurs and the height roughly takes the normal distribution centred at
the ridge curve. This suggests that for each skin vertex P (x0, y0), we have the
following bulge function,

P (R) =

⎧⎨⎩16A(R − 1)4 − 8A(R − 1)2 + 0.5 0.5 < R < 1.5
0 R ≤ 0.5
0 R ≥ 1.5

(10)

Fig. 7. Fat bulge effect superimposed on the skin shape produced by the compensa-

tion method presented above. In this cylindrical co-ordinate system, x stands for the

azimuth coordinate, y for the distance from the joint along the limb, z for the radial

coordinate. For each vertex on the skin surface, the deformation only affects its z value.

The bottom mesh shows the skin deformation around a joint using our compensation

method. The top mesh, the final result including fat bulge, adds contribution from

the fat layer to each vertex’s z coordinate according to the bulge distribution function

defined in Eq. (9)

where A is a parameter associated with the volume loss from Fig.5 and
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Fig. 8. Fat bulge distribution and ridge curve

R =
y0

2π−4α0
π2 x2

0 + α0

(11)

Figure 7 shows the fat bulge distribution surface and Figure 8 shows the de-
formation of a cylinder-shaped ”arm”, which was computed by the nonlinear
smooth blending and fat bulge compensation methods presented in this paper.

4 Conclusion and Future Work

We have presented a new smooth skinning method for character skin defor-
mation. By setting up a set of criteria that a skinning method should satisfy,
we have derived a nonlinear weight distribution function. Unlike other existing
weight computation methods, our method does not rely on pre-made examples.
Current techniques suffer from a number of defects, such as the clasping elbow
problem. In this paper, we have studied the cause of such problems and pre-
sented an effective remedy. We also find that dynamically adjusting the limit
angle is of a practical value in producing desirable deformation results. Using
this technique, the animator is able to produce realistic skin deformation easily
and still able to exercise his/her control.

Fat bulge effect adds further realism to a deformable animated character. In
this paper we have presented a fast method to model this phenomenon. Although
no accurate physics was involved, this method achieves convincing visual results.

We have implemented our method into a plug-in in the Maya Environment
alongside the traditional smooth skinning technique. We also present the anima-
tor a user-interface to control the important parameters, such as the fat region
and bulge dimension. Our method works very well on the character’s limbs. On
the body, however, because it involves more than two bones, the compensation
method is less effective. We would like to improve this matter in the future.
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Abstract. Continuous, rapid improvements in commodity hardware have allowed
users of immersive visualization to employ high-quality graphics hardware, high-
speed processors, and significant amounts of memory for much lower costs than
would be possible with high-end, shared memory computers traditionally used
for such purposes. Mimicking the features of a single shared memory computer
requires that the commodity computers act in concert—namely, as a tightly syn-
chronized cluster. In this paper, we describe the clustering infrastructure of VR
Juggler that enables the use of distributed and clustered computers for the dis-
play of immersive virtual environments. We discuss each of the potential ways to
synchronize a cluster for immersive visualization in use today. Then, we describe
the VR Juggler cluster infrastructure in detail, and we show how it allows virtual
reality application developers to combine various existing clustering techniques
to meet the needs of their specific applications.

1 Introduction

Traditionally, multi-screen immersive visualization systems have relied upon dedicated,
high-end, shared memory graphics computers to generate interactive virtual environ-
ments. These systems must not be confused with distributed virtual environment (DVE)
systems where many users connect from remote computers, typically through the Inter-
net, to share the same 3D virtual world [16]. Such multi-screen immersive systems typi-
cally require one or two video outputs for each projection surface, and they often utilize
many input devices simultaneously. In recent years, the nearly exclusive use of high-
end computers for these purposes has shifted to commodity hardware as it has become a
viable alternative [1][8][17]. Continuous, rapid improvements in commodity hardware
have allowed users of immersive visualization to employ high-quality graphics hard-
ware, high-speed processors, and significant amounts of memory for much lower costs
than would be possible with high-end, shared memory computers. However, to drive
a multi-screen immersive visualization system, we need multiple commodity systems
working as a single unit, thereby mimicking the behavior of a single, shared memory
computer. This can be accomplished through the use of a tightly synchronized cluster.

Clustering techniques have been utilized to parallelize complex computations for
many years in high-performance computing (HPC) [4][17]. While HPC clusters offer an
alternative to expensive supercomputers to drive multi-screen visualization systems, the
existing parallelization techniques used for HPC cannot be applied directly to graphics
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clusters. Graphics programmers have to be aware of the following issues when writing
virtual reality (VR) software:

– High-performance network: Interactive graphics require extremely low latency
communication networks in order to maintain real-time frame rates.

– Swap buffer synchronization: In order to prevent tearing while combining the
rendered images, we must carefully synchronize the swapping of the front and back
frame buffers.

– Consistent random number generation: Applications that use random numbers
must get identical results on each node.

– Frame delta: Many applications use the elapsed time since the last frame in various
calculations, so time information must be the same on all nodes for each frame.

– Start barrier: Certain clustering techniques require that each node starts the first
frame of the application at the same time.

– Multiple input devices: Most VR input devices are connected to a computer via a
serial port, but most commodity computers have only one or two serial ports. This
can be addressed by allowing multiple computers to be used as input device hosts
and providing device location transparency at the application level.

It is important to note that the above constraints are all solved in the hardware of shared
memory computers. For a graphics cluster, they must be solved at the software level.

In this paper, we describe the clustering infrastructure of VR Juggler [3], which
enables the use of distributed and clustered computers for the display of immersive
virtual environments. The main goals of the VR Juggler cluster infrastructure are to
allow the cluster software to adapt to the particular hardware configuration of the virtual
reality system; to provide application portability and scalability from high-end systems
to commodity clusters by hiding the clustering from developers; and to allow users to
customize the clustering methods being used to best meet their specific needs.

2 Background

In recent years, there have been several efforts to create software libraries that generate
immersive environments by utilizing clusters of commodity computers. Different tech-
niques are used to address the issues listed in the previous section, and each of these
solutions attacks the task of data synchronization at one of four locations: input data,
remote shared memory, scene graph change lists, or graphics primitives. In this section,
we will briefly discuss each of these potential synchronization points and the software
libraries that utilize them. The following subsections are organized according to the
pipeline utilized by VR software in which input from physical devices is processed to
effect changes in the graphics being rendered.

In order for a user to become fully immersed in a virtual environment, they must
interact with it using one or more physical input devices such as a position tracker or
glove. Since the objective is to provide the user with a sense of immersion these devices
obtain all the input needed to determine the changes in application state. Clustering so-
lutions utilizing input data sharing start a distinct complete copy of the application on
each node in the cluster. All input data is then synchronized across the cluster at the
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beginning of each frame loop. Thus, application state remains consistent as long as it
depends solely on input events. This approach does not require any changes to the ap-
plication relative to a shared memory architecture (since the application still has access
to the same input data and rendering targets), random number generation, consistent
frame deltas, and a start barrier are not addressed. Examples of multi-screen immersive
visualization systems based on input data sharing are Net Juggler [1] and Syzygy [15].
While Net Juggler uses message passing via the Message Passing Interface (MPI) [7],
frameworks such as VR Juggler and Syzygy use the TCP/IP suite directly.

The remote shared memory approach offers another way to ensure that each node
has an identical snapshot of that state for rendering each frame. Implementations of
remote shared memory often require that the application programmer take special steps
to use it. Special storage areas must be created, and in some cases, access to the shared
memory must be controlled so that there may be multiple readers but only one writer.
Different designs put more or less of the burden on the application programmer for
understanding and managing these details. Implementations such as DIVERSE [9] are
based on a shared memory architecture where a general inter-process communication
programming tool guarantees identical copies among cluster nodes.

Since most graphic applications are based on the manipulation of scene graphs [18],
if one node keeps track of all changes made to the scene each frame, that node can
send the changes to each of the other nodes to be reapplied to the local memory copy
of the scene graph. Therefore, each node always has the information it needs to render
an accurate version of the scene. This approach, called scene graph change lists, takes
advantage of the fact that visual consistency and coherency is the critical aspect of all
graphics clusters. Both OpenSG [14] and Syzygy implement this clustering method.

At the lowest level, all immersive applications generate a stream of graphics com-
mands that are delivered to the graphics hardware for rendering. This is accomplished
by making calls to a low level graphics application programming interface (API) such
as OpenGL. Software libraries such as Chromium [8] and DGL [10] are designed to in-
tercept the graphics primitives for the rendering of each frame and distribute them over
a network in order to divide the rendering task among multiple nodes. This approach
tends to require more bandwidth than any of the previously mentioned methods [17].

3 Conceptual Model and Architecture

The clustering techniques presented above have their own unique benefits and draw-
backs. We argue that there is no single technique that best meets the needs of all possi-
ble VR applications. In other words, any given application may require the use of one or
more of the above approaches to sharing data across a graphics cluster. Hence, we have
developed an architecture that allows the application developer to choose the method
(or methods) that meets their specific needs.

Based on these ideals and on our past experiences, we present the current design
of the VR Juggler clustering infrastructure, a modular and extensible architecture that
allows the use of any of the methodologies for clustering described above. The VR Jug-
gler clustering infrastructure provides code that performs input data sharing and remote
shared memory. The sharing of graphics primitives or scene graph change lists can be
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Fig. 1. Architecture of the VR Juggler clustering infrastructure

accomplished by combining VR Juggler with tools such as Chromium or OpenSG. The
current work represents a major step forward with respect to the original clustering
support for VR Juggler, written in 2002 [11]. The design of the VR Juggler cluster in-
frastructure contributes several key features not found in other clustering architectures:
run-time reconfiguration, a component-based system, and a layered architecture.

3.1 Run-Time Reconfiguration

VR Juggler has an advanced configuration infrastructure that allows configuration
changes to be made to running applications [2][3]. Configuration information arrives
in the form of config elements which are the fundamental unit of configuration in VR
Juggler. New config elements may arrive at any time during the lifetime of an applica-
tion, thus allowing run-time reconfiguration of the software. The clustering infrastruc-
ture takes advantage of this feature by allowing nodes, displays, and input devices to be
added, removed, or reconfigured as needed at run time.

3.2 Extensible Component-Based Design

The VR Juggler clustering infrastructure provides a framework for dynamically loading
cluster components as plug-ins, formally called Cluster Plug-ins. We have followed the
traditional component-based approach [19] for developing this architecture. This means
that the interface of the component is physically separated from the implementation.
Each plug-in is a standalone component loaded at run time based on the user-specified
cluster configuration. The plug-ins extend the clustering infrastructure with specialized
clustering functionality. Users can choose any of the plug-ins needed for their applica-
tions and their specific cluster configuration.

3.3 Layered Architecture

As Fig. 1 shows, the VR Juggler clustering infrastructure is comprised of a set of com-
ponents that are arranged into layers. Each of these layers builds on the functionality of
the layers below it. At the lowest level, the Cluster Network provides a messaging in-
terface for communicating with the entire cluster. The Cluster Plug-ins are built on top
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of the Cluster Network and provide the application developer with a set of components
to construct the best solution for their applications needs. The top layer is the Cluster
Manager which acts as a façade to the clustering infrastructure, which is accessed by
higher level code.

Cluster Manager Layer. The Cluster Manager is responsible for handling the cluster
configuration and synchronizing the calls to each plug-in. Because the Cluster Manager
receives the configuration information about what Cluster Plug-ins to load, it is respon-
sible for performing the steps of loading the plug-ins dynamically and managing their
execution. The loading of plug-ins follows the traditional approach used by component-
based software. Shared object code is loaded into memory, and an entry point function
is called to create an instance of the plug-in.

Before a plug-in can be used, however, it may need to be configured. For example,
a plug-in that implements a master/slave network protocol would need to be configured
to identify which node in the cluster is the master. The Cluster Manager performs the
task of registering plug-ins so that they may receive run-time configuration information.

The design of VR Juggler is one of a micro-kernel architecture where the main
thread of control for all applications is the “kernel loop” [3], which corresponds to
the concept of a “frame loop” in the terms of real-time rendering software. The kernel
contains well-defined points where input data is current and graphics contexts are active.
The Cluster Manager can in turn invoke the methods of the plug-ins at well-defined
times during the kernel loop. Any given plug-in could need to synchronize its data at a
variety of points during the execution of the kernel loop. In order to accommodate all
possible needs, each plug-in has a well-defined interface and a contract that specifies
the invocation timing.

Cluster Network Layer. The Cluster Network layer maintains an abstract representa-
tion of the system of interconnected nodes that comprise the cluster. This abstraction
provides the VR Juggler clustering infrastructure with a messaging interface for com-
municating with the entire cluster. Internally, it maintains a list of the nodes in the
cluster along with the current network connections used to communicate with them.

Communication between the cluster nodes is done using a custom protocol. The pro-
tocol is based on the well-known, standard TCP/IP suite to avoid requiring any special
hardware. Furthermore, the protocol is designed to be efficient because it uses domain-
specific knowledge about how VR Juggler applications are written and how they exe-
cute. Presently, the Cluster Network uses only the Transmission Control Protocol (TCP)
for communicating between nodes. The design of the Cluster Network Layer allows for
future implementations using other networking protocols such as the User Datagram
Protocol (UDP).

Cluster Plug-Ins. The Cluster Plug-ins are the point of extension for the VR Juggler
clustering infrastructure. New plug-ins can be added to address cluster-specific applica-
tion issues not handled by the standard set of Cluster Plug-ins. VR Juggler includes sev-
eral commonly used plug-ins that serve as the base for clustering in VR Juggler. These
are the Remote Input Manager Plug-in (RIM Plug-in), the Application Data Manager
(ADM), the Start Barrier Plug-in, and the Swap Lock Plug-ins.
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The RIM Plug-in was created to share device input across a cluster. It allows input
devices to be connected to one or more nodes in the cluster. The RIM Plug-in ensures
that all nodes in the cluster have a consistent snapshot of all input data, regardless of
the location of the physical hardware. The RIM Plug-in helps us achieve our goal of
designing a distributed shared memory system for VR application input/output (I/O)
data. As a result of distributed I/O, application development and execution can move
transparently between shared memory VR systems and cluster VR systems. Ideally, the
same VR applications will run on both types of systems without any changes to the
application. VR Juggler already has an input manager that handles local input data on
a single computer. The RIM Plug-in extends the existing input manager to allow input
from multiple computers.

The ADM was created to facilitate the sharing of application-specific data structures
across the cluster. For example, random numbers can be generated on a single node
and shared each frame. This capability extends the fundamental input data sharing and
demonstrates that the VR Juggler clustering infrastructure design allows multiple clus-
tering techniques to be utilized. Sharing of application-specific data structures works
by providing the application developers with a base class that they extend with their
own type. Application developers must give each of their application-specific types an
identifier so that the ADM can handle instances of their types correctly at run time. For
this, we use 128-bit identifiers called Globally Unique Identifiers (GUIDs) [20].

When the graphics cards in the cluster nodes cannot be synchronized at the hardware
level, the Swap Lock Plug-in addresses the need for inter-node card synchronization at
a software level. In abstract terms, the plug-in creates a software barrier by sending
signals between the cluster nodes. The plug-in uses a master/slave paradigm where
each slave sends a signal to the master and waits to swap its frame buffers. The master
responds with a “go” message immediately before it invokes the frame buffer swap
operation. Communication latency is a major factor when the master sends the signals to
the slaves because the swap should begin simultaneously on all nodes. Implementations
of this concept have used different communication channels for sending the signals with
each channel having a corresponding plug-in implementation. Depending on how the
nodes are connected, there are three versions of the Swap Lock Plug-in available: TCP
swap lock, parallel port swap lock, and hybrid TCP/serial port swap lock.

When using the input data sharing clustering technique, we must ensure that all the
application instances begin their frame loop at the same time. The Start Barrier Plug-in
makes this possible through a master/slave paradigm similar to the Swap Lock Plug-ins.
When each slave is ready to begin its frame loop, it sends a message to the master and
waits for a response. When the master has received all the messages from the slaves, it
sends the responses to the slaves. At that point, all nodes may begin their frame loop,
thereby guaranteeing that all nodes begin their execution on the same frame.

4 Performance Evaluation

In this section, we present the performance evaluation of the VR Juggler clustering
infrastructure. Instead of analyzing the efficiency of our clustering platform by using
simple and well-known 3D models [17], we have performed our experiments on real VR
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applications. We selected the following four representative VR applications that cover
the spectrum of graphics-intensive and computationally intensive workloads: “Cubes,”
“Agua,” “Hindu,” and “MPApp.”

Cubes is an extremely simple application where 1000 cubes are drawn floating in the
space. The application generates low levels of rendering and computational workload.
The next application, Agua, takes advantage of special hardware techniques, such as
vertex shading [6], in order to recreate real-time travel around a complete deep-sea
reef. While Agua is not computationally intensive, its extensive use of the graphics
card capabilities makes it highly graphics intensive. The third application, Hindu, is a
virtual walk through which allows users to explore the Radharaman Temple (Vrindavan,
India). This application uses a set of animated virtual characters in order to perform a
traditional religious ceremony inside the temple. Hindu is graphically intensive due to
the large amounts of polygons and textures (for both temple and characters), and it is
computationally intensive due to the movement and shadow generation for all characters
during each frame. Finally, on the opposite extreme of the application spectrum, MPApp
performs a real-time simulation of a square piece of cloth represented as a simple mesh
surface. The mesh is generated by a complex, computationally intensive 3D polynomial
equation, but it requires little graphical workload. Figure 2 depicts different snapshots
of the four chosen VR Juggler applications using a single-node configuration.

Fig. 2. Snapshots obtained from VR Juggler for: (a) Cubes (b) Agua (c) Hindu and d) MPApp

Our test-environment is composed of eight desktop computers, each running RedHat
8.0 with a NVIDIA GeForce3 Ti200 (128 MB of RAM) graphics card, a 2 GHz Intel
Pentium4 Processor, 1 GB of RAM, and 512 KB of cache memory. The machines are
connected to a Cisco Catalyst 3750 Gigabit Ethernet switch.

Since we have considered the system throughput as the number of frames per second
(FPS) performed by the graphics cluster, we have measured this parameter by varying
both the number of nodes and the network bandwidth in the cluster. The results of these
variations are shown in Fig. 3a and Fig. 3b, respectively. The Y-axis of both figures
show FPS values for the simulations performed with each system configuration. Each
point in both plots represents the average FPS obtained after 25 executions of the same
application benchmark. The standard deviation for any of the points shown in the plots
was not higher than 4 FPS in any case.

Figure 3a shows the FPS reached by VR Juggler depending on the number of nodes
in the cluster. This figure shows the number of nodes ranging from one to eight on
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the X-axis. Figure 3a shows that the FPS is almost linearly reduced as more nodes are
added to the cluster. Moreover, the linear factor of the throughput reduction decreases
with the workload generated by the application in a single-node configuration. In this
sense, applications such as Hindu or MPApp only have an average reduction of nine
and seven FPS when they are ported from a single- to an eight-node configuration. This
behavior is related to the linear network overhead that is incurred as new nodes are
added to the cluster system, which is caused by the master/slave configuration of the
Swap Lock Plug-in.

Fig. 3. Values of system throughput (FPS) for different (A) number of nodes and (B) network
bandwidth

Analysis of VR clusters often lacks an investigation into the relationship between
network bandwidth and system throughput, even though this has been shown to be an
important topic [13]. In order to study this relationship, we have taken advantage of a
software tool called Netem [12] (Network Emulator). It is a general-purpose tool for
emulating bandwidth-limited links in real time. By operating at the IP level, Netem can
emulate the critical end-to-end performance characteristics imposed by various wide
area network (WAN) situations or by various underlying subnetwork technologies (e.g.,
Ethernet, Fast Ethernet, cable modems). Netem allows each node of the cluster to ensure
a non-uniform round trip time (RTT) value for the transmitted TCP packets according
to the specifications of the subnetwork technology. Since the correlation between RTT
delay and the type of the physical network connection has been widely described in the
literature of cluster computing [4][5], Netem becomes an excellent tool for emulating
performance dynamics in our test environment.

Figure 3b shows the performance results when different RTT values are considered
in a six-node configuration. The first value on the X-axis (0.13 ms) corresponds to the
case in which no delay was added to all packets going out of the local Ethernet. This
case shows the effective (and minimum) RTT value obtained in this configuration com-
posed of six nodes and based on a Gigabit Ethernet backbone. In order to decrease the
network throughput of the system, the above values correspond to the situations where
Netem is used. While the main goal of our study was to determine the performance of
VR Juggler clustering in LAN configurations, a variety of delays were considered. This
figure shows how the FPS decreases linearly as the communication link delay increases
for all the considered benchmark applications. Unlike the above case, the FPS value
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tends to converge towards a similar threshold level when high latencies are emulated
for all the benchmark applications. In this situation, VR Juggler spends most of the ren-
dering period waiting for the synchronization from the Swap Lock and the Start Barrier
plug-ins. Figure 3b shows that VR Juggler has only a small impact on performance lev-
els, in terms of FPS, for immersive applications launched on commodity LAN clusters.
Since the RTT values in these systems are not higher than a couple of milliseconds
[4], these results show that VR Juggler can be considered as an efficient tool to utilize
multi-screen immersive visualization systems on a cluster of computers.

5 Conclusion and Future Work

In this paper, we have described the architecture and the performance evaluation of
the VR Juggler clustering infrastructure. The open architecture of the clustering infras-
tructure has been specifically designed to allow VR application developers to combine
various existing clustering techniques, both at the hardware level and at the software
level, to meet their own specific needs. The VR Juggler clustering infrastructure allows
VR application developers to combine various existing clustering techniques, both at the
hardware level and at the software level, to meet their own specific needs. The design of
the VR Juggler clustering infrastructure allows users to configure the software to meet
the needs of their specific hardware, and its plug-in framework allows programmers
to extend the clustering infrastructure with new features. In our case, the VR Juggler
clustering support has allowed us to migrate existing applications (designed initially for
high-end shared memory computers) to the newer cluster-based configurations while
keeping high levels of frame-rate and without changes required to the application code.

As future work to be done, we plan to add the ability to use additional network proto-
cols such as IP multicast. Since the current version of Cluster Network layer is limited
to using point-to-point TCP connections, our intention is to provide further network
efficiency beyond those domain-specific optimizations presented in the current imple-
mentation. The addition of a plug-in for monitoring the performance of the cluster at
run time and for validating correct synchronization is also planned.
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Abstract. Space carving reconstructs a 3D object from multiple images,
but existing algorithms rely on a regular grid which makes poor use of
memory. By using the image information, adaptive space carving uses a
recursively generated structure which reduces memory requirements and
thus allows a finer grid. After reconstruction, models are triangulated
to facilitate texture mapping. Experimental results show the enhanced
appearance of models reconstructed in this way.

1 Introduction

Several methods are available to create realistic models of 3D object, including
range scanning, 3D modeling tools, and image-based modeling. Range scanning
requires expensive capture devices, and 3D modeling tools need a great deal of
effort and skill. Image-based modeling approach produces realistically colored
models, by mapping textures from the source images onto the recovered shape
although the geometry of the model is not exactly same as that of the original
object. This method is relatively effective in terms of time and cost. There are
various approaches to image-based modeling, as follows.

Seitz and Kutulakos [5] used a plenoptic function to modify virtual 3D objects
and propagate these modifications to all the source images. Its basic concept is
derived from the approach of Adelson and Bergen [1]. In this paper, the con-
cept of ’ordinal visibility’ is introduced to improve and simplify the visibility
computation.

Matusik and et al. [3] used epipolar geometry to reconstruct the visual hull of
the target object. This is subsequently rendered using silhouette cones from the
corresponding source images. The results look photorealistic, but this technique
is only suitable for rendering because no geometry is reconstructed.

Seitz and et al. [4, 6] proposed a space carving algorithm that recovers 3D
volumetric models. This work is free from vision constraints such as occlusion,
and recovers the maximal photo-consistent shape that accounts for the source
images. However two important problems exist in aspect of rendering quality
and memory management. These problems stem from the voxel quantization
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that occurs when a voxel is larger than a pixel. Due to the color interpolation
process that has to be performed, the resulting pictures are so blurred appearance
and details are lost as shown in Fig. 1. This should be obvious from the figure.
To reduce the loss of quality, smaller voxels can be used. However as the voxel
size is decreased, the number of voxels in the initial static volume increases
exponentially. This problem cannot be ignored when using a system with limited
memory capacity.

Fig. 1. Details lost by the space carving technique [6]. Left: source image, right: ren-

dered result from the same viewpoint

To solve these problems, various modified carving methods have been pro-
posed.

Vedula and et al. [7] added motion parameters to the carving criteria. Using
a hexel structure, they recover motion flow as well as geometry. However, the
voxel quantization problem is not addressed.

Broadhurst and Cipolla [2] suggest that the voxel quantization problem is
mainly a result of using a simple voxel centroid sampling method which cannot
represent the color distribution on the voxel’s projected area exactly. They im-
proved the rendered result by using a statistical sampling method (F-ratio). But
this approach only reduces the voxel quantization problem a little.

We think that an effective solution of the quantization problem is to make
the voxels smaller which also changing the rendering method so that it does not
need to use the color interpolation. By carving the target object adaptively, we
can eliminate a large portion of empty space early in the process. The memory
saved in this way can be used in generating smaller voxels.

Additionally, we apply a texture mapping that converts reconstructed voxels
into polygonal cubes. This technique can largely avoid quantization effects. Our
approach offers two main contributions.
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• By applying a space carving method adaptively, a large amount of memory is
saved and smaller voxels can be used.
• By using texture mapping, color interpolation process is avoided during the
rendering of the reconstructed shape.

The remainder of this paper is organized as follows. Section 2 introduces some
assumptions. Section 3 describes ’photogrammetric occupancy and emptiness’.
The detailed reconstruction process is explained in Section 4. Experimental re-
sults and comparisons are shown in Section 5 and we conclude this paper in
Section 6.

2 Assumption

In this section, we briefly introduce the two major assumptions that underlie our
method. In most respects, they are similar to those of previous space carving
approaches.

2.1 Source Images

Like most image-based approaches, we obtain camera-calibrated images which
are background-segmented before starting the reconstruction. In this paper, we
use synthetic images whose background color is white because we only want to
evaluate the efficiency and accuracy of our space carving method. Silhouette
information is used to distinguish the foreground from the background (See
Fig. 2).

Fig. 2. Source images acquisition. Left: the source image itself. right: silhouette infor-

mation

2.2 Cubic Shape of Voxels

We are carving volumetric space to recover a 3D shape. Using cubic voxels makes
the carving and triangulation processes much more straightforward. After the
carving process, the voxels are triangulated into cubes.
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3 Adaptive Space Carving

3.1 Photogrammetric Occupancy and Emptiness

To determine whether each voxel is inside or outside the target object, we in-
troduce the concept of photogrammetric occupancy and emptiness, based on
projection of voxels.

Theorem: If a voxel is completely projected onto the background area, it resides
outside the target object (emptiness condition).

The theorem above can be also restated as its converse: if a voxel is projected
onto an area containing at least one foreground pixel, it may be inside or on the
target object (occupancy condition).

As can be seen in Fig. 3, only voxels C and D intersect the surface of the target
object. Camera C1 determines voxel A is empty because it projects entirely onto
background pixels in the image plane of C1. Voxel B is partially projected onto the
foreground pixels, so it is evaluated to be on the surface of the object. If we add a
second camera C2, it becomes apparent that voxel B is empty. Using the approach
of Broadhurst and Cipolla [2], the front face of each voxel is projected to calculate
its influence on each image. But, we also project the side faces, and determine the
occupancy and emptiness of each primitive, not just its influence. If we projected
only the front face, then voxel C would be seen as empty by camera C2 because its
front face is entirely projected on the background pixels of C2.

Fig. 3. Photogrammetric occupancy and emptiness. The dotted lines show the bound-

aries of the background area. The solid lines show the boundaries of the foreground

area. Left: carving from camera C1, right: carving from both cameras C1 and C2



Adaptive Space Carving with Texture Mapping 1133

Fig. 4. Adaptive carving of the Dragon model. top left: level 1, top middle: level 2, top

right: level 4, bottom left: level 5, bottom middle: level 6, bottom right: level 7

3.2 Adaptive Space Carving

Previous approaches to reconstructing a 3D shape from an initial static volume
use a uniform grid of voxels. But the number of voxels that compose the final
reconstructed shape is small in comparison with the initial volume. By detecting
large empty spaces at an early stage, a lot of memory can be saved to achieve
a denser voxel distribution. The octree structure is effective for dividing space
adaptively. The original octree algorithm adaptively divides the space based on
the complete geometry information of the object. In our approach, the geom-
etry of the object is the goal to be reconstructed and we have no information
about that, except for its images. In this section, we explain how we divide and
construct the shape adaptively by using given source images.

Our carving process is divided into two steps. First, we must determine
whether each voxel is to be carved or not, by placing one large voxel that com-
pletely covers the target object (see Fig. 4). Then we determine whether each
voxel is inside or on the surface of the target object based on the photogram-
metric occupancy and emptiness test. If a voxel is found to be outside the target
object, it is eliminated from the space. Each remaining voxel is subdivided into
eight smaller voxels, and their occupancy and emptiness are investigated. This
process proceeds recursively until the allocated memory has been used. The
detailed algorithm of this process is described as follows.

Fig. 4 shows the adaptive carving of a Dragon model at successive levels. The
shape becomes closer to the target model as adaptive construction proceeds.
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4 Polygonal Conversion of Voxels for Texture-Mapping

4.1 Polygonal Conversion of Voxels

The remaining voxels are converted to triangulated cubes before texture map-
ping. The triangulation process is simple. The six rectangular faces of each voxel
are triangulated into twelve triangles.

4.2 Visibility Calculation and Texture Mapping

To eliminate redundant interior triangles and apply texture mapping, we calcu-
late the visibility of all the triangles that come from the converted cubes, using
a depth-marking method similar to the plane-sweep visibility technique of Seitz
and Kutulakos. But we do not need to consider its ordinal visibility condition,
because the created structure does not change after the carving process has been
performed. The visibility calculation uses a depth buffer. If a triangle is visible
from a certain camera, its depth value will be same as that of the correspond-
ing pixel position in the depth buffer. Using this property, we can robustly and
simply obtain visibility information for all the triangles.

After triangulation, we map the source images onto the triangulated model.
Before assigning the texture coordinates to each triangle, we must determine
the texture which will represent the most accurate color. The quality of the
resulting image is heavily reliant on the selection of an appropriate texture. Like
most image-based approaches, we select the image that is closest to the front

Fig. 5. 18 source images of the Dragon model
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Fig. 6. Reconstruction of the Dragon model using our method and the previous voxel-

carving method. Top row: source image, middle row: our reconstruction, bottom row:

reconstruction by previous method [6]

view of each triangle. The texture coordinates are calculated by projecting the
vertices of each triangle onto the selected texture.
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Fig. 7. Reconstruction of the Dragon model rendered from arbitrary viewpoints. Top

row: results by previous method [6], bottom row: our results

5 Results and Discussion

Experimental results and comparisons with previous voxel-carving approaches
are presented in this section. All the experiments used 18 source images, and
were performed on a PC with a Pentium IV 2.8 GHz CPU, 256 MB memory,
and an ATI Radeon 9800 3D-accelerated graphic card.

Fig. 5 shows the 18 source images that we used to reconstruct the result of
Figs. 6 and 7; the camera parameters were already known. Fig. 6 compares the
results obtained using our method and previous voxel-carving approach [6] at
the same viewpoint of the source image. The white noises in the rendered image
appear due to the exterior part of the surface-intersecting voxels.

Table 1 shows their efficiency and accuracy by pixel-by-pixel comparison
between the source images and the reconstruction results rendered at the view-
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Fig. 8. Various models reconstructed by our method. Left: ’Igea’ model, middle: ’tricer-

atops’ model, right: ’Chinese dragon’ model

Table 1. Comparison of the reconstructed Dragon model between our method and the

previous method [6]

points of the corresponding images. Although the previous method requires the
larger amount memory than ours, its result produces severe aliasing and blurred
regions due to its bigger voxel. To carve the shape out of the initial volume with
the same voxel size of ours, it costs 806 MBs memory.

Fig. 7 compares the results at arbitrary viewpoints that are not included
in the source images. As seen in this figure, our reconstruction shows more
photorealistic appearance than the previous one. Additionally, our result shows
the plausible appearance even if it is magnified.

Fig. 8 shows the results of various models rendered at arbitrary viewpoints.
Even with the complex shape such as a Chinese dragon model, our method
reconstructs the detailed description of its shape and appearance.

6 Conclusion

We have proposed an effective space carving algorithm that considerably re-
duces the artifacts of previous voxel-carving approaches. Adaptive carving saves
a large amount of memory by eliminating a large portion of empty space at an
early stage. The saved memory can be used for a denser voxel distribution. Our
final reconstructed shape corresponds to the source images well and shows more
photorealistic appearance than the previous voxel-carving approaches.
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In a future work, we plan to study techniques for reducing the aliasing arti-
facts in rendered images, and to explore various applications of our approach.
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ter Project and the Basic Research Program of the Korea Science and Engineer-
ing Foundation (No. R01-2002-000-00512-0).
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Abstract. We present a technique for rendering animated 3D models
in a Su-Muk painting style with user’s guide. First, a user can sketch di-
rectly over 3D models by varying ink and water values. And we simulate
the behavior of ink-water directly on 3D model for consistent shade infor-
mation over 3D models. After simulation, ink and water are spread over
a 3D surface appropriately. Second, to achieve a real hand-crafted look of
Su-Muk painting, ink-water behavior is simulated again on a 2D screen
by using overall ink-water shade information from previous output of 3D
ink-water simulation. We demonstrate some images for Su-Muk painting
with our user-guided drawing system.

1 Introduction

Su-Muk painting is Oriental black-ink painting, and a traditional art form in
China, Japan, and Korea. It is a simple and elegant art that produces black
images on white paper. Until now many researchers have investigated on various
traditional art form, e.g., pen and ink, watercolor, charcoal, etc. in addition to
Su-Muk painting.

The early research on Su-Muk rendering focused on the simulation of brush
work. Strassmann swept a one-dimensional texture to achieve shading[1]. Pham
modeled a brush stroke based on a variable offset approximation of uniform
cubic B-splines[2]. Lee modeled a brush as a collection of rods with simulated
elasticity[3]. And until now, many researchers have been researching on brush
work[8, 7, 9] Though elaborate and realistic Su-Muk images can be generated by
these 2D interactive drawing systems, they can not support 3D animation with
temporal coherence.

Su-Muk rendering is now being extended to 3D animation. Chan utilized ex-
isting rendering packages to animate Chinese painting by means of procedural
shaders[4]. Kang and Kim used sphere mapping and 2D image processing tech-
niques within the graphics processing unit to generate 3D Su-Muk images in
real-time[5].

Zhang et al. simulated the behavior of ink-water using a cellular automaton
in 2D screen[6]. This system is simple to implement, but also produces realistic
results. And they apply this simulation model to 3D tree animation in Su-Muk
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Fig. 1. Overall process of proposed Su-Muk system

style. But this method is only focused on tree models which are easy to shade,
not all general and various models. But unlike other painting style, e.g., cartoon,
oil painting, there are no standard or simple technique to draw various models.
So it is hard to render general and various models in Su-Muk style.

In this paper, we present a method that a user can generate 3D animation
of various 3D models in elaborate Su-Muk painting style very easily. First, we
simulate behavior of ink and water directly on 3D mesh from the values which
are given from a user. After simulation, ink and water are spread over a 3D
surface appropriately. Therefore a user can imitate brush stroke intuitively by
just determining appropriate ink and water values and areas on 3D vertices. And
also ink and water information about how to draw object are already stored in
3D mesh, we can keep consistent stroke style information all over different views.
Second, we simulate again behavior of ink and water on 2D screen from the values
which are given from above 3D simulation by using Zhang’s method[6]. This is
due to the fact that ouputs of 3D model from 3D ink-water behavior model are
solid-looking. Because ouputs of 3D model are rendered by using vertices color
in general 3D rendering pipeline. Therefore through this step, we can generate
important features of Su-Muk style such as ink diffusion and paper effect pretty
realistic. Figure 1 shows process flow of our simulation model.

2 Ink-Water Behavior Model on 3D

We assume that input to our method is 3D triangle mesh which has connec-
tivity information. Ink-water flows along the edges of the 3D polygonal model
and remains at its vertices. When simulation on 3D mesh is complete, each cell
contains a certain amount of ink and water. We set a color value for each vertex
that corresponds to the number of the ink particles in that cell. More particles
reduce the brightness, within a range suitable for the rendering software. Also,
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Fig. 2. Ink-water behavior model on 3D mesh

we set an alpha value for each vertex appropriately for alpha blending: The
higher the brightness, the greater the transparency. Using these values, we ren-
der the 3D polygonal model using software which supports color interpolation,
hidden surface removal, and alpha blending. In our paper, we use this scheme for
maintaining consistent stroke(shade) information over 3D surfaces and allowing
a user draw stroke very easily on 3D mesh. Figure 2 shows our 3D simulation
model and its rendering method.

We will now show how to extend the 2D cellular automaton model proposed
by Zhang [6] to simulate the behavior of ink-water directly on a 3D polygonal
model.

2.1 Definitions of Ink-Water Behavior Model

A cellular automaton consists of an infinite, regular grid of cells, each in one of
a finite number of states. Time is also discretized, and the state of a cell at time
t is a function of the state of a finite number of cells, called the neighborhood of
that cell, at time t − 1. Every cell has the same rule for updating, based on the
values in its neighborhood. Each time the rules are applied to the whole grid a
new generation of the automaton is produced.

A 3D polygonal model consists of a list of vertices V := {vo|1 ≤ o ≤ nv},
where nv is the total number of vertices, and a list of edges E := {fo|1 ≤ o ≤ ne},
where ne is the total number of edges. The set of vertices that share a edge with
vo will be denoted V o. If the vertex vk belongs to V o, we say that vk is in the
neighborhood of vo. We can then construct a cellular automaton C := {co|1 ≤
o ≤ nv}, where co is a cell of the cellular automaton and corresponds to the
vertex vo. The set of cells ck which correspond to the vertices vk which belong
to V o will be denoted Co. If the cell ck belongs to Co, we say that cell ck is in
the neighborhood of co. The number of elements of the set Co will be denoted
by |Co|.

There are two state variables in each cell co. One is the number of ‘water
particles’, denoted by Wo, and the other is the number of ‘ink particles’ dissolved
in the water, denoted by Io. To simulate the paper texture, each cell is considered
as a ‘water tower’. The capacity of the tower is To, and its height of bottom is
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Fig. 3. Cellular automaton structure

Bo. Together, these determine the maximum quantity and the potential energy
of the ink and water stored in that cell.

2.2 Modeling the Transfer and Diffusion of Ink-Water

Let So(t) be a state variable of cell co at time t. We define it to be:

So(t) := (Wo(t), Io(t))

The state is updated by the function f :

So(t) := f(So(t − 1), Sk(t − 1))

Sk are the state variables of the cells ck which belong to Co.

Transfer of Water Particles. Through pipeko water and ink can flow from
cell ck to cell co; through pipeok vice versa. Each pipe has a ‘height’ denoted by
PipeHeightko and PipeHeightok, and defined (see Figure 3) as:

PipeHeightko = max(Bo, Bk + Tk)
PipeHeightok = max(Bk, Bo + To)

We denote the amount of water transferable from cell ck to cell co by ΔWko,
and ΔWok vice versa. ΔWko is determined by the difference in water between
cell co and its neighborhood cell ck, as shown in Figure 3. ΔWok is calculated in
the same way as we define ΔWko. We define ΔWko and ΔWok as:

ΔWko = max(0, α · 1/|Co|·
min((Bk + Wk) − (Bo + Wo), (Bk + Wk) − PipeHeightko)

ΔWok = max(0, α · 1/|Co|·
min((Bo + Wo) − (Bk + Wk), (Bo + Wo) − PipeHeightok)

α : the transfer coefficient for water particles.

The number of water particles in cell co at time t:

Wo(t) = max(0,Wo(t − 1) +
∑

k|ck∈Co

(ΔWko(t − 1) − ΔWok(t − 1)))
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Transfer of Ink Particles Accompanying Water Particles. The number
of ink particles which are transferred with the water depends on the quantity of
water and the concentration of the ink. ΔIko is the number of ink particles in
ΔWko, and ΔIok is simultaneously defined. The number of ink particles in cell
co at time t is obtained in a similar way to the number of water particles:

ΔIko(t − 1) = ΔWko(t − 1) · (Ik(t − 1)/Wk(t − 1))
ΔIok(t − 1) = ΔWok(t − 1) · (Io(t − 1)/Wo(t − 1))

Io(t) = Io(t − 1) +
∑

k|ck∈Co

(ΔIko(t − 1) − ΔIok(t − 1))

Transfer of Ink Particles to Balance the Concentration. Ink diffusion
force results from the difference in density between the ink at cell co and that
at its neighborhood cell ck. We define ΔIdko as the number of ink particles
transferred from cell ck to cell co due to this ink diffusion force.

ΔIdko = β · (Ik − Wk · (Io + Ik)/(Wo + Wk))

Io(t) = Io(t − 1) +
∑

k|ck∈Co

ΔIdko(t − 1)

β : the diffusion coefficient for ink

Evaporation of Water. We can simulate evaporation by subtracting some
water particles from the water state variable.

Wo(t) = Wo(t − 1) − ΔW

where ΔW is the amount of water lost by evaporation

3 Ink-Water Behavior Model on 2D

The 2D simulation model is same as the 3D simulation model, except from each
cell now corresponds to each pixel on 2D screen. So same rule can be derived as
the case of 3D simulation model. After 2D simulation is over, we set pixel colors
proportional to ink values which are remained in pixel. In our paper, we use this
scheme for making images like hand-crafted look on 2D paper. Figure 4 show
Zhang’s 2D simulation model and its rendering method.

In addition, we use same Zhang’s method to generate paper effect. We gener-
ate 2D line segments, with random position and direction, which they consider
as fibers, and raise the water storage capacity of cells which lie under these line
segments. This is achieved by increasing the capacity of the cell. So we can im-
itate paper texture by varying the water storage capacity of each cell. Figure 5
shows final results of 2D simulation system from 3D simulation system.
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Fig. 4. Ink-water behavior model on 2D screen

Fig. 5. Left: Result of 3D Simulation Model and Input of 2D Simulaiton Model, Right:

Result of 2D Simulation Model

4 User-Guided Simulation

We now show how our 3D ink-water behavior model can be used as the basis of
an user-guide drawing system. First we prepare input parameters interface, those
are parameters of brush, paper, and simulation. The parameters that control the
ink and paper properties, and the simulation itself, can be set by the user in the
dialog box shown in Figure 6.

We can simulate various drawing situations by changing these control pa-
rameters. As the values of ‘Fiber Ratio in Paper’ and ‘Fiber Length’ increase,
the characteristic texture of the paper is expressed more distinctly. We can use
the brush stroke and simulation parameters to simulate various drawing styles.
For example we draw outline boundaries and creases using low values of ‘Water
Particles’ and ‘Brush Width’, and fill the interior of these outlines with washes
created using larger values of ‘Water Particles’ and ‘Brush Width’. At the same
time, by changing parameters such as ‘Water Transfer Coefficient’, blurred brush
strokes can be simulated.

Next a simple interactive device, such as a mouse, is used to draw directly on
to the 3D polygonal model. The path of a brush stroke is composed of vertices of
the 3D polygonal model. The user can toggle to a drawing mode in which edges,
vertices and picked vertices are shown. Using existing rendering software which
supports vertex selection algorithm, a vertex can be selected as a point on the
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Fig. 6. Control parameters interface

path. As the value of the ‘Brush Width’ parameter increases, the selection region
becomes wider. When a vertex is selected, the current values of ‘Ink Particles’
and ‘Water Particles’ are stored at that vertex. After all the brush strokes have
been drawn on the 3D polygonal model, we start the simulation of ink and water
behavior, and the water and ink diffuse over the vertices in a manner that reflects
the parameters that have been inputed.

Fig. 7. Stages in drawing using our system

Figure 7 shows the stages in making a drawing using our system. The left
most image shows the vertices of the 3D polygonal model in drawing mode.
Brush strokes are shown in drawing mode as a bright vertices in the second
image. The third image shows how the ink and water are attached to selected
vertices before simulation. After simulation the ink and water have propagated
across the 3D model in the right most image.
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5 Results

Figure 8, 9 show various models rendered from different views. In figure 9, the
user draws strokes along center lines of each petal with much water and bound-
aries with little water. Table 1 reports the complexity of the various models, the
corresponding simulation times. In this table, We can find that 3D simulation
time is proportional to the number of faces, but 2D simulation time is constant
due to same 2D screen resolution. Our system consists of Pentium IV 1.7GHz,
640M RAM, nVIDIA GeForce4 Ti 4400 video card.

Fig. 8. Two views of a orchid model rendered with our system

Fig. 9. Different views of a lily model rendered with our system
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Table 1. Model complexity and simulation times

Model # of faces 3D Simulation(s) 2D Simulation(s) (800x600) Total Simulation(s)

Lily 89744 4.23 5.21 9.44
Ginseng 55568 2.10 5.21 7.31

Korean melons 152768 8.23 5.21 13.44
Bune mask 59279 3.65 5.21 8.86

6 Conclusion

We present a technique for rendering animated 3D models in a Su-Muk painting
style with user’s guide. A user can draw Su-Muk painting for animation, very
easily and intuitively. And output results are as real as elaborate hand-crafted
look of Su-Muk paintings.

As future work, we would also like to design a automatic 3D sumuk painting
system which varies the brush parameter values automatically, according to the
shapes and features of the 3D model.
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Abstract. We propose a novel scheme for generating the locomotion of
sports equipment along with motion deformation. To accomplish this, we
search the event frames in order to find the points where the character
is in contact with the sports equipment (contact points) or not (split
points). To find these points, it is necessary to locate the corresponding
event points in the signal using Discrete Fourier Transformation. This
technique generates a left and right hand-cross analysis and sports equip-
ment locomotion adapted to the character motion. Also, the locomotion
of the sports equipment is changed by adjusting its properties, and this
may require the posture of the character to be modified. In conclusion,
we are able to deform the motion of both the sports equipment and the
character simply by adjusting the properties of the sports equipment.
Our scheme can be used for the motion deformation of any character
with an associated sports equipment.

1 Introduction

It is difficult to deform the motion of physical sports equipments, because the
natural harmony between the character and the sports equipment is lost if we
capture the motion of the character and sports equipment separately. To solve
this problem, we introduce an automatic algorithm, which can deform the mo-
tion automatically by adjusting the properties of the sports equipment. The
motion of the sports equipment is generally made by hand or captured using a
special technique, and this is expensive and time consuming. Since our scheme
generates the locomotion of sports equipments automatically, the task becomes
easier. Also, we can automatically generate natural deformed motion by adjust-
ing the properties of the sports equipment. Because the physical properties of
the sports equipment are retained, we can refer to the proposed method as a
safe deformation method. The properties of the sports equipment are its unique
physical characteristics, sports equipment such as its elasticity, weight, etc. If we
make its elasticity higher, the sports equipment bounces higher or vice versa.

Motion editing is a technique which allows the motion in a moving image to
be modified. Bruderlin and Williams [2] showed that techniques from the signal
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processing domain can be applied to the manipulation of animated motions.
They introduced the idea of displacement mapping to alter a motion clip. Witkin
and Popovic [14] presented a motion warping technique for the same purpose.
Bruderlin and Williams also presented a multi-target interpolation technique
with dynamic time warping to blend two motions. Unuma et al. [13] used Fourier
analysis techniques to interpolate and extrapolate motion data in the frequency
domain.

Traditionally, inverse kinematics solvers can be divided into two categories: an-
alytic and numerical solvers. Most industrial manipulators are designed to have
analytic solutions for efficient and robust control. Kahan [7] and Paden [12] inde-
pendently discussed methods of solving an inverse kinematics problem by reducing
it into a series of simpler sub-problems whose closed-form solutions are known. A
numerical method relies on an iterative process to obtain a solution. Girard and
Maciejewski [3] addressed the locomotion of a legged figure using a Jacobianmatrix
and its pseudo inverse. Koga et al. [9] made use of the results obtained from neu-
rophysiology to achieve an experimentally good initial guess and then employed a
numerical procedure for the purpose of fine tuning the solution.

In motion analysis, we can use the zero-crossings of the second derivative of
the motion data to detect significant changes in the motion. The zero-crossing
point in a trajectory implies changes in motion such as starting from rest, coming
to a stop, or changing the direction. These events were noted to have a descriptive
significance in [1]. When the zero-crossing point also coincides with an end-
effector which is proximal to another type of sports equipment, it implies the
contact of the end-effector with the sports equipment. The zero-crossing point
enable us the proximities only at possibly relevant frames.

Previous studies were focused on adapting the motion of a person to his or
her path of movement or environment. In this study, however, we are interested
in the relationship between a person or character and sports equipment. We
generate the locomotion of the sports equipment according to the motion capture
data. To accomplish this, we search the event frames in order determine if the
character is in contact with the sports equipment or not, and classify the frame
accordingly, while also registering other attributes, such as whether the left or
right hand is in contact with the sports equipment and number of the frame.
Then, we deform the character motion by adjusting the properties of the sports
equipment. This change in the properties of the sports equipment is designed to
make certain physical properties of the sports equipment higher or lower. The
trajectory of the sports equipment can also be changed, in which case the motion
of the character deforms to fit the modified trajectory of the sports equipment.
To accomplish this, we use displacement mapping and inverse kinematics with
constraints.

2 Overview

Our scheme is divided into three stages. Figure 1 shows an overview of our
scheme. Firstly, we classify the events in terms of the relationship between the
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Fig. 1. Motion deformation using the trajectory of the sports equipment

Fig. 2. Flowchart of our scheme

character and the sports equipment. To accomplish this, we search the event
frames in order determine if the character is in contact with the sports equip-
ment (contact frames) or not (split frames), and classify the frame accordingly,
while also registering other attributes, such as whether the left or right hand is in
contact with the sports equipment and number of the frame. Secondly, we gener-
ate the locomotion of the sports equipment by applying the appropriate physical
formulae. In this way, we compute the positions of the sports equipment ein the
split frames and the palm position in the contact frames. Lastly, we deform the
character motion according to the trajectory of the sports equipment, by means
of displacement mapping and inverse kinematics. The final result is a satisfac-
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tory trajectory for the sports equipment and correctly deformed motion data.
Figure 2 shows a flowchart for our scheme. In the next section, we explain our
algorithm in more detail.

3 Search for Events Between the Character and the
Sports Equipment

First of all, we must find those events in which there is separation or contact
between the character and the sports equipment at a particular frame, which we
refer to as event frames. To accomplish this, we employ signal processing. Firstly,
we decide the event ranges and search for event frames, and then we classify the
event frames. This process is fully automatic. We input the motion data and the
computer performs all of the processes automatically, thereby providing us with
all of the event frames in the motion data.

3.1 Determination of Event Ranges

An event range includes only one event frame. It starts at a zero point and ends
at a zero point. Namely, both ends of the range are the zero-crossing of the union
velocity graph. The union velocity signal is made by adding two signals, viz. the
left and right velocity signals. The upper part of figure 3 shows the result of this

Fig. 3. Noise reduction. Top: Original signal. Bottom: Filtered signal

Fig. 4. Zero-crossing of events. L and R refer to the left and right hands, respectively.

C and S refer to contact and split, respectively. Top: Original zero-crossing points.

Bottom: Fixed split points
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operation. It has some short ranges, which are due to noise. Next, we reduce this
noise using low pass filtering, which is accomplished by Fourier transformation.
After the low pass filtering, the noise disappears, as shown in the lower part
of figure 3. The blue lines are the boundaries of the ranges, which are the zero-
crossing positions of the signal. The DFT (Discrete Fourier Transformation) and
inverse DFT operations are described by equation 1. Figure 3 shows the effect
of low pass filtering.

X[k] =
∑N−1

n=0 x[n]exp
(

−j2πkn
N

)
x[n] = 1

N

∑N−1
k=0 X[k]exp

(
j2πkn

N

) (1)

3.2 Detection of Zero-Crossing Points

We detect the event which has the maximum speed and classify the events
frames. The event frames are classified according to three parameters, viz. their
number, state and hand, where the number is the frame count, the state is ei-
ther split or contact and the hand is either left or right. The hand is decided by
the difference between the maximum and minimum velocity in the range. We
select the bigger of the two differences. Also, the maximum velocity corresponds
to contact, while the minimum velocity corresponds to split. For more natural
motion, we must fix split frame. The fixed split frame is the first frame which
has maximum acceleration after the original split frame.

4 Sports Equipment Locomotion Generation

We construct the trajectory of the sports equipment according to the motion
data. The state of the sports equipment is divided into two stages, viz. the split
and contact states. In the case of the split state, we can obtain the position
of the sports equipment simply by computing thee hand position. The hand
position can be computed by determining the position of the center of the palm,
where the center of the palm is considered to be located midway between the
fingers and the wrist joint. In the case of contact, the position of the sports
equipment is computed by means of the appropriate physical formulae. Because
plausible equipment locomotion is sufficient for our purposes, we only use the

Fig. 5. Basketball locomotion. Left: Split to contact. Middle: Contact to split. Right:

Ball position in hand (rb is radius of ball)
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acceleration interpolation method. In order to obtain more realistic movement,
another method needs to be used, such as space-time constraints. Figure 5 shows
the computed locomotion of a ball. The hand is presented by black stick figures.

5 Character Motion Deformation

To obtain deformed character motion, we adjust the properties of the sports
equipment. Since, in our example, we used a ball for the implementation of the
proposed method, we adjust the elasticity of the ball, by either decreasing or
increasing it by one third, thereby causing the ball to bounce one third lower or
higher, respectively. As a result, the event position is also reduced or increased
by one third. We cause the motion to fit the changed trajectory of the sports
equipment by means of inverse kinematics [15]. To accomplish this, constraints
are added to both feet of the character, and we adjust his or her hands in all
event frames. To do this, the character pose is changed adaptively. Figure 6
shows the result. Displacement mapping is used to generate a smooth motion

Fig. 6. Dribble motion deformation. Left: Lower posture. Middle: Original posture.

Right: Higher posture

stream. This warps the range of the motion between the event frames. It is a
very powerful and simple method of motion deformation. The following equation
calculates the number of degrees added to the orientation of each joint.

θadd = w(t)θ1(t) + (1 − w(t)) θ2(t) (2)

where θ1(t) is the angle at the beginning of the range and θ2(t) is the angle at
the end of the range. We add θadd to all joint angles. w(t) is the effective weight
of the two degrees, θ1(t) and θ2(t), which are computed by inverse kinematics.

6 Results

We implemented our scheme in Pentium IV 1.7 GHz, 512 RAM. It was performed
in real-time. We made elasticity highly or lowly and mixed two trajectories, which
mean split position is lower and contact position is higher. Following figures show
our results. The ’k’ means elasticity. We can see characters which bows waist
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Fig. 7.

down. Ball trajectory is lower. Transparent balls indicate original trajectory and
clear balls changed trajectory. Figure 7 shows another dribble motion which
changes hand. Figure 8 shows our results at k = 0.66, 1.33 and mixed. Lower
elasticity causes low ball trajectory. In contrast high elasticity causes high ball
trajectory. And split is adapted to lower position and contact is higher position
in bottom of figure 8.

We implemented our scheme using a PC with a Pentium IV 1.7 GHz and
512 MB of RAM. The experiment was performed in real-time. We made the
elasticity of the ball higher or lower and used two trajectories, in which the split
position is lower and the contact position is higher. Figures 7 and 8 show the
results, where ’k’ refers to the elasticity. We can see the characters who is bent
over at the waist. The ball trajectory is lower. The transparent balls indicate the
original trajectory and the opaque balls indicate the changed trajectory. Figure
7 shows another example, involving dribble motion in which the ball passes
from one hand to the other. Figure 8 shows the results for k = 0.66, 1.33 and
mixed. Lower elasticity causes the ball trajectory to be lower. In contrast, higher
elasticity causes the ball trajectory to be higher. The split is adapted to lower
elasticity and contact is higher elasticity in bottom of figure 8.

Arbitrary dribble motion
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Fig. 8.

7 Conclusion and Future Work

In this study, we explained the generation of locomotion for sports equipment
and motion deformation by adjusting the properties of they sports equipment.
We generated the locomotion of sports equipment automatically using motion
capture data, using signal processing. We were able to find the zero-crossing
points of the signal by removing the short ranges. After generating the locomo-
tion of the sports equipment, we changed its properties. Changing the properties
of the sports equipment caused its trajectory to be changed. We used this tech-
nique to bring about character motion deformation. Our scheme is very simple
but effective. In the future, we will adapt our scheme for a variety of different
motions, and. generalize it so that it can be used with other kinds of sports
equipments.
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Top: Lower ball elasticity (k = 0.66). Middle: Higher ball elasticity (k = 1.33).

Bottom: Mixing two levels of elasticity
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Abstract. This paper presents a new action selection scheme for behav-
ioral animation in computer graphics. This scheme provides a powerful
mechanism for the determination of the sequence of actions to be per-
formed by the virtual agents emulating real world’s life. In particular, the
present contribution focuses on the description of the system architecture
and some implementation issues. Then, the performance of our approach
is analyzed by means of a simple yet illustrative example. Finally, some
advantages of our scheme and comparison wih previous approaches are
also briefly discussed.

1 Introduction

The issue of action selection has been largely analyzed in the framework of ethol-
ogy and cognitive sciences [2, 22, 23], psychology [14] and robotics [1, 15]. More
recently, it has also become an interesting challenge for behavioral simulation
in computer graphics [4, 5, 6, 20, 21]. Roughly speaking, it can be established as
follows: at each moment of time, given a set of feasible goals to be performed,
we want to choose the most appropriate one based on the agent’s internal and
external conditions. In other words, the central problem to deal with is the de-
termination of the sequence of actions to be performed by the virtual agents
as a function of internal and/or external factors. Of course, this determination
is expected to be realistic, since we are going to use virtual agents to simulate
human beings with a certain level of realism.

From the previous definition, it becomes clear that the construction of appro-
priate schemes for action selection is a key component in behavioral animation
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c©Springer-Verlag Berlin Heidelberg 2005
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of virtual characters. Because of that, a number of different proposals have been
described in the literature (see, for instance, [1, 2, 5, 6, 7, 12, 13, 16, 17, 18, 20, 21]
and references therein).

In this paper, a new framework for action selection is presented. We point out
here that this action selection system is actually a module of a whole behavioral
animation system already described in previous references [8, 11]. The reader is
also referred to [9] and [10] for more details about such a behavioral system.

The structure of this paper is as follows: Section 2 describes the architecture
of this new approach and its simulation flow as well as some implementation is-
sues. The performance of this new scheme is analyzed in Section 3 by means of a
simple yet illustrative example. Finally, some advantages of our scheme and com-
parison wih previous approaches are briefly discussed in Section 4. Conclusions
and further remarks close the paper.

2 The Action Selection System

This section describes the action selection system introduced in this paper.
Firstly, we focus on the description of the system architecture. Then, some imple-
mentation details are also given. Finally, the simulation flow is briefly analyzed.

2.1 System Architecture

The architecture of the action selection system described in this paper is dis-
played in Figure 1. It consists of a goal database and three different modules (the
emotional analyzer, the intention planning and the action planning) intended to
perform specific tasks as described below.

The first component of our system is a database that stores a list of arrays
(associated with each of the available goals at each time) having the structure:

Fig. 1. Architecture of the goal selection system
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Table 1. Variables associated with each goal stored into the database: variable names

(left) and their meaning (right)

Variable Meaning

goalid - goal identification code (see Section 3 for a list of feasible
goals for the example described in this paper)

feasr - goal’s feasibility rate
priority - goal’s priority (determined by the intention planning)
wishr - wish rate (determined by the emotional analyzer)
t - time at which the goal is selected

successr - goal’s success rate

[goalid, feasr,priority, wishr, t, successr]

where the meaning of each variable is indicated in Table 1. On the other hand,
an additional array is stored only for the current goal in progress: [tsel,tatt],
the components being the time at which the goal has been selected and attained,
respectively.

The emotional analyzer is the module responsible to update the wish rate of
a goal (regardless its feasibility). Such a rate takes values on the interval [0, 100]
according to the mathematical functions describing the agent’s internal states4.
Those functions involve the internal state variables described in Section 3 as well
as two parameters:

(1) the dynamic rate, D, which expresses the agent’s predilection for dynamical
activities (such as walk or run) over the intellectual ones and

(2) a temporal parameter Ωk, defined as:

Ωk = αk δk
t − tm
t − tk

(1)

where Θ is the set of all possible goals, tm = min
j∈Θ,j �=k

tj , where tj is the simulation

step at which the j-th goal was selected for the last time and k the current goal,
t is the current time, δk ∈ {1, 1.2} is a parameter that accounts for the goal’s
success (successful goals exhibit higher wish rate than those unsuccessful), and
αk ∈ [0, 2] is a parameter used to promote some particular goals with respect
to others, depending on the agent’s personality. Note that the role of Ωk is to
increase the wish rate of the oldest goals in the priority list (i.e. the older a goal,
the higher its wish). This simple procedure assures that, for a sufficiently long
span, all possible goals will be finally selected. Note also that this condition can
be easily skipped by simply omitting this factor in the equations of the internal
states.

4 The mathematical description of the internal state functions corresponding to the
example described in this paper is not included here because of limitations of space.
For the definition of those functions for a different example, the interested reader is
referred to [10].
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The intention planning module determines the priority of each goal. To this
aim, it uses information such as the factibility and wish rate. From this point of
view, it is rather similar to the “intention generator” of [20] except by the fact
that decision for that system is exclusively based on rules. Our intention planning
module also comprises a buffer to store temporarily those goals interrupted for
a while, so that the agent exhibits a certain “persistence of goals”. This feature
is specially valuable to prevent agents from the oscillatory behavior appearing
when the current goal changes continuously.

The last module is the action planning, a based-on-rules expert system that
gets information from the environment (via the knowledge motor described in
[8]), determines the sequence of actions to be carried out in order to achieve
a particular goal and updates the goal’s status accordingly. These actions are
transferred to the motion subsystem to be converted into graphical instructions
subsequently sent to the graphics pipeline.

2.2 Implementation Issues

Concerning the implementation details, the action selection module presented
here has been developed in Visual C++ v6.0 on a PC platform with Pentium IV
processor and 256 MB. of RAM. The graphical output has been implemented
on Open GL with GLUT and subsequently compiled in Visual C++.

It is interesting to remark that our decomposition of the goal selection mod-
ule into four subsystems as described in Section 2.1 is very useful from the
programmers’ viewpoint: on one hand, maintenance, debugging and updating of
the system components are much easier and simpler. On the other hand, any
function can be modified by simply rewritting some code lines of the particular
subsystem at which this function is implemented.

2.3 Simulation Flow

Figure 1 depictes the simulation flow of the goal selection system described
above. Firstly, the analyzer subsystem updates the factibility, which is stored
into the goal database (step (1) of that figure). Then, the emotional analyzer
gets information about:

– the internal states from the internal states subsystem (2),
– the time at which each goal is selected/attained from the goal database (3)

and
– relevant parameters from the knowledge motor (4).

This information is used by the emotional analyzer to update the goals’ wish
rate at the goal database. The factibility and wish rates are sent to the in-
tention planning module (5) to determine the priority of each goal, which is
subsequently updated at the goal database. Then, the current goal is sent to
the action planning module. It takes additional information on the environment
from the knowledge motor (6) in order to run the set of actions associated with
such a goal. This will modify the agent’s status within the virtual 3D world (and,
hence, the knowledge motor as well). Information about the actions is sent to
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the goal database (7) to update the goal’s status (failed, candidate, in progress).
Finally, those actions are sent to the motion subsystem (8) to be converted into
graphical instructions.

3 An Illustrative Example

In this section, the performance of the goal selection scheme is analyzed by
means of a very simple yet illustrative example. We remark that this example
is considered here for illustrative purposes only. In fact, more complex scenarios
can be easily generated from our system.

The scene consists of a shopping center at which the virtual agents can per-
form a number of different actions, such as eat, drink, play videogames, sit
down to rest and, of course, do shopping. The environment also comprises dif-
ferent static (such as trees, tables, shops) and smart objects (such as benches,
videogame machines, drink machines). Therefore, it is a convenient place for a
wide range of potential agent-object and agent-agent interactions. To this aim,
we consider four virtual agents, three kids and a woman.

Figure 2 shows the temporal evolution of the internal states (top) and the
goals’ wishes (bottom) for one of the kids. Similar graphics can be obtained for
the other agents (they are not included here because of limitations of space).
The picture on the top displays the temporal evolution of the five internal state
functions (valued onto the interval [0, 100]) considered in this paper, namely,
energy, shyness, anxiety, hunger and thirsty. On the bottom, the wish rate
(also valued onto the interval [0, 100]) of the feasible goals (have a rest, eat
something, drink water, take a walk and play videogame) is depicted.

In the example described in this paper, the following initial values for the
agent’s internal states and parameters have been chosen: energy=100, shyness=0,
anxiety=0, hunger=0 and thirsty=0. Therefore, the kid is very sociable and dy-
namic and likes activity very much, while being neither hunger, nor anxious nor
thirsty at all. Both pictures in Figure 2 are labelled with eight numbers indicat-
ing the different simulation’s milestones (the associated animation screenshots
for those time units are displayed in Figure 3):

(1) At the initial step, the three kids go to play with the videogame machines,
while the woman moves towards the eating area (indicate by the tables in
the scene). Note that the internal state with the highest value for the agent
analyzed in this work is the energy, so the agent is going to perform some
kind of dynamic activity, such as to play.

(2) The kid keeps playing (and their energy level going down) until his/her
satisfaction reaches the maximum value. At that time, the anxiety increases,
and the agent’wish turns into performing a different activity. However, the
goal play videogame is still that with the highest wish rate, so this goal
will be in progress for a while.

(3) At this simulation step, the anxiety reaches a local maximum again, meaning
that the kid is getting bored about playing videogames. Simultaneously, the
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Fig. 2. Temporal evolution of the internal states (top) and available goals’ wishes

(bottom) for the example in this paper

goal with the highest value is drink water, so the agent stops playing and
starts to look for a drink machine.

(4) At this time, the kid gets the drink machine and starts to drink. Conse-
quently, the internal state function thirsty decreases as the agent drinks
until the status of this goal becomes goal attained.

(5) Once this goal is satisfied, the goal play videogames is the new current
goal. So, the kid comes back towards the videogame machines.

(6) However, the energy level is very low, so the goal play videogames is inter-
rupted, and the kid looks for a bench to sit down and have a rest.

(7) Once seated, the energy level turns up and the goal have a rest does not
apply anymore.

(8) Since the previous goal play videogames is still in progress, the agent comes
back to it, and plays again.
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Fig. 3. Screenshots of the shopping center example

The results show the excellent performance of the present scheme. In par-
ticular, the six criteria used in [18] to validate a motivational model for action
selection are also fulfilled here:

– the motivations are taken into account (criterion 1) via the goal’s wish func-
tion. Additionally, “the persistence of motivations” is also included into the
system. Note, for instance, that at step (5) of our example the goal play
videogames exhibits the highest value (and hence, it is the current goal).
However, it is interrupted by the goal have a rest as the agent is too much
tired to keep playing at that time. After a while, the agent’s energy level is
high enough to return playing, and the former goal is subsequently recovered
at step (8).

– In addition, the environment information (criterion 2) is provided by the
knowledge motor and used to determine the goal’s feasibility and perform
the actions in sequence for the current goal accordingly (criterion 4).

– On the other hand, the opportunistic behavior can interrupt the current goal
(criterion 5). The compromise behavior (to choose the action which satisfies
the greatest number of motivations) is also considered here via the intention
planning subsystem (criterion 6).

– Finally, criterion 3 (to prefer motivated actions over locomotion actions) is
also considered here. In fact, the most important goal for the kids in our
example is to play videogames, as it is the most dynamic activity available
in the shopping center environment. However, we do not expect this criterion
to be true everytime-everyone. Back to front, our system allows a richer
variety of behaviors ranging from dynamic to softer goals. Such a choice is
carried out by using the dynamic parameter of Eq. (1), as described above.
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4 Comparison with Previous Approaches

Some interesting features of the present action selection system exhibit certain
similarities with others from previous schemes. In particular, the architecture of
our goal selection system represents a substantial improvement of that in [6],
in which the characters’ behavior mechanism is based on compact table-based
descriptions and flexible scripts. However, the proposal in [6] is much simpler
since it is restricted to a particular case and it is environment and input-device
dependent, while ours is extremely flexible: agents can adapt to any environment
without modifying the undelying structure. In fact, the process only requires the
simple addition and/or modification of the internal states and parameters.

On the other hand, the short-term memory and computer redundancy avoid-
ance via cascading and reusing of [3] are actually applied in our approach, al-
though not exactly in the same way (see [10] for more details). Another advan-
tages are the inclusion of personality (described in terms of different parame-
ter values and functions) and uncertainty (performed through some probability
terms, so that different agent parameters lead to a drastically different reac-
tions). Another interesting feature of our system is the use of different Artificial
Intelligence techniques for autonomous reasoning. They will be reported in detail
in a future publication somewehere else.

5 Conclusions and Future Work

In this paper, a new action selection scheme for behavioral animation of virtual
agents is introduced. The paper describes its design and implementation issues
as well as its simulation flow. The performance of this approach has been shown
by means of an illustrative example. Finally, comparison with previous (similar)
approaches is briefly discussed.

Despite of the encouranging results, this is just one step to reproduce realisti-
cally the huge range of complex human behaviors and there is a long way ahead.
In particular, further research is still needed in order to describe many human
behaviors in mathematical terms: some functions are to be improved, others have
to be defined yet. On the other hand, we are interested to describe human emo-
tions and how they do influence the decision process [19]. Subsequent versions of
this model will include many additional modifications and improvements. How-
ever, we do not expect to modify the current design and implementation of our
action selection system significantly.
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Abstract. It is a challenging work for transmitting the highly detailed
surfaces interactively to meet real time requirement of the large-scale
model visualization from clients. In this paper, we propose a novel ap-
proach to interactive transmission of highly detailed surfaces according
to the viewpoint. We firstly map the 3D surfaces onto the parameter
space through surface parametrization, and the geometry images (GIM)
and normal map atlas are obtained by regular re-sampling. Then the
quadtree-based hierarchical representation can be constructed based on
GIM. Since the hierarchical structure is regular, an efficient compression
scheme can be applied to encode the structure and vertices of its nodes.
The encoded nodes can be transmitted in arbitrary order, so the extreme
flexibility in transmission could be achieved. By taking advantage of nor-
mal texture atlas, the rendering result of the partial transmitted model
is improved greatly, and then only the geometry on the silhouette to the
current viewpoint need be refined and transmitted, and so the amount
of data needed to transfer each frame is greatly reduced.

1 Introduction

Due to the availability of the 3D scanner for obtaining the highly detailed object,
the size of model currently obtained is increasing rapidly. It poses a challenge to
representing, transmitting and rendering such large-scale data sets.

Steady growth of e-commerce and entertainment over Internet has brought
increasing interest in transmission of 3D graphics models. In the Internet envi-
ronment, it is impractical in an interactive speed to download a large full model
with complex details because of the limitation of the network bandwidth. Cur-
rently, the dominant strategy to deal with the problem is to simplify the model
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and transmit it progressively. The progressive approach allows a very coarse ap-
proximation of a model to be sent at first, followed by subsequent transmission
of incremental geometry to add more and more details. This process allows the
user to obtain an early visual perception of the geometry, and incrementally with
detail up to user’s satisfaction.

Streaming a triangle mesh (K, V ) must process two kinds of information:
the topological connectivity K (adjacency graph of triangles) and the geometry
V (positions of the vertices). To the triangle meshes with arbitrary topology,
progressive meshes [4][5] are served as the framework of streaming [11][12][7].
Similar in spirit to progressive meshes, some commercial systems have been
developed, such as Meta MTS products [1]. However, the complex topology is not
amiable to the interactive transmission. On the contrary, the models with regular
topological connectivity [2][3][9] lend themselves in an advantageous position
over the arbitrary topology models in the expression and transmission [8].

The transmission of the geometry V is a heavy work, because each vertex
requires a vector represented by 3 float-point data. The number of vertices can
be reduced through mesh simplification, and the removed details on the surfaces
can be visualized by using texture mapping, which can be accelerated by even the
low-end graphics hardware. Normal mapping can add 3D shading detail to the
surface, and can be accelerated by modern GPU. The details, such as color and
normal vector on the surface can be stored compactly (only 1 to 3 bytes for each
texel required), and can be converted into textures using surface parametrization
[16][14].

Normal mapping only modifies the surface’s normal, and so the visual effect
at the silhouette of the texture-mapped object is very coarse due to loss of the
geometry information. The silhouette can be enhanced using the view-dependent
level of detail (LOD) techniques.

In this paper, we propose an extremely flexible scheme to transmit the
details and geometry progressively and interactively. We employ the surface
parametrization to convert the arbitrary surfaces into geometry images (GIM)[2],
and the details on the surface can be mapped onto the texture atlas. Since GIM
is the completely regular representation of 3D surface in the parameter space,
we construct a quadtree structure based on GIM, dubbed P-Quadtree. Since
the details texture atlas is utilized to enhance realism of the partial transmitted
models, the key to our approach is to refine and stream the silhouette geometry
view-dependently. To transmit the P-Quadtree efficiently and flexibly, we en-
code and encapsulate it into a localized communication packet. The topological
connectivity of the node is encoded as an integer number by its localization code
in pointless quadtree structure [13], and the coordinates of each vertex can be
encoded as a scalar float number by using the normal meshes [3]. Since all hi-
erarchical and topological structure of the node is packed into a communication
packet, the nodes can be transmitted in arbitrary order.

The contribution of this paper comes from two aspects: Firstly, a very efficient
encoding scheme is applied to pack the structure and the vertices of the nodes
efficiently. Secondly, a transmitting scheme with high flexibility is designed so
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that the nodes can be transmitted in arbitrary order. Since the realism of the
rendered image would be improved greatly by using normal texture atlas, only
the silhouette need to be refined view-dependently. This guarantees the minimal
amount of data to be transmitted.

2 Overview

Our approach contains two stages: data preprocessing stage and data transmis-
sion stage. The transmission scheme of our approach includes two parts: data
preparing on server and data receiving and 3D surface construction on the clients.
The overall process is shown in Fig. 1.

Fig. 1. The framework of the interactive transmission

On the server side, the meshes with arbitrary topological connections must
be processed, and the geometry and details on the surface should be converted
into the regular representation in the parameter space: GIM atlas and normal
texture atlas. The P-Quadtree structure is constructed based on the GIM atlas.

When the transmission process begins, P-Quadtree can be streamed accord-
ing to the requests with different viewpoints from the clients. The data of detailed
surfaces are compressed and sent to the clients through the network.

Once the data are received on the client, the nodes’ structure and vertices
will be decoded from the data packages, and the structure of P-Quadtree and the
surface could be reconstructed. This process is progressive and view-dependent.
The normal mapping can be accelerated by modern graphics hardware, and thus
the client re-quires only the refinement of the silhouette to reduce the data to
be transmitted.
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3 P-Quadtree and the Node Encoding

P-Quadtree is a multi-resolution representation of geometry image, whose nodes
can be encoded efficiently by using the regular structure.

3.1 Geometry Images

Geometry image [2] is an ”image-like” representation of surfaces. It is constructed
by converting the surfaces into a topological disk using a network of cuts and
parameterizing the resulting disk onto a square domain using surface parame-
terizations, which is a mapping U: (x, y, z )→(u, v) from 3D space to 2D space.
It samples the surface geometry as a n×n array of (x, y, z ) values, where n is
the size of the image. A pixel in the geometry image maps the 3D coordinates of
a vertex on the surface in object space, and four neighbored pixels correspond
to the vertices of a quadrilateral in the object space.

Mapping the whole surface of the model onto a square domain will introduce
high distortion, especially for the shapes with high genus or long extremities. To
mitigate this, the surface can be cut into several pieces, i.e. charts, and many
charts can be packed into multi-chart geometry images [15] to represent the
complex model. Each chart has a natural boundary, and is parameterized onto
irregular polygon. Such a parametrization atlas reduces the distortion, and dis-
tributes samples more uniformly over the surfaces and therefore better captures
the surface signals. The boundary must be zippered carefully [15].

3.2 The Structure Encoding of P-Quadtree

P-Quadtree construction. P-Quadtree is constructed based on GIM. It re-
quires the size of square to be (2n+1)×(2n+1) to construct a quadtree, where n
is the number of levels. To meet this requirement, the packed atlas is sampled
by (2n+1) pixels on the longer side, and then we enlarge its shorter side to be
(2n+1). The new pixels in the expanded area are assigned with null values. We
construct P-Quadtree top-down. The process includes construction of quads hi-
erarchy and computation of the quad attributes, such as node’s errors, radius of
bounding sphere (Fig. 2(b)) and normal cone (Fig. 2(c)). These attributes are
used in view-dependent data streaming.

Node Structure. A node in our algorithm is a 33 pixels block in image space,
whose structure is shown in Fig. 2(a), and represents a quadrilateral patch in
object space (as shown in Fig. 2(b)). A node has a center vertex and four vertices
at the corners, called basic vertices (the gray dots in Fig. 2(a, b)), which are
indispensable to construct the surface. When we render the surfaces using P-
Quadtree nodes, crack may appear on the edge whose adjacent patches have
the different level. In order to prevent the crack, new vertices need to be added
on the middle of these edges. We call these vertices as optional vertices (the
white vertices in Fig. 2(a, b)). Only the basic vertices need to be transmitted. A
quadrilateral patch of the node can be subdivided recursively. From the view of
topology, we could use a 2-tuple (K, V ) to represent it, where K is a simplicial
complex, expressing the connectivity of vertices, edges and surfaces; V = {Vi
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∈ R3 | i ≥5}, which gives the vertices of node or the quadrilateral patch. The
attributes of a vertex may include the geometry coordinates (x, y, z ), the normal
vector n, and the radius of the bounding sphere r.

Since the shape of the chart is irregular polygon, it may contain null pixels.
If all of its pixels are defined pixels, the node is called a valid node. On the
contrary, if the valid pixels in a node could not map at least one valid triangle in
object space, it is called invalid node. The others nodes are the gray nodes. The
higher level gray nodes may be subdivided into valid nodes and invalid nodes.

Fig. 2. The structure of a P-Quadtree node

The position of a pixel in the image space of GIM is called the image position
(u, v) of the pixel. The image position of the pixel at left-bottom corner of a
node is called image position (u0, v0) of the node, and its size by pixels is called
image size. We could reconstruct the topological connectivity of the patch of the
node by its image position and the image size.

Node Encoding. In order to transmit the data of patches efficiently, we must
encode the data of the node for compression. A pointless quadtree [13] is a linear
array of nodes in quadtree, and the topological and hierarchical structure of a
node could be determined by its localization in the array, or localization code.
Therefore we could encode the structure of the node into an integer number by
using the localization code of the nodes in the pointless P-Quadtree. This code
is the structure code of the node, which is noted as P. The encoding process is
similar to converting a quinary code into a decimal number.

Besides the topological structure, we need to transmit the geometry of the
vertices on the quadrilateral patches (the nodes), which corresponds to the value
of pixels in GIM. We note the pixels array as VA. Normal meshes could represent
the regular mesh using one float-point data per vertex. The valid nodes on the
most top of P-Quadtree would be served as the base meshes for subdivision, and
thus the geometry image is transformed from ”color” image (the 3D coordinates
of a vertex (x, y, z )) to a series of ”gray” images (a displacement in the normal
direction that is determined by the base mesh). The 3D coordinates of a vertex
can be encoded as a float-point number, called vertex code of the node.

To facilitate the transmission, the structure code P and vertex codes array
VA are encapsulated into a communication packet as a transmission unit of data
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stream. Apart from the 3D coordinates on the surface in object space, the image
position of each vertex must be available when P-Quadtree and surfaces are
constructed on the client.

In fact, the image position a vertex in the node (u, v) can be computed from
the image position (u0, v0) and the image size d of the node, which can be
decoded from structure code P of the node. For example, the image coordinates
of the center pixel can be computed as (u0+d/2, v0+d/2), and the other pixels
could be computed in similar way.

It seems unnecessary to transmit the image coordinates, if we transmit the
vertices in the order of their relative position. However, the vertices of the node
may be shared with its neighbors. To avoid transmitting the vertices redundantly,
we mark the vertices transmitted, and remove them from the vertex array in the
following communication packets. So the number of vertices in the vertex array
is variable.

To determine whether a vertex has been transmitted, we employ a control
code to encode the image coordinates efficiently. Each vertex maps a bit flag in
the control code. If the vertex is not transmitted, the flag is set to 0, otherwise
to 1. The center vertex of the node must be transmitted, and thus only the
four corners need to be controlled by a 4-bits control code. If m is the number
of pixels of the GIM, and n is the number of nodes in P-Quadtree, the size of
transmitting data for vertices would be no more than (32 m +(4/5 )n) < 33m.

4 Streaming and Reconstruction

After the P-Quadtree is prepared, we begin to stream the nodes according to
the clients’ requests. The data stream can be transmitted through the network.
The data streaming is generated on the server in real time, and the surfaces are
reconstructed on the client progressively.

4.1 Data Streaming

The breadth-first tree-traversal could fit the data streaming well. Since the shape
of charts could be arbitrary polygons, this may cause many gray nodes across the
irregular boundary. The gray nodes must be subdivided until all the children are
valid or null nodes. The valid nodes would be added to the data stream, while
the null nodes are discarded.

Initial Nodes Streaming. To encode the 3D coordinates of vertices, the base
meshes are necessary to construct the normal meshes. We firstly traverse the
quadtree from the root node to get the valid nodes at the most top level. The
obtained nodes are the initial nodes for transmission, which also serve as the
base meshes of normal meshes.

Detail Texture Transmitting. The normal texture atlas could be utilized to
improve the visual appearance of the partial transmitted surfaces. The texture
can be transmitted progressively. since the texture coordinates of the texture
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atlas are implicit, it is unnecessary to transmit them. The geometry data stream
and normal map could be transmitted interactively in our approach.

Silhouette Nodes Streaming. The quality of the rendering image on the
silhouette is still poor after normal details texture is mapped. The nodes on
the silhouette would be subdivided and the information of sub-nodes be sent
to the client to enhance the silhouette of the object. To transmit the nodes
near the silhouette in the highest priority, the view-dependently continuous LOD
technique could be employed to refine the surfaces on the silhouette. We perform
the silhouette test using the algorithms in [10].

The nodes that pass the silhouette test are called the silhouette nodes. They
are subdivided and packed into the transmitting stream with the highest priority.
The front-face nodes toward the viewer, which could be enhanced by normal
mapping, and are assigned with the mediate priority. Back-face nodes are culled
in current viewpoint.

4.2 Data Transmission

The generated data stream would be transmitted in the client-server mode
through a TCP/IP network. The following is the detailed steps:

Session Creation. Once the clients send the request commands and viewing
parameters, a session is created. The data setting is prepared to begin the trans-
mission. A flag buffer for each client is created on the server. It is used to avoid
redundant nodes transmission.

Initial Nodes Transmission. The initial nodes stream is sent to the clients,
and then the grasp of the models can be visualized in a short time. The initial
nodes stream can also be served as the base mesh for decoding the coordinates
of vertices from the data package received on the clients.

Normal Map Atlas Transmission. After the initial nodes transmission, the
client can request for the normal map optionally. This can improve the realism of
the rendering image on the client. The normal texture atlas has image structure,
and can be transmitted in progressively by the 2D image transmission techniques.

Silhouette Nodes Transmission. To enhance the coarse silhouette, the sil-
houette nodes stream is requested. The data structure of the silhouette nodes is
similar to that of the initial nodes, however the coordinates of vertices for the
silhouette nodes are encoded and compressed to a scalar value.

When the viewpoint on the client is changed, the silhouette nodes stream
must be generated again. Because the silhouette nodes are highly adaptive, the
data transmission is minimal for each frame, and the high flexibility and inter-
activity are obtained.

Session close. If the transmission has been finished, or the user interrupts the
transmitting process, the session is closed, and the flag buffer is released.
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4.3 Surface Reconstruction and Rendering

When a communication packet in the data stream is received on the client, the
corresponding node’s structure could be reconstructed by package decoding.

Since the transmitted nodes are in a sequential structure, we must reconstruct
their hierarchical structure firstly. By decoding the structure code, we could re-
construct the topological connectivity and hierarchical structure; the vertices or
pixels of the geometry image can be obtained from decoding of the vertex codes.
The algorithm to decode the structure code is similar to converting a decimal
digit into a quinary code, which is the reversed encoding process mentioned in
Section 3.2.

After the data are decoded, the quadtree on the client can be re-constructed.
We firstly traverse the quadtree from the root node to locate the position of the
coming node in the quadtree according to the decoded quinary digits, and then
the point of this position in quadtree is assigned to this node.

Once the quadtree has been reconstructed, we could select the appropriate
nodes to reconstruct the surface by using the quadtree traversal. One problem
during rendering is that crack may come up when two adjacent nodes have
different levels. Since the vertices are transmitted progressively, we check the
transmitted vertices on the edge, and then triangulate the patch to prevent
from the possible crack. The geometry image can be served as flags map of the
received pixels. Once a vertex code is decoded, it is assigned to the corresponding
pixel.

A node can be decomposed as a triangle fan. Once the rendering triangles
are pre-pared, the data are sent to the rendering pipeline. The normal mapping
in our approach can be implemented on GPU by using the per-pixel lighting
technique.

5 Results and Discussion

We firstly illustrate the effect of our interactive transmission in Fig.3, where (a)
is the mesh of the initial nodes, and (b) is the result of its geometry rendering.
Once the normal texture atlas is applied to the initial meshes, the visual effect
improved greatly(see Fig.3(c)). However, if the viewpoint is changed, the coarse
silhouette is shown (see Fig.3(d)). When the requesting silhouette nodes are
transmitted, the silhouette is refined (Fig.3(e)).

The main advantage of our transmission scheme is the interactivity and flex-
ibility. The nodes can be transmitted in arbitrary order, because only the nodes
near the silhouette need to be refined. Since the normal texture atlas can enhance
the realism of rendering result, the data require to be transmitted is minimal.
Fig. 4 shows the meshes for the silhouette refinement effect. Table 1 shows the
number of the silhouette nodes per frame. Due to the regular structure of P-
Quadtree, our streaming implementation has lower run-time overhead on the
server, whose performance results are shown in Table 1. All of the test cases run
on a PC with a 2.6GHz Pentium 4 processor with 1G DRAM under windows2000
operating system.
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Fig. 3. The interactive transmission of ”Vase”

Fig. 4. The meshes in the transmitting process

Comparing with the streaming schemes based on progressive meshes[11][12][7],
the polygon number of the initial mesh in our approach is about thousands(see
Table 1). However, our approach has some advantages over them. Firstly, more

Table 1. Statistics of P-Quadtree streaming

Model Igea Vase Bunny

# Charts 2 2 9
# Total nodes 99,975 40,559 140,753
# Initial nodes 2352 1647 6613
# Silhouette nodes 1,233 538 2,035
Streaming rate for the P-Quadtree on server(fps) 38 80 21

features can be shown and visual effect is much more better, and the transmitting
rate of modern network can be enough to download meshes with thousands tri-
angles quickly. Secondly, although the normal map atlas may be used to enhance
the realism of the rendering images in other approaches, the texture coordinates
are implicit in our approach because of the ”texture-like” structure of GIM.
Lastly, the node encoding in our approach is more compact and flexible due to
the regular structure of P-Quadtree.
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6 Conclusions

We have demonstrated a new interactive transmission approach to highly de-
tailed surfaces. Our approach combines the normal mapping and view-dependent
continuous LOD technique. Because only the nodes near the silhouette need to
be refined progressively and interactively, only a few nodes are required to be
transmitted each viewpoint. Since an efficient encoding scheme is used to com-
press the geometry data, the transmitting efficiency and the visual effect are
improved.
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Abstract. In order to create three-dimensional terrain models, we reconstruct 
geometric models from contour lines on two-dimensional map. Previous meth-
ods divide a set of contour lines into simple matching regions and clefts. Since 
long processing time is taken for reconstructing clefts, performance might be 
degraded while manipulating complicated models. We propose a fast recon-
struction method, which generates triangle strips by computing distance of cor-
responding vertex pairs in adjacent slices for simple matching region. If there 
are some branches or dissimilarities, it computes midpoints of corresponding 
vertices and reconstructs geometry of those areas by tiling the midpoints and 
remaining vertices. Experimental results show that our method reconstructs 
geometric models fairly well and it is faster than the previous method. 

1   Introduction 

Terrain modeling and rendering is an important technology in interactive computer 
games, geographic information system (GIS) and flight simulation. Commonly used 
source data for terrain modeling is height field produced by scanning a region with 
laser range scanners in satellites or airplanes. Since they inherently contain huge 
amount of sample data it is not easy to manipulate them in consumer PC’s. Further-
more, most terrain scanning is performed by irregular sampling such as LIDAR (light 
detection and ranging) scanning and reconstructed to irregular triangle meshes such as 
TIN (triangulated irregular network). Considerably long time is required to recon-
struct TIN's and it is very hard to simplify that TIN models [1],[2],[3]. 

Another approach to reconstruct terrain model is to use contour lines on a 2D map. 
Since a contour line is obtained by sampling the points that have the same height 
value with regular interval, we can make 3D terrain models by restoring original ge-
ometry in-between two consecutive slices. Triangle strips are generated from two 
contours, which are optimal representation for graphics hardware. 

In this paper, we take into account automatic reconstruction methods for 3D terrain 
models from 2D contour lines. It identifies corresponding vertices on two adjacent 
contour lines, and reconstructs geometry by connecting the vertices with edges. A 
commonly used surface reconstruction method proposed by Barequet et al. divides a 
pair of corresponding contour lines into simple matching regions and clefts [4],[5]. It 
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reconstructs triangle meshes by applying partial curve match technique to simple 
regions, and triangulates cleft regions with dynamic programming method [8]. Al-
though it has an advantage of generating considerably accurate models, it is not effi-
cient to manipulate contour lines containing a lot of clefts. We propose a fast recon-
struction method of 3D terrain model. It generates a triangle strip by considering the 
distance of corresponding vertices for a simple matching region. If there are branches 
and dissimilarities, our method computes midpoints of corresponding vertices and 
reconstructs original geometry by connecting the midpoints to the vertices in the cleft 
region. 

In Section 2, we briefly review the related work. In Section 3 and 4, we explain our 
method and show experimental results. Lastly, we conclude our work. 

2   Related Work 

Several methods to reconstruct original geometry from contour lines have been pro-
posed [4],[5],[6],[7]. Reconstruction process is composed of three components: corre-
spondence determination, tiling and branch processing [9]. Correspondence determi-
nation is to identify the contour lines that should be connected to a specific contour. 
Tiling is to produce triangle strips from a pair of contour lines. Branch processing is 
to determine the correspondence when a contour line faces to multiple contour lines. 

Assume that contour lines are defined on slices parallel to XY-plane. When a con-
tour is sufficiently close to its adjacent contour(s), it is easy to determine the exact 
correspondence. Otherwise, we have to exploit prior knowledge or global information 
about overall shape of target objects [10]. Most of reconstruction methods assume that 
a pair of corresponding contours should be overlapped while projecting a contour 
onto its corresponding one in perpendicular direction [11]. 

In order to cover the area between two adjacent contours with triangle strips, we 
define slice chords. A slice chord is a connecting edge between a vertex of a contour 
and another vertex on its corresponding one. Bajaj et al. defined three constrains for 
surface to be constructed and derived exact correspondence and tiling rules from 
those constraints [9]. Since it uses multi-pass tiling algorithm, complicated regions are 
reconstructed after processing all the other regions. Kline et al. proposed a method to 
generate accurate surface model using 2D distance transformation and medial axes 
[12]. It takes a long time since it exploits image-space distance transformation and it 
derive medial axes for all pairs of contours to determine correspondence of vertices. 

Branches occur when a slice has N contours and its corresponding slice contains M 
contours (M ≠ N, M, N > 0). Meyers et al. simplified multiple-branch problem into 
one-to-one correspondence by defining composition of individual contour lines [11]. 
They proposed a special method for canyons between two neighboring contours of the 
same slices. Barequet et al. [4],[5] and Bajaj et al. [9] presented methods for tiling 
branches that has complex joint topology and shape. In the previous research, we 
proposed a branch processing method that partitions the contour lines into several 
sub-contours by considering the number of vertices and spatial distribution and tiles 
those sub-contours [13],[14]. 
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3   Terrain Model Reconstruction Method 

We can separate contour lines on a map into consecutive slices arranged with regular 
interval. Let a pair of consecutive slices be <Sn, Sn+1> and sets of contours belong the 
slices be Ci

n (i=0,…,M-1) and Cj
n+1 (j=0,…,N-1). A contour Ci

n is an ordered set of 
vertices {v(x,y,n)} denoted as Vi

n. Fig. 1 shows overview of our reconstruction algo-
rithm. It determines correspondence of contours and checks similarity of them. Basic 
tiling method is applied to similar region. In case of handling dissimilar regions and 
clefts, it computes medial axes of the structures and tiles the vertices. 

 

Fig. 1. Overview of the proposed method 

 

Fig. 2. Correspondence determination between two adjacent contours (a) extracts contour lines 
from a 2D map (b) fills up interior of Cj

n+1as its ID’s in contour ID buffer (c) projects vertices 
of Ci

n onto Sn+1 and checks the ID of corresponding points 

3.1   Correspondence Determination 

When a vertex of a contour is projected onto inside of another contour on its adjacent 
slice, two contour lines are regarded as corresponding to each other. Our method 
allocates a 2D-buffer that has the same size of a slice and fills up interior of Cj

n+1 as its 
identifier with boundary-fill algorithm. Then it projects vertices v(x,y,n) of Ci

n onto a 
slice Sn+1 and checks whether the buffer value is identical to the contour ID or not at 
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the projected position {v(x,y,n+1)} (Fig. 2). When the vertices of more than one con-
tours correspond to single contour, the contour lines may produce branches. 

3.2   Tiling 

Vertices on the same contour maintain connectivity with neighboring ones. However, 
there is no topological information between two vertices on different slices. Therefore 
we have to determine the corresponding vertex on the adjacent contour for a specific 
vertex and produce triangle strips by connecting vertex pairs with slice chords. 

In general, topologically adjacent vertices have the smallest distance in comparison 
to the other vertices. Let Vi

n(k) be the k-th vertex of Ci
n and the number of vertices of 

Ci
n and Cj

n+1 are K and L respectively. We define a function (v) that returns the near-
est vertex on the corresponding contours as Eq.(1), where |(v1,v2)| computes Euclidian 
distance between v1 and v2. Applying (v) to all the vertices of Ci

n and connecting 
pairs of corresponding vertices with slice chords produces a triangle strip for the con-
tour lines (Fig. 3). 
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We need to perform distance computation O(KL) times. Computation cost for the 
previous methods that exploits shift value to determine corresponding vertex is also 
O(KL) [4],[5],[13],[14]. Since Klein’s method calculates 2D distance field for each 
slice to determine medial axes, it requires more time to determine correspondence 
between two vertices [12]. 

When the most recently produced edge of the strip is e(vk, vl), a vertex to be added 
is one of the candidates vk+1 and vl+1. So it compares the length of two edges generated 
by connecting the candidate vertices, and chooses a vertex that produces shorter edge 
as the next vertex of the strip. When |(vk,vl+1)| > |(vk+1,vl)|,  vk+1 becomes the next ver-
tex, otherwise vl+1 is selected as the next vertex.  

 

Fig. 3. Basic tiling operation (left) determining the corresponding vertices in consecutive slice 
(middle) connecting vertices that have the shortest edge (right) resulting triangle mesh 

In most cases, corresponding contours have different shape. When the shape of a 
contour is far different from its corresponding one, dissimilar area may occur as 
shown in Fig. 4(b). Applying the basic tiling method to dissimilar region may produce 
incorrect geometric model (Fig. 4 (d)). So we have to devise a method to detect the 
occurrence of dissimilarity and to reconstruct correct geometry. 
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The first step is to detect dissimilar region. A function hop(v1,v2) returns the differ-
ence of indices between v1 and v2. For example, hop(Vi

n(k), Vi
n(k+s)) is s (positive 

integer) since Vi
n(k) is an ordered set. Even though Vi

n(k+1) is the neighboring vertex 
of Vi

n(k), (Vi
n(k+1)) cannot be a neighbor of (Vi

n(k)). When the intervals of indices 
are regular for consecutive vertices (Fig. 4 (a)), we can reconstruct geometric models 
applying only the basic tiling rule. However, when an interval of two vertices is dif-
ferent from that of another vertex pair, dissimilarity occurs (Fig. 4 (e)). We can detect 
dissimilarities on vertex lists by considering the standard deviation of intervals for 
vertex pairs as in Eq. (2) where th is predefined threshold of standard deviation. 

After we determine that adjacent contours are dissimilar, we have to find exact dis-
similar region using Eq.(3). It is regarded as a dissimilar region when the hop value of 
an interval from (Vi

n(k)) to (Vi
n(k+1)) is greater than the average of hop values for 

all pairs of corresponding vertices. 
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Fig. 4. An example of reconstructing dissimilar region (a) similar contour pair (b) detecting 
dissimilar region (c)-(d) incorrect triangulation when applying the basic tiling method (e) dis-
similar contour pair (f) computing midpoints and medial axis (g) reconstructing dissimilar 
region with our method (h) reconstructed model with our method 

The next step is to generate a medial axis of dissimilar region by computing mid-
points of two corresponding vertices on the same contour and connecting them. 
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Unlike correspondence of simple matching region, index of corresponding vertex on 
dissimilar region is symmetric along the medial axis. For example, in Fig. 4 (f), v8 is 
the corresponding vertex of v0 and v7 is for v1, and so on.  

A medial axis is generated from midpoint m0 to mi. We can make a triangle strip by 
connecting the medial axis and partial contour of dissimilar region as shown in Fig. 4 
(g). In this case, midpoints are evaluated twice for completing triangle strip, that is, 
two sub-contours {v0, v1, v2, v3, v4, v5, v6, v7, v8} and {m0, m1, m2, m3, m2, m1, m0} are 
used to reconstruct the dissimilar region. 

3.3   Branch Processing 

A branch occurs when a contour Cj
n+1 corresponds to N contours { n

iC , , n
NiC 1−+ }. First 

step of branch processing is to identify the clefts in branch area. From a vertex of 
Cj

n+1 it starts to find corresponding vertices on adjacent contours sequentially. In the 
case of 1:1 correspondence of contour pair, (Vj

n+1(l)) is always located on Ci
n . How-

ever, in branch area, (Vj
n+1(l)) and (Vj

n+1(l+1)) can belong to the different contour 
as shown in Fig. 5. This implies that a cleft occurs on that area. In order to distinguish 
the start and end point of a cleft, we assign tags to the vertices of which the ownership 
is changed. For example, when corresponding vertices of {Vj

n+1(p)} (p=0,..,k) are 
located in Ci

n and (Vj
n+1(l+1)) belong to its neighboring contour Ci+1

n, the vertex 
(Vj

n+1(l)) is tagged as E (means ‘end of current matched region’) and the vertex 
(Vj

n+1(l+1)) is tagged as S (means ‘start of new matched region’). Regions bounded 
by Cj

n+1  and partial contours Ci
n(S,E) are regarded as matched region and they can be 

reconstructed by applying basic tiling algorithm explained in section 3.2. Remaining 
areas are clefts and specialized tiling method is used for them.  

 

Fig. 5. classification of simple matching region and clefts in branch structure 

At first, we define another function (v) that provides the nearest vertex its 
neighboring contour (not corresponding contours in adjacent slice) as in Eq.(4).  
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Branch reconstruction procedure can be described as follows: 

(1) For the vertices Vi
n(k) on a partial contour Ci

n(S,E), it computes midpoints of 
vertex pair {Vi

n(k), (Vi
n(k))} to produce medial axes of a cleft (Fig. 6 (a)-(c)). 

(2) It inserts a center vertex v* for all medial axes to eliminate holes in cleft center. 
The position of v* is the center of gravity of the closest end-points of all medial 
axes (Fig. 6 (d)). 

(3) It merges individual axes into single axis that passes through v* (Fig. 6 (e)). 
(4) It produces a triangle mesh from the cleft and the medial axis using the tiling 

method presented in Section 3.2. In Fig. 7, the cleft contour is composed of ver-
tices {v0

’,v0
0,v0

1,v0
2,v0

3,v1
’,v2

’,v1
0,v1

1,v1
2,v1

3,v3
’,v4

’,v2
0,v2

1,v2
2,v2

3,v5
’} and the me-

dial axis contour is composed of vertices {m0,m1,v
*,m2,m3,m2,v

*,m4,m5,m4,v
*,m1}. 

Resulting triangle strip is shown in Fig. 6(f). 

 

Fig. 6. Tiling of cleft region (a)-(c) computing medial axes of the cleft region (d)-(e) merging 
all the axes into single medial axis using center vertex (f) resulting triangle mesh 

         

Fig. 7. An example of tiling a contour pair that contains 1:3 (left) and 1:4 (right) branches 

It can be applied to any type of 1:N branches. Combining triangle meshes for simple 
matching region and clefts region can produce complete geometric model for branch 
structure. Fig. 8 shows reconstructed models for 1:3 and 1:4 branches.  
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4   Experimental Results 

In order to show how efficient our method, we implement terrain model reconstruction 
system which extracts vertex lists for contour lines from 2D map, and produces three 
dimensional models. It is implemented on a PC equipped with Pentium IV 2.2GHz 
CPU, and 1GB main memory. We use a set of contours of 2D maps for several areas. 

Fig. 8 depicts images produced by rendering 3D terrain model with our method. It 
can reconstruct accurate models from contour lines even when we deal with consid-
erably complex regions. It produces geometric models fairly well not only for simple 
matching area but also for dissimilarities and branches. 

Table 1 shows the time to be taken for reconstruction of geometry according to the 
size of data (number of slices and the number of vertices on a contour) and complex-
ity (shape of contour lines and existence of branches). Experimental results show that 
our method can reconstruct arbitrary shaped models using contour lines on a 2D map 
within short time.  

Fig. 9 shows a comparison of reconstructed models using Berequet’s method and 
ours. Table 2 represents how much time is taken while applying these two methods. 
Our method can produce geometric models fairly well and take less time in compari-
son to Berequet’s method since it exploits simple distance computation. 

 
data A                                                     data B 

 

    
data C 

Fig. 8. Examples of reconstructed models. Left image of each pair presents 2D contour lines for 
specific regions and right one is wire-frame of reconstructed model 
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Table 1. The time to be taken for reconstructing several geometric models using our method 

 Existence of 
branches 

Number of 
contous 

Number of 
polygons 

Reconstruction 
time (sec) 

data A no 7 1393 0.67 
data B yes 10 2136 1.09 
data C yes 43 43185 50.74 

 
data E 

 
data F 

Fig. 9. A comparison of reconstructed models using Barequet’s method (left column) and our 
method (right column) 

Table 2. A comparison of reconstruction time for Barequet’s method and ours 

 methods Number of 
contous 

Number of 
polygons 

Reconstruction 
time (msec) 

Barequet’s 6 1336 47 
data E 

ours 6 1437 15 
Barequet’s 8 704 31 

data F 
ours 8 768 8 

5   Conclusion 

Terrain modeling and rendering is an important technology in large-scale virtual envi-
ronment rendering. We propose a simple and fast reconstruction method of 3D terrain 
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model from contour lines. It generates triangle strips by computing distance of corre-
sponding vertex pairs in adjacent slices for simple matching region. If there are some 
branches or dissimilarities, it computes midpoints of corresponding vertices and re-
constructs geometry of those areas by tiling the midpoints and remaining vertices. 
Experimental results show that our method reconstructs geometric models fairly well 
and it is faster than the previous method. 
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Abstract. As modern 3D scanning devices handle an enormous amount of point 
data, generation of triangle mesh becomes time-consuming job. Furthermore, 
projected triangles are smaller than pixel size, thereby increasing overhead for 
rasterization. In recent years point-based rendering has become an efficient 
method for the rendering of complex models. We propose an acceleration 
method for rendering of point-based geometry. It solves the visibility of point 
samples by taking advantages of octree structure constructed directly from a 
point cloud. This enables graphics hardware to render a scene in a single pass 
thus avoiding additional pass for visibility computation. In addition, we also 
present an efficient splatting technique to use a lookup table of alpha textures, 
resulting in alleviation of the load of pixel processing. It achieves better per-
formance over the other methods. 

1   Introduction 

Point-based rendering has recently become a promising alternative to traditional tri-
angle-based rendering [1],[2]. Rapid advances in 3D scanning system have increased 
the number of samples of an object over hundreds of millions. In case of generating 
triangle mesh from the point samples, several triangles could be projected on a single 
pixel during rendering, leading to redundant computation for triangle rasterization. On 
the contrary, in point-based rendering, the preprocessing time is relatively short. 
Therefore, point-based rendering would be a better choice for rendering complex 
models. 

The point-rendering pipeline consists of several steps: forward mapping of points, 
per-point shading, visibility computation and blending splatting. To support correct 
visibility, Levoy and Whitted proposed a modified A-buffer algorithm which gathers 
all contributions for a given pixel, sorts the contributions depending on their depths, 
and finally performs bending operation for the contributions belonging to the same 
surface [3],[4]. In hardware-based methods, Z-buffer is commonly used for visibility 
calculation [1],[5],[6]. However, due to the conflict between Z-buffering and blending 
in hardware processing, most hardware-based approaches use two-pass rendering 
scheme. In the first pass, called visibility splatting, they render the scene to Z-buffer 
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with all z-values having an offset added to them. The second pass performs blending 
splatting of visible points of which the depth values are less than the z-values. 

Coconu and Hege introduced a single-pass algorithm [7]. This algorithm ensures 
visibility order by using their octree representation similar to an LDI (layered depth 
image) tree and by warping the hierarchy in back-to-front order. Construction of the 
LDI tree is time consuming since LDIs are obtained by running a ray tracer several 
times or projecting images [6],[7]. In this paper, we propose an efficient single-pass 
algorithm. Although the algorithm is also an octree-based method, it constructs the 
octree directly from a point cloud without conversion to LDIs. Therefore, our method 
reduces preprocessing time. 

Recent hardware-based methods support fuzzy splat [1],[5],[6],[7] with elliptical 
Gaussian filter which improves image quality. In the context of GPU-based splatting, 
the elliptical Gaussian filter is implemented as an alpha texture with its alpha channel 
which is computed with a radially decreasing Gaussian. The algorithm in [6] gener-
ates a rectangle for each point sample and renders the textured rectangle, thereby 
increasing the number of processed vertices by four times. Other schemes splat a 
point sample using a feature of the graphics hardware called point sprites [5],[7]. 
They apply the alpha texture of Gaussian filter to a square of a point sprite by modify-
ing the pixel-processing step. Although these present efficient implementations with-
out increasing the number of vertices, bottleneck may occur due to heavy computa-
tions in pixel processing. We solve this problem by alleviating the loads of pixel 
processing stage. Our method stores precomputed splat kernels in the texture memory, 
and performs lookup operation to get its alpha during pixel processing. 

Related work is summarized in Section 2. In the next section, we explain our octree 
manipulation and GPU-based splatting in detail. Experimental results are shown in 
Section 4 and finally we present the conclusions of our work. 

2   Related Work 

Grossman and Dally have presented efficient algorithms for the generation and ren-
dering of point sets [8],[9]. They developed QSplat to interactively render the large 
datasets of the Digital Michelangelo Project [1]. It uses hardware acceleration and 
combines a hierarchy of bounding spheres with splatting. 

Pfister et al. defined surface elements as surfels [2]. Their method consists of sam-
pling surfels, rendering the surfels using the hierarchy of LDI tree, visibility computa-
tion with Z-buffer and image construction. Zwicker et al. introduced surface splatting 
by screen space EWA (elliptical weighted average) filtering [10] originated from the 
EWA filter introduced by Heckbert [11]. The approach focuses on the improvement 
of image quality. Ren et al. reformulate the screen space EWA filter to object-space 
filtering to use graphics hardware [6]. However, it also uses two-pass scheme. 

Botsch and Kobbelt presented a hardware acceleration method based on two-pass 
rendering [5]. It computes the weight of a pixel with the function of the distance of its 
corresponding point to the splat’s center in pixel processing stage. Coconu and Hege 
proposed to use an octree-based spatial data structure containing points and triangles 
to do visibility calculations without Z-buffer. The approach deforms an alpha texture 
according to camera space normals in pixel processing stage [7]. 
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Most recently, Dachsbacher et al. introduce sequential point trees, a data structure 
that allows adaptive rendering of point sets completely on the graphics hardware [12]. 
Although sequential point trees are based on a hierarchical representation, the tra-
versal is replaced by sequential processing on the graphics processor. Since GPU 
performs most computation, the approach achieves high speed. However, while the 
splat rate is generally high for sequential point trees, they only work efficiently in 
frame rate if the object fits in cache and they are observed at a distance [16]. 

3   Point-Based Rendering Algorithm 

Fig. 1 shows the overview of our method. In the preprocessing stage, the algorithm 
builds up an octree directly from a point cloud without converting to any other struc-
ture. Section 3.1 describes our octree in detail. Limited number of splat shapes are 
stored in the texture memory before rendering.  

In the rendering stage, the algorithm traverses the octree in back-to-front order re-
cursively until it reaches a splat whose projected size is smaller than the user-defined 
threshold. A set of visible splats is delivered to vertex buffer and processed by vertex 
shader and pixel shader. 

Fig. 1. Overview of our method. It is composed of preprocessing and rendering stages. In pre-
processing stage, it generates an octree. After specifying viewing condition, it computes visibil-
ity and determines LOD level. The visible point set is supplied to vertex shader to compute 
projected position, normal and color. Pixel shader draws each pixel with the weight from a 
lookup table of splat textures 

3.1   Octree Representation of Bounding Spheres 

Octree in our method is similar to that of QSplat as a hierarchy of bounding spheres 
except that its nodes have eight children. A leaf node contains geometric information 
for a point sample such as position, radius and normal. Intermediate nodes have aver-
age values of these properties for the subtrees. 
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The preprocessing stage starts to build up an octree by splitting a bounding box 
containing point samples along medial axes located on the middle. It recursively 
computes eight subtrees until each leaf node contains a single point. 

3.2   Visibility Computation 

Our method determines the visibility of all the point samples by traversing the octree 
in back-to-front order. Since the octree presented in [7] is composed of LDI blocks, 
warping operation at children blocks should be performed. To guarantee correct paint-
ing order Coconu et al. extend the warping algorithm introduced in [13],[14]. Since 
octree used in our method is composed of bounding spheres, our algorithm simply 
splats visible nodes in correct display order. 

There are three different ways of how children nodes can be accessed: view order, 
distance order and direction order [15]. View order is to determine the access order 
according to the principal viewing direction. However, in perspective projection, 
erroneous regions may appear. Distance order is to determine the access order accord-
ing to the distance from the eye position to each node. Direction order is to use the 
vector from eye position to split point of subspace represented by currently processed 
parent node. Direction order is an equivalent approximation of distance order and is 
faster than the distance-order traversal. This is because it selects traversal order with 
single vector. 

Our method exploits direction order. For best efficiency, it computes a new direc-
tion vector only in the node requiring modification. The view point determines eight 
octants separated by three planes intersecting the view point. If the region of visiting 
node is fully confined in an octant, directions of viewing rays at all positions in the 
node are identical. Thus any child of the current node can be accessed in the same 
order without recomputing the access order. On the contrary, if the current node inter-
sects the planes, the access order for its children has to be recomputed. Fig. 2 showsan 
example of determining the access order. The number written in each block  
  

 

Fig. 2. How to determine the access order at each node of octree 
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represents access order. In the cases of nodes 2, 4, 1-2 and 1-4, the access order can 
be reused for all the subtrees. However, at nodes 1, 3, 1-1 and 1-3, the access order 
has to be recomputed for each viewing ray. Fig. 3 explains demonstrate traversing of 
octree in correct access order. 

Our method provides LOD selection. If a large data set is rendered at low resolu-
tion, several points will be projected to a region smaller than the pixel size. In order to 
avoid unnecessary splatting, selection of appropriate LOD level is required. For the 
LOD selection, the algorithm uses the heuristic which relies on the projected size. The 
algorithm traverses the octree recursively up to the splat of which the projected size 
becomes smaller than the pixel size. 

TraverseOctree (node, order) 
{ 
      if (node is visible and leaf )         splat a point 

else   
            if (the size of splat is below a user-defined threshold)        splat the node      
            else {  

if(current node intersects the octants separated by the planes) 
establish a new access order  (new_order) by computing  

                                  direction vector as one from camera position to a split point 
                   else    new_order  = order 

TraverseOctree(child_node, new_order) 
} 

} 

Fig. 3. Visibility computation algorithm with octree 

3.3   Splatting 

We present a new method exploiting a lookup table of precomputed splat kernels to 
accelerate splatting. For the implementation, a vertex shader computes the projected 
position of each splat, a normal in camera space and lighting. A pixel shader deter-
mines each pixel with the weight derived from a lookup table of splat kernels. 

3.3.1   Splatting Using Precomputed Splat Kernel 
A point sample on the surface represents a small disc in object space. A circular Gaus-
sian of this small disc is projected onto an elliptical Gaussian on the image plane. The 
shape of the ellipse depends on the corresponding normal in camera space. 

In order to accelerate splatting, we use a precomputed lookup table of alpha tex-
tures. This idea is originated from Heckbert’s work called image pyramid which is 
generated and indexed by quantizing the five parameters of an ellipse: x and y posi-
tion, minor and major radii, and orientation [11]. Although this is suitable for software 
implementation, it is difficult to implement on current graphics hardware. Hardware 
does not support quantizing all the ellipse parameters and indexing the image pyramid 
to access the corresponding resampling filter. Therefore, we propose a method to 
utilize the pre-computed resampling filter. By storing several splat kernels as a lookup 
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as a lookup table in the texture memory of graphics hardware, the pixel-processing 
stage only gets an alpha texture from the lookup table. 

 

Fig. 4. An example of storing alpha textures into a lookup table (a) how to generate alpha tex-
tures according to normals (b) table of alpha textures  

In order to compute elliptical Gaussian, we first make an initial alpha texture with a 
circular Gaussian in preprocessing stage. Let the splat kernel be a circle of which the 
normal be (0,0,1). Each elliptical alpha texture is computed by applying a rotation 
matrix that transforms the initial normal to that of current splat. Fig. 4(a) illustrates 
how to generate a set of alpha textures. Assuming that the normal is given as (nx, ny, 
nz), we can then compute the angles (θ, φ) and the corresponding rotation matrix. The 
algorithm builds elliptical alpha textures for quantized normals, and stores them into 
lookup table. Once a normal vector is normalized, only two components nx and ny are 
needed for identifying it. Fig. 4(b) illustrates the table of alpha textures corresponding 
to the quantized normals. 

 

Fig. 5. How to apply an alpha texture to the region of a point sprite in pixel shader 

Once the lookup table has been constructed, it is treated like a constant array. Our 
method stores the alpha textures into the texture memory of graphics hardware before 
rendering. Each point sample is projected into a square determined by point sprites, 
and the region is textured with a corresponding alpha texture. To refer the correspond-
ing texture, the third component of the texture coordinates (tz) should have the infor-
mation for the normal. However, since a channel can store only two components of a 
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normal, the algorithm uses another two-dimensional texture containing an index cor-
responding to the normal nx and ny. Fig. 5 demonstrates the projection of each alpha 
texture to the region determined by point sprites. 

In [17], pre-computed splat kernels are used. The authors implemented it in their 
software-based algorithm. They should have built several resolutions of splat mask for 
magnified image. However, in our method one resolution of splat mask is sufficient 
by taking an advantage of the texture sampling operation which enables GPU to 
linearly interpolate. 

3.3.2   Vertex and Pixel Processing 
The operation of vertex shader is performed per point splat. The vertex shader com-
putes a position and a normal in camera space with a viewing matrix as a composition 
of world-view-projection matrix. A point size on the fly is computed in CPU accord-
ing to the viewing matrix and passed to the vertex shader. This value is used for de-
termining the square size of a point sprite. The vertex shader passes the position, 
normal and color down to the pixel shader using output registers. While passing a 
normal, the sign and absolute values of each component are separately transferred. 
When a normal points to the opposite direction, alpha texture should be reversely 
addressed during the pixel processing.  

The pixel shader modifies pixels in the region of point sprites. The operation of 
pixel shader is only to fetch an alpha texture in the lookup table. The pixel shader use 
the texture coordinate (tx, ty, tz) to access the texture, where the tz is the index for the 
table containing the alpha textures. Finally the pixel shader outputs the color received 
from vertex shader with the new fetched alpha. Since our pixel shader is very short, 
we can achieve improvement in speed. 

4   Experimental Results 

Experiments were made on a 2.8GHz Pentium4 PC with 1GB memory and an ATI 
Radeon 9800 graphics card. Our method was applied to four different models for 
evaluating rendering time and image quality.  

Table 1 shows octree construction time for each model. While the method of [7] 
took a couple of minutes in building an LDI tree, our method took only a few seconds 
since it constructs octree directly from a point cloud. 

Table 2 shows rendering times for test models. The number of visible splats indi-
cates the number of actually selected, visible and drawn points per frame, not includ-
ing any culled points. The #splat/s also indicates the pure splat rate as the number of 
visible splats multiplied by fps(frames per second). While in [16] the splat rate is 
measured as the number of actual splats divided by the splatting time excluding LOD 
selection time, in [5],[7] it is measured as the number of the whole points representing 
each model multiplied by fps. Therefore, it is difficult to compare rendering perform-
ance only with the splat rate. In addition, the performance varies according to the 
portion the objects occupy. In the experiments, the size of viewport is 512 × 512 and 
test models are displayed to occupy 50% of the viewport. Our method achieves a splat 
rate of about 4M filtered splats. However if it is measured in the same way as [5],[7], 
it implies about 14M, thus overcoming the others. 
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Table 1. Octree construction time for four different models 

Model Number of points octree generation time (sec) 
Bunny 35130 0.172 
Venus 45367 0.218 
Burner 561916 2.782 
Budda 543652 2.938 
Dragon 422525 2.016 

Table 2. Rendering time for four different models 

model number of visi-
ble splats 

FILTER 
fps ( #splat/s) 

NOFILTER  
fps ( #splat/s) 

Overhead due to 
the filtering 

Bunny 17487 216.16(3.8M) 225.34(3.9M) 4.0% 
Venus 22795 171.33(3.9M) 179.9(4.1M) 4.7% 
Burner 255884 26.18(4.8M) 28.07(5.1M) 6.7% 
Budda 245525 28.54(4.7M) 30.32(5.0M) 5.8% 
Dragon 207193 21.24(4.4M) 22.19(4.6M) 4.3% 

    
 

  

Fig. 6. Rendered images applying our method to Budda, Burner, Venus (from left to right in 
top) , Bunny and Dragon (bottom) models 
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Fig. 7. Comparison between rendered images with Gaussian splat (left) and quad splat (right) 

First we measure the rendering time in the application of resampling filter 
(FILTER) and then estimate the time for rendering a scene without filtering 
(NOFILTER). The difference of the rendering times for each case shows how much 
time is taken in filtering during pixel shader stage. In our method, about 4~6% of 
rendering time is spent in filtering. However, in [5] additional time in filtering is 
about 57%~63% and 38%~56% of rendering time in [7].  

Fig. 6 depicts the images rendered with our method for the models. Fig. 7 shows 
the magnified images using Gaussian filter (left) and quad splat (right) respectively. 
We can see that rendering with Gaussian filter can produce high quality images in 
comparison with using quad splat. Since the alpha texture is set to be interpolated 
linearly in GPU, the quality of images can be maintained even in magnified images. 
The resolution of each alpha texture would not affect the quality owing to the texture 
operations of linear interpolation. This allows us to make the alpha textures in low 
resolution, resulting in less consumption of texture memory. Our implementation uses 
alpha textures with resolution of 16×16, for 256 different normals. Therefore, the 
lookup table of alpha textures requires a small amount of the GPU memory. 

5   Conclusion 

In this paper, we presented an efficient point-based rendering algorithm that takes 
advantages of GPU. The algorithm renders a scene in a single pass avoiding addi-
tional pass for visibility splatting by utilizing an octree of bounding spheres. We in-
tended to devise a method for rendering point clouds directly without converting to 
LDI structure. If a point cloud could be easily achieved from 3D scanners, it is con-
venient to display the point cloud itself. Furthermore, our algorithm accelerated the 
computation of pixel processing by using a lookup table of alpha textures. Since fill-
rate is a bottleneck, it is important to reduce the rendering time of pixel processing for 
the best efficiency. 
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Faces Alive: Reconstruction of Animated
3D Human Faces

Yu Zhang, Terence Sim, and Chew Lim Tan
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Abstract. This paper presents a new method for reconstructing anatomy-based,
animatable facial models with minimal manual intervention. The technique is
based on deforming a multi-layered prototype model to the acquired surface data
in an “outside-in” manner: deformation applied to the skin layer is propagated,
with the final effect of deforming the underlying muscles. In the skin layer de-
formation, the generic skin mesh is represented as a dynamic deformable model
which is subjected to internal force stemming from the elastic properties of the
surface and external forces generated by input data points and features. A fully
automated approach has been developed for deforming the muscle layer that in-
cludes three types of muscle models. Our method generates animatable models
from incomplete input data and reconstructed facial models can be animated di-
rectly to synthesize various expressions.

1 Introduction

As virtual faces appear more frequently in various fields such as virtual reality, enter-
tainment, cosmetic and surgical operation simulation, it becomes increasingly impor-
tant to reconstruct animatable, individualized faces. In this task we are usually con-
fronted with two conflicting goals: one is the requirement for accurate reproduction of
face shape, the other is the demand for an efficient representation which can be ani-
mated easily and quickly. Current dense surface measurement techniques allow us to
generate precise 3D shapes of faces by using 3D shape acquisition systems such as a
range scanner, a stereo photogrammetry system, or an active light striper. However, us-
ing the range data for face reconstruction is widely known to suffer from several key
problems:

– absence of functional structure for animation;
– irregular and dense surface data that can not be used for optimal animatable model

construction and realtime animation;
– incomplete data due to shadowing effects or bad reflective properties of the

surface.

To address these problems, we propose a new approach to efficient reconstruction
of animatable 3D faces of real human individuals. The technique is based on deforming
a prototype model to the acquired surface data in an “outside-in” manner: deformation
applied to the external skin layer is propagated, with the final effect of deforming the
underlying muscles. A global alignment is first carried out to align the prototype model

O. Gervasi et al. (Eds.): ICCSA 2005, LNCS 3482, pp. 1197–1208, 2005.
c©Springer-Verlag Berlin Heidelberg 2005
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with the scanned data based on measurements between a subset of specified anthro-
pometric landmarks. The generic skin mesh is then modeled as a dynamic deformable
surface. Deformation of the mesh results from the action of internal force which im-
poses surface continuity constraints and external forces which attract the surface such
that it fits the data. We automatically deform the underlying muscle layer that includes
three types of muscle models. The reconstructed facial models can be animated directly
to synthesize various expressions.

This paper is structured as follows. Section 2 reviews the previous work. Section 3
presents the acquired surface data and our prototype model. Section 4 and 5 describe
automatic deformation of the skin and muscle layers, respectively. We show our results
in Section 6 and conclude in 7.

2 Previous Work

Techniques for animating faces have been an active area of research over the last 30
years [15, 16]. See [14] for a good survey. Particularly, a few approaches have been
proposed for individualized face modeling. The early parametric models attempt to gen-
erate different face shapes by modifying conformation parameters of a generic model
[15]. However, developing a parameterization flexible enough to create any possible
face is challenging and manual parameter tuning is time-consuming.

In more efficient image-based method, a generic face model is taken and facial features
extracted fromphotosareused tomodify thegenericmodelusingageometricdeformation
[1, 6, 7, 10, 12]. Although this kind of technique can provide reconstructed facial models
easily, it does have drawbacks such as too few features to guarantee accurate face shape
reconstruction and too much loose automatic method used to modify non-feature points.
Pighin et al. [18] combine 2D morphing with 3D transformations of the geometric model
to produce photorealistic facial animation. Animation is limited, though, since each ex-
pression has to be captured in advance and morphing expressions is achieved by linear
blends. Blanz et al. [2] are able to generate a head model from only a single photograph.
Animation in images and video is possible by transferring the learned expressions in the
database to the reconstructed 3D face, and rendering it back to the original image or video.

Decarlo et al. [3] construct a range of static facial models with realistic propor-
tions using a variational constrained optimization technique based on anthropometric
measurements. Some approaches morph a generic facial mesh into specific shapes with
scattered data interpolation technique [9, 20]. This technique can smoothly interpolate
the desired change in shape defined by the vector-valued offset between the manually
defined features on the generic mesh and those on the face geometry of a specific per-
son. Waters and Terzopoulos [22] and Lee et al. [11] conform a generic face mesh to a
specific person’s face by locating the individuals facial features in a cylindrical range
image. However, their conformation method in the 2D image domain is not robust in
case of nonsalient facial features and/or unfavorable lighting conditions. And it uses the
geometric scaling for facial feature fitting. Since 3D positions of the mesh nodes are
recovered by sampling the range image, interpolating missing data of the range image
(filling holes) is necessary. Furthermore, in their face model, only one kind of facial
muscles (linear muscle) is modeled and adapted.
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(a) (b) (c) (d) (e)

Fig. 1. (a) Scanned surface (122,752 points). (b) Texture-mapped geometry. (c) Structural com-
ponents of the prototype model. (d) Face geometry. (e) Layered anatomical structure of the skin,
muscles, and skull

3 Data Acquisition

The surface data of human faces is acquired using a Minolta VIVID-900 laser range
scanner [13]. The result is a dense point cloud of range data (about 120k points), fre-
quently with holes due to missing data (see Fig. 1 (a)). No further post-processing of
hole-filling is performed on it. The acquired 640×480 reflectance (RGB) image is regis-
tered automatically against the range data and used for texture-mapping (see Fig. 1 (b)).

We have developed an anatomy-based facial model for use in our physically-based
facial animation system [23]. This prototype model encapsulates four structural com-
ponents: skin, muscles, skull, and eyes (see Fig. 1). The skin surface is represented as
a triangular mesh, consisting of 2,848 vertices and 5,277 triangles. Basically, the edges
and vertices of the skin mesh are converted to springs and point masses to simulate
dynamic deformation of the soft tissue. A layer of muscles is attached to the skin mesh
to control facial movement. The muscles can contract in a linear or circular fashion to
drive the deformation of surrounding tissue. We have modeled 23 of the major muscles
responsible for facial expressions. A synthesis of facial expressions is carried out by a
deformation of the skin mesh resulting from the combined contraction of a set of mus-
cles based on Action Units (AUs) of the Facial Action Coding System (FACS) [4]. The
embedded skull is represented as a triangular mesh and is used only during initialization
of the structure for constructing muscles at anatomically correct positions. The eyes are
separately modeled using geometric models.

4 Skin Layer Deformation

Let F and F∗ denote the generic prototype model and scanned data, respectively. By
adapting F to F∗, F takes on the shape and texture of a specific person and can be
animated with predictability.

4.1 Global Adaptation

The global adaptation adapts the position, size, and orientation of F to align it with
F∗ in the 3D space. We have interactively specified a set of 23 anthropometric land-
marks [5] on both F and F∗ (see Fig. 2). Given two sets of Np landmarks pi and p∗

i
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(a) (b) (c)

Fig. 2. Anthropometric landmarks specified on the prototype model (a) and scanned data (b). (c)
World coordinate system

(i = 1, . . . , Np) specified on F and F∗ respectively, we use a subset consisting of 6
landmarks (corners of the eyes and mouth) for the global adaptation. For F , the eye
center positions ple and pre are obtained as the midpoint of two corner positions of
the left and right eye, respectively. The mouth center position pm is computed as the
midpoint of two corner positions of the mouth. The plane on which 3D center points of
the eyes and mouth lie is called eye-mouth plane. The model center pc is defined as the
midpoint between ple and pre. The corresponding key points of F∗, p∗le, p∗re, p∗m

and p∗c, are calculated in the same way.
The global adaptation is carried out in two steps. In the first step, F∗ is transformed

such that the line through the estimated eye center positions is parallel to the x-axis of
the world coordinate system and that the sagittal plane (vertical plane cutting through
the center of the face) coincides with the y-z plane. In principle, six parameters must
be estimated, three rotation angles (r∗x, r∗y , r∗z ) around the x-, y-, and z-axes, and three
translation components along the x-, y-, and z-axes. Using the reference eye center
positions (p∗le and p∗re) and their orthographic projections on the x-z plane (p∗le

|xz and

p∗re
|xz ), r∗y is estimated as the angle between vector

−−−−−→
p∗le
|xzp∗re

|xz and the x-axis, and r∗z is

estimated as the angle between vectors
−−−−−→
p∗lep∗re and

−−−−−→
p∗le
|xzp∗re

|xz . r∗x, on the other hand, is
obtained by calculating the angle between the normal of the eye-mouth plane and the
z-axis. The translation components are estimated such that the y-z plane coincides with
the sagittal plane.

In the second step, the generic model F is to be scaled for matching the size of F∗

and to be rotated and translated for matching the position of F∗. Three rotation angles
(rx, ry , rz) are estimated in the same way as to determine the rotation parameters of
F∗. The scaling factors (sx, sy , sz) are estimated from the ratio of lengths between a
pair of key points as measured both in F and F∗:

sx =
‖ p∗le − p∗re ‖
‖ ple − pre ‖ , sy =

‖ p∗c − p∗m ‖
‖ pc − pm ‖ , sz =

1

2
(sx + sy) (1)

where ‖ · ‖ denotes the Euclidean norm. The translation parameters are estimated by
matching the model center of F with that of F∗. The same transformation is applied to
the underlying muscle layer and geometric component of eyes to get their initial layout
for further adaptation.
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4.2 A Dynamic Deformable Model

After the global adaptation, we can perform skin mesh adaptation to fit F to F∗. To ac-
complish the fitting, a physical model based on the mass-spring-damper (MSD) system
is created from F : each vertex in the surface of F is characterized by a mass m and
each mass point is linked to its neighbors by damped massless springs of natural length
greater than zero. The discrete Lagrangian equations of motion for the MSD mesh can
be expressed in 3D vector form as:

M
d2x
dt2

+ D
dx
dt

+ Felastic(x, K) = Fdata(x) + Ffeature(x) (2)

Given NF vertices on F , x represents a 3NF vector of nodal displacement, M, D, and K
are 3NF × 3NF matrices describing the mass, damping, and stiffness between vertices
in the mesh, respectively. Felastic, Fdata, and Ffeature are vectors of dimension 3NF
and represent the elastic, data, and feature forces, respectively. Give an initial mesh
surface x(t = 0), the new position of each skin vertex is obtained by calculating the
energy equilibrium state of the entire system dx/dt = d2x/dt2 ≈ 0.

4.3 Elastic Force

Suppose an arbitrary vertex xi in F is connected to one of its neighbors xj by a spring.
The elastic force produced by the springs over xi is

Felastic(xi) = −
∑
j∈Ωi

kij
(‖xi − xj‖ − dij)

‖xi − xj‖ (xi − xj) (3)

Ωi Set regrouping all neighboring mass points that are linked by springs to xi

kij Stiffness of the spring
dij Natural length of the spring

4.4 Data Force

A criterion of a good fitting is that the generic mesh F should be as close as possible
to the scanned data F∗. To this end, we apply data forces Fdata which are generated

Fig. 3. Four types of vertices on the generic mesh. The fully-influenced vertices (red points) are af-
fected by the data forces (solid black arrows) from the close data points. The partially-influenced
vertices (red points with a circle) subject the data force (dashed black arrow) from the nearest
data point. The hole vertices (red points with a square) are vertices corresponding to the areas of
F that are not covered by the scan data (holes). The outer vertices (red points with a triangle)
have no corresponding part of F
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from F∗ and attract the vertices in F to minimize distance between them. Since the
influence of Fdata is local in order to reconstruct the details of the face shape, we take
into account only the ‘close’ data points. For the data force generated from each scanned
data point x∗j , the vertex of its influence on the mesh surface, x(Πx∗

j ), is the one of
minimal distance to it:

‖x∗
j − x(Πx∗

j )‖ = minNF
i=1‖x∗

j − xi‖ j = 1, . . . , NF∗ (4)

where NF∗ is the number of scanned data points. The set of close data points of each
mesh vertex xi, Cdata

i , is obtained by searching for data points whose data force influ-
ence vertex in the generic mesh is xi, i.e. Cdata

i = {j|x(Πx∗
j ) = xi}.

With the obtained Cdata
i , we divide the vertex set V of generic mesh into four sub-

sets: Vf , Vp, Vh, and Vo, as shown in Fig. 3. Fully-influenced vertex set Vf represents
the set of vertices that have nonempty Cdata

i . A vertex xi in Vf therefore receives data
forces from data points whose point indexes are stored in Cdata

i . Since scanned data is
used to attract the generic mesh and deform it into a consistent shape, we use a type of
springs with natural length of zero for this kind of deformation:

Fdata(xi) =
∑

j∈Cdata
i

ηj

‖xi − x∗
j‖

H

−−→
xix

∗
j ∀xi ∈ Vf (5)

where ηj controls the strength of the forces, H is a normalizing constant, and
−−→
xix∗j

denotes the force direction. Intuitively, H represents the range of the influence of the
scanned data on the mesh surface. In our implementation, H is chosen as the maximum
of distances between the data points and their influence vertices, i.e. H = maxNF∗

j=1 ‖x∗
j−

x(Πx∗
j )‖.

For a mesh vertex xi whose close data point set Cdata
i is empty, we find the nearest

data point on F∗ to it. If the nearest data point x∗
ni

is not on the boundary edge of F∗,
the vertex xi is categorized into the partially-influenced vertex set Vp. The data force
applied to a partially influenced vertex xi is generated from x∗ni

:

Fdata(xi) = ηni

‖xi − x∗
ni
‖

H

−−−→
xix

∗
ni

∀xi ∈ Vp (6)

Hole vertex set Vh is a collection of vertices that have empty Cdata
i and their nearest

data point is on a hole boundary edge of F∗. For such vertices the system automatically
sets the data force to zero, so that they will only be affected by the internal force Felastic.
As a result, holes in the scanned data will be filled in by seamlessly deformed parts of
the generic mesh. We also set the data force scaling factor ηj as a function to ensure
decrease of the data forces with the decrease of the distance from the hole boundary on
F∗. ηj is ramped linearly towards 0 within five-ring neighborhood of the hole boundary.
Because the data forces taper gradually to zero near holes, we obtain a smooth blend
between regions with good data and regions with no data.

There are number of mesh vertices that have empty Cdata
i and their nearest data

point is on the outermost surface boundary of F∗. They are grouped into the outer
vertex set Vo. Such vertices are ‘out of’ the boundary of F∗ and have no appropriate
corresponding part on F∗ (e.g., the part of F representing the neck might be longer
than the corresponding part of F∗). To avoid incorrect correspondence, these vertices
are not involved in the dynamic fitting and final surface rendering.
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4.5 Feature Force

To avoid undesirable minima and to fit facial features, we use the set of feature points
shown in Fig. 2 as constraints. For each feature point p∗

k (k = 1, . . . , Np) on the scanned
data F∗, it has a corresponding feature point pk on the prototype model F . pk is located
in a triangle element Tnk

, where nk is the triangle index. We call Tnk
the influence core

of the feature point p∗
k. The force generated by p∗

k is applied to the influence core and
its local neighborhood.

The two types of deformations, global and local deformations driven by the feature
and data forces respectively, should be balanced. We change the influence of both types
of deformations over time: initially, F is mostly influenced by the feature force, there-
fore moving toward its global shape; then the feature force decreases and the data force
is allowed to dominate so that F is deformed to fit F∗ closely. To achieve this shift
during the evolution, the feature force from a feature point p∗

k applied to a skin mesh
vertex xi is defined as:

Fk
feature(xi) =

{
δk‖p∗

k
−xi‖

Lk

−−→
xip

∗
k if qik ≤ Qk

ref (t)
0 otherwise

(7)

and total feature force applied on xi is the sum of forces generated from all feature
points of F∗. In Eq. 7, δk is a scaling parameter,

−−→
xip∗

k indicates the force direction, qik

denotes the topological distance of the mesh vertex xi from the influence core of kth
feature point measured in terms of the smallest number of edges between them, Qk

ref (t)
denotes the reference topological distance of kth feature point at time t, and Lk is a
normalizing constant. Intuitively, Qk

ref (t) and Lk reflect the range of the influence of
feature points on the generic mesh. They are defined as:

Qk
ref (t) = q0

k cos(
t

t0
· π

2
), Lk = max{i|qik≤q0

k
}‖p∗

k − xi‖ (8)

where q0
k is the topological distance threshold that defines the region on F influenced

by kth feature point when F is in its initial position (we use a threshold of 5 in our
experiments), and t0 is the time threshold that controls the influence of feature force.
The smaller t0, the smaller the deformation due to feature attractions. Qk

ref (t) decreases
from q0

k when t=0 to zero when t=t0 which means that mesh vertices attracted by the
feature point get closer to the influence core with iterations. Therefore, the influence of
feature force becomes smaller during mesh deformation.

We integrate Eq. 2 forward through time using the explicit second-order Verlet-
Leapfrog method [19]. Since forces Felastic, Fdata, and Ffeature are independent from
each other, we parallel their computation on our 2 processor Intergraph Zx10 worksta-
tion to accelerate the simulation.

5 Muscle Layer Deformation

There are three types of muscles incorporated in our prototype model: the linear mus-
cles, sheet muscles, and sphincter muscles [23], as shown in Fig. 4. The linear muscles
that contract in a linear fashion are suspended between the skin and skull layers. The
sheet muscles consist of a series of almost-parallel fibers spread over a rectangular area.
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The central muscle fiber of these two kinds of muscles has one end attached to the skull
which is called the muscle attachment point and the other end inserted to the skin which
is called the muscle insertion point. Since the positions of the muscle attachment and
insertion points completely define the location of a muscle, the adaptation of these two
types of muscles is only a problem of how to determine new positions of their attach-
ment and insertion points with the skin mesh adaptation.

For a muscle insertion point mI , it is located on the surface of an indexed triangle of
F with its barycentric coordinates to be obtained. After F is adapted, the new position
of mI , m̃I , is obtained as the linear interpolation of positions of the triangle vertices us-
ing the obtained barycentric coordinates as the interpolation coefficients. To determine
new position of each muscle attachment point mA, we first compute its corresponding
skin point mA(skin) on the un-adapted F by casting a ray along the normal of mA. The
place where the ray pierces the skin mesh surface is the point mA(skin). Each muscle
attachment point on the skull surface is related to its corresponding point on the skin by
a tissue depth vector d, giving an offset from mA to mA(skin) (see Fig. 5). We obtain the
updated position of the skin point on the adapted skin mesh, m̃A(skin), in the same way
as to calculate m̃I . Then, the new position of muscle attachment point, m̃A, is obtained
by offsetting m̃A(skin) along the negated vector d.

The sphincter muscles consist of fibers that loop around the eyes and mouth and can
draw towards a virtual center; the examples are the Orbicularis Oculi around the eyes
and Orbicularis Oris around the mouth. They are modelled as a parametric ellipse and
are placed between the skin and skull layers (see Fig. 4). Each sphincter muscle is as-
sociated with a set of three location parameters (o, a, b) where o is the epicenter, a and

Fig. 4. Muscle structure of the prototype model. The attachment and insertion points of the linear
and sheet muscles are represented by green and red dots, respectively

(a) (b)

Fig. 5. Adaptation of the linear/sheet muscle (a) and sphincter muscle (b)
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b are the half-lengths of its two object axes. To adapt a sphincter muscle, one end of its
two axes, ma and mb, are employed (see Fig. 5). The positions of their corresponding
points on the skin, ma(skin) and mb(skin), are obtained in the same way as to adapt
the linear/sheet muscle. The offset vector from sphincter muscle points to their corre-
sponding skin points, da and db, are computed. The new positions of the corresponding
skin points after the skin mesh adaptation, m̃a(skin) and m̃b(skin), are obtained using
transformed positions of the skin surface triangles that contain ma(skin) and mb(skin),
respectively. New positions of the sphincter muscle points, m̃a and m̃b, are obtained by
offsetting m̃a(skin) and m̃b(skin) along the negated vectors da and db, respectively. The
new parameter set, (õ, ã, b̃), is then determined as:

õ(x) = m̃b
(x), õ(y) = m̃a

(y), õ(z) =
1
2
(m̃a

(z) + m̃b
(z)),

ã = |m̃a
(x) − õ(x)|, b̃ = |m̃b

(y) − õ(y)|. (9)

where subscripts (x), (y), and (z) denote three coordinates in Euclidean 3-space. With
obtained new positions of all facial muscles, the muscle layer is adapted automatically.

6 Results

The presented method has been tested on the scanned data shown in Fig. 1. Fig. 6
(a) and (b) depict the adapted facial model with smooth shading and texture mapping,
respectively. The animatable face structure of adapted muscle layer is shown in Fig. 6
(c). We have used our system to reconstruct facial models for various people. Fig. 7
shows two more reconstructed models of male and female individuals with different
face shapes.

(a) (b)

(c)

Fig. 6. Reconstructed face: (a) rendered with Gouraud shading, (b) texture mapping, (c) muscle
structure
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Fig. 7. Reconstructed facial models of various people. In each example, from left to right: origi-
nal photograph; scanned data; reconstructed model with Gouraud shading and texture mapping;
adapted muscle structure

The reconstructed facial model has a well-defined anatomical structure for physically-
based animation. Animation can be controlled on different levels. At the lowest level,
mesh vertices in the region influenced by an individual muscle are driven by a field of
muscle force vectors to be displaced to their new positions. At the highest level, a syn-
thesis of different facial expressions is carried out by a deformation of the skin mesh
resulting from the combined contraction of a particular set of facial muscles based on
the FACS [4]. Fig. 8 shows some facial expressions animated on the reconstructed mod-
els with the given muscle parameters.

In our method, the only initial requirement is that the anthropometric landmarks
are specified. This process takes about 2-3 minutes. The automated multi-layer defor-
mation is then executed. We arrive at about 6 minutes total run time for the skin layer

Fig. 8. Various expressions synthesized on the prototype model (first row) and reconstructed mod-
els (rest rows). The muscle parameters are set the same for each expression
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deformation on a PIII 750MHz Intergraph Zx10 with a 120k point scan data-set. About
two seconds are needed in the muscle layer deformation. This time is dominated by
ray/mesh intersection tests and point/point distance computations, which are done in a
brute force manner. We expect a speed-up from optimization of these intersection tests.
For the eyes and teeth, they are automatically transformed with the skin mesh in the
global alignment step. To fit them exactly into the adapted model, some fine-tuning is
taken by using an interactive editing tool. Given the scan data, the whole reconstruction
process including the tuning of eyes and teeth positions takes about 15 minutes.

7 Conclusion
We have presented a new method for reconstruction of an animatable, anatomy-based
facial model of a specific person from the captured surface data. The contributions of
our method are:

– An efficient individualized face reconstruction technique with minimal manual in-
tervention.

– A physically-based skin layer deformation using a dynamic deformable model
which has not been utilized by any previous face reconstruction method.

– Automatic deformation of the muscle structure which includes three kinds of mus-
cle models.

– The ability to generate useful models from incomplete input data, with no require-
ment for further processing of hole filling.

For future work we would like to automate the landmark specification process by
using the vision face recognition approach to detect facial features and find correspon-
dence from image inputs. For the skin layer deformation, alternative surface models,
such as a finite element model, can also be used so that the implementation of the sys-
tem can be made more precisely. For representing high-resolution surface detail, we
will use displacement map with triangular mesh subdivision to generate surface models
at multiple levels-of-detail.
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Abstract. This paper presents a new fast and local method of 3D sur-
face reconstruction for scattered data. The algorithm makes use of quasi-
interpolants to compute the control points from a coarse to fine hierar-
chy to generate a sequence of bicubic B-spline functions whose sum ap-
proaches to the desired interpolation function. Quasi-interpolants gives
a procedure for deriving local spline approximation methods where a B-
spline coefficient only depends on data points taken from the neighbor-
hood of the support corresponding B-spline. Experimental results demon-
strate that high-fidelity reconstruction is possible from a selected set of
irregular samples.

1 Introduction

The problem of recovering a surface from scattered data is one of those interest-
ing problems that is simple in concept but tricky when get into the detail. As
we know, the real world is made up of continuous surfaces, not discrete points.
So, we want to create a continuous surface from the unorganized data points.
The ultimate goal of this paper is a surface reconstruction method as getting a
smooth and high fidelity of 3D surface from scattered data points. In particular,
the description should be sufficiently completed to reconstruct the 3D surface
within a certain tolerance error, given their relative locations and expected noise.

There exist many techniques for surface approximation to improve the ap-
proximate continuity and smoothness in handling scattered data[1,6,7,8]. Tensor
product of B-splines surfaces is widely used to approximate rather than to work
with other types of approximation because of the advantages inherent in working
with tensor products. Tensor product guarantee internal continuity if the knot
vectors are set properly.

This paper is based on the multilevel B-splines approximation techniques
presented by the publication of Lee, Wolberg and Shin[11]. In the previous works,
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Forsey and Bartels[5] developed a surface fitting method which is adaptive on
hierarchical spline functions. However, this method cannot deal with scattered
data. Lee presented a multilevel B-spline algorithm to fit a uniform bicubic B-
spline surface to scatterd data where multilevel or hierarchy is used to reduce
the approximation errors. Although the previous methods are processed locally,
they can not only be computationally expensive when they applied to the large
number of points sets, but also not guarantee a reasonable global approximation
at initial level.

The splines approximation technique used in this paper is quasi-interpolants,
first developed by de Boor and Fix[3]. The quasi-interpolants operators were later
generalized by Lyche and Schumaker[9], and it is their version that used in the
alternative surface approximation technique. A quasi-interpolants operator ap-
proximates a curve by calculating coefficients that are used to weight samplings
of the curve to be approximated. The Lyche and Schumaker quasi-interpolants
operator uses coefficients that are inexpensive to calculate and samplings that
are relatively expensive to calculate. It turns out to produce splines approxima-
tion with the required accuracy.

We introduce a new algorithm using quasi-interpolants to implement the
multilevel B-spline approximation and apply to scattered data. The proposed
method converges in a few iterates while maintaining the accuracy. This algo-
rithm achieved C2-continuous interpolation function from arbitrary scattered
data with numerically stable. The algorithm is described in section 2. Section 3
gives the explanation on how to reconstruct the quasi-interpolants. Then, section
4 shows the experimental results for numerical examples and finally, conclusions
are given in section 5.

2 Multilevel B-Spline Approximation

The methods explored in this paper take a set of scattered data as input and
produce tensor product B-spline surfaces as output. The algorithms run in a
multiresolutional setting over uniform partitions such that the final surface f is
composed of a sequence of surfaces at dyadic scales,

f = f0 + f1 + . . . + fk,

where fi ∈ Si, i = 0, 1, . . . , k, and S0, S1, . . . , Sk is a nested sequence of subspaces
of Sk,

S0 ⊂ S1 ⊂ . . . ⊂ Sk.

The basic algorithms used for the results presented in this paper were pub-
lished in 1997 by Lee, Wolberg and Shin. They called the schemes Multilevel
B-splines. Our interest is mainly scattered data interpolation and approxima-
tion, which is also the main focus in [11].
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Fig. 1. The configuration of control lattice Ω

2.1 The Basic Schemes of B-Spline Approximation

Given a set of scattered points P = {Pi}n
i=1, Pi = (xi, yi, zi) ∈ R3 and let

Ω = {(x, y)|0 ≤ x < mx, 0 ≤ y < my} be a rectangular domain in the xy-plane
such that (xi, yi) is a point in Ω. Let Φ be a control lattice overlaid on a domain
Ω. The control lattice Φ is an uniform tensor product grids over Ω.

To approximate scattered data points P , we formulate initial approximation
function f as a uniform bicubic B-spline function, which is defined by a control
lattice Φ. Let the initial number of control points on the lattice as nx = mx/hx

in x-axis, and ny = my/hy in y-axis. The knot intervals are uniform interval
defined as hx in x-axis and hy in y-axis. So, for uniform cubic B-spline case,
degree d = 3 and the set of knot vectors are defined as below:

τx = {−dhx, . . . , 0, hx, . . . , nxhx, . . . , (nx + d)hx}
τy = {−dhy, . . . , 0, hy, . . . , nyhy, . . . , (ny + d)hy}.

Let cij be the value of the ij-th control point on lattice Φ, located at po-
sition (ihx, jhy) of the grid defined by Φ, for i = −1, 0, 1, . . . , nx + 1 and
j = −1, 0, 1, . . . , ny + 1. The approximation function f is defined in terms of
these control points at position (x, y) ∈ Ω is given as

f(x, y) =
nx+1∑
i=1

ny+1∑
j=1

cijBi,d(x)Bj,d(y) (1)
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where Bi,d and Bj,d are uniform cubic B-spline basis functions, d = 3 and knot
vector for cubic B-spline basis are below:

{(i − 2)hx, (i − 1)hx, ihx, (i + 1)hx, (i + 2)hx}
{(j − 2)hy, (j − 1)hy, jhy, (j + 1)hy, (j + 2)hy}.

2.2 Multilevel B-Spline Approximation

B-spline approximation(BA) algorithm generates a tradeoff exiting between the
shape smoothness and accuracy of the approximation function. To overcome this
tradeoff, multilevel B-splines approximation(MBA) algorithm is introduced [11].
The algorithm makes use of a hierarchy of control lattices to generate a sequence
of function fi and the final approximation function f is defined as the sum of
functions fi,

f =
k∑

i=1

fi. (2)

To optimize this process, B-spline refinement is used to reduce the sum of
these functions into one equivalent B-spline function. The MBA algorithm serves
result as smooth initial approximation f0 to Δ0P = P defined on the coarsest
control lattice Φ0 = Φ, by applying the BA algorithm. To continue to the finer
levels, below explanation are quoted from [11]: The first approximation possibly
leaves large discrepancies at the data points in P . In particular, f0 leaves a
deviation

Δ1zi = zi − f0(xi, yi) for i = 0, . . . , n. (3)

The next finer control lattice Φ1 is then used to obtain function f1 that
approximates the difference Δ1P = {(xi, yi,Δ

1zi)}.
Then, the sum of f0 + f1 yields a smaller deviation (3) for each (xi, yi) in Ω.

Δ2zi = zi − f0(xi, yi) − f1(xi, yi) for i = 0, . . . , n.

In general, for each level k in the hierarchy, the point set ΔkP = {(xi, yi,Δ
kzi)}

is approximated by a function fk defined over the control lattices Φk, where

Δkzi = zi −
k−1∑
l=0

fl(xi, yi) = Δk−1zi − fk−1(xi, yi)

and Δ0zi = zi. This process starts from the coarsest lattice Φ0 and continue
incrementally to the finest lattice Φk with the set of knot vectors are defined as
below:

τk
x = {−d

hx

2k
, . . . , 0,

hx

2k
, . . . , 2knx

hx

2k
, . . . , (2knx + d)

hx

2k
}

τk
y = {−d

hy

2k
, . . . , 0,

hy

2k
, . . . , 2kny

hy

2k
, . . . , (2kny + d)

hy

2k
}.
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The final approximation function f is defined as the sum of the functions (2).
They are many methods for refining a control lattice into another so that they
generate the same B-spline functions. In this paper, B-spline refinement of an
(nx + 3) × (ny + 3) control lattice Φ0 = Φ is always refined to a (2knx + 3) ×
(2kny + 3) control lattice Φk whose the control point spacing is half.

3 Quasi-interpolants

Many applications of splines make use of some approximation method to produce
a spline function from given discrete data. Popular methods include interpola-
tion and least squares approximation. However, both of these methods require
solution of a linear system of equations with as many unknowns as the dimen-
sion of the spline space, and are therefore not suitable for real-time processing
of large streams of data. For this purpose local methods, which determine spline
coefficients by using only local information, are more suitable. To ensure good
approximation properties it is important that the methods reproduce polyno-
mials and preferably the functions in the given spline space. A method based
on derivative information was constructed in [3], while a more general class was
studied in [9]. In order to reproduce the spline space, the local information of
the methods in [9] was restricted to lie in one knot interval. In this paper we re-
move this restriction. We then discuss some specific approximation methods for
quadratic and cubic splines. We use B-splines as a basis for splines and denote
the ith B-spline of degree d with knots τ by Bi,d = Bi,d,τ , and the linear space
spanned by these B-splines by Sd,τ .

Given a function f , the basic problem of spline approximation is to determine
B-spline coefficients (ci)n

i=1 such that

Pf =
n∑

i=1

ciBi,d

is a reasonable approximation to f . The basic challenge is therefore to devise a
procedure for determining the B-spline coefficients. We assume that f is defined
on an interval [a, b], and that we have selected a space of splines Sd,τ defined on
[a, b] (i.e., so that τ = (tj)n+d+1

j=1 is nondecreasing with td+1 = a and tn+1 = b).
When determining ck, this procedure gives us the freedom to restrict our

attention to a local subinterval I = [tμ, tν ] of our choice. By doing this we may
reduce the complexity of the problem. Secondly, we have the freedom to choose
the local approximation method PI . Typical choices will be interpolation, least
squares approximation, or a smoothing spline.

A general class of approximation methods are obtained by letting PI be given
as point functionals of the form

λk,jf = f(xk,j) for j = 1, . . . , mk,
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where mk = ν − μ + d and xk,1, . . . , xk,mk
are given points. With this choice, it

is well known (see page 200 of [1]) that if

Bμ−d−1+j,d(xk,j) > 0 for j = 1, . . . , mk,

then we obtain ck in the form

ck = λkf =
mk∑
j=1

wk,jf(xk,j), (4)

for some vector wk = (wk,j). Equivalently, we can find wk by solving the linear
system

δi,k = λk(Bi,d) =
mk∑
j=1

wk,jBi,d(xk,j), (5)

for i = μ − d, . . . , ν − 1 where δi,k = 1 if i = k and δi,k = 0 otherwise, as usual.
In practice one would usually determine ck numerically, either from (4), or (5),
except in special cases where the formulas are particularly simple. We consider
some examples in the case where the knots and the degree of the spline are given.

Example 1. In the cubic spline case (d = 3). To determine coefficient ck, we
choose the interval I = [tk, tk+4] which means that the local spline space has
dimension 7,

Sd,τ,I = span{Bk−3,d, Bk−2,d, . . . , Bk+3,d}.
Here, the data points {Pk,i}mk

i=1, Pk,i = (xk,i, yk,i) ∈ R2 are restricted to lie in
the interval I = [tk, tk+4].

t k+2t k+1 t k+3 t k+4 t k+5t kt k-1

Pk,1 Pk,mk
Pk,2

Fig. 2. A cubic spline, I = [tμ, tν ] = [tk, tk+4]

Coefficient matrix :⎡⎢⎢⎢⎣
Bk−3,3(xk,1) Bk−3,3(xk,2) . . . Bk−3,3(xk,mk

)
Bk−2,3(xk,1) Bk−2,3(xk,2) . . . Bk−2,3(xk,mk

)
...

...
. . .

...
Bk+3,3(xk,1) Bk+3,3(xk,2) . . . Bk+3,3(xk,mk

)

⎤⎥⎥⎥⎦
The tensor product of the two spline spaces is defined as a family of all

functions of the form

(Pf)(x, y) =
nx∑
i=1

ny∑
j=1

cijBi,d(x)Bj,d(y)

where Bi,d and Bj,d are the B-splines on τx = (tj)nx+d+1
j=1 and τy = (sj)

ny+d+1
j=1

respectively.
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Example 2. In the tensor product cubic spline case (d = 3). To determine co-
efficient cij , we choose the interval I = [tμ, tν ] × [sμ, sν ] = [ti, ti+4] × [sj , sj+4]
which means that the local spline space has dimension 49,

Sd,τ,I = span{Bi−3,dBj−3,d, . . . , Bi+3,dBj+3,d}.
Here, the data points {Pij,k}mij

k=1, Pij,k = (xij,k, yij,k, zij,k) ∈ R3 are restricted
to lie in the interval I = [ti, ti+4] × [sj , sj+4]

Pij,1

Pij,2

Pij,mij

t i+2t i+1 t i+3 t i+4 t i+5t it i-1

s j+2

sj+1

s j+3

s j+4

s j+5

s j

s j-1

Fig. 3. A tensor product cubic spline, I = [tμ, tν ] × [sμ, sν ] = [ti, ti+4] × [sj , sj+4]

Coefficient matrix :⎡⎢⎢⎢⎣
Bi−3,3(xij,1)Bj−3,3(yij,1) . . . Bi−3,3(xij,mij

)Bj−3,3(yij,mij
)

Bi−3,3(xij,1)Bj−2,3(yij,1) . . . Bi−3,3(xij,mij
)Bj−2,3(yij,mij

)
...

. . .
...

Bi+3,3(xij,1)Bj+3,3(yij,1) . . . Bi+3,3(xij,mij
)Bj+3,3(yij,mij

)

⎤⎥⎥⎥⎦

4 Experimental Results

To demonstrate the accuracy of reconstruction by the proposed algorithm, we
performed experiments with the same test functions used in [11]. Given a test
function g(x, y), we first sampled data points from it and applied the algorithm
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to obtain an approximation function f . The difference between g and f is then
measured by computing the normalized RMS(root mean square) error which is
divided the RMS error by the difference of maximum and minimum values of g
between the function values on a dense grid. That is,

RMS =

√∑M
i=0

∑N
j=0(g(xi, yj) − f(xi, yj))2

(M + 1)(N + 1)

where xi = i/M , yj = j/N , and M = N = 50.
The test functions are

g1(x, y) = 0.75 exp
[
− (9x − 2)2 + (9y − 2)2

4

]
+ 0.75 exp

[
− (9x + 1)2

49
− 9y + 1

10

]
+ 0.5 exp

[
− (9x − 7)2 + (9y − 3)2

4

]
− 0.2 exp

[−(9x − 4)2 − (9y − 1)2
]

g2(x, y) = (tanh(9 − 9x − 9y) + 1)/9
g3(x, y) = (1.25 + cos(5.4y))/(6 + 6(3x − 1)2)

g4(x, y) = exp
[
−81

4
((x − 0.5)2 + (y − 0.5)2)

]
/3

g5(x, y) =
√

64 − 81((x − 0.5)2 + (y − 0.5)2)/9 − 0.5

where the domain is {(x, y)|0 ≤ x ≤ 1, 0 ≤ y ≤ 1}
For each test function, we used three data sets, M100, M500 and R500, where

M100 and M500 are small and large data sets, which consist of 100 and 500

Table 1. Normalized RMS errors between test functions and their approximations

M100 g1 g2 g3 g4 g5

1 .01451 .03020 .00693 .00215 .00025

2 .01174 .03345 .00515 .00830 .00024

3 .00902 .02800 .00447 .00540 .00022

M500 g1 g2 g3 g4 g5

1 .01176 .02747 .00567 .00163 .00016

2 .00416 .00776 .00046 .00148 .00002

3 .00047 .00115 .00017 .00024 .00002

R500 g1 g2 g3 g4 g5

1 .01328 .03098 .00627 .00189 .00021

2 .00689 .01367 .00079 .00166 .00006

3 .00244 .00801 .00034 .00053 .00005
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points, respectively. We uniformly sampled 7 × 7 and 15 × 15 data points, re-
spectively, while the others was randomly sampled. And R500 points were totally
randomly sampled.

Fig. 4 shows 5 tested functions used in the experiment. Fig. 5 shows approx-
imation surface of g1 and error surface at initial level, respectively, where the
circle represent the sampled data. The second level approximation result is ob-
tained from sum of A) and B). Table 1 demonstrates that the proposed method
reconstructs test functions very accurately regardless of type of the function
within a few level. We started from the number of control points of 7x7 at initial
level to three levels. Particularly, it generates good approximation corresponding
to reasonable global approximation at initial level for smooth functional surface.

g5

g3

g4

g2g1

Fig. 4. Test functions

A)

B)

C)

Fig. 5. A) Initial approximation surface from g1 B) Error surface with Δ1z = zi −
f0(xi, yi) C) Multilevel B-spline approximation with level 2, f0 + f1
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5 Conclusion

This paper focuses on multilevel B-spline approximation based on quasi-interpol-
ants for scattered data approximation and interpolation. The algorithm is fast
and generates a C2-continuous surface through a set of unevenly spaced points.
Experimental results reveal that smooth 3D object reconstruction is possible
from scattered data and irregular samples. Multilevel B-spline approximation
was presented to circumvent the tradeoff which exists between the shape smooth-
ness and approximation accuracy of the function, depending on the control lat-
tice density. It is effectively gain in large performance. The quasi-interpolants is
a special case of more general constructions and performs better approximation
to reduces error results.
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Abstract. Various methodologies for business process analysis and design have 
been developed by many organizations. However, these methodologies are all 
uniquely developed to fit each organizations in their own ways and thuds are 
not compatible with each other. This poor compatibility between these method-
ologies incurs unnecessary analysis cost. In order to reduce this analysis cost, 
methods to map between the different methodologies need to be developed. 
UMM (UN/CEFACT Modeling Methodology) that has an object-oriented point 
of view can resolve the limits of the existing bottom-up approaches and make it 
more reasonable. It also simplifies the business and administrative procedures. 
IDEF (Integrated Definition Language) that has a structural point of view and is 
widely used as a system analysis and design method, needs to be mapped to 
UMM so that the existing IDEF models can be re-used. In this study, we pre-
sent a guideline for procedures utilizing IDEF models from which the UMM 
models can be derived to develop an electronic commerce system that includes 
electronic documents exchange. By comparing IDEF and UMM, we analyze the 
differences between those two methodologies. Based on these differences, we 
propose basic strategies for mapping from IDEF to UMM. We also propose a 
mapping guideline which can be used to make suppositions of UMM results 
based on the modeling results of IDEF. The existing IDEF analysis/design re-
sults can be used to adopt UMM methodology for electronic business system. 
Therefore, with this, analysts who are familiar with the IDEF methodology can 
develop UMM work-flow by utilizing their existing results and skills. 

1   Introduction 

Even though there have been extensive advancements in computer hardware and 
certain software technologies in past several years, there is still ceaseless efforts put 
into researches related to huge information systems intended to find an effective and 
comprehensible methodologies that can be utilized throughout the whole system life 
cycle.  

                                                           
† Corresponding author. Tel.:+82-2-880-7180; fax.+82-2-873-7146 



1220 K. Shin et al. 

 

A methodology ensures that users have access to coherent and reliable information. 
Basically, its primary purpose is to improve communication between shareholders of 
the company concerned to the system. This is a well-made processes itself, which 
strives to capture the best practice and know-how, and it holds a symbolical mark that 
can communicate these procedure efficiently. IDEF (Integration DEFinition) and 
UMM (UN/CEFACT Modeling Methodology) are currently issues among the various 
existing methodologies related to electronic commerce that are being discussed today.  
In this study, we wish to present a standard for analyzing both IDEF & UMM meth-
odologies and to provide a guideline so as to produce an output described by UMM 
workflow based on the IDEF output. By comparing IDEF and UMM, we analyzed the 
differences between the two methodologies. Based on these differences, we will sug-
gest the basic strategies for mapping from IDEF to UMM. 

2   Information System Modeling Methodologies 

The main purpose for conducting a business process analysis on electronic commerce 
system is to subdivide high level processes used in electronic transactions. By analyz-
ing business information and documents, information related to business transactions 
can be prescribed and business process specification and business document defini-
tion type outputs can be obtained. A formalized system of these procedures is what 
we call methodology.  

A methodology can be defined as a set of compulsory procedure to guarantee the 
coherent production and delivery of outputs, and to prescribe activities to be executed, 
the role of participants, methods to be used and outputs to be achieved.[1] 

2.1   IDEF Methodology 

IDEF is a system analysis and design methodology which extracts an existing model 
of an enterprise or organization (AS-IS model) and develops a better and improved 
enterprise model which can extract problems through a hierarchical analysis process 
(TO-BE model). This methodology was developed in the mid 1970s with the  support 
of the US Department of Defense, and has been recently designated a standard meth-
odology for CALS (Commerce At Light Speed) activity derived in USA.  

Initially, the IDEF suite was composed of an activity (function) modeling method, 
called IDEF0, a conceptual modeling method called IDEF1 and a simulation model 
specification method - the IDEF2. But new additions were made to a IDEF1, giving 
birth to IDEF1x. In addition, the process of developing a process modeling method 
known as IDEF3 commenced in the 1980s. IDEF3 has now taken over a major por-
tion of the functions of IDEF2 as it can specify preliminary simulation models and 
has an object-state component that can be used to model how objects undergo change 
in a process.[3] These IDEF methodologies are not an interconnected  sequences but 
independent methodologies themselves applied to achieve difference needs. [2], [5], 
[6] 

In this study, we aim to investigate the functional model, information model and 
process modeling methodologies which has been applied for structural aspect of para-
digm for converting. IDEF4 which basically belongs to the object-oriented model 
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methodology will not be considered here, because it shares many similarities with the 
UML object-oriented mechanism. The methodologies investigated in this research 
shall be IDEF0, IDEF1X and IDEF3.  

2.2   UMM Methodology 

The UMM is a formal description technique for describing any Open-edi scenario as 
defined in ISO/IEC 14662, Open-edi reference model, and is depicted in Fig. 1. An 
Open-edi scenario is a formal means to specify a class of business transactions having 
the same business goal, such as, purchasing or inventory management. The primary 
scope of UMM is the Business Operations View (BOV) and not the Functional Ser-
vice View (FSV) as defined in ISO/IEC IS 14662. The BOV is defined as "a perspec-
tive of business transactions limited to those aspects regarding the making of business 
decisions and commitments among organizations", while the FSV is focused on im-
plementation specific, technological aspects of Open-edi. As such, UMM provides a 
procedure for specifying (modeling), in a technology-neutral, implementation-
independent manner business processes involving information exchange.  
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Fig. 1. open-edi reference model 

The Unified Process (UP) methodology used in UMM recognizes that all software 
development projects pass through a series of general phases over the course of time.  
The phases are: [7] 

· Inception  
· Elaboration  
· Construction  
· Transition  

The historic view of software engineering projects is a series of sequential steps, or 
workflows, moving from technology independent business process modeling to tech-
nology dependent deployment. The Unified Process methodology used by UMM is 
tied to these historic project steps as illustrated in Fig. 2.  
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Fig. 2. Phases and Workflows 

The focus of the UMM developed by UN/CEFACT is predominately the technol-
ogy neutral intersection of the UP phases of Inception and Elaboration and the Soft-
ware Engineering project workflows of Business Modeling, Requirements, Analysis 
and Design. This intersection coincides well with the UN/CEFACT TMWG (Tech-
niques and Methodologies Work Group) charter for defining a methodology to sup-
port the BOV of ISO/IEC IS 14662 standard for the technology neutral definition of 
Open-edi scenarios.  

3   IDEF Mapping on UMM 

3.1   Comparison Between UMM Workflow and IDEF Methodology  

In the unified process methodology which is applied in UMM, it assumes that every 
software development projects have a succession of general steps. Among these steps, 
UMM is focused on 'Inception' and 'Elaboration'. It utilizes workflow to understand 
business requirements and based on which it generates business scenario, business 
object, and business collaboration. The workflow consists of business modeling, re-
quirements, analysis, and design.  

A comparing of the primary functions of IDEF methodology with UMM workflow 
is shown in Fig. 3. As can be seen from this figure, IDEF0 focuses on inception step 
of business requirements while IDEF3 focuses on the elaboration step from integrated 
process. In addition, IDEF1X performs analysis and design of business objects at the 
elaboration step, while IDEF4 performs design of business objects and also its col-
laborative relationships. Package producing for classifying main concepts and busi-
ness models is included. Requirement workflow applies business model as input to 
identify the requirements for target B2B solution. Detailed requirement analysis and 
UMM use case diagram are also included here. Analysis workflow embodies re-
quirements by detailing occurring activities, collaboration between partners, and use 
case diagram in the former step. Design workflow defines precisely the dynamic view 
of collaborative relationships according to the data structure that is exchanged be-
tween business partners. Each workflow produces outputs which are lately being used 
as input for the next stage. Therefore, to reorganize these outputs considering the 
workflow area which is included as target of UMM and IDEF methodology as shown 
in Fig. 3, the following diagram in Fig. 4 is obtained.  
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Fig. 3. Comparison between UMM with IDEF methodology on workflow 

Fig. 4. UMM artifacts on workflow and IDEF methodologies  

Basically, IDEF0 develops business processes and information based on business 
modelling and requirement workflow, provides information for producing package for 
business model classification, and producing and detailing former use case diagram. 
IDEF1 can be applied to produce the data structure which is exchanged between busi-
ness partners. IDEF3 produces information that is needed to describe dynamic view-
point of business partner's collaborative relationships from business modeling to de-
sign. Especially, as IDEF4 provides an object-oriented design methodology, it can be 
applied totally to produce UMM outputs throughout the entire workflow.   

3.2   Outlines of IDEF Methodology Mapping  

UMM workflow has to be able to be applied on newly targeted developing business 
domain, so development process should be applied to produce all the outputs gradu-
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4   Case Application for Mapping 

In Chapter 3, we discussed about the basic concepts that produce UMM output from 
modeling output of IDEF methodology. In this chapter, we will present apply our 
mapping rule on certain outputs as a case model of ‘Buy & Sell Corn’. The model 
which implements a virtual enterprise for supply chain of corn using IDEF0 method-
ology is shown in Fig. 6. 

 

Fig. 6. IDEF0 diagram of level A0 

Glancing at A0 diagram of the former case, the relationships among activities can 
be easily identified. Connected relations lies on activities which are marked from 
upper left of diagram to bottom right. The relationship that connects IDEF0 activities 
represents information of constraint proffer, function as input, and feedback. Package 
relationships are either dependency relation or transmission relation, but it is difficult 
to know where the IDEF0 relationships belong to. Thus, it is necessary to establish 
relationships which can discriminate semantics of IDEF0 interconnections. Package 
diagram generated by applying our guideline is shown in Fig. 7. 

Applying usecase and actor produced in the former guidance, to sketch a usecase 
diagram results the following Fig. 8. This figure illustrates only a part of produced 
usecase, showing only the actors that belong to the farmer and wholesaler. We can see 
that activities (which is modeled by usecase) called "products availability, determina-
tion of quality range" are produced as actors in that they are performed by wholesaler 
management staff or performed with the support of primary information from farmer 
as inputs.  
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Fig. 7. Package diagram generated from IDEF0 model 

Fig. 8. A part of usecase diagram yielded 

5   Conclusion 

The UMM(UN/CEFACT Modeling Methodology), which is a modeling methodology 
of ebXML framework, is recommended as an effective business analysis model for 
electronic documents development in Korea. However, due to the fact that there are 
various different business process analysis/design methods being used by different 
enterprises and organizations, each outputs are is most cases not compatible. The 
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specification proposed herein provides a guideline on how to apply IDEF (Integrated 
Definition Language), which is the CALS standard, on UMM.  

In this paper, we presented a guideline on the procedural steps by inducing IDEF 
model to apply UMM or system development of electronic commerce, including 
electronic document transmission. Assuming that IDEF modeling output is given, the 
result of this study designates how to make an output described by workflow of 
UMM. IDEF0, IDEF1X, and IDEF3 should be given as IDEF modeling output. If any 
one of these models are missing, this will mean that the person who performs the 
analysis and design activities will have more work. 
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Abstract. As enterprise computing environments become more Internet-
oriented, the importance of Internet traffic monitoring and filtering increases. 
The Internet monitoring and filtering system was introduced as a simple utility 
for analysis and blocking access to objectionable Web sites. And, it has evolved 
into a major corporate application. This paper provides our experience to design 
and develop Web traffic monitoring and filtering system called WebKeeper. In 
this paper, we present requirements, design, implementation and operational 
statistics of WebKeeper. With the use of this system including advanced data-
bases, it now will provide enhanced security, productivity and increased band-
width in the form of the Internet access management. 

1   Introduction 

Web traffic monitoring and filtering system is an application by which users have 
been blocked from accessing inappropriate Web sites and content. Controlling access 
to the Internet by means of filtering software has become a growth industry in many 
countries [1]. The motivation to block certain sites is driven by business goals to re-
duce legal liability and nonproductive Web surfing, and to lower bandwidth cost [2]. 
The primary technology used has been a negative database. The database of URL 
addresses for objectionable sites has been built and maintained by the vendor, and 
provided with regular updates to the employer. The database resides on a filtering 
server on the employer network, and all employee Web traffic is first checked against 
the forbidden list of sites.  

This paper provides our experience of requirement analysis, design, implementa-
tion and operational statistics which were learned from the development of 
WebKeeper: Web traffic monitoring and filtering system. Major function and impacts 
of WebKeeper are as follows: 1. Increase productivity by blocking non-business sites 
with categorized URL database and rule-based polices, 2. Make provision against 
information leakage by archiving and searching all information through Web-hosted 
mail, Web-board messages and its attached files, 3. Reports network usage patterns 
and conditions with itemized charts and tables. 
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2   Requirements 

There are several researches which address requirements of the security system or 
software. We reviewed researches on an architecture, function and performance of the 
security system or software. 

Scott provided comparison charts of network security and protection solutions. He 
used comparison factors: function, minimum RAM, hardware, operating system, 
source language, source code available, network operating systems, network protocols 
supported, networking environment supported, network monitoring protocols sup-
ported, Web services supported, component model supported, pricing, special market-
ing programs, first installed, maintenance, support services, additional requirements, 
product options, and product description [3]. Security functions may be classified as 
preventive, detective, deterrent, recovery or corrective. Preventive functions attempt 
to avoid the occurrence of unwanted events. Detective functions attempt to identify 
unwanted events during they are occurring or after they have occurred. Deterrent 
controls are intended to discourage individuals from intentionally violating informa-
tion security policies or procedures. Recovery controls restore lost computing re-
sources or capabilities and help the organization recover monetary losses caused by a 
security violation. Corrective controls either remedy the circumstances that allowed 
the unauthorized activity or return conditions to what they were before the violation 
[4, 5]. ISO9126 offers a framework for appraisal of software on the basis several 
areas of performance. The areas of investigation illustrated in ISO9126 and there are 
as follows: functionality, reliability, usability, efficiency, maintainability, portability 
[6]. Table 1 shows the most important requirements that should be satisfied in general 
security systems. 

Table 1. Requirements of the security system 

Architecture Function   Performance   
optimal hardware requirement, com-
mon OS supported, verified source 
language, common NOS supported, 
common protocols supported   

preventive, detective, 
deterrent, recovery, 
corrective  

functionality, reliability, 
usability, efficiency, 
maintainability, port-
ability   

In this paper, we take an architecture, functionality and performance shown in table 
1 into consideration to describe requirements of the Web traffic monitoring and filter-
ing system as a security system. 

2.1   Architecture 

Web traffic monitoring and filtering system should be easy to install and use on any 
network segment. Every administrator who wants to monitor and filter their network 
segment should be able to install this system on a notebook or desktop and connect it 
to his main network segment with ease. So, we took Microsoft Windows family as a 
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main OS(Windows NT/98/95 with Internet Explorer 5.0 or higher installed) and Intel 
compatible PCs as a hardware platform. 

2.2   Function 

Robert suggested functionalities which represent specific activities associated with 
common security objectives: hiding, encrypting, decrypting, locking, limiting, reserv-
ing, filtering, shielding, containing, authenticating, access controlling, enforcing, 
tunneling, obliterating, eradicating, replicating, mirroring, preserving, restoring, prob-
ing, scanning, monitoring, logging, inspecting, auditing, integrity checking, notifying, 
reporting, patching, substituting, proxying, inoculating(vaccinating), and retreating 
[7]. Kim suggested functional criteria of firewall, IDS, anti-virus, and VPN [8]. The 
relationship of Krause’s model, Firth’s model and Kim’s model is shown in table 2 [4, 
7, 8]. As shown in table 2, we can describe functional criteria of certain security con-
trol using Krause’s model and Firth’s model.  

As described in table 1 and 2, we took five functional criteria and several function 
list into consideration to generate functional requirements of Web traffic monitoring 
and filtering system. Krause’s model was used to derive functional criteria. Firth’s 
model was used to derive function list. Functional requirements of Web traffic moni-
toring and filtering system, WebKeeper, are summarized in table 3. 

Table 2. Functional criteria of security controls 

Criteria and function list of security controls   Firewall IDS Anti-virus VPN 
Preventive   
function   

hiding   
encrypting & decrypting   
locking   
limiting & reserving   
filtering   
shielding   
containing   
authenticating & AC   
enforcing   
tunneling   
obliterating & eradicating   
substituting   
proxying   

x 
x 
x 
x 
o 
o 
o 
o 
x 
x 
x 
x 
x 

x 
x 
x 
x 
x 
o 
x 
x 
o 
x 
x 
x 
x 

x 
x 
x 
x 
x 
o 
x 
x 
x 
x 
x 
x 
x 

x 
o 
o 
x 
x 
x 
o 
x 
x 
o 
x 
x 
x 

Detective   
function   

probing & scanning   
monitoring, logging & auditing   
inspecting   
integrity checking   

x 
o 
x 
x 

o 
o 
o 
x 

o 
o 
o 
o 

x 
o 
o 
o 

Deterrent function notifying o x x o 
Recovery   
function   

reporting   
replicating & mirroring   
preserving & restoring   
patching   

o 
x 
x 
x 

o 
x 
x 
x 

o 
x 
x 
x 

o 
x 
x 
x 

Corrective   
function   

inoculating(vaccinating)   
retreating   

x 
x 

o 
o 

o 
o 

x 
x 
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Table 3. Functional requirements of Web traffic monitoring and filtering system 

Criteria  Function List Description 
Filtering  Blocking on objectionable Web sites predefined in filtering 

URL database. 
Preventive 
function   

Authentication  Access to Web traffic monitoring and filtering system must 
be controlled using strong access controls. 

Monitoring 
Web activity 

 Keeps every screen (html and picture) and URL surfed.  
 Keeps every uploaded message and its attached files through 

Web-hosted mail and Web board.  

Detective 
function   

Inspecting 
(Keyword 
searching) 

 For every message sent through Web-hosted mail or Web 
board.  

 For every attached files (more than 200 formats including zip, 
rar compressed format).  

Notifying 
(Warning 
Banner) 

 A warning banner which contain alerting messages that user’s 
navigation will be monitored, recorded and analyzed must be 
shown when user starts to access Internet. 

Deterrent 
function 

Notifying  Customizable deny messages that are displayed to end users. 
Recovery 
function   

Reporting   Network usage reporting by category, day, hour, frequently 
visited sites, etc.  

 Network policy results by group, IP, specific category, etc. 
Inoculating 
(Establishing 
network usage 
policy) 

 Filtering Web activity by clients(IP), servers(URL, subURL 
or IP), and site categories (filtering URL DB).  

 Access controlling for clients(groups), time(business time or 
day time) or categories(user-defined site blocking). 

Corrective 
function  

Retreating 
 

 Filtering URL must be updated to keep up the latest list of 
objectionable Web site. 

2.3   Performance 

We used ISO9126 to derive performance characteristics. Performance requirements of 
Web traffic monitoring and filtering system, WebKeeper, are summarized in table 4. 

Table 4. Performance requirements of Web traffic monitoring and filtering system 

Performance 
factor of ISO9126 

Related char-
acteristics 

Description 

Functionality 
 

Security of 
system itself 

Should support promiscuous mode to intercept and read each 
network packet that arrives in its entirety without its own IP 

Reliability   Fault tolerance The error of other systems in same network does not cause any 
problem to Web traffic monitoring and filtering system 

 Fail-soft If Web traffic monitoring and filtering system crashed, all 
network traffics should be transferred without blocking 

Usability   GUI User interface based on graphics (icons and pictures and 
menus) instead of text should be supported 

Efficiency   No lags Should not cause additional burden on network (passive sniff-
ing technology) 

Maintainability Remote mgmt. Management on remote systems should be supported 
Portability  No need for 

reconfiguring 
network 

Should be easy to install and use on any network without 
reconfiguring network. Anyone wants to monitor and filter a 
specific network segment should be able to install this system 
on a notebook or desktop and connect it with ease 
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3   Design 

Based on the requirements discussed in the previous section, we have designed a Web 
traffic monitoring and filtering system. The designed architecture of WebKeeper is 
illustrated in Fig. 1. The overall system consists of three parts: Filtering Agent, Data-
base and Administration Manager. Filtering Agent captures Internet traffics, sends 
blocking packets if needed, and generates logs. Database contains data used in 
WebKeeper. Administration Manager provides management functions on Filtering 
Agent and Database. Filtering Agent consists of the packet capturer, blocking packet 
generator, packet analyzer, receiver and log processor. Database consists of the filter-
ing policy, filtering URL, and log. Administration Manager consists of the rule ad-
ministrator, update manager, viewer, finder, and reporter. 
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Fig. 1. Architecture of Web traffics monitoring and filtering system 

3.1   Filtering Agent 

It consists of the packet capturer, blocking packet generator, packet analyzer, receiver, 
and log processor. To capture all network packets, it acts in the promiscuous mode. 
This is due to the property of the Ethernet itself: packet broadcasting. Capturing all 
packets is the most important and basic operation of Filtering Agent. After capturing of  
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Fig. 2. Logic of the Filtering Agent 
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network packets, it operates according to the logic shown in Fig. 2. The packet cap-
ture device sniffs all network packets. The receiver analyzes each header of these 
packets and matches it with the filtering policy and filtering URLs. 

The packet capturer captures packets from the network. The packet analyzer ex-
tracts the information of each packet. The receiver compares the information of each 
packet with filtering URL and filtering policy. The blocking packet generator sends 
blocking packet to block objectionable Web site. The log processor writes the infor-
mation that the receiver analyzed and blocked to the log file. 

3.2   Database 

Database of WebKeeper consists of the filtering policy, filtering URL, and log. The 
filtering policy is managed by the rule administrator in Administration Manager. 
There are four methods which have been widely adopted in construction of a filtering 
URL database, some in conjunction with one another, by many of the major filter 
vendors [9]. These are blacklists, keyword blocking, whitelists and rating systems 
[10]. In WebKeeper, we used Blacklists and Rating Systems. Table 5 shows non-
business categories of the filtering URLs that should be blocked. Business categories 
of the filtering URLs that should be granted are as follows: news, education & re-
search, H/W & S/W, enterprise, government & politics, reference, web mail, Internet 
phone & mobile, unclassified. 

Table 5. Non-business categories of Web traffic monitoring and filtering system   

Category Description 

Adults only Material labeled by its author or publisher as being strictly for adults and porn site. 

Illegal Advocating, promoting, or giving advice on carrying out acts widely considered 
illegal national or international law. This includes lock-picking, bomb-making, 
fraud, breaching computer security (hacking), phone service theft, pirated software 
archives, or evading law enforcement. 

Gambling Gambling services, or information relevant primarily to gambling. 

Investment The investing category contains URLs that deal with personal investments and 
investment options. URLs in this category may contain stock quotes, money man-
agement forums, online publications, discount brokerage services, trading 
stock/mutual funds, portfolio set up, and more. 

Portal sites This category contains URLs that serve as a major starting point for users when they 
get connected to the Web. 

Chat Chat sites, services that allow short messages to be sent to others immediately in 
real time. 

Entertainment The entertainment category contains URLs devoted to movies, television, music, 
hobbies, clubs, and amusement parks. The sites can either be fan-club style or 
sponsored by a company. 

Job search This category contains URLs related to a job search. It encompasses sites concerned 
with resume writing, resume posting by individuals, interviewing, changing careers, 
classified advertising, and large job databases. 

Non-business 
sales 

This category contains URLS that include any form of merchandise sales or service 
that benefits the individual only, such as the sale of clothing, accessories, appli-
ances, pets, and more.  
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The granted or denied attempts of incoming or outgoing sessions of the users were 
recorded in the log database. The viewer, finder and reporter of Administration Man-
ager use the log database. 

3.3   Administration Manager 

It consists of the rule administrator, update manager, viewer, finder, and reporter. The 
rule administrator enables to create rules that will control the Internet access of the 
users to be monitored and blocked. These rules can govern who can access what areas 
of the Internet at what time of day. Rules can be positive (allowing access to sites or 
categories) or negative(denying access to sites or categories of sites). The update 
manager periodically monitors remote DB which contains up-to-date filtering URLs 
and takes updated URLs. The viewer provides a view of activity by user and sites 
requested. As traffic is generated on the network, information about user activity is 
recorded in the log database and then displayed by the viewer module. Also, it shows 
activity on the network as it is happening in real time. As traffic is generated on the 
network, administrator can see it appear in the viewer. The finder supports various 
search functions about server IP, client IP, keyword, filename and contents of file 
with time and date, and Boolean connectors. The reporter is a rule-based reporting 
which supports user-defined conditions of group, clients, date, time, etc. It shares 
policy with the viewer. 

4   Implementation 

According to the requirements and design specifications described above, we imple-
mented Web traffic monitoring and filtering system. WebKeeper consists of three 
parts: Filtering Agent, Database, Administration Manager. WebKeeper can be in-
stalled as shown in Fig. 3. 
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…
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…
… Internet

Users

Network segment C (local office)

…
…Internet

Users

DB
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DB

Filtering
Agent

Filtering
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Fig. 3. Installation diagram of WebKeeper: Web traffic monitoring and filtering system 
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Filtering Agent may be installed in several points to monitor and filter traffics of 
each network segment. Database may be installed with each Filtering Agent. And, 
Databases installed in several network segments interoperate with central Database 
installed in the main office. With administration console located in the main office, 
administrator can connect to Administration Manager and its Database. Major func-
tions of Administration Manager are as follows: rule administrator, viewer, reporter 
and finder. Fig. 4 shows main windows of manager system of WebKeeper. 

Rule Administrator Viewer

Rerporter Finder  

Fig. 4. Main windows of Administration Manager of WebKeeper 

5   Operational Statistics 

We performed a case study to show the operational statistics of this system. The sur-
vey system is implemented in ABC Co. Ltd.. Features of ABC Co., Ltd. are as fol-
lows: 7,000 employees, electronics manufacturer. Pattern of the sessions by daily-
working time is shown in fig. 5.  

The non-business traffic increases after lunch time and before the closing time. The 
business traffic is maximized in 11.00 am. 

Operational statistics of employees’ Internet access of ABC Co., Ltd. are summa-
rized in table 6. Table 6 is average data of the business and non-business Internet 
access of one week.11.54% of one business day traffic is non-business traffic that The 
non-business traffic increases after lunch time and before the closing time. The busi-
ness traffic is maximized in 11:00 am means non-working hours of enterprise em-
ployees. About half of non-business traffic is an access to the adults or illegal contents 
that causes legal liability of employee for negligent management on employees’ ille-
gal activities. 
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Fig. 5. Pattern of the sessions by daily-working time of ABC Co.,Ltd. 

Table 6. Operational statistics of ABC Co.,Ltd 

Business Non-business Cate- 
gory 
 

 
 
Ranking 

Category Session 
% per 

biz 
sites 

% per 
total 
sites 

Category Session 

% per 
non-
biz 

sites 

% per 
total 
sites 

1 News 430,543  44.13 39.04 Adults only 30,284 23.80  2.75  

2 Education & 
Research 

295,438  30.28 26.79 Illegal 28,453 22.37  2.58  

3 H/W & S/W 94,728  9.71 8.59 Gambling 17,632 13.86  1.60  

4 Enterprise 52,945  5.43 4.80 Investment 16,273 12.79  1.48  

5 Government & 
Politics 

40,890  4.19 3.71 Portal sites 12,305 9.67  1.12  

6 Reference 34,893  3.58 3.16 Chat 8,362 6.57  0.76  
7 Web mail 19,282  1.98 1.75 Entertainment 5,092 4.00  0.46  

8 Internet phone 
& Mobile 

3,953  0.41 0.36 Job search 4,968 3.91  0.45  

9 Unclassified 2,932  0.30 0.27 Non-biz sales 3,849 3.03  0.35  

Sum  975,604  100.00 88.46  127,218 100.00  11.54  

6   Conclusion 

In this paper, we provided our experience of requirement analysis, design and imple-
mentation, and know-how which were learned from the development of WebKeeper: 
Web traffic monitoring and filtering system. Major function and impacts of 
WebKeeper are as follows: 1) Increase productivity by blocking non-business sites 
with categorized URL database and rule-based polices. 2) Make provision against 
information leakage by archiving and searching all information through Web-hosted 
mail, Web-board messages and its attached files. 3) Reports network usage patterns 
and conditions with itemized charts and tables. 

The limitations of Web traffic monitoring and filtering system are as follows. 

Insufficient interoperability with enterprise’s HRM(Human Resource Management) 
system: Web traffic monitoring and filtering system should be interoperated with enter-
prise’s HRM system for better authentication, policy management of filtering rule, and 



1238 S. Kim and I. Choi 

 

utilization of log files. HRM system is a business application for the management of 
HR-related transactions, best practices and enterprise reporting. Functions typically 
include core HR tracking, payroll, benefits, recruiting, competency management, train-
ing, time management, performance management and self-service offerings. But, stan-
dard which provides communication interface between Web traffic monitoring and 
filtering system, and enterprise’s HRM system is not defined yet. So, the communica-
tion interface of Web traffic monitoring and filtering system should be altered according 
to enterprise-specific HRM systems in every time of implementation. 

Backlash effects due to the quality of filtering URL database: The major problem 
faced by the developers of filtering products is the sheer size of the Internet, and the 
difficulties this creates in building up lists of unacceptable sites. Most of vendors 
build their black lists by crawling the Web, and adding pages containing suspect ma-
terial to black lists. These interim lists are supposed to be checked by real people 
before the sites make it onto the published black lists. Anti-censorship groups have 
expressed strong doubts about the effectiveness of this manual review, given the 
number of innocuous sites that have been blocked by major filter vendors [11]. Filter-
ing errors will either result in undesirable content coming through, or in desirable 
content being blocked. So, Web traffic monitoring and filtering system may cause 
backlash effects.  

The overall impacts of Web traffic monitoring and filtering system have a positive 
value because monitoring and filtering mechanisms cause users to lose a small number 
of URLs including useful information but save users from various risk points. With the 
use of Web traffic monitoring and filtering system including advanced databases, it now 
will provide enhanced security and productivity, and increased bandwidth in the form of 
the Internet access management to enhance the enterprise’s competitiveness. 
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Abstract. We live in an unsafe world in which we encounter threats against our 
safety and security every day. This is especially true in the information process-
ing environment. Managements are engaging and facing difficult problems to 
manage information security issues. One of the most brain-teasing management 
issues is “How they could make a decision on security-related investment to 
maximize the economic balance?” To solve this problem the ROI of security in-
vestments must be measured and managed. This paper provides the integrated 
methodology which consists of a process model and analysis criteria of cost fac-
tors and benefit factors to support an economic justification of security invest-
ments. Also, a case study is provided to show practicality of this methodology. 

1   Introduction 

Some recent studies of Alpar (1990), Barua (1995), Brynjolfsson (1996), Mahmood 
(1993), Mitra (1996) and Rai (1997) that are focusing on relationships between in-
vestment in IT and organizational performance and productivity have reported posi-
tive and significant effects of such investment [1, 2, 3, 4, 5, 6].  

As organizations become more and more dependent on their computer-based in-
formation systems, which play a vital role and important part in their business opera-
tions, there needs to be a greater awareness and concern about the security of these 
systems. Information security appears on the list of critical success factors of most 
major organizations today [7]. The successful management of information security 
within an organization is vital to its survival and success. Any company's balance 
sheet has a finite tolerance for risk; security advisors contribute to business success by 
purifying the overall risk the company holds, allocating more of the available risk 
tolerance to risks that actually could bear fruit by removing the risks that, at best, lead 
nowhere. But to do this, the ROI of security interventions must be measured [8]. 
However, the organization needs an effective methodology to manage the ROI of 
information security investments. According to Checkland (1981), "a methodology 
can be described as a set of tools, perhaps even research methods, or a bridge, trans-
lating management theory to management practice” [9]. But, previous researches on 
an economic justification of information systems lack in providing practical methods 
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for security investments. In this paper, we defined key characteristics of an economic 
justification methodology of information security systems as following: 1) Security 
concern: concentration on information security controls; 2) Methodology concern: 
provision of steps and tools for an economic justification; 3) Practicality: practical 
usability of a methodology.   

In this paper, we provide a process model and analysis criteria of cost factors and 
benefit factors. This paper also provides a case study to prove practical values of this 
methodology. 

2   Previous Researches   

We categorized existing researches that are related with the economic justification of 
security investments for information systems into three groups: evaluation of informa-
tion systems, investment evaluation of information systems, and investment evalua-
tion of information security systems. These previous researches are introduced in 
chapter 2.1, 2.2 and 2.3. Limits of previous researches are summarized in table 1. 

Table 1. Limits of previous researches  

                Limits 
Research 

Security concern Methodology concern Practicality 

Evaluation of in-
formation systems 

Do not consider 
security related fac-
tors and controls 

Do not consider  
economic justification 
issues 

Do not provide 
benefit criteria of 
system operations 

Investment evalua-
tion of information 
systems 

Do not consider 
security related fac-
tors and controls 

Applicable Lack in provision 
of practical usage 

Investment evalua-
tion of information 
security systems  

Applicable Only provides high 
level category of cost 
factors and benefit 
factors 

Do not provide 
case studies or 
practical usage 

2.1   Researches on the Evaluation of Information Systems 

Researches related with an evaluation of information systems consist of success stud-
ies which explain operational influences such as productivity, user satisfaction, and 
profitability, etc. and models which measure the strategic influences such as buyer 
and consumers, competitive rivalry, suppliers, etc. The original research of a success 
of information systems is Delone, et al. (1992) [10]. Afterwards, many researches 
were verified and extended. These are summarized in table 2. 

Mahmood, et al. (1991) made a general model to measure potential influences of 
information systems on an enterprise and validated it by interviewing strategic man-
agers and reviewing researches [11]. Palvia (1997) made GLIT model by extending 
that of Mahmood’s assuming conditions of an enterprise [12]. But, Palvia’s model 
focused on establishing a logical framework, so the practical application of this model 
is very difficult. 
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Table 2. Comparison of IS success studies [10, 13, 14, 15] 

 
Delone, et al.  
1992 

Saarinen, 1994 
Grover et. al., 
1996 

Torkzadeh et. 
al., 1999 

Research 
method 

Literature review Literature review 
& statistical 
verification 

Literature review Literature  
review &  
statistical  
verification 

Evaluation 
factors 

System quality, 
Information 
quality, 
Information use, 
User satisfaction, 
Individual  
impact, 
Organizational 
impact 

Development 
process, 
Use process, 
Quality of the IS 
product, 
Impact of the IS 
on organization 

Infusion measure, 
Market measure, 
Economic  
measure, 
Usage measure, 
Perceptual  
measure, 
Productivity 
measure 

Task  
productivity, 
Task  
innovation, 
Customer  
satisfaction, 
Management 
control 

2.2   Researches on the Investment Evaluation of Information Systems 

Renkema, et al. (1997) discerned four basic approaches such as the financial ap-
proach, multi-criteria approach, ratio approach, and portfolio approach [16]. Dan, et 
al. (2000) group evaluation approaches into four categories: economic appraisal tech-
niques, strategic approaches, analytical appraisal techniques, and integrated ap-
proaches [17].  

But, complex methods are not accepted usually. As a result, professionals of 
information systems often adopt the analytic hierarchy process (AHP). AHP includes 
three major steps: identifying and selecting criteria, weighting the criteria and build-
ing consensus on their relative importance, and evaluating the IS using weighted crite-
ria. So, the selection of criteria is very important [18]. Bacon (1992) found that crite-
ria of the support of explicit business objectives and response to competitive systems 
are important in selecting IS investments [19]. 

2.3   Researches on the Investment Evaluation of Information Security Systems 

Security investments are justified based on the cost of doing business and the protec-
tion of corporate assets [20]. Often, security investments are likened to an insurance 
policy - they are used to mitigate risk but usually do not provide a quantifiable return 
on investment (ROI). Another justification for security investment is a situation where 
regulatory compliance is required. Many incidents show that security investments 
could be justified as a competitive advantage [21, 22]. Bob (2001) defined security 
ROI: Returns on Investment = ((Change in Revenue)+(Cost Savings))/(Investment) 
[23]. Investment includes an initial purchase cost, renewal cost, administrative ex-
pense, and so on. Change in revenue means how an investment in security might 
increase revenue. Adding security functions will allow to do things that would have 
been too risky to do otherwise. Cost savings is really about in a security context is 
loss avoidance. Witty (2001) suggested "The Information Security TCO chart" that 
has accounts categorized into five major sections: 1) Hardware, 2) People, 3) Soft-
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ware, 4) External services, 5) Physical security  [24]. These five sections are then 
divided into these security activities: authentication, authorization, code protection 
and promotion, cyber-Incident response, content monitoring, digital rights manage-
ment, employment due diligence, encryption , firewalls, information protection insur-
ance, information security program, internet content filtering and monitoring, intru-
sion detection, license compliance, logging, reporting and auditing, malicious code 
management, message integrity, privacy management, public-key infrastructure, re-
cord classification and retention, remote access, risk assessment, security administra-
tion, security architecture, single sign-on standards certification, transaction incident 
management, and vulnerability assessment and management.   

3   Approach of This Methodology 

Malik (2001) provided three categories of decision makers for information security 
systems: the informed, risk takers and the security ignorant [25]. The informed typi-
cally understand technology, information security risk and the need for controls. In-
formed decision makers drive the process and seek input from internal and external 
sources before funding security initiatives. Risk takers are somewhat aware of secu-
rity issues, such as threats and vulnerabilities, but are much more willing to take a 
chance. The security-ignorant minimally understand information security risk, but 
prefer to avoid funding initiatives rather than get involved or take responsibility for 
the security issue.    

There is little value in identifying and quantifying risk without implementation of 
cost-effective security measures to counter the risk. An important aspect of a security 
analysis and management methodology is the provision of some means by which 
countermeasures can be selected and implemented on a cost-effective basis to support 
decision makers.  

This methodology suggests cost and benefit factors to provide an analytical view of 
the economic justification of an investment on information security systems. Benefits 
have various types of expression. And, decision makers concern not only monetary 
terms which are forced with irrationality but also strategic terms which take relative 
and descriptive reporting forms of professional and analytical view point [25]. So, 
case specific methods which cooperate with process model and cost-benefit factors of 
this methodology should be defined considering on their own status, characteristics, 
and purpose. This methodology can be used in two cases: an economic justification of 
an investment planning (before implementation of information security systems) and a 
cost-benefit assessment of implemented information security systems(after implemen-
tation of information security systems).    

4   Process Model  

The process model of an economic justification methodology is shown in fig. 1 which 
is derived from Kim (2000)'s model [26]. Kim’s model focuses on an economic justi-
fication of information systems in performance and productivity issues, and lacks in 
providing detailed processes and considering two aspects of time situation. We pro-
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vide two justification paths of "before implementation" and "after implementation". 
Upper half side of fig. 1 shows a process of "before implementation" justification 
which focuses on a justification of the investment planning. Lower half side of fig. 1 
shows a process of "after implementation" justification which focuses on a cost-
benefit assessment of invested resources. Characteristics of each step are described in 
table 3. 

Preparation
&

Initiation

Economic
Justification

Analysis on
Target

Systems

Wrap-up 
&

Reporting

Evaluation
Report on
Operation

Cost &
Benefit 
Factors

Justification
Report on
Investment Planning

Effectiveness
Assessment Report on
Invested Resources

Cost &
Benefit 
Factors

Information
Security Planning
Documents

Information
Security Planning
Documents

Information
Strategic Plan

Before 
implementation

After 
implementation

 

Fig. 1  Process model 

Table 3. Characteristics of process model 

 Case 
Step 

Justification on planning Assessment on operational benefits 

Preparation & 
initiation 

analyze security-related in-
vestment factors that can be 
found in information strategic 
planning 

analyze an investment objective, background and 
categories (including detailed sub-items) on infor-
mation security planning 

Analysis on 
target sys-
tems   

analysis on information secu-
rity planning (planned invest-
ment, estimated effects of 
information security systems) 

analysis on invested resources and operational 
effects of current systems 

Economic 
justification   

overhead cost and strategic 
benefits must be considered 
carefully 

assessment on finished investment can find ignored 
or missed cost factors which had not been included 
on past investment planning but must be cared for 
next planning periods. 

Wrap-up & 
reporting  

reporting can be used for 
decision making on investment 

reporting may be used for performance appraisal on 
a past investment and reformation of planned 
investment (on-going investment) 

5   Analysis Criteria  

This methodology provides two kinds of criteria: cost factors, benefit factors. Cost 
factors are classified in nine groups. Benefit factors consists of operational benefits 
and strategic benefits. 

5.1   Cost Factors 

Cost factors mean allocated resources such as equipment and labor. Almost of these 
factors could be quantified. That is to say, the measuring of cost factors is easier than 
the measuring of benefit factors.  

.
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Kim (2001) suggested cost factors (classified into 12 categories) of information sys-
tems [26]. Witty (2001) suggested "The Information Security TCO chart of accounts" 
which is categorized into five major sections: hardware, people, software, external ser-
vices, and physical security [24]. Harris (2001) suggested cost factors need to be con-
sidered and evaluated when deriving the full cost of a countermeasure: product cost, 
design/planning costs, implementation costs, environment modifications, compatibility 
with other countermeasures, maintenance requirements, testing requirements, re-
pair/replace/ upgrade costs, operating/support costs, and effects on productivity [27]. 
Roper (1999) suggested cost factors: purchase price; life cycle maintenance costs (in-
stallation, preventive maintenance, repair, warranty, and replacement); life expectancy; 
salaries for staff/contractors to implement, maintain, monitor, or train others to use 
countermeasure [28]. Cost factors are classified in nine groups with two perspectives of 
the lifecycle and control categories. Control categories are derived from researches [29, 
30, 31, 32, 33]. Cost factors are provided in table 4. 

Table 4. Cost factors of a security investment 

   Administrative Logical Physical 
Planning   - Loss of working   

- Staffing(planning TFT)   
- Consulting  
- Awareness/training/education 

- Computing  
- Communication  
   equipment  
- Analysis tool  
- System downtime   

- Space  
- Supporting utility  
- Tempest/shielding  
- Monitoring/alarming  

Implementation - Loss of working   
- Public charge   
- Staffing(implementation TFT)   
- Outsourcing 
(app. development, system build up)   

- Awareness/training/education  

- OS  
- S/W  
- H/W  
- DB  
- Contents  
- Comm. equipment 
- System downtime   

- Space  
- Supporting utility  
- Tempest/shielding  
- Monitoring/ alarming  

Operation   - Insurance  
- Public charge   
- Staffing(CISO, administrator, auditor, 
helpdesk, guard, housekeeping)   

- Certification   
- Awareness/training/education 
- Loss of productivity   

- Insurance  
- Maintenance  
- Repair/replace 
/upgrade  

- Insurance  
- Maintenance  
- Repair/replace/  
upgrade  

5.2   Benefit Factors 

Scott (2001) suggested factors of potential loss for emergency status which can be 
taken place if security controls were not workable: productivity, revenue, damaged 
reputation, financial performance, and other expenses [34]. 

We classified benefits into operational benefits and strategic benefits. Operational 
or strategic benefits may be categorized into one of three types of expression factor: 
economic factor which is measured and evaluated with monetary terms, numerical 
factor which are measured and evaluated with number or volume, and qualitative 
factor. Operational benefits mean the enhanced efficiency of organization's opera-
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tions. They consist of cost saving, added profitability, enhanced decision-making and 
enhanced business function. It is described in table 5.  

Table 5. Operational benefit factors     

 Measurement index Measurement factor Characteristic 
Direct losses Economic 
Compensation payment Economic 
Billing losses Economic 

Revenue 

Investment losses Economic 
Service cost saving A/S cost saving Economic 

Equipment rental saving Economic 
Space rental cost saving Economic 

Firm infrastructure cost 
saving 

Travel/shipping cost saving Economic 
Prevention of potential work losses Economic 
Temporary employment saving Economic 

Human resource cost 
saving 

Overtime cost saving Economic 

Cost saving 
(Prevention of 
potential losses) 

Financial performance Lost discounts Economic 
New customer occurrence Numerical Increase of sales 
Existing customer preservation Numerical 

Added premium value Economic 

Added profitability

Increase of profitability
Enhanced productivity Economic 
Reduced decision making time Numerical Time reduction 
Reduced decision making step Numerical 
Enhanced problem cognition Qualitative 

Enhanced decision 
making 

Enhanced quality 
Enhanced correctness Qualitative 

Enhanced flexibility Qualitative Enhanced business 
function Enhanced credibility Qualitative 

Table 6. Strategic benefit factors 

   Measurement Index Measurement factor Characteristic 
Intensifying product functionality   Qualitative   
Intensifying product awareness    Qualitative   

Differentiation   

Intensifying switching cost   Qualitative   

Credit rating   Qualitative   

Reduced 
threat of 
rivalry   

Cost advantage   
Stock price   Qualitative   

Supplier extension   Qualitative   Increased supplier   
Availability of company searching   Qualitative   

Enhanced negotiation   Qualitative   

Enhanced 
supplier 
relationship   

Enhanced supplier 
manipulation   Enhanced quality management   Qualitative   

Customer extension   Qualitative   Increased customer   
Availability of customer searching   Qualitative   

Availability of product/service information   Qualitative   
Administrative support   Qualitative   

Enhanced 
customer 
relationship   Enhanced service   

Effective A/S   Qualitative   

Strategic benefits mean enhanced competitive advantages. According to Porter 
(1979)’s five competitive forces model, there are five threats such as the threat of new 
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entrants, the power of suppliers, the threat of substitute products, and the rivalry 
among existing competitors [35].  We classified strategic benefit factors into the re-
duced threat of rivalry, enhanced supplier relationship, and enhanced customer rela-
tionship. It is described in table 6. 

6   A Case Study   

We performed a case study to show the practical values of this methodology. We 
implemented the contents security system in ABC Co., Ltd. The features of ABC Co. 
Ltd. follows: 1000 employees, located in Seoul, public service provider. We moni-
tored traffics with measuring systems during five days before implementing the con-
tents security system. The Internet traffic of one business day is about 23.3Gbyte. The 
HTTP traffics of one business day is about 15.8Gbyte. The average byte of HTTP 
session is 14.4Kbyte. The non-business HTTP traffics of one business day is about 
6.6Gbyte. The rate of non-business HTTP traffics over total Internet traffics is 27.9%.  
We monitored traffics with measuring systems during five days after implementing 
the contents security system. The key characteristics of Internet traffics are as follow-
ing:  number of daily HTTP sessions is 649,966 sessions, number of daily blocked 
sessions is 4,574 sessions. 447,538 sessions are reduced after implementing the con-
tents security system. 6.4Gbyte of traffics is reduced (= 447,538sessions * 
14.4K/sessions). The rate of reduced Internet traffics “after implementation” over 
“before implementation” is 27.5%. 

Table 7. Cost-benefit factors   

Factor Value 
Logical Hardware/vendor price = 50 ,000$ (2 set)      

Software/vendor price = 40 ,000$  
Initial 
Invest  

Admin. Staffing(IT dept. staffs of ABC Co. Ltd.): 25,000$  

Logical Upgrade (S/W & URL DB) = 800$/month      
Replacement (H/W) = 50 ,000$ (after 5 years)  

Cost 

On-going    
Invest. 

Admin. Maintenance price = 800 $/month (after 1yr)      
Staffing: 5,000$/month,man*0.5man = 2,500$/month  

Human  
Resource 

Prevention of 
work loss 

Employees surfing time = 1.5 hours/ day    
Employees salary per minute = 0.25 $/min per user    
 
Reduction of wasted surfing: 
6.4Gbyte/15.8Gbyte*90min/day=36.5 min/day    
 
Saved cost: 
36.5min/day*0.25$/min,user*1000users=9,125 $/day  

Benefit 

Revenue  Saving of    
direct loss  

Withdrawal of investment plan on E1 line:    
according to ISP price = 2,000$/month  

With factors of table 7, we calculated pay-back periods. ABC Co., Ltd. invested 
initial cost of 11 5,000$ (= 50,000$ + 40,000$ + 25,000$) and needs to invest 
monthly on-going cost of 3,300$ in first year and 4,100$ after first year. ABC Co., 
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Ltd. can save monthly cost of 184,500$ (= 9,125$/day * 20day/month + 
2,000$/month). So, its pay-back period is shorter than one month. Regarding the term 
of validity of implemented systems, we calculated total investment and cost savings 
during five years. Total investment during five years is 351, 400$ (= 115,000 $ + 
3,300$/month * 12month + 4, 100$/month * 48month). Total cost savings during five 
years is 11,070,000$(= 184,500$/month * 60month)   

7   Conclusion 

Information security as a discipline was first studied in the early 1970s, although the 
issues had influenced the development of many earlier systems such as the Atlas sys-
tem and MULTICS (NIST). Previous researches focus on technical issues like cryp-
tography, networking, protocol, programming, and evaluation of these technology and 
products.  

This paper answers on difficult problems that organizations face in business envi-
ronments when they invest in information security systems by suggesting the eco-
nomic justification methodology. The methodology provided in this paper includes a 
process model and analysis criteria of cost factors and benefit factors. Limitation and 
further research issues are summarized as following: 1) Monetary quantification 
methods of numerical and qualitative benefit factors should be developed. 2) Case 
studies should be executed, analyzed, and combined into a repository to provide vari-
ous practical use cases.  

With this methodology, organizations can manage their security investments to 
take effects of a cost saving, added profitability, enhanced process, enhanced com-
petitiveness, and enhanced outer relationship. 
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Abstract. A modeling framework and an integration platform for unifying 
B2Bi (Business to Business integration) and EAI (Enterprise Application Inte-
gration) systems are required to effectively manage collaborative B2B business 
processes. In this research, we suggest a modeling framework for enterprise in-
tegration. The suggested framework includes various activity controllers de-
rived from several business process modeling standards. An extension mecha-
nism is included in the suggested framework for incorporating future changes in 
those standards or system’s operational requirements. The modeling framework 
has been implemented as a real business integration platform and runs success-
fully in production systems to execute enterprise B2B collaborations. 

1   Introduction 

There are various classification schemes for enterprise collaboration. According to the 
level of information technology involved, enterprise collaboration can be classified 
into 3 key types: supply chain, extended enterprise and virtual enterprise. And infinite 
variations in the range and scope of collaborations can exist in those three types. Tight 
collaboration of supply chain is characterized as long-term relationship and informa-
tion sharing between their business systems. To the contrary, collaboration in virtual 
enterprises is so loose and the relationships are temporal and dynamic [4]. 

There have been lots of efforts in the area of EAI (Enterprise Application Integra-
tion) and B2Bi (Business to Business integration) to support B2B collaborations. EAI 
systems have been developed to meet individual business needs in a proprietary man-
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ner by solution providers; however, B2Bi should reflect various emerging e-Business 
standards. Therefore, separate systems for B2Bi and EAI are used for executing pub-
lic and private processes respectively. As there is an increasing need for the integra-
tion of the two systems, companies are requiring an integration method that satisfies 
the requirements of both systems. In this research, we have designed a unified model-
ing framework for integrating B2Bi and EAI processes and implemented a business 
integration platform to support various types of business collaborations. 

This paper is composed of the following chapters. Chapter 2 introduces and ana-
lyzes business process modeling standards. Chapter 3 defines activity controllers and 
service elements used for executing business processes. Chapter 4 describes the pro-
cedure for defining business transactions in our modeling framework. Chapter 5 pre-
sents a business integration platform that executes those business transactions. Fi-
nally, the conclusion of this research is given in chapter 6. 

2   Standards for B2B Collaboration Modeling 

Numerous modeling frameworks and languages have been proposed to describe busi-
ness processes in various researches. Recently, there have been several efforts to 
define B2B collaborations using Web Services. Among them, we have focused three 
standards and they are BPEL4WS (Business Process Execution Language for Web 
Services), BPML (Business Process Markup Language) and WSCI (Web Services 
Choreography Interface). We reviewed all components of those standards and ex-
tracted common modeling constructs to define a unified modeling framework. 

WSCI has been released for dynamic Web Services configuration. Web Services 
describes input/output arguments and invocation method via WSDL (Web Services 
Description Language) and thus its services are restricted only to static applications. 
WSCI, however, supports specification of dynamic services that are described by 
combing WSDLs of various Web Services to support complicated interactions [1,5,6]. 

BPML and BPEL4WS are process definition languages for describing business lo-
gics of distributed Web Services. Both provide abstract model and syntax for defining 
general business activities and can be used for modeling of business processes, B2B 
collaborations and choreography among complex Web Services [2,3,7]. 

2.1   Simple Activity 

Two types of activities, what are called simple and complex, are used for the configu-
ration of business processes. Simple activity is atomic and thus indecomposable, 
while complex activity is composed of other activities. Business choreography lan-
guages can be related to WSDL ‘operations’ via simple activities. In those standards, 
business processes among partners are defined using logical constructs such as ‘mes-
sage’, ‘portType’ and ‘operation’. Descriptions of physical protocol binding and spe-
cific service types are also delegated to WSDL. <Table 1> shows simple activities 
defined in those B2Bi standards. 
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Table 1. Simple activities of B2Bi standards 

standard list of simple activity 
BPEL4WS receive, reply, invoke, assign, throw, terminate, wait, empty, pick, compensate 

BPML action, assign, call, compensate, delay, empty, fault, raise, spawn, synch 
WSCI action, delay, empty, fault, call, spawn, join 

2.2   Complex Activity 

BPML and WSCI define a business process in a block structure. A block that can 
recursively contain other blocks is an important structure for declaration, definition 
and execution of business process. BPML and WSCI present seven complex activities 
for controlling flows between those blocks. In BPEL4WS, parallel blocks are de-
signed using ‘flow’ activity. Description of interdependencies between inner activities 
is also supported in a directed graph format. There are five complex activities in 
BPEL4WS including ‘scope’ activity, which is used for sharing context information 
between blocks. <Table 2> summarizes complex activities of B2Bi standards. 

Table 2. Complex activities of B2Bi standards 

Classification BPML/WSCI BPEL4WS 
parallel structure all Flow 
serial structure sequence Sequence 
split structure choice, switch switch  
repeatable structure until, while, foreach while  
others  scope  

2.3   Business Process Initiation 

In BPML and WSCI, a new business process can be started by using activities such as 
‘call’, ‘compensate’ and ‘spawn’ or by receiving messages from external entities. Proc-
ess initiation by activities is frequently used to start a nested sub-process from the 
parent process. And process initiation by receiving input message is usually per-
formed in one-way or request-response communication with external company. In 
BPEL4WS, a new business process can be initiated only by message exchange. The 
‘receive’ activity can initiate a business process after receiving a message and the 
‘invoke’ activity can call external Web Services by sending message. 

2.4   Exception Handling and Transaction Control 

A business process often runs long and may exchange asynchronous messages. There-
fore, ACID transaction properties should be relaxed considering the difficulties of 
reliability assurance and long-lasting locking or isolation. Consequently, compensa-
tion could be used for exception handling of business process. Compensation is a kind 
of activity for undoing the effects of already finished activities in abandoned process. 
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BPEL4WS and WSCI also support LRTs(Long-Running Transactions) and nested 
transactions. They also have exception handling and compensation mechanism. The 
‘throw’ activity casts out a failure when an exception occurs and the failure is compen-
sated by ‘compensate’ activity. When a transaction is cancelled, all compensation 
activities in the same execution context are executed backward. BPEL4WS does not 
specify transaction property directly in its specification, and it has a complementary 
standard called WS-Transaction. Technical details of transaction properties are de-
fined in WS-Transaction [3]. 

BPML also provides ‘exception’ and ‘compensation’ processes, which can be exe-
cuted when exception handling and compensation are needed with their own execu-
tion context, event, and component activities. 

3   Unified Modeling Framework 

As is described above, each standard has similar activities with little differences. New 
standard may emerge with new activities afterward. Therefore it is important to sup-
port existing B2Bi standards and also has the flexibility and extensibility for addi-
tional activities. This can be helpful to block the impact of B2B changes on the 
backend systems. To satisfy these requirements, our unified modeling framework and 
business integration platform provide various activity controllers and system services. 

3.1   System Activity Controller 

Our unified modeling framework has 17 system activity controllers, which can be 
categorized into following 6 types. 

(a) Flow Controller: ‘Sequence’, ‘Escape’, ‘If’ and ‘Switch’ controllers are included in 
this type. ‘Sequence’ controls serial execution of process blocks and corresponds to 
complex activity of ‘sequence’ in the above B2Bi standards. ‘Escape’ is used to finish 
the whole process or escape from loop controllers such as ‘While’ or ‘Repeat’. When 
‘Escape’ is used to finish the whole process, the status of a finished process can be 
specified as a success or a failure. ‘Escape’ is similar to ‘throw’ of BPEL4WS, ‘raise’ 
of BPML and ‘fault’ of WSCI. ‘If’ is used for selecting conditional routes from true 
and false blocks. ‘Switch’ provides many conditional branches and the evaluated value 
is used in selecting correct case among those branches. ‘If’ and ‘Switch’ are similar to 
the complex activities such as ‘choice’ and ‘switch’ of the B2Bi standards. 

(b) Loop Controller: ‘While’, ‘Repeat’ and ‘Foreach’ controllers are included in this 
type. ‘While’ controller is used to repeat enclosed services or controllers for a given 
condition is met. ‘Repeat’ controller is used to iterate fixed number of times that are 
specified by other variable or constant. These controllers correspond to the complex 
activities of ‘until’ and ‘while’ in the B2Bi standards. ‘Foreach’ is a controller for han-
dling data structure of the same topology that repeatedly occurs in the input data. It 
corresponds to ‘foreach’ complex activity of other B2Bi standards. This controller can 
be very useful for handling XML elements of the same XPath in the XML business 
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documents. Since a concept similar to ‘scope’ complex activity of BPEL4WS is sup-
ported within the ‘Foreach’ block, enclosed services or controllers can share accumu-
lated results of previous iterations and access current iteration element. 

(c) Transaction Controller: ‘StartTX’ and ‘EndTX’ are controllers for specifying trans-
action boundary. All the transaction services that are demarcated by these controllers 
are combined as a global transaction and controlled by the same transaction manager. 
‘CheckPoint’ controller stores intermediate result of a transaction thus can be used only 
within ‘StartTX’ and ‘EndTX’. When an unexpected system failure occurs during the 
transaction execution, it is possible to resume that transaction to the point where the 
last ‘CheckPoint’ is executed, instead of restarting the whole transaction. 

(d) Concurrency Controller: ‘Split’ and ‘Merge’ controllers execute services in paral-
lel. They correspond to the complex activities such as ‘all’ and ‘flow’ of the B2Bi stan-
dards. In our business integration platform, ‘Split’ and ‘Merge’ should be used in pairs 
with the same number of parallel branches, and they can be nested in any depth. 

(e) Nested Process Controller: ‘Sub-Process’ controller synchronously spawns a 
nested process from a parent process and waits until the child process finishes and 
returns the result. ‘Chained-Process’ controller is used for invoking a nested process 
asynchronously. Parent process continues its subsequent activities without waiting the 
result of the child process. These two controllers correspond to the simple activities 
such as ‘spawn’, ‘synch’, and ‘join’ controllers of the B2Bi standards. 

(f) Timing and Exception Handling Controller: All services defined in our business 
integration platform can have ‘Timeout’ and ‘Exception’ controllers. ‘Timeout’ control-
ler specifies the time limit of a successful transaction completion. ‘Exception’ control-
ler executes an exception handling process that does the compensation or cleanup 
when a failure occurs. ‘Wait’ controller blocks the progress of process for a specified 
time period. These controllers are similar to the activities such as ‘compensate’, ‘fault’, 
and ‘wait’ of B2Bi standards. 

3.2   User-Defined Activity Controller 

In our business integration platform, you can define a new type of controller called 
user-defined activity controller by combining basic services and other activity con-
trollers. You can easily support new activities of emerging B2B standards by this 
extension mechanism. This enables B2B collaboration to operate without adopting a 
new application system or solution. 

For instance, ‘N-out-of-M’ and ‘XOR’ controllers can be defined as user-defined ac-
tivity controllers. Figure 1 illustrates the composition of ‘2-out-of-3’ controller by 
combining the system activity controllers and controller state matrix. 

A common storage space is required in defining a user-defined activity controller 
to manage the status information of involved controllers. For this purpose, the integra-
tion platform proposed in this work provides system services such as status manage-
ment service and runtime object storage. 
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Fig. 1. Composition of ‘2-out-of-3’ Controller 

3.3   System Service 

Status management service provides state information of controllers and business 
process instances. State information is stored in a state matrix, where you can condi-
tionally select next state among the candidate states that are movable from current 
state. The execution results of other processes can be used as transition condition of 
the state matrix. Controller state matrix and conversation state matrix are used for 
storing the status of activity controllers and business process instances respectively. 

Conversation state matrix enables state transition of business process by exchang-
ing business messages or signals between business entities. This matrix is used for 
keeping the overall execution status of business conversations performed in the cho-
reography pattern of one-action or two-action. While state matrix provides status 
information of activity controllers and business process instances, runtime object 
storage preserves real data or document objects exchanged. Once an XML document 
is delivered and parsed as a memory object, subsequent processing to that object can 
be performed on the runtime object storage via object reference. 

4   Business Transaction Modeling 

In this section, the procedure for defining business processes using our modeling 
framework is described. The whole business processes designed to perform B2B 
collaboration should be redefined to reflect the role of participating company. Indi-
vidual company’s process model redefined to meet partner’s role and information 
system capability is called business transaction. The procedure for business 
transaction modeling consists of the following 6 steps. 

4.1   Decomposition of Business Process 

A business process can be composed of complex activities occurring across compa-
nies. Therefore, participating companies should decompose the process and redefine 
their own processes according to their roles in the B2B collaboration. At this time, the 
business transaction to be executed in each company can be identified. The entire 
input and output of the business process are usually in the format of XML business 
documents defined by the B2B standards. The business transaction defined by de-
composing the business process thus creates some partial sections of the XML busi-
ness documents. This means that we can also define input and output of business 
transaction by decomposing the input and output of the business process. 
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4.2   Design of Business Transaction 

Once input and output are defined for business transaction in XML format, it is re-
quired to define how to create or transform those XML documents. The 17 system 
activity controllers are used in this step. The procedure for designing the business 
transaction is very similar to that of programming using conventional programming 
languages. If designing a business transaction with given 17 activity controllers is 
somewhat complex, then you can divide it with several sub level business transactions 
or introduce a new user-defined activity controller or even code the whole transaction 
logic as a user-defined service with programming language. User-defined service is a 
service module that is developed using conventional programming language and ex-
ecutable on our integration platform. 

4.3   Design of Sub Business Transaction 

Sub business transaction can be designed similarly like the parent business transac-
tion. When we invoke a sub business transaction, it should be specified whether the 
invocation is asynchronous or synchronous at the parent business transaction. 

4.4   Design of User-Defined Controller 

If it is difficult to design business transaction only with system activity controllers and 
services, you can define and use new controllers by combining existing controllers 
and services. When designing a new controller, input variables to capture the state 
information of that controller are introduced and mapped to the XML input of busi-
ness transaction. If the controller needs conditional decision logic, you can define that 
condition with XPath statement that returns boolean value. 

4.5   User-Defined Service 

If there is a difficulty in designing business transaction by a user-defined activity 
controller or dividing it into several sub business transactions due to the complicated 
functionality or complex logic, then you can model it as a user-defined service that is 
coded with conventional programming language. User-defined service may not be 
recommendable because it hides business logic in source codes. However, it can be 
used as a way of avoiding performance degradation that can be caused by the inter-
pretation overhead of complex business transaction. 

4.6   Debugging and Deployment 

The final implementation logic of business transactions should be verified at the level 
of the whole business process. First of all, debugging task for verifying the input and 
output values of individual business transaction should be performed by participating 
enterprises. Once all the business transactions are verified, they are deployed as Web 
Services for testing. After all business transactions are deployed, the company who 
takes the role of initiator calls the starting Web Service and tests the entire process. In 
this step, the whole process including choreography and messaging can be verified. If 
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a certain business transaction fails, then the company in charge of that failed transac-
tion is requested to modify the business transaction. 

5   Implementation of Business Integration Platform 

5.1   System Architecture of Business Integration Platform 

The whole architecture of business integration platform implemented in this research 
is presented in Figure 2. Communications via well-known protocols such as HTTP(S), 
FTP and SMTP are supported by corresponding communication protocol adapters. 
Specific application adapters are also provided to support legacy protocols and appli-
cations such as JDBC connection of DBMS, RFC protocol of SAP/R3. These adapters 
take the role of communication with external business entities by exchanging business 
documents. When a new business document arrives to an adapter, an instance of cor-
responding business transaction is created and dispatched to the execution engine. 

Execution engine refers to the state matrix of corresponding business transaction 
model. It creates a new state log and updates that state log to control the execution of 
runtime business transaction instance. Execution engine is equipped with the func-
tionalities of condition evaluation and data transformation. Debug engine is provided 
to verify business transaction before it is deployed. 

Execution engine basically operates on a stack data structure to handle a business 
transaction and the stack can be extended to a tree of stacks to support ‘Split’ and 
‘Merge’ controllers. That is to say, when execution engine encounters a ‘Split’ control-
ler in the business transaction, that transaction’s current stack becomes the parent of 
child stacks newly created as many as the number of parallel branches of that ‘Split’. 
Each child stack is concurrently executed by separate thread and synchronized at the 
‘Merge’ controller. Execution engine advances the processing of business transaction 
by selecting and executing popped node at the leaf stacks of that tree. 

Protocol/Application
Adapters

DB

HTTP(S)

FTP

RFC

… Security
Manager

Legacy
Communication

Module

client access

Session
Management

Process
Scheduler

Runtime Object Storage

pid4
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pid5 pid6

Controller
State Matrix

Transition
State Matrix

Connection Pooling

State
Manager

Execution Engine
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Data
Processing

Engine

Repository Service Layer
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Fig. 2. Architecture of Business Integration Platform 

Repository service layer coordinates and controls access to underlying databases 
that store business transaction model, definition of activity controller and status in-
formation of runtime instance. 
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5.2   Activity Controller Handling 

Controllers and business transaction models of our business integration platform are 
stored at the process instance table, state matrix and runtime object storage, all of 
which tightly interact to advance transaction processing and data transformation of 
input business document. Business message issued by external business entity is de-
tected by communication protocol adapters of the business integration platform and 
thus creates a new transaction instance with its input business document. 

…
XML Parsing
/Serialization

external
invocation

Controller
State Matrix

Runtime Object Storage

Process Instance(P01) Table

Process Instance(P02) Table

condition oid State Log

Message Object 1 Message Object 2 Message Object n

Received
Message

Fig. 3. Execution of business transaction 

Business documents are stored in the database through repository service layer and 
at the same time they are also delivered to the runtime object storage. Storing in data-
base is needed for non-repudiation of original document. In addition, archiving pre-
vents data loss from unexpected system failures. 

Created business transaction instance is stored at the process instance table together 
with its unique process ID and runtime object reference. And the execution of the 
transaction instance advances by updating state transition matrix and controller state 
matrix. All of above operations are recorded in the status log. 

Evaluating conditional statements, which are defined in the transaction model, is 
needed for the transition of the status of the state matrix. Spawning of new transaction 
instance is also possible by evaluating those conditional statements. All of those con-
ditions are maintained at the process instance table. Figure 3 illustrates the processing 
scheme of business transaction with various system services. 

6   Conclusions 

To implement enterprise collaboration system effectively, a systematic reconstruction 
between pre-existing B2Bbi and EAI systems is required. To support the systematic 
reconstruction, it is needed to provide unified modeling framework that integrates 
functional requirements of B2Bi and EAI systems from the beginning. By doing this, 
the impact of B2Bi processes that frequently fluctuate in the enterprise information 
system can be minimized or blocked against the backend EAI processes. 

The unified modeling framework that is presented in this research can keep the 
backend legacy system operational from the repeated change of B2Bi standards and 
stay away from reintegrating backend system iteratively. Our business integration 
platform supports web services, JMS messaging, global transaction and RosettaNet 
transaction as well as various system services and integration methods [8]. Further 
enhancement to this platform and its modeling concept is planned as subsequent re-
search issues and its production deployment is expected in the nearby future. 
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Abstract. Today’s business environment involves increasingly complex and 
uncertain processes. To maintain or increase their competitiveness, businesses 
look for new methodologies to permit them to manage their processes more ef-
fectively. One of these methodologies, Business Process Management (BPM), 
which includes the workflow concept, has gained some attention. The process-
centric integration of BPM has demonstrated the capability to more effectively 
manage business processes; however it is difficult to integrate systematically 
using existing IT development paradigms. Therefore, a new IT development 
paradigm is required, where business processes are managed independently and 
automated with calling relevant business applications. This new IT paradigm is 
called the ‘Process Orientation’ (PO) concept, which focuses on independence 
of the business processes and the BPM system. In this paper, we explain a new 
kind of job manual system as a business application under the PO concept. In 
the new job manual system, the BPM system becomes a development platform 
to implement various applications. Contrary to existing job manual systems, it 
is possible for this new system to directly transfer a manual prepared in it to a 
BPM process definition. The new system also enables more efficient manage-
ment of business processes and helps users of both systems perform relevant 
tasks more easily. 

1   Introduction 

Over the past 20 years, many businesses have invested heavily in their IT systems. 
However, IT has been viewed only as an ancillary element to support various business 
activities rather than as a strategic element to create business value [9]. To be more 
flexible and agile in an ever more competitive marketplace [3], top global companies, 
including General Electric, have examined changing their IT strategy from skeptical 
data-centric IT to process-centric IT. Process-centric IT focuses on utilizing IT to 
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maximize strategic business value by integrating existing systems and managing them 
effectively rather than developing new systems [9, 10]. An effective methodology to 
execute and implement this new strategy is gaining importance in the business com-
munity.  

Process-centric IT regards business processes as independent elements in the BPM 
system, like database in a Data Base Management System (DBMS). This enables the 
development of business applications based on a new architecture that manages the 
processes separately. The separation of the processes is essential for a system to 
achieve process-centric IT. Business Process Management (BPM) is a software sys-
tem to define, execute, monitor, analyze, and improve dispersed business processes 
that has been recognized as a solution for industries.[6] In order to introduce and 
implement BPM, a company has to conceive the processes as independent objects that 
can be defined, executed, and managed apart from applications [8]. A new informa-
tion system architecture is considered that utilizes BPM as a platform in developing 
applications, and we introduce a process-oriented ‘Job Manual System’ (JMS) devel-
oped under that architecture. In this new system, users write a job manual by model-
ing a business process corresponding to the manual. Thus, each manual generated in 
our system includes one business process in it. The features of the system support 
simplified clarification of business structures and processes and transfer of manuals to 
the BPM process definition in an executable form.  

2   Background 

2.1   Process Orientation 

Since the Relational Database Management System (RDBMS) appeared in the 1970s, 
most business application systems (solutions) have been developed utilizing the 
DBMS. The DBMS can separate data from applications, and the applications can 
deliver relevant data to the DBMS to store, retrieve, and update. As a result, the 
DBMS enables business applications to become more flexible and less dependent on 
changes of the data [9]. After the appearance of the Workflow Management System 
(WFMS) [5, 13] in the 1990s, business processes could also be separated from appli-
cations like database, as shown in Fig. 1. Recently, as the WFMS concept has ex-
panded into the BPM concept, the BPM system has become the technological basis 
for the development of new kinds of applications through the independence of busi-
ness processes. 

As known well, BPM originally automates, executes, and improves business proc-
esses [7, 11]. The business processes are directly related to business activities, and act 
as an agent to invoke various applications such as SCM and CRM. With regard to 
these properties of the business processes, the BPM system plays an essential role as a 
‘Business Operating System’. In other words, the BPM system not only can manage 
business processes systematically while maintaining original functionality, but also 
becomes a solution platform in order to develop new applications, enabling the solu-
tion to be flexible to changes of processes. In this paper, the development framework 
of the solution to develop new applications is called ‘Process Orientation’ (PO). 
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Fig. 1. Process Independence 

Business solutions under the PO concept can be classified into two types. First, 
there are packaged solutions, modeled on BPM, to execute and manage specific proc-
esses efficiently. For example, the ‘SOXA Accelerator’ on which the Sarbanes-Oxley 
Act [6], the law enacted in the USA for accounting reform, is modeled as business 
processes on the BPM. Because it is very important to comply with the Act, it is re-
quired that it is led to observe the Act by the characteristics of BPM such as execution 
and control of the processes. Second, other solutions are developed on the BPM plat-
form and expected to interact with the platform. These solutions include ‘KMS based 
on BPM’, ‘the performance management system based on BPM’, and JMS introduced 
in this paper.  

2.2   Role of BPM  

BPM is an integrated methodology to design, manage and improve business proc-
esses, in order to enhance productivity, or software systems to support the methodol-
ogy [6, 7, 11]. BPM comprehends automation of business processes (workflows) and  
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Fig. 2. The Procedure of BPM Implementation 

integration of business applications (EAI, Enterprise Application Integration) [2, 5, 
8]. While it designs, executes, monitors and analyzes the processes [2, 9], it calls or 
integrates external systems [6, 7]. BPM products of worldwide vendors including 
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Handysoft Global, FileNet and Staffware have already been utilized in various indus-
tries and are being introduced to an increasing number of companies [4]. 

When a company tries to introduce the BPM system, it generally follows the series 
of procedures presented in Fig. 2. First, it identifies business processes to be managed 
by BPM [8]. It then defines applications and organizations relevant to those business 
processes. Once relevant information has been identified, it is designed concretely and 
implemented to be executed in the BPM system [8]. Significant time and manpower 
can be expended in the ‘Analysis’ stage of the procedure below if the processes have 
not previously been managed or defined systematically. 

2.3   Job Manual System (JMS) 

JMS is a software system to frame manuals including procedures and related details 
of various tasks and manage them [2]. The system can provide information relevant to 
specific activities for task performers who are not proficient in those activities. In 
addition, when a task performer is changed, it can simplify a process to tutor the new 
performer. Finally, because users utilize know-how accumulated in the system, their 
abilities and performance can become significantly enhanced. This helps the users to 
perform their jobs more effectively, and with increased productivity.  

Generally in a traditional job manual system, a series of business procedures is im-
plicit in each job manual to which users refer. The manual and the procedures are 
ordinarily expressed in a simple text format, so that it is not only inconvenient for the 
users to read and utilize the manuals but also difficult to understand the overall work 
flow [2]. In addition, the systems do not support interfaces with other applications 
required to perform the jobs. If the business procedures in a job manual can be repre-
sented and managed in a BPM-understandable form, those business procedures can 
operate efficiently and can effectively integrate other systems relevant to the proce-
dures. Therefore, the ‘job manual system based on BPM’ that is developed on the 
BPM platform can correct the inadequacies of existing systems. That system provides 
unique UI to enable users to draw up a job manual related to processes and contrib-
utes to promoting business processes through interaction with the BPM system. 

3   Development of JMS Based on PO Concept 

This chapter explains how the new JMS is designed and implemented on the BPM 
platform and how it is utilized and interacts with BPM. Our system can be a typical 
one developed in accordance with the PO concept. 

3.1   Job Manual and Process Definition of BPM 

In our system, each manual is considered to be related to a single process and is man-
aged by the BPM system. In other words, preparation of a manual includes modeling a 
business process corresponding to the manual. Unlike traditional systems, a manual is 
expressed in a graphical form, so that the users can enhance the readability of the man-
ual and the understandability of the tasks detailed in it [2]. To model the process in the 
system, we provide a design tool, ‘Simple Designer’, which is a simplified version of an 
original BPM’s process designer. Simple Designer provides user interfaces in order to 
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manage information relevant to a process (name, description, deadline and attached file) 
and a task (name, participants, applications, deadline, and attached file). The informa-
tion is modeled according to the structured DB schema in Fig. 3. 
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Fig. 3. DB Schema of main entities in the JMS 
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A manual with a customized process model can be utilized as a process definition 
in BPM through the structural property. In this sense, our system is an application 
developed on the basis of the BPM platform. In this system, the manual can be trans-
ferred directly to the BPM process definition and executed directly by the BPM en-
gine. The transfer is enabled by the data structure between the JMS and the BPM 
system, which is designed to deliver directly relevant DB tables of the JMS such as 
process definition, application definition, participant, activity definition and attached 
file, to those of the BPM. The data structure is presented in Fig. 4. The figure illus-
trates which DB tables are utilized in the migration of common information between 
the manual and the process definition. 

3.2   Interaction Between the JMS and the BPM System 

As mentioned in Section 3.1, our system interoperates with BPM. The interoperability 
supports the system to interact with the BPM system in several ways. First, because 
the system transfers a manual to an executable process definition in the BPM plat-
form, it contributes to simplifying identification, design, and implementation of the 
process definition using only simple steps. The system comprehends the analysis 
stages (process identification, application identification, organization identification), 
the design stage (process design), and the implementation stage (process implementa-
tion) in the procedure of BPM implementation. Therefore, if a company already util-
izes this system, it can construct a BPM system rapidly. 
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Fig. 5. The flow of continuous process improvement 
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Interoperability also enables continuous improvement of business processes, as 
shown in Fig. 5 First, business structure and business processes in a company are 
defined systematically. Then they are registered in the new JMS as manuals. The 
manuals, including the business processes, are transferred to the BPM system and 
executed in the platform. Enhancements of the operations of business processes are 
modified and updated into the manual system. As the following flow chart shows, 
continuous improvement of the processes can be carried out. 

4   System Implementation 

4.1   System Architecture 

The JMS described in this paper is a typical software product designed and imple-
mented under the PO concept. With development based on the BPM platform, the 
system has a unique architecture to utilize original properties of BPM. In addition to 
this system, other applications based on BPM are expected to be constructed on simi-
lar architecture. Therefore, general system architectures of the applications will most 
likely be designed as presented in Fig. 6. 
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Fig. 6. System architecture of the JMS based on BPM 

As shown in Fig. 6, the BPM system, which plays the role of a platform, manages 
process-relevant data in the DBMS and includes original functions, a process engine 
and a designer. It is equipped with a web server to handle Java Servlet and the BPM 
API, which starts the execution of a process or completes a task. The BPM system 
also provides several adapters to interoperate with back-end systems such as ERP 
(Enterprise Resource Planning) and integration systems such as EAI (Enterprise Ap-
plication Integration) and EDMS (Electronic Document Management System) [8, 9]. 
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This implies that the BPM platform plays a role as the Enterprise Nervous System 
proposed by Gartner [12]. Process-oriented applications including the JMS can inter-
face with BPM. This interface can transport process related properties between the 
BPM system and the JMS through TCP/IP communication. The interface in this sys-
tem delivers parts of the constituent information of Simple Designer to the DB tables 
of the specific properties in Process Designer to support the interoperability. Thereby, 
the system architecture enables the process-oriented development of applications 
based on BPM.  

4.2   System Implementation 

The JMS is implemented as a process-oriented application. In this section, the two 
main functions of the system are discussed. Figure 7 shows screen captures of the 
implemented system. Originated from properties of the BPM system, these functions 
demonstrate that the JMS is a solution based on BPM. The first function is the trans-
fer of a manual to the BPM process definition, which is represented in Fig. 7 (a). A 
user designs a manual with Simple Designer and a processes included in the manual 
can be directly automated by the BPM engine. The second function is the registration 
of a manual by the BPM engine, which is shown in Fig. 7 (b). 

Worklist

 
(a) The transfer of a manual to BPM process
 definition 

(b) Design and execution of a process in a 
manual 

Fig. 7. Main functions of the system 

Figure 7 (a) demonstrates, as previously mentioned, the transfer of a manual to the 
BPM process definition. The upper and lower sides of the figure show a manual in the 
system and the BPM process designer, respectively. The squares of dotted lines indi-
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cate the common properties (task name, description, participants, and applications) of 
the manual and the process designer. Once the manual is transferred, a process defini-
tion is designed using the properties delivered from the manual, and then it is in an 
executable form. 

The upper part of Fig. 7 (b) shows a manual registration process modeled with the 
BPM process designer. Applications and participants are suitably allocated to con-
stituent tasks of the process. Once the process is executed, each user of the system can 
see a new manual to register or approve in his/her worklist, as shown in the lower part 
of the figure. If the process has to be changed, it is only necessary to modify the proc-
ess model and develop relevant applications. As a result, the function discussed in 
Fig. 7 (b) increases the flexibility of the alteration of business processes. This is an 
important strength of general applications based on BPM. 

5   Conclusions  

In this paper, we proposed a new application development paradigm and developed 
the JMS as a sample application. We also discussed the technical issues of the system 
architecture and the utilization of the BPM platform. The ‘Process Orientation’ con-
cept is a new framework to develop an application by separating business processes 
from existing applications. A ‘process-oriented JMS based on BPM’ is one of the new 
applications under the PO concept. The introduced system has a unique system archi-
tecture to interoperate with the BPM system. Once a manual, including a process, is 
prepared in the new JMS, the process can be transferred to the BPM process defini-
tion and executed by the BPM engine. 

The JMS based on BPM has several advantages over existing systems. These 
mainly arise from the fact that the system observes the PO concept. First, a manual 
managed in our system can be viewed as a process to users. Therefore, it is possible to 
establish a business structure and clearly define dispersed business processes through 
the manuals. Second, a manual is not only utilized for references, but also has a direct 
connection to corresponding processes. As a result, the manual is transferred to the 
BPM process definition and is operated by the BPM engine with little additional 
work. Third, the system, by interacting with the BPM system, enables continuous 
improvement of business processes. Finally, companies that have not managed busi-
ness processes systematically can arrange their business processes and clarify them 
using the JMS, and then can introduce the BPM easily.   
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Abstract. This research is going to construct an enterprise credit evaluation 
model which consists of non-financial elements of IT index considered 
influencing to the financial output of the business entities. To examine the 
influence closely, this paper analyzes the relationship between the IT 
investment of enterprises and the elements of IT level and their productivity 
level or financial output first, and then is going to propose the new evaluation 
model of which IT elements as a non-financial one activates in a method of 
evaluating credit of each enterprises by discovering the linkage between the IT 
level and their financial output finally. 

1   Research Background and Its Needs 

Currently contribution level to market from the credit information gets more and more 
important in the variable ways such as economic side of which the credit value, as a 
parameter, promotes the credit exchanging economic society, business one of which it 
improves the process of decision-making of enterprises, banking side of which it 
increases the credit loan of business entities, and managerial one of which it secures 
the market transactions through the credit management. So when we approach the 
subject, the credit information, we should consider the mixed reciprocal effects of lots 
of elements of which enterprises have faced. Nevertheless, general system of credit 
evaluation about enterprises has analyzed only financial statements and social 
elementary data, because it is easy to be measured, and these phenomena have 
conceived the fundamental problem of its credibility.  

So, this research proposes that we should accept this essential limitation of easily 
measured data like financial statements, for we are obliged to acknowledge the utility 
of current accounting system, and we should assist the system with the other 
important approach that we suggest in this paper.  

The construction of information system through IT investment of enterprises 
promotes them to be able to achieve the financial output of enterprise more efficiently 
by diverse IT elements. A recent article of a research shows that one-dollar IT 
expenditure stimulus about the same amount of raise in productivity of the enterprise 
within a year and from double to eight times as the time goes in some cases. In 
addition to the increase in productivity, another research shows that as enterprises 
who have raised one more dollar IT investment the value of them have increased from 
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five-dollar at least to twenty-dollars as maximum. [1]. We could consider the linkage 
between the IT investment of enterprises which raises their IT level and the credit 
level of enterprises from the financial output which is stimulated by their IT level. 

2   Direction of Research 

This research is based on the hypothesis that “The construction of information system 
through IT investment causes the increase of expense savings and utility level of 
whole production processes of an enterprise, the improvement of production output 
revenue through the increase of efficiency level of input resource, and finally 
contribution to building the stable business environment of it.” To examine this 
hypothesis, this research classifies and analyzes the subject of study by sizes (large 
enterprises & small and medium enterprises) and by industries (manufacturing 
enterprises, constructing enterprises, and distributing/service enterprises), and then 
examines each financial indices by details following the each steps of financial output 
and IT investment rate as an actual IT index and the relationship between each indices 
of the IT level of an enterprise.  

Likewise, the same as generally known, we can say that the IT investment has a 
trend that occurs and concentrates on at the specific term and then the amount 
gradually decreases, and the IT level after the IT investment grows rather slowly and 
the link to the financial output reflects its effects more gradually and long-term based. 
Therefore for the analysis of “time” dimension between the IT investment and its 
financial output, this research extracts the result of three consecutive years from 2001 
to 2003 of “Evaluation of IT Level of Enterprises” [2] by IT Research & Consulting 
(we call it “ITR” from now on) which has researched and analyzed more than 500 
enterprises in Korea and produces the common indices through utilizing the result. To 
raise the credibility, this research also has analyzed the relation between IT 
investment and its financial output for the three consecutive years from the year of IT 
investment using the financial Information [3] of Korea Information Service (we call 
it “KIS” from now on). Furthermore, to observe the financial output by IT level, this 
research has inquired the alteration of relationship between the level of detailed 
indices of each IT elements which consists of IT strategy, IT organization, and IT 
application level and its financial output.  

Finally this research proposes the enterprise credit evaluation model suitable to the 
size of enterprises and the characteristics of industries of which influence the IT 
indices for the non-financial elements.  

3   Contents of Research 

3.1   Analysis of the Relationship Between the IT Investment and IT Level and 
the Financial Output of Enterprises 

Research Design 
To analyze the relationship between the IT investment of an enterprise and the 
financial output, this research has organized a research model that utilizes pooling 
data to measure the IT investment and its time factional financial output. Because by 
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the results according to the internal or external environment like enterprise or 
economic environment when a research measures only the output of IT investment by 
years there can be some differences, it is sure that there will be a limitation measuring 
the actual IT investment output. And since the IT investment of an enterprise creates 
the gradual and consecutive output, it cannot produce accurate result when a research 
compares the IT investment and its output of a certain year. So to measure the IT 
investment output accurately, this research suggests that an analysis of IT investment 
and its output should exclude the environment of a certain year and organize a model 
not using standard time but using generation time.1 

Table 1. Classification of Model Enterprises by industry 

Unit: Number of enterprise (%) 
Section   Manufacturing Constructing Distributing/service Total 

Large enterprise 121(28.74) 24(5.70) 70(16.63) 215(51.07) 
Small and medium 

enterprise 
126(29.93) 20(4.75) 60(14.25) 206(48.93) 

Total 247(58.67) 44(10.45) 130(30.88) 421(100.0) 

Primarily this research organized the population by the enterprises of which ITR 
researched and analyzed in its “Evaluation of IT Level of Enterprises” project using 
EIII(Evaluation Indices of Industrial IT)[4] developed by ITR and the project includes 
about 1,500 companies from 2001 to 2003. This paper has organized the final model 
enterprises that have their financial Information and utilized the data [3] aided by KIS.  

The statistical variables used in this research are defined as IT investment variable, 
IT index one, and financial index one. At first, related to the IT investment variable, 
existing researches by PIMS(1984) and Turner(1985) made efforts to examine the 
relationship between the IT investment correlated with sales amount and financial 
output using IT investment variable. Secondly Hannu and Timo(1995) implemented a 
research not only about the former one but also about the IT investment correlated 
with the number of employees and users of IT system and financial output using IT 
investment variable. As a new index of IT investment, this research has used the 
index of IT investment rate correlated with the total asset, the rate is {IT investment/ 
total asset} *100, and it proposes that it could closely examine the relationship 
between the IT investment and financial output since this index considers the relative 
importance of IT investment related to the real and concrete value of enterprises.  

Related to the IT index variable, this paper has intended to explain the relationship 
by IT environment using the user satisfaction variable of Mahmood and Becker(1985) 
and Hannu and Timo(1995) who implemented their research with the variable of the 
user satisfaction and ability of data management, the inclusive character of IT works, 
and the maturity level of IT function. This research has considered IT strategy, 
organization, and application as IT indices, and we believe that this approach of 
                                                           
1
�Generally to consider the characteristics of specific year, there is a method of adjusting IT 
investment by depreciation, but it is not be commonly utilized because the basis of the 
depreciation rate is not sufficient. So this research has analyzed the financial output in the 
year, we call this t year, of IT investment year by year.
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various IT environment would be able to analyze the detailed relationship between the 
IT investment and financial output and to overcome the limitation of situational 
element of influence between the relationship caused by diverse changeable 
environment which is essentially included in it.  

Table 2. IT index variables 

IT Area IT index 

IT Strategy 

Whether using Analysis of investment decision-making or not, 
Method of analyzing investment decision-making, Whether using 
analysis of afterward effectiveness or not, Whether establishing ISP 
or not 

IT Organization 
Object area of analyzing user satisfaction, Term of researching user 
satisfaction, Whether implementing IT education or not, Authority 
of IT organization, Formation of IT executives 

System within an 
enterprise 

ERP, Human resource management, Accounting management, 
Groupware, KMS 

System Among 
enterprises 

B2B Sales, B2B Service, B2B partner management 
IT 

Applicati
on 

System to 
customers 

B2C Sales, B2C Service, B2C Marketing, Integration of customer
database 

Related to the financial index variable, Hannu and Timo(1995) did it using the 
financial index of the increase rate of sales amount, pure profit from sales amount, 
and liability ratio. This research has intended to use diverse approaches using five 
points of view and 27 indices as those of analyzing financial output. 

Analysis and the Result 
Above all, to analyze the relationship between the IT investment and its financial 
output, this research has analyzed 6 enterprise groups considering their industries 
(manufacturing industry enterprises, constructing ones, and distributing/service ones) 
and their sizes(large ones and small and medium ones). The banking industry 
enterprises are omitted in this research because their quiet different characteristics of 
financial indices do not help this comparative analysis meaningful. To closely 
examine the similarity of the relationship between the IT investment and its financial 
output, this paper has implemented Pearson correlation analysis. And to analyze the 
financial output caused by IT investment overcoming time gaps and to examine the 
similarity, it has analyzed the data from the year of IT investment 1 year and 2 year 
after the IT investment by turn. This treatise proposes the concrete result of the group 
of large manufacturing enterprises only. 

From the analysis of the relationship between the IT investment and its financial 
output of large manufacturing enterprises, this research gets the following result; IT 
investment contributes to enterprises by the effect of utility increase and expense 
saving. But the effect of actual financial output of an enterprise such as the 
improvement of revenue structure or enlargement of circulation is not enough to be 
positive. But we have discovered that the correlation between the IT investment and 
revenue type indices has a trend of showing positive effect in long-term base. 
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Table 3. Correlation between the IT investment and its financial output of the large 
manufacturing enterprises  

Section Financial rate t year   t+1 year   t+2 year 
Rate of increase in sales amount 0.03 0.12 0.10 
Rate of current profit from Total capital 0.10 0.23(*) 0.12 
Rate of pure profit from total capital 0.08 0.10 0.12 
Current profit rate of enterprise 0.09 0.22(*) 0.23(*) 
Pure profit rate of enterprise 0.05 0.07 0.15 
Current profit rate of sales amount 0.08 0.17(*) 0.12 
Operational profit rate of sales amount -0.01 0.13 0.03 
Sales amount versus Appropriation Expense for bad debt -0.05 -0.06 -0.05 

Revenue 
Type 
index 

Sales bond versus appropriation expense for bad debt -0.07 -0.10 -0.09 
Cost rate of sales -0.12 -0.16 -0.14 
Salary expense versus sales amount -0.09 0.002 -0.01 
Distribution expense versus sales amount -0.04 -0.11 -0.20 

Expense 
index 

Sales administration expense versus sales amount 0.17 0.07 0.13 
Total capital circulation rate  0.31(*) 0.36(*) 0.49(*) 
Capital circulation rate 0.29(*) 0.04 0.02 
Managerial capital circulation rate 0.40(*) 0.44(*) 0.60(*) 
Fixed asset circulation rate 0.17(*) 0.20(*) 0.29(*) 
Visible fixed asset circulation rate 0.24(*) 0.30(*) 0.47(*) 
circulation rate 0.80(*) -0.01 0.39(*) 
Product circulation rate 0.19(*) 0.03 0.06 

Utility 
index 

Sales bond circulation rate 0.17(*) 0.33(*) 0.27(*) 
Total capital investment efficiency  0.23(*) 0.26(*) 0.50(*) 
Equipment investment efficiency 0.23(*) 0.26(*) 0.45(*) 

Producti
vity 

index Machinery investment efficiency -0.01 0.01 -0.01 
Circulation rate -0.02 0.08 0.15 
Current deposit rate 0.01 0.17 0.24 

Circulati
on index 

Fixed rate -0.05 -0.12 -0.23 
 Star (*) is the mark of useful index in the 5% usefulness level.  

Then this research has intended to measure the size of effect of which IT level in 
addition to the investment reaches to the financial output of enterprise through 
implementing analysis of relationship between IT investment and its financial output 
of enterprises. To measure the size of financial output according to different IT levels, 
this research has classified and analyzed three IT application and utilization level. 
Because it has some difficulties in translating the result which utilized and analyzed 
simple IT indices such as user satisfaction or job of CIO as well as the limitation of 
data, existing researches had trouble in examining the relationship between IT indices 
and its financial output. In this paper we have utilized the model of “Evaluating IT 
level of enterprises” using EIII developed by ITR, intended to measure the financial 
output according to IT environment by quantitatively analyzing detailed IT indices of 
each actual areas, and then closely examined the relationship between the detailed 
indices and its output.  
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This research has measured the similarity level between IT level and the financial 
output dividing into revenue type, expense savings, activation, productivity, and 
circulation areas, and, to overcome the differences in translation between each index 
and to raise the explanation capacity of a financial output as a single index, we have 
implemented making elements by areas not of examining similarity between each 
index but of Factor Analysis in the financial output area. Moreover, to measure the 
differences between financial output levels caused by the IT level, this paper has 
implemented comparison of average figures of groups through the analysis of 
variance (ANOVA) using IT level by areas and their scores of elements.  

As a result, even though there is a difference by their industries we have 
discovered that the enterprises having high level of IT strategies get more financial 
output in expense savings and revenue type than the ones having low level of IT 
strategies in the domestic large manufacturing industry groups. That is, this paper 
proposes an important discovery that even though IT investment could add the 
managerial executives high financial pressure by increase of operational and current 
expenses to an enterprise it could save IT investment expense and maximize its 
operational efficiency through IT application and utilization based on IT strategy. 

3.2   Credit Evaluation Model by Enterprise’s IT Level 

Research Design 
Model enterprises in this research are the same model that has been proposed in the 
research “Analysis of relationship between the IT investment and IT level and its 
financial output of enterprises.” This research has analyzed the large and the small 
and medium manufacturing enterprises and the large and the small and medium non-
manufacturing ones, constructing ones and distributing/service ones. The reason why 
we have excluded the classification of constructing ones and distributing/service ones 
is that the number of the superior and inferior groups is too small for producing a 
meaningful value and in the actual expectation of credit level of enterprises people 
use the classification system of manufacturing and non-manufacturing. We have 
organized the standard of classifying the superior or normal enterprises and the 
inferior ones following the criteria shown in the table 7 and through this procedure the 
table shows the classification system of the large manufacturing enterprise and the 
small and medium ones and the large non-manufacturing enterprise and the small and 
medium ones.  

Table 4. Classification system of superior and inferior enterprise 

Section Classification System 

Inferior enterprise 

[Total capital  0] or   
[An enterprise whose cash flow after 2 consecutive years of operational 
activity is below zero], or  
[An enterprise whose current pure profit is below zero for 2 consecutive 
years] 

Superior enterprise An enterprise which is not an inferior one 
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Table 5. Superior and inferior enterprise model organization 

Section Manufacturing Non-manufacturing 
Superior 98(81.0%) 73(77.7%) 

Large enterprise 
Inferior 23(19.0%) 21(22.3%) 
Superior 80(63.5%) 32(40.0%) Small and medium 

enterprise Inferior 46(36.5%) 48(60.0%) 

In the research of forecasting the inferiority of an enterprise or credit level, there is 
no theoretical basis to select the financial rate variable as a independent variable, 
explanatory one. Therefore this paper has classified and analyzed 17 financial rate by 
revenue type, stability, growth, activation, and circulation.  

Using “Evaluation of IT level” data of ITR as an IT index, this research has 
utilized the non-financial information of IT level of enterprises which is very trustful, 
and our use of the data let us expect that the analysis level of this treatise would be 
superior to the other existing papers studying the relationship between the IT 
investment and its financial output. We have analyzed 12 detailed IT indices by 
classifying IT strategy, IT Organization, and IT application. 

Analysis and the Result 
Especially in this paper, we would closely examine what IT level of enterprises by 
positive analysis, as a non-financial element, roles in evaluating enterprise’s credit 
and how much the level contributes to the credit level. As we have explained at the 
former model selection, the dependent variable dealt in credit level model of this 
research is the classification of the enterprises into superior group or inferior one. So, 
the IT level variable as a financial and non-financial variable which can be used as an 
independent variable of this model selects the variable having meaningful statistical 
difference as a result of the t-examination between superior and inferior groups usable 
as a dependent variable, Logit, and X² examination. The reason of choosing t-
examination, Logit, and X² examination as a choosing criteria of an independent 
variable is because we could distinguish the difference between superior and inferior 
groups when the difference of average between levels or explaining capability of 
model is considered to be meaningful variable. This analysis has implemented t-
examination and Logit in analyzing numerical variable, and X² examination in 
analyzing category type variable, considering whether there is consistency of 
dispersion in financial rate of non-manufacturing enterprise groups or not it has used 
dummy variable in industries of constructing and distributing/service as an 
independent variable of model. Therefore, to examine the contribution of financial 
variable to this model, this research defines financial variable as independent variable 
and brings out the organized model by dummy variable by industry, in case of non-
manufacturing industry 

Considering the result of the analysis of the t-examination and Logit about the 
large manufacturing enterprise, we could concluded that there is a difference between 
detailed financial indices of superior groups and inferior ones, since until the 8th 
ranked indices in the financial variable showing superior discrimination rate of the 
analysis result of Logit shows meaningful result of t-examination within 10% 
meaningfulness level.  
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Table 6. Analysis result of X² examination about each IT level candidate variables of large 
manufacturing enterprise 

Examination 
Variable X² 

Value
Rate of 

meaningfulness 
Rank 

Whether using analysis of investment decision-making 4.09 0.043 1 
Method of analyzing investment Decision-making 1.37 0.242 5 
Whether using analysis of afterward effectiveness 2.31 0.128 4 

IT Strategy 

Whether establishing ISP  2.63 0.268 6 
IT Organization Whether implementing IT education  0.00 0.972 12 

Whether applying ERP  3.25 0.072 3 
Whether applying groupware  3.36 0.067 2 
Whether applying B2B sales system  0.95 0.331 7 
Whether applying B2B service system  0.27 0.603 10 
Whether applying B2B partner management system  0.39 0.533 9 
Whether applying B2C service system  0.02 0.905 11 

IT Application

Whether applying B2C marketing system  0.39 0.531 8 

Following the above result, in case of the large manufacturing enterprise, the stable 
formula of the discrimination shows below one. 

Z = β0 + β11(total capital current revenue rate) + β12(Sales amount current revenue rate) 
+ β13(Total capital pure revenue rate) + β14(Banking expense versus sales)  

      + β15 (Own capital rate) + β16 (Liability versus sales) + β17 (the increase rate of  
      sales amount) + β13 (Sales bond circulation rate) + β21 (Whether using the  
      investment decision-making analysis or not) + β22 (Whether applying  
      groupware or not) + β23 (Whether applying ERP) + β24 (IT investment in  
      comparison with total asset) 

Through the above whole examinations on the candidate financial variable by 
classes and the IT variable, this research selected the first financial and IT variable. 
And then through the entry standard stepwise method, it makes the discrimination 
formula of financial element suitable, and finally through combining the selected IT 
element as the non-financial indices with the suitable discrimination formula for only  
 

Table 7. Discriminating model by selecting financial variable of the large manufacturing 
enterprise 

  Name of variable figure(β) Standard Deviation wald X² Rate of 
Meaningfulness 

Sales amount revenue 
rate(�) 

0.0394 0.0231 2.9118 0.0879 

Own capital rate(�) 0.0355 0.0126 7.8986 0.0049 
The increase rate of sales 

amount(�) 
0.0399 0.0223 3.2154 0.0729 

Constant term 0.4081 0.5251 0.6040 0.0371 
Forecasting ability of model  83.3% 

Forecasting model  Z = 0.4081 + 0.0394� + 0.0355� + 0.0399� 
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the financial elements, it makes the final discrimination formula stable. In case of 
financial variable about the large manufacturing enterprise, we have discovered that 
the financial indices of revenue type which includes the sales amount current revenue 
rate variable, own capital rate, the increase rate of sales amount, and so on, stability, 
and growth are the discriminating variables in classifying the superior enterprises and 
inferior ones, and the forecasting ability of this model shows 83.3%.  

The discriminating model of financial variables including IT ones shows that, in 
financial variables, variables of sales amount current revenue rate, own capital rate, 
and the increase rate of sales amount and, in the IT level variables of enterprises, 
variables of IT investment in comparison with total asset, whether using investment 
decision-making analysis or not, whether applying ERP or not, and whether applying 
groupware or not could discriminate superior enterprise and inferior ones, and the 
forecasting ability of this model shows 88.4%.  

Table 8. Comparison of discrimination rate by models 

Discrimination rate 
Enterprise classification Financial 

variable 
Financial variable

+ IT variable 

Increasing level of 
Discrimination rate 

Large enterprise 83.3% 88.4% +5.1%p Manufacturing 
Industry S/M enterprise - - - 

Large enterprise 88.0% 91.2% +3.2%p Non-
manufacturing 

Industry 
S/M enterprise 77.3% 85.5% +8.2%p 

We could bring out meaningful financial variables and IT level ones in enterprise 
groups except for the small and medium manufacturing enterprise group. In case of 
large manufacturing enterprises, the increasing level of discrimination rate including 
IT level variables shows 5.1% higher discrimination hit ratio than that including 
financial variables only. In case of large non-manufacturing enterprises, the 
increasing level of discrimination rate including IT level variables shows 3.2%p 
higher discrimination hit ratio than that including financial variables only, and In case 
of small and medium manufacturing enterprises, the rate including IT level variables 
shows 8.2%p higher discrimination hit ratio than that including financial variables 
only. This result means that the classification of superior groups and inferior ones by 
IT level is meaningful and the IT level of enterprises can contribute to forecast the 
credit level of enterprises. 

4   Conclusion 

This research, by bringing out the result whether IT investment of enterprises directly 
influences to the sectional financial outputs, which includes revenue increase, expense 
savings, utilization increase, productivity increase, and circulation increase, or not by 
industries and sizes, has verified the relationship between the IT investment and its 
financial outputs. Moreover, this research has verified whether the improvement of 
enterprise’s IT level by IT investment influences the financial outputs of enterprises 
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or not by bringing out the indirect relationship by industries and sizes. Based on the 
above analysis result, we have implemented analysis of the contribution level of 
which IT influences stimulus enterprise’s credit level, and in case of large 
manufacturing enterprises, the increasing level of discrimination rate including IT 
level variables shows 5.1% higher discrimination hit ratio than that including 
financial variables only. Through this result, we could verified that forecasting credit 
level of enterprises by IT level is meaningful, and based on the result, could expect 
that further research can develop more clear system and model of translating 
relationship between IT level and credit level of enterprises afterward by 
implementing supplementing research based on the more reliable data collected for 
longer period. 
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Abstract. In the ubiquitous age, privacy will be the matter of trade-offs about 
pros and cons of revealing personal information for personalized services. 
Ubiquitous computing demands a fundamental shift in the control of personal 
information and requires disclosure of personal information. As we enjoy 
comfortable life, the invasion of personal information can be occurred at the 
same time. The privacy requires the effective security, but the effective security 
does not guarantee the effective privacy. We present the privacy engineering in 
order to prevent the privacy invasion and measure the economic value of 
privacy. We hope this privacy engineering in ubiComp will be used as one of 
the tool for protecting the users in the ubiquitous age. The approach includes 
the followings; the architecture of the privacy engineering, the database 
modeling, the privacy impact assessment, the economic value assessment of the 
privacy. 

1   Introduction 

Privacy can have many aspects, but for purposes of this principle and the 
corresponding criteria, privacy is defined as the rights and obligations of individuals 
and entities with respect to the collection, use, disclosure, and retention of personal 
information. Personal information is defined as any information relating to an 
identified or identifiable individual. [1] 

The threat of privacy break-in may not seem real until it happens. Specific risks of 
having inadequate privacy policies and procedures include; Damage to the 
organization’s reputation, brand, or business relationships, Legal liability and industry 
or regulatory sanctions, Customer or employee distrust, and Disruption of 
international business operations. The future is uncertain. Firms can use scenario 
planning so as to develop privacy strategies in the technological, regulatory, and 
competitive landscape. 

Firms must establish internal control and monitoring measures so that they may be 
enforced. For firms to prevent these risk potentials, it is desirable that they should put 
into three specific actions which would be difficult as the follows. The wireless world, 
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in surfing the Internet or viewing e-mail, has the same privacy concerns as the wired 
world. The first consideration in developing a sustainable approach to privacy is the 
creation of an underlying enterprise data strategy. The second is the issue of 
technology infrastructures. The third element of a privacy strategy is business 
operations- the side of the triangle that shapes processes and procedures that guide 
consumer interactions. [2] 

We present the privacy engineering in order to prevent the privacy invasion and 
measure the economic value of privacy. Now let us study on the followings; Tech 
Architecture, Legal Architecture, and Privacy Engineering. 

2   Technical Architecture for Privacy 

2.1   Mapping 

The technology infrastructure depicts the component parts (e.g., applications, host 
platforms, databases, networks, etc.) of the information technology environment that 
enable the flow of personal information. Application systems and business processes 
that collect, use, disclose or store personal information must be identified and 
understood. To assess compliance with privacy goals and objectives at the most 
granular level, the organization must develop an inventory. If notice and choice are to 
be offered at every collection point, then the inventory can be used to identify all 
collection points. The inventory also serves to identify where security must be in 
place to protect personal information. [3] 

 

Fig. 1. In order to strengthen the protection of personal information, a foundation of laws and 
polices must have been established. Also, the government should prepare the related technology 
which can handle the privacy issue. In this process, we have to make an effort not to omit the 
whole technology to handle the increasing the future privacy issues. We suggest the following 
technological framework to prepare the safe ubiquitous computing environment. [4] 

With the above matrix, it leads to a new framework for categorizing privacy 
protection mechanism. In this framework, “Anonymization & Pseudonymization” 
technologies are preventative methods that can be used on monitoring and collection 
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of privacy. “Secure mail” also can be used as prevention for monitoring and collection 
process. In contrast, “P3P (Platform for Privacy Preferences)” tells web users how 
their information will be used, so this notification mechanism might be a solution for 
data collection phase. And “Technology for Feedback, Notification and Consent” 
could be efficient method for abuse phase. [4] 

2.2   Control Point 

In many organizations, to mitigate the risks associated with information systems, the 
IT audit function is assigned the responsibility of implementing a system of internal 
controls. Because of additional risks associated with e-commerce systems and the 
resulting need for strong control procedures, it is important that management 
appreciates the significance of having IT auditors participate in the systems 
development process. These internal controls are activities performed to eliminate 
risks or minimize them to an acceptable level. In most cases, it is cost-prohibitive to 
implement every type of control in an effort to eliminate all elements of risk. [5]. 

 

Fig. 2. By Disaster Recovery Institute, even though the cause of service suspension was the 
facility part in days past, it moves to the higher stack nowadays. [6] It is so because users come 
in contact with various programs more easily and then many side-effects appear 

Of the internal attacks cited in Ponemon's report, about almost 40 percent occurred 
because well-intentioned employees inadvertently caused security problems by how 
they handled sensitive information. Only 30 percent were attributed to malicious 
employees. "Most internal security issues are due to organizational sloppiness," he 
said. "These aren't bad people. They are just trying to get a job done, but they aren't 
considering all the consequences to their actions." [7] 

The operational errors must be reduced by use of management practices and the 
application and technical failures must be reduced through standardized design and 
systematic procedures. The internal controls must be added in compliance with 
organizational regulations. Moreover, every view must be offered to the authorized 
user according to data constraints. Traceability should be guaranteed by using 
information systems. 
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3   Legal Architecture for Privacy 

3.1   Considerations 

Information technologies have increased the interests about the right of privacy since 
the 1960s and 1970s. The Council of Europe’s 1981 Convention for the Protection of 
Individuals with regard to the Automatic Processing of Personal Data and the 
Organization for Economic Cooperation and Development’s (OECD) Guidelines 
Governing the Protection of Privacy and Transborder Data Flows of Personal Data set 
out specific rules covering the handling of electronic data. All require that personal 
information must be; Obtained fairly and lawfully, Used only for the original 
specified purpose, Adequate, relevant and not excessive to purpose, Accurate and up 
to date, Accessible to the subject, Kept secure, and Destroyed after its purpose is 
completed. [8] 

 

Fig. 3. In the ubiquitous environment, a company should collect the agreement with the 
personal information owner. The ubiquitous network and data mining techniques will increase 
the tracking and profiling of personal information. The shift to the pervasive computing 
paradigm brings forth new challenges to security and privacy, which cannot be addressed by 
mere adaptation of existing security and privacy mechanisms. Unless security concerns are 
accommodated early in the design phase, pervasive computing environments will be plenty of 
vulnerabilities and exposures 

It should add the use and processing step of the life cycle of personal information 
on the current law. The current law just focused on the collect, access, provide and 
cosign step of the life cycle of personal information. In ubiComp, the analysis of a 
company will increase because of the ease of collection for personal information. 

A customer could be monitor in a shop by a company for marketing. A company 
will collect and analyze using accumulated personal information. A company can sell 
and distribute the personal information intentionally or accidentally. The law should 
stipulate how to control the personal information on processing step. [4] 
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3.2   Implementations 

A full assessment identifies both gaps in the design of the privacy program in 
considering business risks and opportunities, as well as gaps in the operating 
effectiveness of current policies and practices. It tells you what will never work 
because of flawed design and what isn’t working because of flawed execution. The 
resulting strategy and plan will document recommended solutions as well as how to 
ensure those solutions are implemented. The assessment should take advantage of 
graphical representations to depict the results since many of us respond more to 
pictures than words. [3] 

 

Fig. 4. This depicts the results of an assessment where the Capability Maturity Model was 
adapted to indicate the process maturity of key elements of the privacy program and major 
ideas and principles in the EU Directive 

In the final analysis, the assessment should set forth a thoughtful strategy and plan 
for closing the gaps and achieving the goals and objectives. Findings and 
recommendations should be presented in consideration of the organization’s culture 
and values as well as risk management priorities. Finally, consideration must be given 
to overcoming anticipated barriers to change, as well as the trade-off between cost and 
benefit. Now, with plan in place, it is time to implement. [3] 

The implementation method of related laws should be linked to Privacy 
Engineering. In designing database, the constraints for securing privacy should be 
defined at the early stage. 

4   Privacy Engineering 

Building the world's datasphere is a three-step process—one that we've been blindly 
following without considering its ramifications for the future of privacy. First, 
industrialized society creates new opportunities for data collection. Next, we 
dramatically increase the ease of automatically capturing information into a computer. 
The final step is to arrange this information into a large-scale database so it can be 
easily retrieved at a moment's notice. Once the day-to-day events of our lives are 
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systematically captured in a machine-readable format, this information takes on a life 
of its own. It finds new uses. It becomes indispensable in business operations. And it 
often flows from computer to computer, from business to business, and between 
industry and government. If we don't step back and stop the collection and release of 
this data, we'll soon have a world in which every moment and every action is 
permanently "on the record." Now we show solutions for privacy with Modeling, 
Security Implementation, Impact Assessment, and Economic Value Assessment. 

4.1   Database Modeling 

Proper authentication is a critical component of DB modeling. It is because if once a 
party has been accepted into the system, a legally binding transaction process has 
begun. 

Database Security Control consists of the Flow Control, the Inference Control, and 
the Access Control. DB Security Control measures restrict who gets in, manage their 
identities and access rights, Column level controls, and Audit to hold users 
accountable for their actions. 

Classification of Security Threats according to the way they occur: (1) Accidental; 
Human errors (incorrect input, incorrect use of applications), Errors in software 
(incorrect application of security policies, denial of access to authorized users), 
Natural or accidental disasters (damage of hard-/software) (2) Intentional; Authorized 
users who abuse their privileges and authority, Hostile agents (improper users, 
insiders / outsiders) executing improper reading or writing of data legal use of 
applications can mask fraudulent purpose. (Viruses, Trojan Horses, Trapdoors) [9] 

To ensure successful identity management, a digital identity solution should 
support at least the following basic requirements. (1) Reliability and dependability: 
Identity theft is one the fastest growing electronic crime and it is expected to 
accelerate. Digital identity must offer protection against forgery and related attacks. 
(2) Controlled information disclosure: Users must be given control on what identity to 
use in specific circumstances. Control must also be given with respect to possible 
replication and misuses of the identity information a party reveals in a transaction. (3) 
Mobility support: The mobile computing infrastructure can keep track of an 
individual's physical location. In addition, mobile computing bears some peculiarity 
such as limited bandwidth and limited display size. [10] 

There are several ways to look at approaches to identity management. One may 
look at this question as a matter of policy and law; or as business cases and practices; 
or as technical architectures and technologies; or even at guiding philosophies and 
principles. [11] We must pay attention to understand how business process controls 
and identity management work together, which could ensure that the identity 
management and its supporting infrastructure are delivered within the context of 
business objectives. 

4.2   Security Implementation 

The Ponemon Institute's data security study asked respondents what type of leaks 
they'd suffered. Because respondents could cite more than one category per incident, 
the percentages don't total 100. (1) 22 percent of leaks involved customers' personal 
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data. (2) 10 percent involved workers' personal data. (3) 39 percent disclosed 
confidential business data. (4) 14 percent leaked intellectual property, including 
software code. (5) 16 percent: "Other." [7] 

The emerging threats described above are becoming increasingly complex and 
difficult to resolve. Like the newest viruses and worms, the threats can be blended, 
where one threat facilitates another. Once inside a company or one of its partners, a 
trusted employee can do enormous damage. Often such leaks disclose the most 
sensitive of data. In addition to products that control who gets access to what 
information, a slew of new start-ups focus on securing digital content and watching 
where it goes. Products in this category vary in their approach. Some focus solely on 
protecting intellectual property from being leaked, while others also perform forensics 
analysis, digital rights management and security policy management. [7] 

Effective application security controls spring from such standards as least privilege 
and separation of duties. These controls must be precise and effective, but no more 
precise or granular than considerations of cost and value dictate. At the same time, 
they must place minimal burdens on administrators, auditors, and legitimate users of 
the system. Controls must be built on a firm foundation of organizational policies. 
Although all organizations probably need the type of policy that predominates in the 
commercial environment, some require the more stringent type of policy that the U.S. 
government uses, which places additional controls on use of systems. [12] 

Users typically cannot access these applications without being registered to use that 
software, i.e., having a user account set up for them. As a result, user accounts need to 
be added, deleted and modified constantly in response to people joining or leaving the 
organization, changing roles, or moving locations. Subsequently, a typical user needs 
accounts on multiple platforms and access to a number of applications. As such, 
organizations conducting business on the Internet must have or develop the ability to 
authenticate, authorize and provide user access rights in a unified, consistent and 
effective manner. [13] 

4.3   Impact Assessment 

When we use the word “sensitive data,” it implies that if these kinds of data are 
misused or breached, the individuals would suffer from severer damage than they 
would suffer if their name, address or other information is misused. The clearer 
conceptualization and practical thinking concerning the trust and the relationship 
between them are required. 

In this point, PIA has been welcomed as a tool for identification of privacy risks in 
proposed government and private sector initiatives. PIA is an analysis of how 
information is handled; (1) to ensure handling conform to applicable legal, regulatory 
and policy requirements regarding privacy (2) to determine the risks and effects of 
collecting maintaining and disseminating information in identifiable form in an 
electronic information system (3) to explain and evaluate protections and alternative 
processes for handling information to mitigate potential privacy risks [14]. 

This definition makes the linkage between PIA and risk assessment, placing the 
concept of risk at the center of process. To some extent, we may infer risks to privacy 
that comes from security breaches or breakdowns of information equipment. But, in 
the ubiquitous computing, this term needs to be understood from a social scientific 
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perspective in terms of the different characteristics of individuals, or of categories of 
individuals, who experience different kinds of and degrees of privacy breaches and 
who enjoy different level and forms of privacy protection in the ubiquitous 
computing. 

It would be impossible to know which data of someone are more at risk for privacy 
than others in the ubiquitous computing. The construction of ‘data subject’ is enriched 
not by understanding of various kinds of data subjects, but by explanations of what 
differentiates them and by recognition of the different consequences; they experience 
through involvement in the variety of information processes that put them at risk or 
that protect them. 

The PIA process ensure that privacy issues are identified and addressed by policy 
makers at the initial stages of a new project or policy- at the conceptual stage, the 
design approval stage, and the funding stage [15]. Accordingly, it is important to 
implement the PIA early in the project life cycle, at the conceptual stage of project. 

And it is important as well for the PIA to be performed by an independent officer 
or entity not linked to the project. And Privacy Commissioner should takes charge of 
this role. Many officers in various countries have authority over private information 
and governmental databases. An important thing to success of Privacy Commissioners 
is to provide with adequate resources to conduct oversight and enforcement. 

4.4   Economic Value Assessment 

Most items of personal property (mobile phones, houses, etc.) have a value that can be 
determined in the marketplace. In the case of privacy, the value and trust equation is 
even less clear, making corporate responses to consumers’ expectations difficult to 
reflect in policy. Perceptions about what is or isn’t personal information varies by 
company, industry, transaction type and the expected consequences of violation. The 
value of privacy is not only elusive- determining it can be fraught with emotion and 
intangible considerations. 

It is difficult to distinguish clearly between online personal information and offline 
one. In most real cases, the legacy systems and existing infrastructure prohibit the 
distinguishing between online and offline personal information. Online personal 
information includes users’ propensity, product evaluation, search behavior, 
purchasing history, and so forth. Online personal information is a kind of customers’ 
behavior in the view of economic model. In electronic commerce, online personal 
information is intimately associated with cookies and IP addresses which track 
customers’ behaviors. Offline personal information presents real personal 
identification-information and is presented by identification information such as credit 
card number and social security number. 

The economic value can be distinguished in the viewpoint of enterprises and users. 
The economic value of enterprises consists of compliance cost and non-compliance 
cost of law. The non-compliance cost of law includes fine, direct loss, indirect loss, 
potential loss, and so on. The non-compliance cost of law includes the cost of policy 
development and maintenance, educational cost, implementation cost of technology, 
audit or control cost, and so on. The economic value should include the benefits 
caused by law compliance. The economic cost of users consists of the cost of loss and 
the cost of indemnity. The cost of loss includes the cost of users’ loss, purchasing 
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cost, spam mail, ID theft, and so on. The cost of indemnity includes value and the 
amount of indemnity. The economic value of users should include the benefits caused 
by information sharing. And then the economic analysis can be used to define the 
structure for privacy protection. 

Costs may be classified as tangible or intangible. The tangible costs of Data 
Protection comprise two main elements: (1) The cost of running the supervisory 
authority and the payment of any fees for notification (2) Compliance with the Data 
Protection principles, in particular the costs of the provision of data subject access. 
Intangibles include: (1) The perception that compliance might reduce 
competitiveness, by limiting what can be done with customers’ information; and (2) 
Inefficiencies introduced by restrictions on the sharing of data and the additional 
bureaucracy associated with compliance activities. [16] 

The assessment of the shortfall between what we need and what we have is a 
tedious process. It involves analyzing the process maps from a “what can go wrong” 
perspective vis-à-vis privacy and data protection. It involves assessing every 
requirement of the entity’s privacy policy and charter (compliance with asserted 
actions, requirements of specific laws, etc.) against each and every collection, use and 
disclosure of personal information. It involves assessing the security of personal 
information whether electronic or physical. [3] 

The economic value aims at grasping the disaster differences according to types of 
countermeasures, by use of the model which calculates the loss. And by suggesting 
the security level of personal information, it shows the method to compute the criteria 
in order to elevate the standards such as technological counter-plans, administrative 
counter-plans, authentication, and so on. 

5   Conclusions 

In the electronic commerce, it is important for companies to build trust for creating 
end-to-end privacy practices, which promise value to consumers. By combining these 
elements into an integrated privacy strategy, a company can greatly increase its 
success in building sustainable relationships, and in doing so, achieve competitive 
advantage over businesses that are judged less trustworthy by potential customers, 
vendors and partners. 

What causes firms the most difficulty is ensuring that online privacy policies are 
consistent with the approach taken in the offline world. Up to now, we presented the 
privacy engineering in order to prevent the privacy invasion and measure the 
economic value of privacy. The approach is the followings; the architecture of the 
privacy engineering, the database modeling, the privacy impact assessment, the 
economic value assessment of the privacy. 

To avoid the gap between perceived and actual practice, monitoring is key. 
Maintaining compliance requires your organization to monitor internal processes and 
the regulatory environment on an ongoing basis, while responding to any changes 
effectively and on a timely basis. [16] 

Addressing privacy and security concerns encourages customers to transact using 
Web-based channels that are presumably the lowest cost among sales channels. If the 
fears and concerns about transacting online are addressed, then it follows that more 
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business will flow through the Web site. For the business, this means more profitable 
customers. And for the customers, this means lower cost. [3] 

As the privacy program matures, the issue of compliance will emerge. The privacy 
task force will have confidence that the privacy program is well-designed but be 
unsure whether it is complied with throughout the organization. 
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Abstract. Recently, in order to swiftly satisfy the various product demands by 
customers reinforced collaboration among industries or business types as well 
as increased outsourcing have emerged as indispensable constitutive elements 
of modern manufacturing. An e-Manufacturing pilot project for supporting de-
sign collaboration of a domestic mould company is now underway. To drive ef-
ficiently the project, different evaluation frameworks per stakeholder in the e-
Manufacturing project are required. In this study, we proposed a unified evalua-
tion template which is composed of two viewpoints (user and operator) and 
three steps (pre-evaluation, operation evaluation and post evaluation). Particu-
larly, we proposed the evaluation framework for contractor mould companies 
from the user’s viewpoint using BSC concept. 

1   Introduction 

In the current global business environment, manufacturers experience intensified 
competition between one another due to oversupply; additionally corporate survival 
itself is threatened with the lack of speedy performance in meeting diverse customer 
demands. For these reasons, product manufacturing in the manufacturing industry has 
become transformed from the mass production structure in the past into a small or 
large quantity of multi-typed products to meet customer demands, which themselves 
have recently become more diversified. In addition, labor division and business coop-
eration have grown stronger both by area and by scope in order to secure low-cost, 
high-efficiency production. As such, in order to swiftly satisfy the various product 
demands by customers reinforced collaboration among industries or business types as 
well as increased outsourcing have emerged as indispensable constitutive elements of 
modern manufacturing. 

Technological cooperation in the product and mould design process is extremely 
important among partners in the mould industry, which is a basis for the manufactur-
ing industry. The goal of technological collaboration in design is to preview material, 
product, and part requirements, equipment for shaping/assembly production, or pro-
duction process elements in the early design stage prior to actual product manufactur-
ing.  In this milieu, it can be seen that effective operations through collaboration in the 
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design process can greatly reduce opportunity and time costs that normally are in-
curred in ensuing stages. Such technological collaboration is achieved when scattered 
specialized businesses participate at real time over the Internet and synchronously 
discuss operation sharing and cooperation. Consequently, to allow scattered special-
ized businesses and actual related companies to collaborate easily, a Hub for connect-
ing them must be built. 
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Fig. 1. TO-BE Model of e-Manufacturing project 

An e-Manufacturing pilot project for supporting a domestic mould company is now 
underway for 14 months (2004. 1 – 2005. 2) under the title of “Collaborative Hub 
Establishment for Design Process.” This project will be performed over 10 years from 
this year. The final goal of e-Manufacturing is the reduction of problems that occur 
during the design process using collaborative Internet technology. The TO-BE model 
of the e-Manufacturing project is shown in figure 1. It is a construction of a collabora-
tive hub system that can support collaboration between the principal contractor and 
subcontractor companies. 

2   Necessity and Contents of the Study 

In progressing with the e-Manufacturing project, a systematic evaluation framework 
designed to evaluate the project from the viewpoints of the contractor and subcontrac-
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tor companies as users of the hub, the government (MOCIE) and KITECH as opera-
tors, is absolutely required. For example, from the viewpoint of the contractor and 
subcontractor companies, which are users of the collaboration hub, financial success 
with efficient collaboration will be the most important evaluation index. On the other 
hand, from the government’s point of view, propagation of the result of the e-
Manufacturing project is more important than financial success. After all, assurance 
of national industrial competitiveness will be the most important evaluation index. 
Next, from the viewpoint of KITECH, which is an enforcement and operation organi-
zation, customer satisfaction, security for the hub system, and its maintenance will be 
the most important evaluation index. Thus, different evaluation frameworks per 
stakeholder in the e-Manufacturing project are required. Using this evaluation frame-
work, long-term plans will be objectively verified. 

Also, to ensure the success of the e-Manufacturing project, step-by-step evaluation 
must be effectively performed. These steps are divided into the following steps: pre-
evaluation, operation evaluation, and post evaluation of e-Manufacturing (Table 1). 
First, in the pre-evaluation step, a derivation from the evaluation index is required 
from the user’s viewpoint such that the user utilizes outputs of the e-Manufacturing 
project. Secondly, in the operation evaluation step, real-time monitoring should be 
performed whether project outputs correspond to the final goal or not. And confirma-
tion of the progress status is needed whether or not evaluation indexes derived are 
correctly developed. Thirdly, an evaluation about the outcomes achieved by users 
introducing the collaborative hub must be performed. Finally, feedback of user re-
quests must be performed effectively if the collaborative hub system is to be applied 
to mould companies. 

After all, to evaluate the e-Manufacturing project, a unified evaluation must be 
executed from different viewpoints (those of the user and operator) and steps (pre-
evaluation, operation evaluation and post evaluation) as in Table 1. That is, 12 evalua-
tion systems (A – L) should be integrated and managed. 

Table 1. Template about evaluation framework of e-Manufacturing project 

User Operator      Viewpoint 
 
 
STEP 

Subcontractor 
Mold Company 

Contractor 
Mold Company 

K I T E C
H 

Government 

Pre-evaluation A D G J 
Operation eval
uation 

B E H K 

Post evaluation C F I L 

In this study, from the user’s viewpoint, research is to be performed on the evaluation 
framework for contractor mould companies. To develop the evaluation framework, the 
BSC (Balanced Scorecard) concept is then introduced. First of all, we must establish a 
vision for the e-Manufacturing project. Then, to achieve this, we must devise a strategy. 
Ultimately, four viewpoints will be drawn for each BSC with three total scopes (D, E, 
F), and a measurable CSF (Critical Success Factor) is then to be developed. 
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3   Related Works on BSC 

Over the last 10 years, performance management or measurement systems have been 
an important focus of interest for both the academic and the societies engaged in the 
practical application of academic discoveries and innovations. These discussions, in 
particular, are progressing dynamically based mostly on the concept of BSC (Bal-
anced Scorecard) as suggested by Kaplan and Norton [1, 2, 3]. Companies have found 
that performance systems dependent solely on financial measurements like ROI and 
payback period are unable to satisfy all the core fields of interest for a company [4]. 
As a result, they suggest that financial measures be supplemented with additional ones 
that reflect customer satisfaction, internal business processes, and the ability to learn 
and grow. Their BSC is designed to complement “financial measures of past perform-
ance with measures of the drivers of future performance” [5]. The name of their con-
cept reflects an intention to keep score of a set of items that maintain a balance “be-
tween short- and long-term objectives, between financial and non-financial measures, 
between lagging and leading indicators, and between internal and external perform-
ance perspectives [5]. Table 2 shows the four different viewpoints of BSC, while 
figure 2 schematically depicts the relationship between the four viewpoints. 

Table 2. The four perspectives in a balanced scorecard 

Customer perspective (value-adding 
 view) 

Financial perspectives (shareholders’ 
view) 

Mission: to achieve out vision, by  
delivering value to our customers 

Mission: to succeed financially, by  
delivering value to out shareholders 

  
Internal process perspectives (process- 
based view) 

Learning and growth perspectives  
(future view) 

Mission: to satisfy our shareholders and
 customers by promoting efficiency and
 effectiveness in our business processes 

Mission: to achieve our vision, by  
sustaining our innovation and change 
capabilities, through continuous  
improvement and preparation for  
future challenges 

For studies using BSC, the most important task is to convert corporate strategic 
goals into a series of major performance indicators. For this, the stages for developing 
a performance system using BSC are as follows: establishment of a corporate vision 
and strategy, the defining of the company’s most important performance area for 
achieving corporate vision and strategy (financial, customer, internal process, learning 
and growth), the planning of major activities to be performed in order to achieve the 
strategic goal of each performance area (CSF decision), and finally, the defining of 
the KPI (Key Performance Indicator) for measuring CSF. At this point, decisions on 
CSF and KPI must take into consideration both cause and effect relations. 
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Fig. 2. Relationships between the four perspectives in balanced scorecard ([1]) 

As a result of analyzing previous studies with regard to BSC, it was found that 
manufacturers were the largest group to introduce BSC [6, 7]. Some public sector 
cases of BSC introduction were also found [8]. Particularly, with the rapid advance-
ment in IT (Information Technology), the introduction of IS (Information system) has 
become a requirement for manufacturers. However, IT and IS introduction is not 
simply a matter of corporate cost and benefit over a certain period of time but a vital 
means for corporate survival and growth. Therefore, an accurate evaluation of how IT 
and IS affect corporate management performance has become an extremely important 
issue. Nevertheless, IT and IS evaluation has also focused heavily on financial per-
spectives until now, making it difficult to measure their impact on corporate vision or 
long-term plans for securing a superior position in market competition. In addition, 
the introduction and usage of IT and IS contribute less directly to corporate goals, but 
more directly to the long-term creation of corporate profit, and therefore, it is difficult 
to evaluate IT and IS. 

Unfortunately, evaluation methods that rely on financial measures are not as well 
suited for newer generations of IT applications. These computer-based IS typically 
seek to provide a wide range of benefits, including many that are intangible in nature 
[9]. The introduction of a collaborative Hub system, discussed in this study, may also 
be considered as an introduction of IS using the latest Internet and IT. In other words, 
when a domestic mould company introduces the collaborative Hub system, the man-
ager’s analysis of possibly introducing a collaborative Hub system, analysis of in-
vestment benefits from the Hub system, and the consequent implementation of stan-
dards for monitoring the Hub system progress status from a variety of perspectives 
have become necessary. Also, future-oriented, process-based metrics are seen as a key 
element in a strategic management system that drives performance improvement and 
enables the top management team to make well-informed decisions that prepare their 
organization for the future [10, 11]. 
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As a result, we propose an evaluation model for measurement and evaluation from 
the four viewpoints of BSC. 

4   BSC-Based Evaluation Framework 

Figure 3 shows a BSC-based evaluation framework. As mentioned above, this study’s 
evaluation framework skipped the KPI defining stage, providing up to four stages for 
development. First, the outcome that mould companies want to achieve through the 
collaborative Hub is benefit maximization. Of course, mould companies may have 
differing visions, but in reality, the current domestic mould industry experiences a 
very adverse environment for manufacturing. Due to the surrounding environment of 
Japan, with an advanced mould industry, and China, with rapidly growing mould 
industry, domestic mould companies are competing intensively against one another. 
Thus, their most important goal and vision for its outcome would be securing maxi-
mum profit. 

Secondly, five strategies were developed for realizing the ultimate vision of the 
mould industry. Traditionally, the mould industry has considered short delivery and 
troubleshooting reduction as the most important factors impacting sales. Today, every 
company is inevitably integrated within a complex supply chain network, playing the 
roles of both customer and vendor to other companies. Hence, a manufacturing com-
pany cannot become agile unless its relationships with the supply chain are also agile 
[12]. Due to such changes in the manufacturing environment, maximum satisfaction 
for customers within the industry’s supply chain has emerged as the most significant 
factor. Maximum customer satisfaction typically would lead to increased sales. And 
such effective collaboration with customers is also considered an important strategy. 
As the final strategy, the order-securing factor was pointed out, having direct connec-
tion to sales. 

Thirdly, four perspectives were proposed based on BSC. Among the four perspec-
tives of BSC presented by Kaplan and Norton, financial, customer, and learning and 
growth perspectives were introduced in the same way. However, the internal process 
perspective was modified as a unified internal and external perspective. In light of the 
necessity of collaboration as mentioned above, internal processes as well as external 
processes of the mould industry should be considered as an important perspective. 
Furthermore, the IT/IS viewpoint should be included in an internal and external per-
spective. The perspective bearing on a collaborative Hub system which is an informa-
tion system, as discussed in this study, should also be considered at the same time. 

Fourth, the CSF of each of the four perspectives described above was drawn (Fig. 
3). In figure 3, the gray box means addition, change and deletion are possible. In other 
words, it shows that everything related to BSC can be changed. First of all, the finan-
cial perspective used traditional evaluation factors. Next, the customer perspective 
considered mould delivery and mould quality to be the most important factors. Also, 
individual customer satisfaction was considered as a CSF. In the internal and external 
process perspective, the IS utilization mentioned above was included, and the meeting 
reduction factor for evaluating effective performance through introduction of a col-
laborative Hub was also considered. And by introducing the collaborative Hub 
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Fig. 3. Evaluation Framework 

system, three factors for evaluating process, document management and organization, 
which are parts that can be changed for mould companies, were added. Also in the 
final learning and growth perspective, specialist retention, securing of IT technologi-
cal prowess, and knowledge utilization factors were added. Here, knowledge utiliza-
tion factor is related to KM (Knowledge Management). Other factors were considered 
previously in manufacturing industry. 

5   Conclusions and Future Works 

In this study, a BSC-based evaluation framework was developed for an effective in-
troduction of a collaborative Hub system by the mould industry. First of all, the vision 
and strategy to be introduced to the mould industry were developed. In this stage, a 
vision and strategy reflecting the characteristics of the mould industry were built, with 
particular emphasis on the collaboration factor. Second, in the four existing perspec-
tives of BSC, the internal process perspective was added with external process. Third, 
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the CSF was developed for each perspective. What is notable is that IT/IS related 
factors were added through the introduction of a collaborative Hub system, and that 
factors for evaluating process, document management and organization were added. 
Furthermore, factors for evaluating KM, which has recently emerged as an important 
factor in the organization, have been integrated. 

For the evaluation framework developed in this study, it is necessary to create the 
KPI for measuring CSF. The interactive relationship within CSF and KPI should also 
be analyzed. The evaluation framework developed in this study is targeted at the Con-
tractor Mould Company from the user perspective in the final model mentioned in 
Table 1. In the future, an evaluation framework for the Subcontractor Mould Com-
pany, another user of the collaborative Hub system, as well as a framework from the 
perspective of KITECH, the operator of the e-Manufacturing project, and the gov-
ernment will need to be developed. The four developed frameworks should be inte-
grated. And finally, pre-, operation, and post evaluation should be performed through 
an integrated evaluation framework. 
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Abstract. In this paper we propose a BPR-based Information Strategy Planning 
(ISP) Framework, which aims to fully incorporate the BPR concept into ISP. 
Since business processes and information systems (IS) are tightly linked to-
gether, business processes need to be reengineered during information systems 
planning. Five sub-processes are defined in the framework – Business Strategy 
Analysis, Process Analysis and Redesign, IS Analysis and Modeling, Organiza-
tion Analysis, and ROI (Return On Investment) Analysis and Integrated Execu-
tion Planning of IS. With this framework, it is expected that enterprises will be 
able to perform more effective, efficient, and strategic IS planning. 

1   Introduction 

The importance of Information Systems (IS) has rapidly increased in recent years, and 
the strategic use of IS has become one of the critical success factors (CSF) of many 
companies [4, 16]. Therefore, most enterprises pursue the renovation of business 
processes and strategies through IS [10, 11]. During the last decade, a number of 
leading companies have implemented solutions such as ERP, SCM, CRM, PLM and 
so on, all of which inevitably require a large capital investment. To make the invest-
ment more effective, Information Strategy Planning (ISP) has been widely adopted 
prior to the implementation of IS. The aim of ISP is to align business strategy with 
information system planning [17]. It identifies prioritized information systems that are 
efficient, effective and strategic [1]. It is true that ISP facilitates systematic IS master 
planning; however, some companies still consider their IT investment to be unsatis-
factory, which often results in overall poor IS performance. The overall poor per-
formance principally results from ISP being executed without a fundamental redesign 
of business processes [13], which shows that the goal of ISP cannot be achieved by 
simply automating existing business processes [5]. 

Of course, existing ISP methodologies include the BPR concept to some extent. 
However, since they mainly focus on the identification of prioritized IS planning 
rather than business reengineering, business processes are analyzed in order to iden-
tify IS requirements. Thus, redesign or reengineering of business process has been 
often neglected.  
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Much research has been conducted on ISP, but the majority of it has focused on 
improvement and evaluation from the IS perspective [10, 11, 14, 15]. Despite the 
importance of business processes in IS planning, little ISP research has been con-
ducted from the BPR perspective. Taylor [16] attempted to link BPR and SAP, an 
ERP Solution, by using a Sociotechnical System (STS). NG et al. [13] proposed a 
framework that integrates BPR and ERP.  

To overcome the limitations of current ISP methodologies, this research aims to 
provide an ISP framework that incorporates the BPR concept. The new approach 
proposes that business processes and information systems should be linked together 
during the planning stage of enterprise information systems, and that these processes 
need to be redesigned or reengineered during ISP. This study also provides an ROI 
analysis flow, which is a critical step for the economic justification of an IT invest-
ment. 

2   BPR-Based ISP Framework 

Figure 1 depicts the four key components of an enterprise ISP: Business Strategy, 
Business Process, Information System, and Organization. To maximize the effective-
ness of ISP while minimizing the loss resulting from inadequate output, these four 
key components should be fully considered during the entire planning process.  

Business
Strategy

Performance

Evaluation 
& 

Feed Back
Business
Process

Information 
System

Organization

Top Down

Bottom Up

 

Fig. 1. Components of information strategy planning 

The business strategy component aligns enterprise strategy with IS planning from a 
top down perspective. The business process, information system, and organization 
components constitute the bottom layer in which all of the components are analyzed 
and designed concurrently. The proposed ISP framework considers the four key com-
ponents simultaneously to derive successful ISP results. The links and interaction 
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between the business process and information system components are focused upon in 
the framework, which is why it is called a BPR-based ISP framework. It aids in the 
design and planning of IS under a BPR context, and supports the transformation of 
process redesign results into IS implementation.  

2.1   Key Features 

A framework is proposed to reinforce the BPR concept while retaining the advantages 
of existing ISP methodologies. The proposed framework, as compared to ISP meth-
odologies (IE-Expert, METHOD/1, INNOVATOR, IPR) developed by IS solution 
and consulting companies, consists of supplementary sub-processes with a different 
structure. Three key features are embodied in the proposed framework, and these 
features differentiate our framework from other ISP methodologies.  

First, the framework requires that ISP should be tightly coupled with BPR. Busi-
ness process reengineering (BPR), the fundamental rethinking and radical redesign of 
business processes, is closely related to the process of IS planning. IS planning can 
hardly be successful without the comprehensive redesign of business processes. Sec-
ond, a sub-process is added to analyze the IS department. Despite the importance of 
the IS department, its analysis is under-emphasized in existing methodologies. The 
framework proposes that the role of the IS department should be evaluated and the 
department should be reorganized during ISP.  Third, as most enterprises require ROI 
analysis prior to IT investment, an ROI analysis flow for the quantification of invest-
ment effectiveness is proposed in the framework. Table 1 shows a comparison of the 
proposed framework and other ISP methodologies.     

Table 1. A comparison of the proposed framework and other ISP methodologies. IE-Expert is 
originated from James Martin’s Information Engineering Methodology. INNOVATOR is an 
ISP framework developed by Samsung SDS, Korea 

 Proposed  
Framework IE-ExpertTM INNOVATORTM 

Enterprise model 

Focus on data, 
technology, proc-
ess,  and  
organization 

Focus on data, 
technology, and 
process 

Focus on data, 
technology, and 
process 

Applicability of 
BPR Yes No Limited 

Applicability of IS 
department analysis 

Yes No No 

Availability on  
economic valuation Yes No No 

Time horizon 
(months) 

5-7 8-10 3-4 
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2.2   Framework 

The proposed framework largely consists of five sub-processes: Business Strategy 
Analysis, Process Analysis and Redesign, IS Analysis and Modeling, Organization 
Analysis, ROI analysis and Integrated Execution Planning. A structure of the frame-
work is illustrated in Figure 2. Of the five sub-processes, two remain similar to previ-
ous ISP methodologies: Business Strategy Analysis and IS Analysis and Modeling. 
The other three sub-processes are redesigned.  

CSFs are critical inputs for Process Analysis and Redesign, IS Analysis and Mod-
eling, and Organization Analysis. Therefore, these sub-processes are followed by the 
Business Strategy Analysis. The sub-processes, and the performance of each activity 
pertaining to them, generate the backbone of the final integrated execution of IS plan-
ning.  

General
Environment
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CSF* 

Competitive
Environment

Analysis

Component 1

Business 
Strategy

Business 
Process

Information 
System

Organization

: Newly redesigned activities
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Fig. 2. Framework of BPR-based ISP 

2.2.1   Business Strategy Analysis 
Business Strategy Analysis is the sub-process for identifying the business strategies of 
the corporation. Distinct business strategies are identified as based on the analysis of 
the business environment, internal capacity, and CSF (Critical Success Factors). The 
Business Strategy Analysis sub-process is divided into four activities: general envi-
ronment analysis, competitive environment analysis, internal capability analysis, and 
identification of CSF. The following is a description of the four activities. 
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General Environment Analysis. The business environment needs to be analyzed to 
identify the current situation of the company. The business environment can be cate-
gorized as a remote environment, which includes political, social and economic com-
ponents, as an industry environment, and as a market environment [15]. 

Competitive Environment Analysis. The factors that can be considered in the com-
petitive environment analysis are threat of mobility, segment rivalry, buyer’s bargain-
ing power, supplier’s bargaining power, and threat of substitutes.  

Internal Capacity Analysis. Value chain analysis and BSC (Balance Scorecard) 
analysis can be applied to analyze internal capabilities. 

Identification of CSF. Based on the analysis of the external and internal business 
environments of the corporation, the CSF can be identified. The CSF identified at this 
phase are used for identifying the business strategy [1].  

2.2.2   Process Analysis and Redesign 
Accomplishment of process analysis and redesign is based on the CSF identified in 
the previous sub-process. The results of process analysis are used not only for busi-
ness process reengineering, but also for IT model design in the IS analysis and model-
ing sub-process. The process analysis and redesign sub-process can be divided into 
nine activities, as shown in Figure 2. 

Process Hierarchy Analysis & Process Analysis. The process analysis can be com-
pleted by auditing the flexibility, accuracy, connectivity and efficiency of business 
processes. The process designers must completely familiarize themselves with the 
current processes of the corporation [3].  

Key Process Selection. Due to practical limitations, not all processes that have 
problems can be improved. Therefore, the processes most in need of improvement are 
selected as key processes. 

Process Modeling & Process Re-thinking. The process designers should query the 
assumptions that underlie current processes in order to design new and improved 
processes. In this way, a set of processes can be identified for process benchmarking. 

Process Benchmarking & Process Design. This provides the company with exam-
ples of best practices and offers distinct guidance in terms of new processes and their 
manner of implementation. Modeling techniques can be employed to map out the 
logical flow of processes [6]. 

Simulation & Evaluation. Simulations are used to visualize and evaluate the redes-
igned processes. After evaluation and modification, new processes are finally estab-
lished and are ready to be used in the IS design stage for process and system interac-
tion.   

Process Renovation Planning. After generating new processes, the project team 
that will carry out process renovation is organized. The team makes a plan that in-
cludes a time horizon, detailed activities, roles, a performance index, and a brief of the 
techniques that will be followed in conducting the project. 

2.2.3   IS Analysis and Modeling 
IS Analysis and Modeling is the sub-process where IT opportunities and strategies for 
IS implementation and investment are identified. As illustrated in Figure 2, the sub-
process can be classified into seven activities, which are described as follows. 
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IT Environment Analysis. The IT environment is analyzed to identify IT trends in 
similar business environments and new capabilities of IT [11].  

IS As-Is Analysis & Identification of CIR. By these activities, the current IS is 
evaluated to see how it can support the CSF identified in the business strategy analy-
sis sub-process. Additionally, Critical Information Requirements (CIR) are generated. 
The process of specifying CIR can be quite tedious, but its importance should not be 
underestimated [14].   

Benchmarking & IS Strategy Planning. Benchmarking is an excellent tool for con-
tinuous improvement. It is used to gain information regarding IS and strategies of top-
tier companies. IS strategies are established at this stage, and are based on bench-
marking and the analysis of business strategies and current IS. 

IT Model Design & IS Execution Planning. After obtaining IS strategies and CIR, 
the specifics for IT model design and implementation of strategic IS are defined. 
Information architecture and IT solutions are decided through IT model design activi-
ties. The actual sequence for IS development is established during the IS execution 
planning activities. Also, investment is estimated after consideration of key criteria 
such as economic and competitive advantages [1, 13]. The IS execution plan and the 
generated process renovation plan are combined before ROI analysis is conducted. 

2.2.4   Organization Analysis 
This is the sub-process where all organizations including the IS department are ana-
lyzed and evaluated. The core competency and roles of the organizations are also 
identified. The sub-process can be divided into five activities as shown in Figure 2. 
The following is a description of the five activities.   

Organization Analysis & Core Competency Identification. Through these activities, 
organizations and their business process structures are analyzed. The core competency 
of each organization should be identified based on relevant circumstances concerning 
the CSF that were generated in the business strategy analysis sub-process. The results 
are referred to in the process design activity of the process analysis and redesign sub-
process. 

IS Organization Analysis & Redesign. In conventional ISP methodology, there is 
not any activity or stage for analysis of the functional structure of the IT department. 
The functions and roles of the IT department should be evaluated and newly identified 
in accordance with the IS strategies generated during the execution of the IS analysis 
and modeling sub-process.  

IS Operation Rule Design. For the effectiveness of IT department, IS operation 
policies should be set. For example, the functions and tasks between local help desk 
and global help desk should be differentiated. The IS operation rules of the IT de-
partment are referred to in the IT model design activity of the IS analysis and model-
ing sub-process. 

2.2.5   ROI Analysis and Integrated Execution Planning of IS 
After combining the process renovation plan with the IS execution plan, IT ROI 
analysis is performed. Enterprises invest in IT to raise their level of competitiveness 
in the market, but they don’t make investments unless distinct objective results are 
provided [12]. In the proposed framework, an ROI analysis flow is designed to yield 



 Design of a BPR-Based ISP Framework 1303 

 

qualitative economic effects through informatization according to various scenarios. 
The details are described in the next section.  

ROI Analysis. This activity consists of conducting an analysis of investment effec-
tiveness of the enterprise informatization.  

Integrated Execution Planning. The actual sequence and detailed plan for the IS 
development that accompanies process innovation are decided through this activity. 

2.3   ROI Analysis  

As most companies require economic justification prior to IT investment, ROI analy-
sis has become a critical component of ISP. In the proposed framework, an ROI 
analysis module is composed of four steps: IS investment assessment, performance 
indicator identification, data collection, and ROI calculation.  

Step 1. Assess IS Investment: As the first step of ROI analysis, the total investment 
amount is assessed based on IS investment planning. Cost factors including hardware 
cost, man-hours, and the investment horizon are fully investigated. As a result, a year-
by-year investment schedule is generated.  

Step 2. Identify IS Performance Indicators: Based on critical success factors, per-
formance indicators of IS are identified in Step 2. In this step, performance indicators 
of IS are categorized into three groups – the cost saving, the productivity benefit, and 
the business benefit. Tangible cost saving such as reduced cost of labor, material, and 
maintenance can be classified as the cost saving indicators. The productivity benefit 
indicators can be identified from the increased productivity of a business value chain. 
The business benefit reflects intangible and strategic aspect of IS benefit, which can 
be selected to raise the competitiveness in the market and to improve the customer 
relationship. Increased market share and enhanced customer satisfaction are typical 
examples of the business benefit indicators.  

Step 3. Collect Data: This is the most difficult part of an ROI analysis, as the fu-
ture effectiveness of information systems has to be predicted during the planning 
stage. Step 3 constitutes the basis of the ROI analysis. Data such as sales, profit mar-
gin, employee salary, and number of employees using a specific information system 
can be obtained from internal sources. Also, performance guideline data for the calcu-
lation of ROI must be collected through literature review or case studies. Since a new 
information system has yet to be implemented, one needs to estimate the effectiveness 
of the information system based upon case studies. For example, let us suppose pro-
ductivity savings of a Knowledge Management System (KMS) per employee could be 
as much as 2 hours per day for one company or less than a few minutes for another. A 
company considering the implementation of a KMS can use such data as performance 
guidelines. 

Step 4. Calculate ROI:  For each performance indicator, this step requires the con-
version of IS performance indicators to monetary values. This requires a conversion 
formula for each performance indicator, which is defined and the data for which are 
collected at step 3. What-if analysis is conducted under assumed optimistic, moderate, 
and pessimistic scenarios. In addition to traditional ROI, Net Present Value (NPV), 
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Internal Rate of Return (IRR), and Payback Period (PB) are also evaluated to deter-
mine the economic value of an IS investment.  

3   Conclusion 

The enterprise information system has become a business process innovation tool, and 
it has been shown that ISP can hardly be successful without comprehensive business 
process reengineering. To reinforce the business process perspective in ISP, this paper 
introduces a BPR-based ISP framework. The new framework aims to reflect the ef-
fects of process innovation in the planning of an IS road map. An approach to ROI for 
IT investment justification is also provided. Even though the proposed framework is 
intended to fully incorporate the BPR concept into the ISP framework, a full scale 
BPR may not be possible during ISP due to time or budget constraints. In this case, 
the framework recommends that the level of process depth can be reduced during the 
Process Analysis and Redesign sub-process while maintaining the BPR-based ISP 
concept. With this framework, it is expected that enterprises will be able to perform 
more effective, efficient, and strategic IS planning.  
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Abstract. It is an incontestable fact that an enterprise’s competitiveness these 
days is reflected by whether an individual has the application capability and 
knowledge related to information technology. This study improves upon the 
previous research of evaluation systems for personal informatization level and 
its maturity measurement. To measure the personal informatization level, three 
types of questions are developed: Answer-Driven Question(ADQ), Personality -
Fit Question(PFQ) and Understanding-Oriented Question(UOQ). These three 
types are fitted to the characteristic of evaluation indices. Evaluation indices 
consist of three evaluation domains: Mind of IT, Knowledge of IT and Applica-
tion of IT. Each domain is composed of three evaluation factors and their spe-
cific items. They have cause-and-effect relation among them. We applied this 
evaluation system to individuals working in an informatization environment at a 
representative Korean motor company, and verified the application and practi-
cality of evaluation systems through presenting the evaluation results of 18,898 
individuals. 

1   Introduction 

As human resources have come to be viewed as more critical to organizational suc-
cess, many organizations have realized that it is people in an organization that can 
provide a competitive advantage [1]. These days, the enterprise environment, which is 
built on information technology, is also increasing the range and investment of infor-
mation technology’s application in the enterprise process, and considers information 
technology to be one of the most important elements for improving competitiveness 
of organizations. Many viewpoints have been presented as being a primary factor for 
informatization success, such as alignment to strategy, IT investments that take into 
consideration work process quality, superiority of information system to innovate 
processes, and quality of system and organization’s culture that can maintain a foun-
dation for informatization. But most importantly, in today’s end user computer (EUC) 
environment, the bottom line is not how good information systems (IS) are, but rather 
how well they are used; how well these systems are used is a function of EUC skills, 
which empower individuals to utilize IT and perform a variety of functions in organ-
izational context [2]. The members of enterprises are the subjects who produce prod-
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ucts (or services) of real value, using the processes and information technology being 
invested for the creation of value, and in the end, it is the well-trained members of an 
organization who can produce great products and services that can effect the outcome 
of the enterprise [3].  

Accordingly, enterprises feel the need for practical tools that can measure and man-
age an individual’s capability for informatization, and related researches have been 
carried out. However, the researches done so far are only at the level of systematically 
arranging these thoughts, and they cannot yet present a model or management tool 
that can be applied practically in enterprises. In this paper, we will present a case 
where we developed and applied a D-EIPI (Dynamic Evaluation Indices of Personal 
Informatization) model, which overcomes the limitations of existing researches. The 
case study involving 18,000 staff members of ‘H Co.’ in Korea, a Fortune 500 global 
motor company, verified our research model and gave us various discussion points. 
The Integrated Evaluation System for Personal Informatization Levels developed in 
this research can become a guide for improving the personal informatization levels in 
future enterprises, and be used as a quantitative index in making deliberations and 
developing roadmaps for training investments.  

2   Previous Research 

2.1   Personal Informatization Level Evaluation Domain 

Personal informatization level is a person’s ability to act on information related to his 
or her capability. According to Rodriguez., et al, a person’s capability refers to knowl-
edge, skill, ability, and action – in forms that can be measured – which are needed for 
the person to successfully perform a job function or role [4]. Furthermore, according 
to S.C. Parry, a person’s capability can even include attitudes which can influence the 
results [5]. Accordingly, Personal Information Level can be classified as measurable 
forms of knowledge level, application capacity, and attitude needed by the person to 
successfully perform his or her essential role using information technology. There are 
existing researches on evaluating a person’s capability such as O'Driscoll & 
Eubanks(1993), Jenkins & McHarg(1998) and Rifkin(1999), but their works are ei-
ther limited to specialized types of workers or deficient as a comprehensive evalua-
tion system that satisfies the definition of Personal Informatization Level as men-
tioned above.  

When we search among the existing researches in the industry and academia for 
systems that evaluate the informatization capacities of organization members, we can 
mention the evaluation system for computer competency by McCoy(2001), and the 
system for evaluating informatization levels of staff and new employees at such 
places as the Korean MIC (Ministry of Information and Communication) and Sam-
sung SDS. These evaluation systems are one-time evaluations that do not consider job 
positions or functions, but in contrast, Yoon(2003) developed a model with 13 de-
tailed evaluations that considered the characteristics of staff’s job functions and posi-
tions, and carried out a research that connected the resulting levels of each individual 
to a Maturity model.  
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Table 1. Existing research regarding organization staff informatization level evaluation 

Groups Brief Details 
McCoy 
(2001) 

Computer skills Evaluate general knowledge level for hard-
ware, software, programming & integration  

The Ministry of Information 
and Communications, Korea 

(2003) 

Staff informati-
zation levels 

Evaluate IT policy mind, IT technology 
comprehension, IT usage capability & IT 
Growth efforts 

Samsung SDS 
(2003) 

Informatization 
level of new 
employees 

Evaluate practical sense for information tech-
nology, using information I (HTML, pro-
gramming languages etc.) & information II 
(OA)  

Yoon 
(2003) 

Informatization 
level classified 
by job position / 
function 

Evaluate mind of IT, knowledge of information 
technology, using information technology & 
information growth ability  

2.2   Personal Informatization Level Evaluation Methods  

In order to organize the methods used when evaluating personal informatization level, 
we can look at the trends according to evaluation methods and types of indicators. 
Evaluation methods are divided into Questionnaire test, which usually consists of 
several types of questions, and Application test, which directly evaluates one’s ability 
to use information technology. When the Questionnaire test is examined according to 
the types of indicators, it generally divides into a dichotomous question test, selective 
question test, and test with questions based on level of measurement. Fig. 1 shows a 
diagram that connects the methods mainly used in each evaluation area classification 
and types of indicators.  

 

Fig. 1. Measurement type trends classified by evaluation areas 

Selective question test, in which one selects several questions, is used for general 
knowledge level diagnosis, and to diagnose each individual’s capability for using 
skills, test for practical skills is mainly used. However, test with questions based on 
level of measurement, in which one selects established measurements, is mainly used 
for a very sincere individual’s mind or an advance ability area, due to the special 
characteristics of such evaluation area [6], [7]. 
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2.3   Limitations of Existing Research 

Whereas the existing personal informatization level researches mainly focused on 
defining a relationship between a person’s competency and the person’s informatiza-
tion competency, more recent researches are suggesting various evaluation areas and 
measurement methods to structuralize and evaluate personal informatization levels, 
and are trying to apply the measured results to managing systems. However, recent 
researches cannot sufficiently explain the connections among the factors of personal 
informatization level.  

There has to be an evaluation system where the indices of each evaluation area are 
linked with cause-and-effect relations in order for an HR manager to take the results 
of the evaluation, find out the present levels and their causes, and assign priorities for 
improvements using limited resources to enhance the levels. In other words, after an 
Informatization Level evaluation, the information about the cause-and-effect relations 
among the evaluation areas are crucial in suggesting a guideline for level enhance-
ment, but most current researches are insufficient in their solutions. In addition, in 
terms of measurements, a measurement method that conforms to the evaluation con-
tents must be introduced, but at present, an indiscriminate measurement method that 
ignores evaluation areas is mainly being applied. In this paper, we will present the D-
EIPI model, which overcomes these problems.  

3   D-EIPI (Dynamic-Evaluation Indices of Personal 
Informatization) 

D-EIPI (Dynamic-Evaluation Indices of Personal Informatization) is a comprehensive 
model for evaluating and measuring Personal Informatization Levels, and it contains a 
system of measurement types specialized for evaluation areas and evaluation indices 
that are made up of cause-and-effect relations and classified by evaluation areas. The 
word ‘Dynamic’ refers to the fact that the model’s Informatization Level is measured 
through the cause-and-effect relations causing one index variable to affect another 
variable index, and it signifies that these indices are systemized as measurement types 
that reflect the characteristics of areas.  

3.1   Cause-and-Effect Relation Model for Areas 

Dynamic model means a model where the cause-and-effect relations among the three 
mutually exclusive and inclusive areas, the mind of IT, knowledge of information 
technology, and application of information technology, are set up. The aptitude and 
attitude to receive and diffuse personal informatization, the interest in informatization 
plans eventually generate the motive to investigate knowledge regarding information 
foundation technologies such as OA and OS, application technologies and trends. A 
person’s application ability that corresponds to the person’s mind of IT and knowl-
edge level gets cultivated, and eventually, it leads to enhancement of personal infor-
matization level and job accomplishments. Furthermore, when the enhanced personal 
informatization level creates job accomplishments, it ultimately strengthens the incli-
nation to participate in informatization activities, and it in turn, results in the elevation 
of knowledge and use of information technology.  
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Information usage 
capability

Information application 
capability

 

Fig. 2. Dynamic model for diagnosing personal informatization level 

This cause-and-effect model can reduce the logical jump found in the existing  
static models that focus on the past-oriented evaluation of resulting status, and can 
strengthen the explanations for the relations among the factors of personal informati-
zation level. With this model, an enterprise can forecast the progress of personal  
informatization and find a quantitative basis to construct directions for improving 
personal informatization levels in the future. Table 2 shows three evaluation areas and 
their sub-categories, developed from the basis of logic stated above 

Table 2. Three evaluation areas and sub-categories 

Evaluation area Sub-categories Evaluation subject indices 
Understanding of informatiza-
tion plan 

Understandng informatization goal, 
strategy, and effects 

Attitude to receive and diffuse 
information 

Receiving, diffusing, and managing 
information 

Mind of Informa-
tion Technology 

Aptitude for informatization 
Informatization leadership, participation, 
and ethics  

Knowledge of basic IT H/W, S/W, N/W and DB 
Knowledge of IT applications Solutions, IT methodology, e-Business Knowledge of 

Information 
Technology Knowledge of IT trends 

H/W, new S/W technology, N/W, new 
DB technology, new e-Business tech-
nology 

Information processing 
capability 

Capability for using OS, OA, and the 
Internet 

Information usage capability 
Using IT infra, IT methodology, and  e-
Business 

Application of 
Information 
Technology 

Information application capa-
bility 

Application within enterprise, among 
enterprises, and to customers 

.
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3.2   Measurement Types Specialized to Specific Evaluation Areas  

The types of indices used in diagnosis and evaluation of levels in existing researches 
can be divided into two main categories: one is ‘ADQ (Answer-Driven Question),’ 
which leads respondents to select correct answers, and the other is ‘PFQ (Personality -
Fit Question),’ in which multiple questions are set up as measurements to understand 
the characteristics of respondents.  

The diagnosis areas of EIPI, however, because it diagnoses the understanding level 
of enterprise informatization status as well as personal knowledge levels and 
characteristics, it must contain not only ADQ and PFQ types but also include another 
type that can diagnose the understanding level. The integrated index system 
developed in this research contains three main types of indices, shown in table 3.  

Table 3. System of measurement types 

Question Types Features Examples 

ADQ 
(Answer-
Driven 
Question) 

-question types for absolute 
knowledge 
-answers that can be classified 
as clearly correct or wrong  
-objective types 

 Among the electronic interaction types, what 
is correct explanation for B2C? 
 1) electronic business between consumer and 
consumer  
 2) electronic business between enterprise and 
government 
 3) electronic business between government and 
consumer  
 4) electronic business between enterprise and 
customer 

PFQ 
(Personality-Fit 
Question) 

-question types for personal 
informatization aptitudes and 
inclinations  
-question types in which 
measurements for inferiority / 
superiority are set up 
-objective /aptitude test types

1) Definitely No 
2) Usually No 
3) Sometimes 
4) Usually Yes 
5) Definitely Yes 

UOQ 
(Understanding 
Oriented-
Question) 

-question type for person’s 
understanding of informatiza-
tion environment in the com-
pany 
-question types that consider 
environmental factors of 
respondents (all answers are 
close to correct answers, but 
only one or two answers that 
most closely reflect the per-
son’s company environment 
are considered correct) 
-Objective types

 
 1) Provision of fair service benefits for all 
customers  
 2) Prevention of customer secession 
 3) Strengthening of customer service 

using new IT technology  
 4) Maintenance of relationship with bad cus-
tomers  

 5) Inducement to Re-Sell 

UOQ(Understanding-Oriented Questions) refers to question types that have no 
right or wrong answers but make the respondents select the answers that fit the re-
spondents’ context. This is a newly developed index type that measures the respon-
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dents’ capability for using and applying information technology that fits their depart-
ment and company environment, and their understanding level of their company’s 
informatization strategic plans.  

These index types reflect the characteristics of measurement indices and are ap-
plied separately. Fig. 3 shows the mapping results of the index types among the 
measurement indices.  

Knowledge 
of

basic IT

Knowledge 
of IT 

applications

Knowledge 
of

IT trends

Information 
processing 
capability

Information 
usage 

capability

Information 
application 
capability

Understand-
ing of 

informatiza-
tion plan

Attitude to 
receive and 

diffuse 
information

Aptitude for
Informatiza-

tion

 

Fig. 3. Relations between evaluation areas and index types 

Because the index system in D-EIPI can reflect the characteristics of various areas 
that need to be considered in measuring personal informatization level, it has the 
advantage of being able to include not only the quantitatively measurable personal 
knowledge level but also the qualitative personal inclinations and understanding level 
as its objects of diagnosis. 

4   Case Study – Korean Motors Company Case 

D-EIPI was applied to 18,898 headquarter staff members of ‘H’ company, a represen-
tative Korean motor company, which ranks 180 worldwide and is one of Fortune 500 
(2003). Executives and regular employees were all included in the 18,898 potential 
respondents, and among them, 17,246 people responded, showing a high percentage 
of participation at 91.7%. The questionnaire for measuring personal informatization 
levels contained a total of 33 questions for mind of IT, 27 questions for knowledge of 
information technology, and 18 questions for use of information technology, and the 
diagnosis was carried out 16 times in real-time using a web-based online system. 

Regression analysis was carried out on the area scores for the 17,246 staff mem-
bers to verify the cause-and-effect relations between three evaluation areas and nine 
sub-categories, and Fig 4 shows that the cause-and-effect relation model for evalua-
tion areas proposed by D-EIPI is proper. When the Pearson Correlation values marked 
on each link in Fig. 4 are examined, we can see that they generally show high correla-
tions (over 0.4), and their significance levels were all 0.000, which show them to be 
highly significant. When Durbin-Watson statistic values were analyzed as verification 
statistic values to verify the auto-correlation tendencies, they were generally close to 2 
(minimum 1.830, maximum 1.985), meaning auto-correlation can be neglected.  
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Knowledge of IT trends is shown to have relatively low correlations to other areas 
because it is optional knowledge separate from the information technology about to 
be realized or being used in the respondents’ environments.  

Application of ITMind of IT Knowledge of IT

Personal Capacity Personal Capability

Attitude to 
receive and 

diffuse 
information

Understandi-
ng of 

informatizat-
ion plan

Aptitude for
Informatizat-

ion

Information 
processing 
capability

Information 
usage 

capability

Information 
application 
capability

Knowledge 
of

basic IT

Knowledge 
of IT 

applications

Knowledge 
of

IT trends

0.525

0.645

0.702

0.808

0.686
0.396

0.331

0.490

0.746

0.253

0.249

0.271
0.772

0.649

0.717

0.837

0.478

0.313

 

Fig. 4. Correlations among areas of D-EIPI 

Accordingly, a high mind level of IT becomes a motivation for increasing the IT 
knowledge level, which ultimately results in a high rate of information usage by or-
ganization members.   

The results below in table 4, where the scores of the IT usage areas from the model 
that was applied to the H company employees are divided into 10% grading steps and 
the averages for mind and knowledge of IT are organized for each grade step, show 
all the more clearly the cause-and-effect relations between the areas.  

Table 4. IT usage levels compared with the other areas (10% grade step comparison) 
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Also, a high level of usage can serve as a momentum for each individual to take 
part again in informatization activities, thus increasing the level of informatization 
aptitude, and eventually accomplish a maturity flow that cycles from mind, knowl-
edge, Application to mind again. 

Table 5. IT usage levels compared with informatization aptitude (10% grade step comparison) 

5   Conclusions and Future Research 

In this paper, the importance of personal informatization level in current enterprise 
environments that are based on information technology was emphasized and the D-
EIPI (Dynamic Evaluation Indices of Personal Informatization) model was developed 
to systematically measure it. When the model was applied to 18,000 staff members of 
‘H Co.’ in Korea, one of Fortune 500 and global motor company, the case verified our 
research model and gave us various discussion points.  

However, this research is insufficient in making an unified presentation that inte-
grates similar evaluation and measurement results to an analytical model. In addition, 
because personal informatization level signifies one’s level as a member of an enter-
prise, it needs to start from a skill-set analysis which reflects the characteristics of job 
positions and functions in the work processes. However, since it is realistically im-
possible to reflect in detail the work characteristics of 18,898 workers in a case appli-
cation, such consideration was at least reflected in the way we focused on the general 
knowledge workers in the EUC environment, including some of the manufacturing 
staff. 

Accordingly, future researchers should construct evaluation models that can sup-
plement these problems, and present level evaluation models that can both reflect the 
characteristics of job positions and functions, and inclusively evaluate their levels. In 
addition, research is needed regarding level advancing roadmaps that can help with 
management after the evaluation results. 
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Abstract. Many organizations are implementing Knowledge Management 
(KM) technologies to promote knowledge sharing.  An extensive review of re-
cent articles and journals about such implementations reveals that one of the 
main barriers to implementation of KM technology is the absence of an organ-
izational culture that supports knowledge sharing.  The purpose of this research 
is to explore the possible relationship between the successful implementation of 
knowledge management technology and specific organizational culture attrib-
utes.  The OCP and the KMTP instruments were used to identify and rank the 
most critical organizational culture attributes of promoting knowledge sharing 
and KM technology implementation successes. Data were collected from 
twenty six US organizations involved in a KM effort. 

1   The Role of Organizational Culture in KM Efforts 

An extensive review of recent articles and journals about KM implementation reveals 
that one of the main barriers to implementation of KM technology is the absence of an 
organizational culture that promotes knowledge sharing [8]. The result from a recent 
survey conducted by the Knowledge Management Review demonstrates the main 
challenges KM practitioners faced when launching their KM initiative. The two main 
challenges are “Encouraging cultural adoption of KM” mentioned by 37.8% of the 
respondents and “Encouraging people to share” mentioned by 27.7%. “Managing 
information” was only mentioned by 8.1% of the respondents which indicates that 
Information Technology (IT) is far to be one of the main barriers to KM initiative 
success [7]. It seems that currently the IT tools designed to facilitate knowledge crea-
tion, capture, storage and distribution are available (even though no vendor currently 
offers an integrated enterprise wide KM solution) but the efficient use and acceptance 
of those tools are constrained by organizational culture [4]. After having primarily 
focused efforts on IT, practitioners are now realizing the importance of the “soft” 
aspect of KM initiatives [4]. 

There is a general agreement that organizational culture supporting knowledge 
sharing must be present or nurtured in order to succeed with a KM initiative. How-
ever, few academic researches have been conducted defining the key organizational 
culture attributes that support more effective utilization of KM technologies and 
knowledge sharing. The purpose of this research is to define these key cultural attrib-
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utes. Once defined, one can measure them within organizational cultures and focus a 
cultural change initiative on these values. The purpose of this paper is not to describe 
how to implement this cultural change but one needs to be aware that the develop-
ment of the social infrastructure which supports knowledge sharing is a much sticker 
and more contingent affair whereas the acquisition of technology is a relatively 
speedy process [2]. Chances of success are low if the culture is strong, if the purpose 
of the culture change is not well understood and not well accepted by employees. A 
strong communication campaign as well as the use of story telling can help to facili-
tate such change. 

2   Organizational Culture Attributes and Their Measurement 

There is almost an agreement among researchers concerning the definition and core 
components of organization culture. Unfortunately, this agreement is not so strong 
when we look at how to measure organizational culture. Qualitative and quantitative 
methods are complementary approaches to the study and assessment of organizational 
process and attributes.  The advantages of qualitative methods include the use of focal 
unit’s own terms to describe itself, the intensive and in-depth information that can be 
obtained about a unit, and the amenability of the method for exploratory research on 
  

Table 1. 44 Attributes of the OCP 

Trust   Problem Solving Demanding of employee 

Flexibility Being exact Supportive of employees 

Adaptability Team oriented work Having a good reputation 

Stability Decisiveness Sharing information freely  

Predictability Being competitive Socially responsible 

Being innovative Being aggressive Being different from others 

Compliance Being result oriented Security of employment 

Experimentation Fairness Praised good performance 

Risk taking Informality Fitting in at work 

Being careful Tolerant of failure  Confront conflict directly  

Freedom of action Taking initiative Develop friends at work 

Rule oriented Being thoughtful Enthusiasm for the job 

Attention to detail Being easy going Working closely with others 

Take advantage of opportunity Respect for individuals’ right Being calm 

High expectation for performance Low level of conflict encour-
aged 

 

issues and processes about which little information exists [3].  The advantages of 
quantitative methods include the ease of cross-sectional assessments and compari-
sons, the replicability of the assessment in different units and by other researchers or 
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organizational development professionals, and common articulated frame of reference 
for interpreting the data.  Although both methods share the potential for producing 
cumulative bodies of information for assessment and theory testing, quantitative ap-
proach may be more practical for purposes of analyzing data-based change in organi-
zations [3].  

One of the quantitative methods, Organizational Culture Profile (OCP) developed 
by Harper [6] was used for this research to obtain a global perception of the culture of 
an organization. The OCP contains 44 attribute statements as shown in Table 1. that 
can generically capture individual and organizational attributes.  The set of attribute 
statements was developed on the basis of an extensive review of academic and practi-
tioner-oriented writings on organizational attributes and culture [6].  One aspect of 
this review was to identify a comprehensive set of attributes that could be used to 
characterize organizations.  An attempt was made to find items that (1) could be used 
to describe any organization, (2) would not be equally characteristic of all organiza-
tions, and (3) would be easy to understand [6].   Respondents were asked to sort the 
44 items into 8 categories, ranging from most to least desirable or from most to least 
characteristic, and to put a specified number of statements on each category.  Items 
judged to be less characteristic or uncharacteristic were placed into middle categories 
[6]. While sorting the deck, the respondents were asked how to describe the culture of 
a focal organization.  To develop a profile of an organization’s culture, respondents 
familiar with the organization were instructed to sort the 44 attributes according to the 
extent to which the items were characteristic of the organization.  With such a proce-
dure, separate groups of individuals can be used to assess a firm’s culture. 

3   Research Questions and Hypotheses 

Research in the field of Knowledge Management reveals that companies are adopting 
more knowledge management (KM) technologies to maximize the benefit of KM than 
ever, but they don’t take full advantage of them.  Is successful implementation of 
knowledge management not just a combination of new technology, but also organiza-
tional culture?  If so, which cultural attributes do have positive or negative correlation 
with the successful KM technology implementation and knowledge sharing?  

In determining the relationships between organizational culture attributes and a 
successful implementation of knowledge management technology, two basic hypothe-
ses will be developed and tested. 

Hypothesis I: 
H0: There is no positive correlation between the successful implementation of knowl-
edge management technology and cultural attributes (trust, sharing information freely, 
working closely with others, or developing friends at work) for that organization. 
H1: There is a positive correlation between the successful implementation of knowl-
edge management technology and cultural attributes (trust, sharing information freely, 
working closely with others or developing friends at work) for that organization. 

Hypothesis II: 
H0: There is no positive correlation between the high return on knowledge manage-
ment technology investment in sharing key talent and knowledge and cultural attrib-
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utes (trust, sharing information freely, working closely with others, or developing 
friends at work) for that organization. 
H1: There is a positive correlation between the high return on knowledge manage-
ment technology investment in sharing key talent and knowledge and cultural attrib-
utes (trust, sharing information freely, working closely with others, or developing 
friends at work) for that organization. 

   Research Methodology 

For this research, the Knowledge Management Technology Profile (KMTP) was de-
veloped to assess the success of knowledge management technology implementation 
and effective knowledge sharing by modifying the Information Technology Invest-
ment Performance (ITIP) survey instrument developed by National Research Council 
[9].  The ITIP was developed to assess and understand patterns of behavior that could 
help explain why some organizations were, or were not, realizing greater payoffs 
from the investment in information technology [9].  Methods of determining success 
on knowledge management technology implementation were researched and it was 
decided to use a modification to the ITIP survey instrument. 

To gauge the momentum of the KM movement, International Data Corp. and 
Knowledge Management Magazine undertook an extensive electronic survey of U.S. 
user organizations and individuals familiar with KM [5].  The results of the study 
demonstrating the most important reasons for adapting KM and the most common 
challenges to implementing KM were used in modification to ITIP.  Once individual 
KMTP surveys were grouped by organization, overall KMTP score was determined 
by averaging the responses to each of the nine questions (from the question 1 to 9 in 
KMTP survey instrument) and summing the average of each question.  This gives 
each organization a single KMTP score, indicating its success in implementation of 
KM technology. 

As mentioned in section 2, the Organizational Culture Profile (OCP), the survey 
instrument developed by Harper, was used in investigating person-culture fit.  The 
OCP uses the 8-category 44-item Q-sort scale with distribution {3-5-7-7-7-7-5-3}, 
which meets the general Q-sort distribution decisions based on symmetry of distribu-
tion, the number of judgment categories, and the essential shape of the symmetrical 
distribution. 

For the purpose of this research, reliability is not a leading concern because of the 
changing nature of both organizational culture and the way knowledge management 
technology is utilized across an organization.  This research presents only a snapshot 
of the organization under study and the employees’ feeling and perceptions about 
organizational culture and the implementation of knowledge management technology.  
An organization is a dynamic entity; conditions surrounding the operation of the busi-
ness are constantly changing and thus the results from a reliable test instrument would 
be expected to vary in reflection of those changing conditions [1]. 

The questionnaire Organizational Culture Profile (OCP) and the Information Tech-
nology Investment Performance (ITIP), slightly modified for this research, have been 
validated by many researchers in their previous researches.   

4
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   Findings  

.1   Discussion of Data  

The purpose of this research has been to determine the correlation, if any, between 
organizational culture attributes and the successful implementation of knowledge 
management technology.  Data used to test the two hypotheses derived for this re-
search were obtained from 227 respondents from the Organizational Culture Profile 
(OCP) survey instruments and 67 respondents from the Knowledge Management  
 

Table 2. Summary of Participating Organization  

Org. Industry Type Sample Size of KMTP Sample Size of OCP 

Org. A Consulting 3 13 

Org. B Software Development 3 7 

Org. C Financial/Banking/ Accounting 3 9 

Org. D Consulting 3 10 

Org. E Manufacturing 3 8 

Org. F Financial/Banking/ Accounting 4 10 

Org. G IT/ Telecommunication 2 7 

Org. H Government 3 13 

Org. I Consulting 3 9 

Org. J IT/ Telecommunication 3 11 

Org. K Software Development 4 8 

Org. L Consulting 3 22 

Org. M Software Development 3 7 

Org. N Government 3 7 

Org. O IT/ Telecommunication 3 11 

Org. P Consulting 3 11 

Org. Q Software Development 2 9 

Org. R Education 2 4 

Org. S Financial/Banking/ Accounting 3 18 

Org. T Consulting 3 7 

Org. U Software Development 3 5 

Org. V IT/ Telecommunication 1 3 

Org. W Consulting 1 5 

Org. X Consulting 1 4 

Org. Y Financial/Banking/ Accounting 1 5 

Org. Z Financial/Banking/ Accounting 1 4 

5 

5 
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Technology Profile (KMTP) survey instruments representing 26 separate organiza-
tions.  A total of 1060 OCP survey instruments and 212 KMTP survey instruments 
were distributed across 44 organizations.  The OCP survey instruments were distrib-
uted to employees within the organization regardless of employees’ function and 
level.  The KMTP survey instruments were distributed to managers who were in a 
position to be knowledgeable about knowledge management technology across the 
organizations.  A total of 236 OCP survey instruments were completed and returned 
from 27 organizations with the response rate of 22.3 percent.  A total of 67 KMTP 
survey instruments were completed and returned from 26 organizations with the re-
sponse rate of 31.6 percent.  One organization that returned only the OCP survey 
instruments was excluded out of sample organizations.  Table 2. provides detailed 
information as to the number of respondents to the OCP and the KMTP survey in-
struments from each of 26 participating organizations and the industry types of these 
organizations.  The alphabet (A to Z) was assigned to each of 26 organizations ran-
domly to protect confidentiality of participating organizations. 

Table 3. Correlation between OCP Cultural Attributes and KMTP Score 

OCP Attributes Correlation OCP Attributes Correlation 
Sharing information freely 0.83 Security of employment 0.01 
Working closely with others 0.78 Low level of conflict encouraged -0.05 
Team oriented work 0.69 Being careful -0.08 
Trust 0.69 Socially responsible -0.09 
Fairness 0.63 Stability -0.09 
Enthusiasm for the job 0.63 Confront conflict directly -0.09 
Autonomy 0.47 Fitting in at work -0.13 
Flexibility 0.45 Respect for individual’s right -0.14 
Supportive of employees 0.44 Being different from others -0.14 
Tolerance of failure 0.44 High expectations for perform-

ance
-0.17 

Rule orientation 0.41 Informality -0.18 
Praised good performance 0.37 Being innovative -0.18 
Experimentation 0.33 Being result oriented -0.24 
Demanding of employees 0.32 Predictability -0.33 
Take advantage of opportunity 0.31 Taking initiative -0.34 
Having a good reputation 0.31 Being easy going -0.42 
Being exact 0.29 Compliance -0.46 
Decisiveness 0.28 Risk taking -0.49 
Problem solving 0.17 Attention to detail -0.53 
Adaptability  0.16 Being competitive -0.63 
Developing friends at work 0.09 Being aggressive -0.68 
Being thoughtful 0.04 Being calm -0.79 
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.2   Data Analysis 

The Pearson Product-Moment correlation coefficient was considered as a method of 
determining linear relationship between two quantitative variables measured in inter-
val scales − organizational culture and the successful implementation of knowledge 
management technology.  However, nonparametric alternative to Pearson Product-
Moment correlation, Spearman’s correlation coefficient, was used with replacing the 
data values for each variable by ranks because the variables are not normally distrib-
uted.  The fact that variables are not normally distributed is due to the sample size. 

Relationship between KMTP Score and OCP Cultural Attributes. The correla-
tions between 44 OCP cultural attributes and the KMTP success score were examined 
using Spearman’s correlation coefficients (see Table 3.). This non-parametric 
 

Table 4. Correlation between KMTP Score for Knowledge Sharing and OCP Cultural 
Attributes 

OCP Attributes Correlation OCP Attributes Correlation 
Team oriented work 0.72 Respect for individual’s right 0.15 

Working closely with others 0.68 Enthusiasm for the job 0.10 

Sharing information freely  0.62 Tolerant of failure  0.06 

Trust   0.61 Security of employment 0.01 

Supportive of employees 0.58 Demanding of employee -0.09 

Take advantage of opportunity 0.52 Being different from others -0.14 

Flexibility 0.46 Low level of conflict encour-
aged

-0.15 

Confront conflict directly  0.44 Risk taking -0.24 

Autonomy  0.44 Being careful -0.28 

Having a good reputation 0.41 Taking initiative -0.34 

Fairness 0.38 Being aggressive -0.34 

Being innovative 0.37 Rule oriented -0.38 

Developing friends at work 0.35 Being exact -0.38 

Adaptability 0.31 Being easy going -0.39 

Experimentation 0.31 Being result oriented -0.41 

Fitting in at work 0.29 Being competitive -0.41 

Praised good performance 0.27 Predictability -0.43 

Being thoughtful 0.24 Decisiveness -0.44 

Problem Solving 0.20 Attention to detail -0.48 

Socially responsible 0.19 Stability -0.61 

Informality 0.17 Compliance -0.61 

High expectation for performance 0.15 Being calm -0.75 
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correlation analysis reveals a number of cultural attributes having moderate to high 
positive correlation with the KMTP success score.  These attributes include sharing 
information freely, working closely with others, team oriented work, trust, fairness, 
and enthusiasm for the job. A number of cultural attributes having a moderate to high 
negative correlation with the KMTP score were also identified.  These attributes 
include being calm, being aggressive, and being competitive. 

Relationship between Successful Knowledge Sharing and OCP Cultural 
Attributes. From the KMTP survey instruments grouped by organization, a portion of 
the assessment included the respondents’ judgment on KM technology investment in 
sharing key talent and knowledge within the respective organizations.  The average 
KMTP score for knowledge sharing for each of participating organizations was tallied 
and normalized.  A non-parametric correlation analysis was used to determine the 
correlation between the score of successful implementation of KM technology on 
knowledge sharing and the 44 OCP attributes.  Table 4. summarizes the correlation 
between these two variables produced by the Spearman’s Correlation analysis. 

Analysis of Hypotheses. The Spearman’s Rank Correlation coefficient (Rho) was 
used to determine the relationship between two quantitative variables measured in 
interval scale with replacing the data values for each variable by ranks because the 
variables are not normally distributed. The Pearson Product-Moment correlation 
could be used with the sample size larger than 30 if the variables are approximately 
normally distributed.  However, the sample size of this research (n=26) is not suffi-
ciently large to use the Pearson Product-Moment correlation coefficient.  The hy-
potheses were tested based on the findings from the correlation analysis with 99% 
confidence interval. 

Table 5. Testing Hypothesis I 

OCP Attributes Correlation t - value 

Trust 0.69 t : 3.45 > t.005, 25 : 2.79 

Sharing information freely 0.83 t : 4.15 > t.005, 25 : 2.79 

Working closely with others 0.78 t : 3.90 > t.005, 25 : 2.79 

Developing friends at work 0.09 t : 0.45 < t.005, 25 : 2.79 

The research hypothesis I postulates that organizations indicating a higher overall 
success for knowledge management technology implementations, would find that em-
ployees rank attributes such as trust, sharing information freely, working closely with 
others, or developing friends at work more positively in their assessment of organiza-
tional culture attributes than employees within companies whose knowledge manage-
ment technology implementations indicate a lower overall success.  The t – values cal-
culated against Spearman’s Correlation coefficients of attributes trust (r = 0.69), sharing 
information freely (r = 0.83), and working closely with others (r = 0.78) found from the 
data analysis are sufficient to reject null hypothesis (see Table 5.). 
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Table 6. Testing Hypothesis II 

OCP Attributes Correlation t - value 

Trust 0.61 t : 3.05 > t.005, 25 : 2.79 

Sharing information freely 0.62 t : 3.10 > t.005, 25 : 2.79 

Working closely with others 0.68 t : 3.15 > t.005, 25 : 2.79 

Developing friends at work 0.35 t : 1.75 < t.005, 25 : 2.79 

The hypothesis II postulates organization indicating a high return on knowledge 
management technology investment in sharing key talent and knowledge, would find 
that employees rank attributes such as trust, sharing information freely, working 
closely with others, or developing friends at work more positively in their assessment 
of organizational culture attributes than employees within companies whose invest-
ment in knowledge management technology indicate less return on sharing key talent 
and knowledge.  The t – values calculated against Spearman’s Correlation coefficients 
of attributes trust (r = 0.61), sharing information freely (r = 0.62), and working 
closely with others (r = 0.68) found from the data analysis are sufficient to reject null 
hypothesis (see Table 6.). 

   Conclusions and Recommendations 

The results of the data analysis revealed sufficient evidence to establish a correla-
tion between cultural attributes and the successful implementation of knowledge 
management technology and knowledge sharing.  Before an organization launches a 
knowledge management technology initiative, it should deal with cultural issues.  
The success of KM technology implementation is mediated by human behavior.  
The research identifies cultural attributes, which have moderate to high positive 
correlation with the success of KM technology implementation such as sharing 
information freely, working closely with others, team-oriented work, trust, fairness, 
and enthusiasm.  

Many organizations are actually implementing KM strategies and technologies that 
are giving them real benefits in terms of knowledge sharing.  The results of this re-
search which support the supplemental hypothesis II indicate that a high return on 
knowledge management technology investment in sharing knowledge has moderate 
high correlation with cultural attributes such as team-oriented work, working closely 
with other,  sharing information freely, trust, and supportive of employees.  

The findings of this research could help KM researchers and practitioners to de-
velop a better understanding of the role of organizational culture in the successful 
implementation of KM technology and knowledge sharing initiatives. The findings 
provide some key cultural attributes that practitioners will be able to focus on and to 
pay particularly attention to during cultural change initiatives. 
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Márquez, Joaqúın Torres IV-1292
Martoyan, Gagik A. I-1012
Medvedev, N.N. I-816
Meng, Qingfan I-1040
Merelli, Emanuela II-1264
Miao, Lanfang I-758
Miao, Yongwei III-1023
Michelot, Christian IV-712
Mielikäinen, Taneli IV-1251
Mijangos, Eugenio IV-477
Million, D.L. III-29
Min, Byoung Joon I-252
Min, Byoung-Muk II-896
Min, Dugki II-187, III-858
Min, Hyun Gi I-57
Min, Jihong I-1154
Min, Kyongpil I-1135
Min, Seung-hyun II-723
Min, Sung-Hwan IV-458
Minasyan, Seyran H. I-1012
Minghui, Wu I-875, I-974
Minhas, Mahmood R. IV-587
Mirto, Maria III-1
Miyano, Satoru III-349
Mnaouer, Adel Ben IV-1212
Mo, Jianzhong I-967
Mocavero, Silvia III-1
Moon, Hyeonjoon I-584
Moon, Ki-Young I-311, I-609



1336 Author Index

Morarescu, Cristian III-556, III-563
Moreland, Terry IV-1120
Morillo, Pedro III-1119
Moriya, Kentaro IV-978
Mourrain, Bernard I-683
Mun, Young-Song I-97, I-118, I-242,

I-271, I-398, I-408, I-459, I-550, I-559,
I-569, I-628, II-676, II-848, IV-1036

Murat, Cécile IV-202
Muyl, Frédérique IV-948

Na, Qu III-225
Nait-Sidi-Moh, Ahmed IV-792
Nakamura, Yasuaki III-1013
Nam, Junghyun I-498
Nam, Kichun I-1129
Nam, Kyung-Won I-1170
Nandy, Subhas C. I-827
Nariai, Naoki III-349
Nasir, Uzma II-1045
Nassis, Vicky II-914
Ng, Michael Kwok IV-843
Ng, See-Kiong II-1167, III-318
Nicolay, Thomas II-634
Nie, Weifang III-284, III-292, III-416
Nikolova, Mila IV-843
Ninulescu, Valerică III-635, III-643
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Vizcáıno, Aurora I-1064

Wack, Maxime IV-792
Wahala, Kristiina I-938
Walkowiak, Krzysztof IV-802
Wan, Zheng I-329, II-704
Wang, Chen II-1086
Wang, Chengfeng I-748
Wang, Gi-Nam IV-702
Wang, Guilin III-701, III-711
Wang, Hao III-691, IV-1028
Wang, Hei-Chia III-309
Wang, Hui-Mei IV-172
Wang, Jianqin III-173
Wang, Jiening III-284
Wang, K.J. IV-333
Wang, Lei IV-733
Wang, Pi-Chung IV-1007
Wang, Ruili II-1187
Wang, Shaoyu IV-1140
Wang, Shu IV-1
Wang, S.M. IV-333
Wang, Weinong II-806
Wang, Xinmei IV-1046
Wang, Xiuhui III-215
Wang, Yanguang III-173
Wang, Yongtian III-266
Weber, Irene III-299
Wee, H.M. IV-333
Wee, Hyun-Wook III-938, IV-333
Wei, Sun IV-753
Weng, Dongdong III-266
Wenjun, Wang I-301
Wille, Volker IV-958
Wirt, Kai II-577
Won, Chung In I-707
Won, Dongho I-498, I-609, II-92,

II-1146
Won, Hyung Jun III-1259
Won, Jae-Kang III-817
Wong, Duncan S. II-614
Woo, Gyun I-29

Woo, Seon-Mi III-954
Woo, Sinam I-261
Wu, C.G. I-1040
Wu, Chaolin III-173
Wu, Enhua III-1167
Wu, Hulin IV-519
Wu, Yong III-1099
Wu, Yue IV-250
Wu, Zhiping II-595

Xia, Yu IV-290
Xiaohui, Liang III-225
Xiaolin, Wang I-301, II-822
Xinpeng, Lin I-301
Xirouchakis, Paul IV-538, IV-722
Xu, Bing II-946
Xu, Dan III-274
Xu, Guilin IV-30
Xu, Jie I-758
Xu, Qing III-292
Xu, Shuhong I-769, IV-906
Xu, Xiaohua III-338
Xue, Yong III-173

Yamaguchi, Rui III-381
Yamamoto, Osami I-786
Yamashita, Satoru III-381
Yan, Chung-Ren III-1043
Yan, Dayuan III-266
Yan, Hong III-357
Yang, Byounghak IV-241
Yang, Chao-Tung IV-1017
Yang, Ching-Nung I-19
Yang, Dong Jin II-647
Yang, Hae-Sool II-1, II-52, III-739,

III-827, III-938
Yang, Hongwei II-946
Yang, Jie III-416
Yang, KwonWoo III-89
Yang, Tao III-266
Yang, X.S. III-1109
Yang, Xin I-896, IV-1102
Yang, Yoo-Kil III-1129
Yantır, Ahmet III-529
Yao, Xin II-1217
Yates, Paul I-938
Yazici, Ali III-463
Ye, Dingfeng II-595
Ye, Lu III-190, IV-30
Yeh, Chung-Hsing II-956



1340 Author Index

Yen, Show-Jane II-1055
Yi, Yong-Hoon II-82
Yim, Wha Young I-1213
Yin, Jianfei III-691, IV-1028
Yin, Ming II-1177
Yinghui, Che III-225
Yingwei, Luo I-301, II-822
Yiu, S.M. III-651
Yoo, Cheol-Jung III-758, III-836,

III-878, III-945
Yoo, Chun-Sik II-31, III-954
Yoo, Hun-Woo IV-458, IV-743
Yoo, Hyeong Seon II-102, II-111
Yoo, Jin Ah II-889
Yoo, Seung Hwan I-252
Yoo, Seung-Jae II-870
Yoo, Sun K. II-1028
Yoon, Chang-Dae II-332, II-373, II-429
Yoon, Mi-sun IV-62
Yoon, Yeo Bong III-19
Yoshida, Ryo III-389
You, L.H. III-197
You, Jinyuan III-10
You, Peng-Sheng IV-368
Youn, Chan-Hyun I-320
Youn, Hee Yong I-519, II-936, III-19,

IV-916, IV-1149
Youn, Hyunsang I-291
Youn, Ju-In II-10
Younghwan, Lim II-676
Youngsong, Mun II-676
Yu, Eun Jung III-1306
Yu, HeonChang III-89, IV-936
Yu, Sang-Jun I-166
Yuan, Qingshu I-865, I-985
Yun, HY. II-1028
Yun, Sung-Hyun II-391, II-401, IV-62
Yun, Won Young IV-558
Yunhe, Pan I-875, I-974
Yusupov, R.M. IV-407

Zantidis, Dimitri III-672
Zaychik, E.M. IV-407

Zhai, Jia IV-702
Zhai, Qi III-284, III-435
Zhang, Changshui II-1217
Zhang, Fuyan III-245
Zhang, Jian J. III-197, III-1003,

III-1109
Zhang, Jianzhong IV-161
Zhang, Jiawan III-292, III-416, III-435
Zhang, Jin-Ting IV-519
Zhang, Jun III-691, IV-1028
Zhang, Kuo IV-1222
Zhang, Mingmin II-946, III-190, III-245
Zhang, Mingming IV-1, IV-30
Zhang, Qiaoping III-181
Zhang, Qiong I-967
Zhang, Shen II-686
Zhang, Ya-Ping III-274
Zhang, Yan-Qing III-299
Zhang, Yi III-435
Zhang, Yong-Dong II-547
Zhang, Yu III-1197
Zhang, Yang I-214
Zhang, Yuanlinag II-1207
Zhao, Jane II-1235
Zhao, Qinping III-235
Zhao, Weizhong IV-1159
Zhao, Yang III-274
Zhao, Yiming IV-1
Zheng, Jin Jin III-1003
Zheng, Weimin IV-762
Zheng, Zengwei IV-826
Zhong, Shaobo III-173
Zhou, Hanbin IV-896
Zhou, Hong Jun III-1003
Zhou, Jianying III-681, III-701
Zhou, Qiang IV-896
Zhou, Suiping I-947
Zhou, Xiaohua III-402
Zhu, Jiejie IV-30
Zhu, Ming IV-1102
Zhuoqun, Xu I-301, II-822
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